# Hard exclusive processes beyond the leading twist 

Adrien Besse

## To cite this version:

Adrien Besse. Hard exclusive processes beyond the leading twist. Other [cond-mat.other]. Université Paris Sud - Paris XI; National centre for nuclear research (Otwock-Świerk), 2013. English. NNT: 2013PA112106 . tel-00855281

HAL Id: tel-00855281
https://theses.hal.science/tel-00855281
Submitted on 29 Aug 2013

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.


# THĖSE <br> Présentée pour obtenir <br> LE GRADE DE DOCTEUR EN SCIENCES <br> DE L'UNIVERSITÉ PARIS-SUD XI <br> en cotutelle avec le <br> NATIONAL CENTRE FOR NUCLEAR RESEARCH <br> Spécialité: Physique théorique <br> par <br> Adrien BESSE 

soutenue publiquement le Mardi 02 juillet 2013

## Réactions dures exclusives au twist sous-dominant

| Directeurs de thèse: | Lech SZYMANOWSKI |
| :--- | :--- |
|  | Samuel WALLON |

Composition du jury
Président du jury: Dr. Damir BECIREVIC
Rapporteurs:
Pr. Krzysztof GOLEC-BIERNAT
Dr. Stéphane MUNIER
Examinateurs:
Pr. Krzysztof KUREK
Dr. Laurent SCHOEFFEL


Thèse préparée au
Département de Physique d'Orsay, Laboratoire de Physique Théorique (UMR 8627),
Bât. 210, Université Paris-Sud 11, 91405 Orsay Cedex

## Résumé

Cette thèse porte sur le calcul des amplitudes d'hélicités de la leptoproduction diffractive exclusive du méson $\rho$ dans la limite de Regge perturbative au-delà du twist dominant. La compréhension de ce processus et autres processus exclusifs en terme d'intéractions entre les constituents fondamentaux de la QCD, constitue un enjeu majeur pour comprendre la structure des hadrons. L'approche suivie par le modèle présenté ici est basée d'une part sur la $k_{T}$-factorisation à petits $x$, c'est-à-dire dans la limite des hautes énergies dans le centre de masse $W \sim \sqrt{s}$ et d'autre part sur la factorisation colinéaire du méson $\rho$ dans la limite des hautes virtualités $Q$ du photon virtuel intéragissant avec le nucléon.

Dans l'approche de la $k_{T}$-factorisation, l'amplitude est scindée en deux pièces principales, le facteur d'impact correspondant à la transition du photon virtuel au méson $\rho\left(\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow\right.$ $\rho\left(\lambda_{\rho}\right)$ ) et le facteur d'impact du nucleon cible. Ces deux facteurs d'impacts intéragissent par l'échange d'un poméron dans la voie $t$ qui contient toute la dépendence en énergie du processus. Le poméron est décrit à l'ordre dominant par l'échange de deux gluons et à l'ordre dominant en $\ln (1 / x)$ avec $x \sim Q^{2} / W^{2}$ par l'échange d'une échelle de gluons dans le voie $t$.

La haute virtualité du photon justifie l'application de la QCD perturbative pour calculer le facteur d'impact $\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)$ en utilisant la factorisation colinéaire pour séparer les contributions dominantes au twist 2 et au twist 3. Cette approche a été employée par Ginzburg, Panfil et Serbo en 1985 pour calculer les termes de twist 2 des facteurs d'impacts des transitions où le photon virtuel est polarisé soit longitudinalement soit transversalement et où le méson $\rho$ est polarisé longitudinalement. Ces transitions sont dénotées respectivement $" \gamma_{L}^{*} \rightarrow \rho_{L}$ " et " $\gamma_{T}^{*} \rightarrow \rho_{L}$ ". L’approche a ensuite été poussée au twist 3 en 2010 par Anikin, Ivanov, Pire, Szymanowski et Wallon, pour obtenir le terme de twist 3 du facteur d'impact de la transition " $\gamma_{T}^{*} \rightarrow \rho_{T}$ " où le photon virtuel et le méson $\rho$ sont polarisés transversalement. Ces résultats sont invariants de jauge et font apparaître les ditributions d'amplitudes du méson $\rho$ paramétrisant la production du méson à partir des états de Fock intermédiaires quark-antiquark et quark-antiquark-gluon.

Dans cette thèse nous présentons un premier modèle se basant sur ces résultats pour les facteurs d'impacts, pour décrire les rapports d'amplitudes d'hélicités associés à ce processus en utilisant un modèle phénoménologique pour le facteur d'impact du nucléon cible. On utilise aussi un modèle pour les distributions d'amplitudes du méson $\rho$ basé sur le développement conforme de celles-ci. Les résultats de ce modèle sont ensuite comparés aux données de HERA et nous discutons les résultats obtenus.

Une seconde approche est présentée où les facteurs d'impacts aux twist 2 et 3 des transitions $\gamma_{L}^{*} \rightarrow \rho_{L}$ et $\gamma_{T}^{*} \rightarrow \rho_{T}$ sont redérivés dans la représentation des paramètres d'impacts. On montre que ces résultats sont équivalents à ceux obtenus dans l'approche dans l'espace des impulsions et permettent d'avoir une image en terme des configurations de dipôles de couleurs contenues dans l'état partonique intermédaire de la transition $\gamma^{*} \rightarrow \rho$. Les amplitudes d'hélicités ainsi obtenues se décomposent en une convolution entre le recouvrement des fonctions d'onde du photon virtuel et du méson $\rho$ calculé dans l'approximation colinéaire,
avec l'amplitude d'intéraction d'un dipôle de couleur avec le nucléon cible. Cette dernière amplitude est universelle et déterminée à partir d'autres processus tels que le processus de diffusion profondément inélastique. Nous obtenons ainsi une expression pour les amplitudes d'hélicités où nous pouvons combiner des modèles d'amplitude de diffusion dipôle-nucléon avec le recouvrement des fonctions d'onde issus des calculs de factorisation colinéaire aux twists 2 et 3 . Nous présentons les prédictions, comparées aux données de HERA, pour les sections efficaces polarisées de la production diffractive exclusive du méson $\rho$ obtenues à partir des amplitudes d'hélicités. Les prédictions sont en accord avec les données pour des virtualités supérieures à $5-7 \mathrm{GeV}^{2}$. Nous présentons une analyse de ces résultats, notamment nous discutons le rôle des corrections de twists supérieurs et nous comparons nos résultats avec des recouvrements de fonctions d'onde obtenus par d'autres modèles existants.

Mots-clefs: Processus exclusifs, Chromodynamique Quantique perturbative, Amplitudes d'hélicités, Factorisation colinéaire, $k_{T}$-factorisation, Dipôles de couleurs.

## Abstract

This thesis, entitled "Hard exclusive processes beyond the leading twist", deals with the computation of the helicity amplitudes of the exclusive diffractive $\rho$-meson leptoproduction in the perturbative Regge limit beyond the leading twist. The understanding of such exclusive processes in terms of the elementary constituents of QCD is a serious challenge to understand the hadronic structure. The approach we follow here, first relies on the $k_{T}$-factorization in the small $-x$ regime, i.e. when there is a high energy $W \sim \sqrt{s}$ in the center of mass of the photon-proton system. It secondly relies on the collinear factorization scheme for large virtualities $Q$ of the photon, to factorize the $\rho$-meson soft part of the process.

Within the $k_{T}$-factorization approach, the amplitude splits in two main pieces, the $\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)$ impact factor, with $\lambda_{\gamma}$ and $\lambda_{\rho}$ the polarizations of the virtual photon and the $\rho$-meson, and the nucleon impact factor. The impact factors are interacting with the exchange of a pomeron in the $t$-channel which corresponds to the exchange of two $t$-channel gluons at leading order and a ladder of gluons at leading $\log (1 / \mathrm{x})$ order, with $x \sim Q^{2} / W^{2}$.

At high virtualities of the photon, the perturbative QCD techniques are justified to compute the $\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)$ impact factor using the collinear factorization scheme to get the twist 2 and twist 3 terms. This approach was first used in 1985 by Ginzburg, Panfil and Serbo to compute the twist $2 \gamma_{L}^{*} \rightarrow \rho_{L}$ and $\gamma_{T}^{*} \rightarrow \rho_{L}$ impact factors. In 2010 the twist 3 term of the $\gamma_{T}^{*} \rightarrow \rho_{T}$ impact factor was derived by Anikin, Ivanov, Pire, Szymanowski and Wallon. The results obtained are gauge invariant and they involve the twist 2 and twist 3 distribution amplitudes of the $\rho$-meson that parameterize the meson production from the quark antiquark and the quark antiquark gluon intermediate Fock states.

In this thesis we present a model based on these impact factor results to get predictions for the ratios of helicity amplitudes associated to the $\rho$-meson diffractive leptoproduction using a phenomenological model for the proton impact factor. We also use a model for the distribution amplitudes based on the conformal expansion. The predictions are then compared to HERA data and we discuss the results of this approach.

A second approach is presented where the twist 2 and twist 3 impact factors are derived in the impact parameter representation. We show that the results are equivalent to the ones obtained in the momentum space representation. The results in impact parameter representation give information about the dipole configuration content of the intermediate state involved in the $\gamma^{*} \rightarrow \rho$ impact factors. As a result of this approach, the helicity amplitudes factorize as the convolution of two parts, the first one is the overlap of the virtual photon and the $\rho$-meson wave functions computed in the collinear approximation and the second one is the dipole-target scattering amplitude. The dipole-target scattering amplitude is well determined on other processes such as deep inelastic scattering processes. Combining a model for the dipole cross-section with the results obtained within the collinear factorization scheme for the overlap of the wave functions, we get a model for helicity amplitudes and the longitudinal and transverse polarized cross-sections. We compare our predictions to HERA data and get a good agreement for virtualities of the photon larger than $Q^{2} \sim 5-7 \mathrm{GeV}^{2}$.

We discuss the results, in particular the role of higher twist corrections and we compare our results with the overlaps of wave functions obtained from other models that exist within the color dipole picture.

Keywords: Exclusive processes, Perturbative quantum chromodynamics, Helicity amplitudes, Collinear factorization, $k_{T}$-factorization, Color dipoles.
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## Introduction

Inclusive processes, such as the deep inelastic scattering (DIS) processes have provided a lot of information about the nature of strong interactions and the nucleon structure. These processes first described by the naive parton model proposed by Feynman and Bjorken [1, 2] to explain the approximate Bjorken scaling observed at SLAC in late 60's, allowed to disentangle the hadronic structure as made of elementary asymptotically free constituents called "partons". The mysterious facts that in a strongly bound hadronic state the partons are acting like free and the fact that quarks without their color degrees of freedom are violating the Pauli exclusion principle were solved with the apparition of the quantum chromodynamics (QCD) to describe the strong interactions. Indeed, QCD which is a non-abelian gauge quantum field theory based on the $\mathrm{SU}(3)$ color group, is an asymptotically free theory given the number of flavors we know, as demonstrated in 1973 by Wilczek, Politzer and Gross $[3,4,5]$. This is due to the non-abelian character of QCD and the running of $\alpha_{s}$ is very well reproduced by the data.

Another important feature of QCD is the confinement of quarks and gluons into colorless hadronic states which makes the direct observation of partons as external particles impossible. The experimental evidence for gluons at PETRA in 1979 comes from 3-jet events, due to an energetic gluon radiation $q \bar{q} \rightarrow q \bar{q} g$ in the hard sub-process $e^{-} e^{+} \rightarrow q \bar{q}$. The confinement of the emitted quark antiquark and gluon leads to the observation of 3 -jet events. These events are also used to determined the coupling constant of the strong interaction $\alpha_{s}$.

Many techniques exist to study the QCD properties. The perturbative QCD (pQCD) approach is one of them and it relies on the factorization of a process into a hard part where large energy scales are involved and a soft part involving the long distance dynamics of the partons inside the hadrons. The presence of a hard scale $Q$ in the collision is needed to justify the perturbative expansion in $\alpha_{s}(Q)$ of the hard part and the factorization into hard and soft pieces. Under kinematic assumptions, one can derive pQCD evolution equations such as the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP), Efremov-Radyushkin-Brodsky-Lepage (ERBL) or Balitsky-Fadin-Kuraev-Lipatov (BFKL) equations, for the soft parts but pQCD cannot provide information of non-pertubative aspects of soft parts. Other techniques can supply information on non-perturbative quantities such as lattice QCD, effective field theories or QCD sum rules techniques.

Inclusive processes have also provided a deep understanding of the structure of the hadrons and the partonic distribution functions (PDFs), which are known on a wide kinematic range. They have been the testing ground of theoretical innovations such as the operator product expansion (OPE) formalism first introduced in particle physics by Wilson in the 70's [6] and then applied to DIS [7, 4]. However inclusive process observables give only information on the forward kinematics where there is no momentum transfered in $t$-channel. With the increasing improvement of the experiments, the measurements on exclusive processes, where one is interesting to a specific final state, have begun to bring additional information on the hadronic structure. For example, the generalized parton distributions (GPDs) parameterizing
the nucleon in the non-forward limit have to take into account not only the $x$ dependence of the partonic distributions but also the skewness dependence. The exclusive processes such as the diffractive production of vector mesons, or the deep virtual Compton scattering (DVCS) have been studied for more than 25 years and are still the subject of many studies and experiments. For our purpose, we should name more particularly the HERA collider collaborations H1 and ZEUS as they have provided data for very small values of $x$ and moderate $Q^{2}$, which is the kinematic region of interest in this thesis. The low $-x$ physics is an interesting limit of QCD. Alternative approaches from the usual collinear factorization scheme are based on $k_{T}$-factorization, such as the dipole models by Nikolaev, Zakharov [8, 9] and Mueller $[10,11]$ or the CGC formalism $[12,13,14,15,16,17]$. Such approaches are used to understand the transition from a diluted to a dense partonic system due to the emission of gluons by Bremsstrahlung which takes place in the small $-x$ limit. This transition poses the interesting question of saturation effects inside the hadrons.

In this thesis we developed a model for the diffractive $\rho$-meson production in the perturbative Regge limit, i.e. at small $x$ and at high enough $Q^{2}$ to use pQCD techniques. This approach will be presented in chapter 2 and chapter 3, while the first chapter will be devoted to introduce the main tools of this treatment on a DIS process.

In the chapter 1, we will introduce basics of different techniques that are used in this thesis. We will present the $k_{T}$-factorization on the simplest examples to explain how the amplitudes can be factorized in the high energy limit, in sub-processes called "impact factors". Next, after a brief general introduction to DIS, we will focus on a DIS process to show how these impact factors can be interpreted in the language of dipole models. This permits us to discuss the importance and different ways of incorporation into the dipole model of saturation effects.

In the chapter 2, we will present the Light-Cone Collinear Factorization (LCCF) scheme beyond the leading twist and its application to the computation of the impact factor $\Phi^{\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)}$ of the transition of the virtual photon of helicity $\lambda_{\gamma}$ into a $\rho$-meson of helicity $\lambda_{\rho}$. In this approach, the soft part associated to the production of the $\rho$-meson is parameterized by the distribution amplitudes (DAs) of the $\rho$-meson. We will discuss the energy scale dependence of the DAs and the QCD sum rule technique to get non-perturbative parameters that enters the DAs. Finally we will present a phenomenological model to get predictions on helicity amplitudes of the diffractive $\rho$-meson production at HERA. This model will naturally lead us to the next chapter topic.

In the chapter 3, we will connect the impact factor $\Phi^{\gamma^{*}(\gamma) \rightarrow \rho_{\lambda_{\rho}}}$ obtained in the previous chapter in the collinear approximation, to the color dipole picture. From this result, one can get phenomenological models by combining our results for the impact factors with dipole models that are already known from DIS analysis and that contains the $x$-dependence of the helicity amplitudes. These dipole models include the saturation dynamics of the nucleon target. We compare the predictions of the polarized cross-sections of the $\rho$-meson electroproduction with HERA data and discuss our results.

In the chapters 2 and 3, some parts are based on our own contributions like the phenomenological model [18] at the end of the chapter 2, and the chapter 3 which is based on
the studies [19] and [20].

## Chapter 1

## High energy QCD

In this chapter we present basics of the concepts and tools necessary to tackle the phenomenology of hadronic reactions in the small $-x$ physics.

After an introduction on the Regge theory and the pomeron trajectory sec. 1.1, we explain on the quark-quark scattering the $k_{T}$-factorization procedure, first in the case of one gluon exchanged in $t$-channel and then in the case of a color singlet exchange (two gluon exchange) in sec. 1.2. We show how the impact factors emerge from this picture and briefly discuss the resummation at leading $\log (1 / \mathrm{x})$ of the gluon ladder exchange in the $t$-channel.

We present some basics of DIS process in sec. 1.3, and show how the amplitude can be factorized in the dipole picture into the photon wave functions and the dipole cross-section. We present finally different models of dipole cross-section that include the saturation effects, as well as the equations that governs the energy dependence of the dipole cross-section in the diluted and dense regimes.

### 1.1 Introduction

### 1.1.1 Postulates and consequences

Before QCD was applied to describe the strong interactions, physicists relied on the basic postulates of the Lorentz invariance, the unitarity and the analyticity of the $S$-matrix in order to get information on the hadronic scattering.

Lorentz invariance of the $S$-matrix implies that the $S$-matrix element corresponding to the process

$$
\begin{equation*}
a\left(p_{A}, \lambda_{A}\right)+b\left(p_{B}, \lambda_{B}\right) \rightarrow c\left(p_{C}, \lambda_{C}\right)+d\left(p_{D}, \lambda_{D}\right) \tag{1.1}
\end{equation*}
$$

can be expressed in terms of Lorentz invariant quantities such as the Mandelstam variables and the masses of the particles. For the particular case of the process (1.1) where two particles in the initial state give two particles in the final state, the scattering amplitude can be expressed in terms of the Mandelstam variables $s=\left(p_{A}+p_{B}\right)^{2}, t=\left(p_{A}-p_{C}\right)^{2}$ and $u=\left(p_{A}-p_{D}\right)^{2}$ which satisfy

$$
\begin{equation*}
s+t+u=\sum_{i} m_{i}^{2} \tag{1.2}
\end{equation*}
$$

where $m_{i}$ denotes the mass of the particle $i$.
The unitarity condition of the $S$-matrix

$$
\begin{equation*}
S^{\dagger} S=S S^{\dagger}=1 \tag{1.3}
\end{equation*}
$$

expresses the fact that the probability for an initial state to give any final state is equal to one. Let us consider an in-state $|a\rangle$ and an out-state $|b\rangle$ which are respectively states of free particles at the times $t \rightarrow-\infty$ and $t \rightarrow \infty$. The corresponding $S$-matrix element is

$$
\begin{equation*}
S_{a b}=\langle b \mid a\rangle \tag{1.4}
\end{equation*}
$$

Let us introduce now the $T$-matrix element such as $S=1+i T$, and the scattering amplitude $\mathcal{A}_{a b}$ and the cross-section $\sigma_{a b}$ associated to this process,

$$
\begin{equation*}
S_{a b}=\delta_{a b}+i T_{a b}=\delta_{a b}+i(2 \pi)^{4} \delta^{4}\left(\sum_{a} p_{a}-\sum_{b} p_{b}\right) \mathcal{A}_{a b} . \tag{1.5}
\end{equation*}
$$

The cross-section $\sigma_{a b}$ of the event $a \rightarrow b$ is related to the probability of this event to happen, it is then proportional to the square of the scattering amplitude,

$$
\begin{equation*}
\sigma_{a b}=\frac{1}{F} \int d \Pi_{b}\left|\mathcal{A}_{a b}\right|^{2} \tag{1.6}
\end{equation*}
$$

with $F$ the flux factor and $\Pi_{b}$ the phase space of the $n$-body particles of the $b$ final state. The flux factor in the case of the process (1.1) is given by

$$
\begin{equation*}
F=2 \sqrt{\lambda\left(s, m_{A}^{2}, m_{B}^{2}\right)} \tag{1.7}
\end{equation*}
$$

where $\lambda\left(s, m_{A}^{2}, m_{B}^{2}\right)$ is the standard kinematic variable,

$$
\begin{equation*}
\lambda\left(s, m_{A}^{2}, m_{B}^{2}\right)=\left(s-\left(m_{A}+m_{B}\right)^{2}\right)\left(s-\left(m_{A}-m_{B}\right)^{2}\right) \tag{1.8}
\end{equation*}
$$

The expression (1.7) for the flux factor remains true for the production of $n$ particles in the final state from a two-particle initial state. Note that in the large $s$ limit where the masses can be neglected compared to $s$, the flux factor is just $F=2 s$.

The unitarity condition of the $S$-matrix (1.3) implies then the following condition on the $T$-matrix elements

$$
\begin{align*}
\sum_{c}\left(\delta_{a c}+i T_{a c}\right)\left(\delta_{c b}-i T_{c b}^{\dagger}\right) & =\delta_{a b} \\
i\left(T_{a b}^{\dagger}-T_{a b}\right) & =\sum_{c} T_{a c} T_{c b}^{\dagger} \tag{1.9}
\end{align*}
$$

where $c$ is any physical state, i.e. the particles of this state are on the mass-shell. In terms of the scattering amplitudes, using the fact that

$$
\begin{equation*}
2 i \mathcal{I} m \mathcal{A}_{a b}=\mathcal{A}_{a b}-\mathcal{A}_{a b}^{\dagger} \tag{1.10}
\end{equation*}
$$

the relation (1.9) reads

$$
\begin{equation*}
2 \mathcal{I} m \mathcal{A}_{a b}=(2 \pi)^{4} \delta^{4}\left(\sum_{a} p_{a}-\sum_{b} p_{b}\right) \sum_{c} \mathcal{A}_{a c} \mathcal{A}_{c b}^{\dagger} \tag{1.11}
\end{equation*}
$$

This relation has very important consequences as it leads to the Cutkosky rules c.f. sec. 1.1.3 and, in the special case where one put identical in- and out- states, it leads to the optical theorem. The theorem reads

$$
\begin{equation*}
2 \mathcal{I} m \mathcal{A}_{a a}(s, t=0)=(2 \pi)^{4} \delta^{4}\left(\sum_{a} p_{a}-\sum_{b} p_{b}\right) \sum_{c}\left|\mathcal{A}_{a c}\right|^{2} \tag{1.12}
\end{equation*}
$$

As a consequence of the optical theorem, the total cross-section $\sigma_{t o t}$, associated to the process " $a \rightarrow$ any physical state", is given up to a coefficient by the imaginary part of the amplitude $\mathcal{A}_{a a}(s, t=0)$,

$$
\begin{equation*}
2 \mathcal{I} m \mathcal{A}_{a a}(s, t=0)=F \sigma_{t o t} \tag{1.13}
\end{equation*}
$$

The third postulate is the analyticity of the $S$-matrix elements, meaning that the $S$-matrix is an analytical function of the Lorentz invariants seen as complex variables. Analyticity has been shown to be a consequence of the causality, which prevents two regions separated by a space-like distance to influence on each other. Some consequences of the analyticity are:

- the crossing symmetry of the scattering amplitudes,
- the dispersion relations which allows to get the real part of the amplitude from the imaginary part.

The crossing symmetry in the case of the two to two particle process (1.1) reads

$$
\begin{align*}
& \mathcal{A}_{a+\bar{c} \rightarrow \bar{b}+d}(s, t)=\mathcal{A}_{a+b \rightarrow c+d}(t, s)  \tag{1.14}\\
& \mathcal{A}_{a+\bar{d} \rightarrow \bar{b}+c}(s, u)=\mathcal{A}_{a+b \rightarrow c+d}(u, s) \tag{1.15}
\end{align*}
$$

where $\bar{b}, \bar{c}$ and $\bar{d}$ are the antiparticles associated to $b, c$ and $d$. In the case where $\operatorname{Im} \mathcal{A}(s, t)$ falls to zero when $z \rightarrow \infty$, the dispersion relation which relates the amplitude to its imaginary part is obtained by deforming the integration contour which surround the cuts,

$$
\begin{equation*}
\mathcal{A}(s, t)=\frac{1}{\pi} \int_{s_{t h}^{+}}^{\infty} d s^{\prime} \frac{\operatorname{I} m \mathcal{A}\left(s^{\prime}, t\right)}{s^{\prime}-s}+\frac{1}{\pi} \int_{-\infty}^{s_{t h}^{-}} d s^{\prime} \frac{\operatorname{I} m \mathcal{A}\left(s^{\prime}, t\right)}{s^{\prime}-s} \tag{1.16}
\end{equation*}
$$

where $s^{t h^{+}}$and $s^{t h^{-}}$are the thresholds of particle production along the real positive and real negative axis. If the asymptotic behavior of the integrand when $|s| \rightarrow \infty$ is not falling fast enough then the dispersion relation (1.16) is not valid and should be replaced by a subtracted dispersion relation where the integrand is divided by as many factors ( $s^{\prime}-s_{0}$ ) as it is necessary
to ensure the convergence of the integrand with $s_{0}$ an arbitrary point. For the addition of one of the factor $s^{\prime}-s_{0}$, the subtracted dispersion relation reads

$$
\begin{align*}
\mathcal{A}(s, t)= & \mathcal{A}\left(s_{0}, t\right)+\frac{\left(s-s_{0}\right)}{\pi} \int_{s_{t h}^{+}}^{\infty} d s^{\prime} \frac{\operatorname{I} m \mathcal{A}\left(s^{\prime}, t\right)}{\left(s^{\prime}-s\right)\left(s^{\prime}-s_{0}\right)}  \tag{1.17}\\
& +\frac{s-s_{0}}{\pi} \int_{-\infty}^{s_{t h}^{-}} d s^{\prime} \frac{\mathcal{I} m \mathcal{A}\left(s^{\prime}, t\right)}{\left(s^{\prime}-s\right)\left(s^{\prime}-s_{0}\right)}
\end{align*}
$$

Note that these relations require the knowledge of the asymptotic behavior of the scattering amplitudes which is the subject of the Regge theory.

These so-called "bootstrap" relations, that relate the imaginary part of the amplitude to the amplitude itself and to the sum of product of other amplitudes due to the analyticity and unitarity postulates, are obtained without for now specifying the underlying quantum field theory and are very general considerations.

### 1.1.2 Regge trajectories and the pomeron intercept

In the high energy limit $s \rightarrow \infty$ with fixed $t$, called the Regge limit, the asymptotic behavior of the amplitude of the process

$$
\begin{equation*}
a+b \rightarrow c+d \tag{1.18}
\end{equation*}
$$

is connected to the angular momentum $l$ of the particle exchanged in $s$-channel of the crossed channel process,

$$
\begin{equation*}
a+\bar{c} \rightarrow \bar{b}+d \tag{1.19}
\end{equation*}
$$

The partial wave expansion of the amplitude of the crossed process (1.19),

$$
\begin{equation*}
\mathcal{A}_{a+\bar{c} \rightarrow \bar{b}+d}(s, t)=\sum_{l=0}(2 l+1) a_{l}(s) P_{l}\left(1+2 \frac{t}{s}\right) \tag{1.20}
\end{equation*}
$$

allows to decouple the contribution given by elementary particle of angular momentum $l$ and mass $M$ exchanged in the $s$-channel. The crossing symmetry implies that for the process $a+b \rightarrow c+d$ where the role of the Mandelstam variables are exchanged, $s \leftrightarrow t$, the amplitude is essentially given by the resonance and takes the form,

$$
\begin{align*}
\mathcal{A}_{a b \rightarrow c d}\left(s, t=M^{2}\right) & =\mathcal{A}_{a \bar{c} \rightarrow \bar{b} d}\left(t=M^{2}, s\right)  \tag{1.21}\\
& =A_{l}(t) P_{l}\left(1+2 \frac{s}{t}\right)=\frac{G_{a \bar{c}}(t) G_{\bar{b} d}(t)}{t-M^{2}}\left(\sigma_{t}+(-1)^{l}\right) P_{l}(1+2 s / t)
\end{align*}
$$

where $\sigma_{t}$ is the signature which is 1 for crossing even amplitudes and -1 for crossing odd amplitudes, $G_{a \bar{c}}(t)$ is the vertex of the particle exchanged in the $t$-channel with the external particles. The process $t=M^{2}$ is not in the physical region of the $s$-channel and in eq. (1.21) an analytical continuation of the Legendre polynomials in the physical region of the process (1.18) allows to derive the asymptotic behavior of the amplitude of the process,

$$
\begin{equation*}
\mathcal{A}_{a+b \rightarrow c+d}(s, t)=\frac{g_{a c}(t) g_{b d}(t)}{t-M^{2}} s^{l} \tag{1.22}
\end{equation*}
$$

Note that the fact that the vertices $G_{i j}$ do not depend on $s$ at high energy is an universal feature that we will see also when describing the impact factor approach in $k_{T}$-factorization scheme. The amplitude depends on $s$ only through the particles exchanged in $t$-channel.

This asymptotic behavior violates the unitarity of the theory. Indeed it was proven long ago by Froissart [21] using unitarity and partial wave expansion that hadronic cross-sections has to increase slower than $\ln ^{2}(s)$,

$$
\sigma_{t o t}<A \ln ^{2}(s)
$$

with $A \sim 60 \mathrm{mb}$. This is equivalent to bound the asymptotic amplitudes by,

$$
A(s, t)<s \ln ^{2}(s)
$$

which from (1.22) is clearly violated for $l>1$.
The way to solve this problem is to use the Sommerfeld-Watson integral transformation to express the partial wave expansion. The pole structure in the complex variable $l$ of the partial wave amplitude $A_{l}(t)=A(l, t)$ will then fix the complex angular momentum of the resonance. The resonance angular momentum given by the pole $\alpha_{R}(t)$ of maximal real value will dominate the asymptotic power behavior of the amplitude, this pole is called the Regge pole and the effective "resonance" associated to this pole, of complex angular momentum $l=\alpha_{R}(t)$ is called reggeon. The underlying assumption is that poles are simple poles, but in practice logarithms appearing in the perturbation theory can gives branch cuts. The pole $\alpha_{R}(t)$ is a Regge trajectory and $\alpha_{R}(0)$ the reggeon intercept. The trajectories $l=\alpha_{R}(t)$ are universal objects that only depends on the quantum numbers of the particle exchanged in $t$-channel.

For $t<0$, the $t$-dependence of the Regge pole can be experimentally obtained by fitting the energy dependence of the $s$-channel amplitudes. As explained above, the reggeon can be seen as resonances at $t=M^{2}$ of angular momentum $l$. The idea of so-called Chew Frautschi plots was then to show the masses of known resonances $\rho, \omega, \cdots$, as a function of their angular momentum. It turns out that the data are aligned on straight-lines and by extrapolating to the physical region $t<0$, the straight-lines give a relatively good descriptions of the data obtained from experiments, leading to linear Regge trajectories

$$
\alpha_{R}\left(t=M^{2}\right)=\alpha_{R}(0)+\alpha_{R}^{\prime} t .
$$

The Regge theory allows to complete the bootstrap relation as it allows to obtain the asymptotic behavior of the amplitude.

Using the optical theorem, the $s$-power like dependence of the total cross-section is

$$
\begin{equation*}
\sigma_{t o t} \propto \mathcal{I} m \mathcal{A}(s, t=0) \propto s^{\alpha_{R}(t=0)-1} \tag{1.23}
\end{equation*}
$$

It was demonstrated by Pomeranchuk that the cross-section vanishes asymptotically in the case where there is a charge exchange in the $t$-channel. A Regge trajectory with $\alpha_{R}(0)>1$ corresponds then to a reggeon that carries the vacuum quantum numbers and which is called
the "pomeron" (for a pedagogical review on the pomeron in QCD see [22]). The pomeron intercept is denoted $\alpha_{P}(0)$. Donnachie and Landshoff [23] have proposed a fit of the total cross-sections for $p p$ and $p \bar{p}$ collisions as

$$
\sigma_{t o t}=X s^{\epsilon}+Y s^{-\eta}
$$

where the first term can be interpreted as the exchange of a pomeron while the second term corresponds to the exchange of a reggeon. The best fits were

$$
\begin{aligned}
& \sigma_{t o t}^{p p}=21.7 s^{0.08}+56.1 s^{-0.45} \\
& \sigma_{\text {tot }}^{p \bar{p}}=21.7 s^{0.08}+98.4 s^{-0.45}
\end{aligned}
$$

These fits highlights the fact that the pomeron couplings to the antiproton and the proton are the same which is due to the fact that the pomeron carries vacuum quantum numbers. The value $\eta=0.45$, corresponds to the Regge trajectory close to the one given by the linear fits of Chew Frautschi plots based on the spectrum of $\{\rho, \omega \cdots\}$ resonances.

The pomeron intercept $\alpha_{P}(0)=1.08$ violates the unitarity bound from the Froissart theorem but one can show that with this value of the pomeron intercept, the violation occurs only at the Planck scale.

The quark and gluon content of the pomeron can be studied in diffractive dissociation processes where for example in $e p$ collision, the pomeron is seen like a parton of the proton that interacts with the electron to give any final state X. This reaction is analogous to deep inelastic scattering where the pomeron replaces the proton which allows to study its partonic content.

### 1.1.3 Cutkosky rules

In the case of QED or QCD one can check that the imaginary part of an amplitude $\mathcal{A}(s, t)$ arises when a virtual particle goes on-shell due to the $i \epsilon$ term in the propagator denominators $p^{2}+i \epsilon$. Branch cuts appear for $s$ real such as $s>s_{0}$ with $s_{0}$ the threshold where a physical state can be produced. Due to analyticity we have the relations

$$
\begin{align*}
\mathcal{R} e \mathcal{A}(s+i \epsilon, t) & =\mathcal{R} e \mathcal{A}(s-i \epsilon, t)  \tag{1.24}\\
\operatorname{Im} \mathcal{A}(s+i \epsilon, t) & =-\mathcal{I} m \mathcal{A}(s-i \epsilon, t) \tag{1.25}
\end{align*}
$$

the discontinuity of the amplitude around the branch cut along the real axis reads

$$
\begin{equation*}
\mathcal{D i s c}_{s} \mathcal{A}(s, t)=\operatorname{Lim}_{\epsilon \rightarrow 0}(\mathcal{A}(s+i \epsilon, t)-\mathcal{A}(s-i \epsilon, t))=2 i \operatorname{I} m \mathcal{A}(s+i \epsilon, t) \tag{1.26}
\end{equation*}
$$

It can be shown that the discontinuity of the amplitude can be obtained by replacing in the propagators

$$
\begin{equation*}
\frac{1}{p^{2}+i \epsilon} \rightarrow-2 i \pi \delta\left(p^{2}-m^{2}\right) \theta\left(p^{0}\right) . \tag{1.27}
\end{equation*}
$$

The $\theta\left(p^{0}\right)$ ensures that the particle has positive energy, i.e. is a physical particle. For any diagram the discontinuity can be directly obtained by following the so-called "Cutkosky rules" [24],

1. the diagrams must be cut in all possible ways such that the cut propagators can be put on shell simultaneously,
2. the cut propagators are replaced following eq. (1.27),
3. the discontinuity is given by the sum of all the cut diagrams.

We will use these rules in the following parts in order to get the imaginary part of the amplitudes by computing their discontinuities with the Cutkosky rules.

### 1.2 Scattering amplitudes in the Regge limit

In this section, we introduce the approximations to get the dominant contribution of the amplitudes in the perturbative Regge limit, using the fact that in this limit $s /|t|$ is very large. We first consider the quark-quark scattering amplitude with one gluon exchange in the $t$-channel to show the kinematics of the dominant contribution in powers of $1 / \mathrm{s}$. Then we compute the quark-quark amplitude of a color singlet exchange in $t$-channel involving a two gluon exchange in $t$-channel. This example is particularly relevant for hadronic processes in the perturbative Regge limit, as the color singlet exchange dominates the colorless states scattering. We finally show how the amplitude can be factorized into the so-called "impact factors" and the $t$-channel gluons Green function. Note that the approach presented in this section, is based on Feynman gauge calculations and the calculations beyond the Born order approximation would be different within another gauge. Of course, the final results for gauge invariant quantities are gauge independent.

### 1.2.1 The color octet exchange

At leading order the scattering of two quarks in QCD is given by the tree diagram shown in fig. 1.1, where a gluon carrying the color charge $a$ is exchanged between the two quarks. We will assume that a hard scale justifies the use of pQCD for example $|t|>\Lambda_{Q C D}^{2}$ and the fact that $s \gg|t|$.


Figure 1.1: Quark-quark scattering amplitude at the tree level with an octet exchange in $t$-channel.

We denote respectively $p_{A}$ and $p_{B}$ the momenta of the upper quark and lower quark and $m_{A}, m_{B}$ their masses. The Mandelstam variable $S_{A B}=\left(p_{A}+p_{B}\right)^{2}$ is large by assumption and
we can neglect the masses of the quarks and then assume that their momenta $p_{A}$ and $p_{B}$ are very close to two light-like vectors $p_{1}$ and $p_{2}$ of opposite directions such as $S_{A B} \sim s=2 p_{1} \cdot p_{2}$, where $s$ is the large scale. We can expand $p_{A}$ and $p_{B}$ on this Sudakov basis as,

$$
\begin{aligned}
& p_{A}=p_{1}+\frac{m_{A}^{2}}{s} p_{2}, \quad p_{B}=p_{2}+\frac{m_{B}^{2}}{s} p_{1}, \\
& S_{A B}=\left(p_{A}+p_{B}\right)^{2}=m_{B}^{2}+m_{A}^{2}+2 p_{A} \cdot p_{B} \sim 2 p_{1} \cdot p_{2}=s .
\end{aligned}
$$

The momentum of the gluon exchanged in $t$-channel can also be decomposed on this basis as,

$$
\begin{equation*}
\Delta=\alpha p_{1}+\beta p_{2}+k_{\perp} \tag{1.28}
\end{equation*}
$$

It is conventional to use a two-dimensional euclidean vector, that we underline ( $\underline{x}$ ), to replace the Minkowskian transverse vector $x_{\perp}$, such as $x_{\perp}^{2}=-\underline{x}^{2}$. We will use this convention all along the manuscript.

Assuming that the particles are on the mass-shell (we neglect now the masses of the quarks), one has the two following conditions,

$$
\begin{align*}
& \left(p_{A}-\Delta\right)^{2}=0  \tag{1.29}\\
& \left(p_{B}+\Delta\right)^{2}=0 \tag{1.30}
\end{align*}
$$

which lead to

$$
\begin{align*}
-(1-\alpha) \beta+\frac{\Delta_{\perp}^{2}}{s} & =0  \tag{1.31}\\
(1+\beta) \alpha+\frac{\Delta_{\perp}^{2}}{s} & =0 \tag{1.32}
\end{align*}
$$

Substituting in eq. (1.32) the expression of $\beta$ by,

$$
\begin{equation*}
\beta=\frac{\Delta_{\perp}^{2}}{s(1-\alpha)} \tag{1.33}
\end{equation*}
$$

leads to a second order equation in $\alpha$,

$$
\begin{equation*}
\alpha^{2}-\alpha-\frac{\Delta_{\perp}^{2}}{s}=0 \tag{1.34}
\end{equation*}
$$

The two couples of solutions for $\alpha$ and $\beta$ up to first order in $\frac{\Delta_{\perp}^{2}}{s}$ are,

$$
\begin{equation*}
\alpha=1+\frac{\Delta_{\perp}^{2}}{s}, \quad \beta=-1 \tag{1.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha=-\frac{\Delta_{\perp}^{2}}{s}, \quad \beta=\frac{\Delta_{\perp}^{2}}{s} . \tag{1.36}
\end{equation*}
$$

The first couple of solutions is not relevant as it would imply that $t=\Delta^{2} \sim-s$, which violates our first assumption $s \gg-t$. The second couple of solution gives,

$$
\begin{equation*}
\Delta=-\frac{\Delta_{\perp}^{2}}{s} p_{1}+\frac{\Delta_{\perp}^{2}}{s} p_{2}+\Delta_{\perp} \tag{1.37}
\end{equation*}
$$

We get then that $t=\Delta^{2} \sim \Delta_{\perp}^{2}=-\underline{\Delta}^{2}$. Note that it justifies a posteriori that $\Delta_{\perp}^{2} / \mathrm{s} \sim t / \mathrm{s}$ can be neglected.

We will now introduce another approximation to simplify the vertex expression, called the eikonal approximation. The upper vertex gives the contribution,

$$
\begin{equation*}
i g \bar{u}_{r}\left(p_{1}-\Delta\right) \gamma^{\mu} t_{i j}^{a} u_{s}\left(p_{1}\right) \tag{1.38}
\end{equation*}
$$

where we put explicitly the spinor indices $r, s$, of the Dirac spinors. The spinor $\bar{u}_{r}\left(p_{1}-\Delta\right)$ depends on the vector $p_{1}-\Delta$ which is approximately equal to $p_{1}$ as $|\beta| \sim|\alpha| \sim\left|\Delta_{\perp}^{2}\right| / s \ll 1$. Thus, the upper vertex simplifies as,

$$
\begin{equation*}
i g \bar{u}_{r}\left(p_{1}\right) \gamma^{\mu} t_{i j}^{a} u_{s}\left(p_{1}\right)=2 i g p_{1}^{\mu} \delta_{r, s} t_{i, j}^{a}, \tag{1.39}
\end{equation*}
$$

where we have used the Gordon identity,

$$
\begin{equation*}
\bar{u}_{r}\left(p^{\prime}\right) \gamma^{\mu} u_{s}(p)=\frac{1}{2 m} \bar{u}_{r}\left(p^{\prime}\right)\left(\left(p^{\prime \mu}+p^{\mu}\right)+i \sigma^{\mu \nu}\left(p^{\prime}-p\right)_{\nu}\right) u_{s}(p) \tag{1.40}
\end{equation*}
$$

with $m$ the mass of the fermion and

$$
\begin{equation*}
\sigma^{\mu \nu}=\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right] \tag{1.41}
\end{equation*}
$$

for $p^{\prime}=p=p_{1}$, and the normalizations of the spinors $\bar{u}_{r}(p) u_{s}(p)=2 m \delta_{r, s}$. This approximation is known as the "eikonal approximation" and can be used as long as a soft gauge particle is exchanged. Finally, using for the lower vertex the same approximation one gets for the scattering amplitude,

$$
\begin{align*}
i \mathcal{M} & =i g^{2}\left(2 p_{1}^{\mu}\right) \frac{g_{\mu \nu}}{\Delta^{2}}\left(2 p_{2}^{\nu}\right) \delta_{r_{1}, s_{1}} \delta_{r_{2}, s_{2}} t_{i j}^{a} t_{k l}^{a} \\
& =i 8 \pi \alpha_{s} \frac{s}{t} \delta_{r_{1}, s_{1}} \delta_{r_{2}, s_{2}} t_{i j}^{a} t_{k l}^{a} . \tag{1.42}
\end{align*}
$$

Note that the upper and lower vertices are respectively proportional to $p_{1}^{\mu}$ and $p_{2}^{\nu}$, thus if we decompose the metric tensor into the following tensor components

$$
\begin{equation*}
g_{\mu \nu}=\frac{2}{s} p_{2 \mu} p_{1 \nu}+\frac{2}{s} p_{1 \mu} p_{2 \nu}+g_{\mu \nu}^{\perp} \tag{1.43}
\end{equation*}
$$

only the component $\frac{2}{s} p_{2 \mu} p_{1 \nu}$ gives a non-vanishing contribution. As the metric tensor is coming from the sum over the polarizations of the propagator of the gluon, this component can be seen as the tensor product of the so-called "non-sense" polarizations,

$$
\begin{equation*}
\varepsilon_{\mu}^{\mathrm{up}}=\sqrt{\frac{2}{s}} p_{2 \mu}, \quad \varepsilon_{\nu}^{\text {down }}=\sqrt{\frac{2}{s}} p_{1 \nu} \tag{1.44}
\end{equation*}
$$

such as $g_{\mu \nu}$ can be replaced due to the eikonal approximation by $\varepsilon_{\mu}^{\text {up }} \varepsilon_{\nu}^{\text {down }}$. Now the amplitude $\mathcal{M}$ reads

$$
\begin{equation*}
i \mathcal{M}=\frac{-i}{\Delta^{2}}(i g)^{2}\left(\bar{u}_{\lambda^{\prime}}\left(p_{1}\right) \not \ddagger^{\mathrm{up}} t_{i j}^{a} u_{\lambda}\left(p_{1}\right)\right)\left(\bar{u}_{\lambda^{\prime}}\left(p_{2}\right) \not \ddagger^{\mathrm{down}} t_{k l}^{a} u_{\lambda}\left(p_{2}\right)\right) . \tag{1.45}
\end{equation*}
$$



Figure 1.2: Diagrams of the singlet exchange at Born order.

### 1.2.2 The singlet color exchange in $t$-channel

In diffractive processes the quantum numbers exchanged in $t$-channel are those of the vacuum and consequently, we have to consider a singlet color exchange in $t$-channel. Let us consider the color singlet exchange on the quark-quark scattering amplitude.

A color singlet exchange in $t$-channel involves at least two gluons. At Born order, the scattering of two quarks is given by the two diagrams shown in fig. 1.2. These two diagrams are related by crossing symmetry. Let us define $\Delta=k_{1}-k_{2}$ the momentum exchanged in $t$-channel. The diagram (b) can be obtained from diagram (a) results, up to the color factor that are different by

$$
\begin{equation*}
\mathcal{A}_{(b)}(s, t, u)=\mathcal{A}_{(a)}(u, t, s) \approx \mathcal{A}_{(a)}(-s, t, s), \tag{1.46}
\end{equation*}
$$

where we use for the last equality, the fact that at large $s$ and fixed $t$,

$$
s \approx-u
$$

The color factor for a singlet exchange of the diagrams (a) and (b) are equal and given by

$$
\begin{equation*}
\left(t^{a} t^{b}\right)_{i j} \frac{\delta_{i j}}{N}\left(t^{a} t^{b}\right)_{k l} \frac{\delta_{k l}}{N}=\frac{1}{N^{2}}\left(\frac{\delta^{a b}}{2}\right)\left(\frac{\delta^{a b}}{2}\right)=\frac{N^{2}-1}{4 N^{2}} . \tag{1.47}
\end{equation*}
$$

Let us compute the imaginary part of the diagram (a) by using the Cutkosky rules,

$$
\begin{equation*}
\operatorname{Im} \mathcal{A}=\frac{1}{2} \frac{N^{2}-1}{4 N^{2}} \int d \Pi_{2}^{\text {Cut. }} \mathcal{A}^{\text {tree }}\left(k_{1}\right) \mathcal{A}^{\text {tree } \dagger}\left(-k_{2}=\Delta-k_{1}\right) . \tag{1.48}
\end{equation*}
$$

In fig. 1.3 the cut of the fermionic line of diagram (a) is represented by the dashed line.
The color factors are put apart of the amplitude $\mathcal{A}^{\text {tree }}$. The expression of $\mathcal{A}^{\text {tree }}(k)$ is given by (1.42),

$$
\begin{equation*}
\mathcal{A}^{\text {tree }}(k)=-8 \pi \alpha_{s} \frac{s}{\underline{k}^{2}} . \tag{1.49}
\end{equation*}
$$

The integral measure $d \Pi_{2}^{\text {Cut. on the phase space is given by, }}$

$$
\begin{align*}
\int d \Pi_{2}^{\text {Cut. }} & =\int \frac{d^{4} l_{1}}{(2 \pi)^{4}} \frac{d^{4} l_{2}}{(2 \pi)^{4}}(2 \pi) \delta\left(l_{1}^{2}\right)(2 \pi) \delta\left(l_{2}^{2}\right)(2 \pi)^{4} \delta^{(4)}\left(p_{1}+p_{2}-l_{1}-l_{2}\right) \\
& =\int \frac{d^{4} k_{1}}{(2 \pi)^{4}} d^{4} l_{2}(2 \pi) \delta\left(\left(p_{1}+k_{1}\right)^{2}\right)(2 \pi) \delta\left(l_{2}^{2}\right) \delta^{(4)}\left(p_{2}-l_{2}-k_{1}\right) \\
& =\int \frac{d^{4} k_{1}}{(2 \pi)^{2}} \delta\left(\left(p_{1}+k_{1}\right)^{2}\right) \delta\left(\left(p_{2}-k_{1}\right)^{2}\right) \tag{1.50}
\end{align*}
$$



Figure 1.3: Cut of the diagram (a).
where in the second line we have shifted the momentum $l_{1}$ by the $k_{1}=l_{1}-p_{1}$. The mass shell conditions $l_{1}^{2}=0$ and $l_{2}^{2}=0$ being imposed by the Dirac factors. Using the Sudakov decomposition of the momentum $k_{1}$,

$$
\begin{equation*}
k_{1}=\alpha_{1} p_{1}+\beta_{1} p_{2}+k_{1 \perp} \tag{1.52}
\end{equation*}
$$

$d \Pi_{2}$ reads,

$$
\begin{equation*}
\int d \Pi_{2}^{\text {Cut. }}=\frac{s}{2} \int \frac{d \alpha_{1} d \beta_{1} d^{2} k_{1 \perp}}{(2 \pi)^{2}} \delta\left(\beta s(1+\alpha)-\underline{k}_{1}^{2}\right) \delta\left(-\alpha s(1-\beta)-\underline{k}_{1}^{2}\right) . \tag{1.53}
\end{equation*}
$$

The factor $s / 2$ comes from the Jacobian of the coordinate transformation from $k_{1}=\left(k_{1}^{0}, \vec{k}_{1}\right)$ to $k_{1}=\left(\alpha, \beta, k_{1 \perp}\right)$ with $p_{1} \cdot p_{2}=s / 2$.

The imaginary part of the amplitude reads

$$
\begin{align*}
\operatorname{Im} \mathcal{A}_{(a)} & =\frac{N^{2}-1}{4 N^{2}} \frac{1}{2} \frac{s}{2} \int \frac{d \alpha_{1} d \beta_{1} d^{2} k_{1 \perp}}{(2 \pi)^{2}} \delta\left(\beta s(1+\alpha)-\underline{k}_{1}^{2}\right) \delta\left(-\alpha s(1-\beta)-\underline{k}_{1}^{2}\right) \\
& \times\left(-8 \pi \alpha_{s} s\right)^{2} \frac{1}{\underline{k}_{1}^{2} \underline{k}_{2}^{2}}  \tag{1.54}\\
& =\frac{N^{2}-1}{4 N^{2}} 16 \pi^{2} \alpha_{s}^{2} s \int \frac{d^{2} \underline{k}_{1}}{(2 \pi)^{2}} \frac{1}{\underline{k}_{1}^{2} \underline{k}_{2}^{2}} \tag{1.55}
\end{align*}
$$

where $\underline{k}_{2}=\underline{k}_{1}-\underline{\Delta}$.
A full computation of the amplitude at one loop would lead to terms proportional to $\ln (s / t)=\ln (s /|t|)-i \pi$, where the imaginary contribution to the full amplitude arises from the factor $-i \pi$. Keeping this in mind, we see that we can get the real part of the amplitude by replacing $-i \pi \rightarrow \ln (s /|t|)$ in our result,

$$
\begin{equation*}
\mathcal{R} e \mathcal{A}_{(a)}=-\frac{N^{2}-1}{4 N^{2}} 16 \pi \alpha_{s}^{2} \frac{s}{t} \ln \left(\frac{s}{|t|}\right) \int \frac{d^{2} \underline{k}_{1}}{(2 \pi)^{2}} \frac{-\Delta^{2}}{\underline{k}_{1}^{2}\left(\underline{k}_{1}-\Delta\right)^{2}} . \tag{1.56}
\end{equation*}
$$

Using the crossing symmetry relation (1.46) the full amplitude at one loop of the diagram (b) is

$$
\begin{equation*}
\mathcal{A}_{(b)}=-\frac{N^{2}-1}{4 N^{2}} 16 \pi \alpha_{s}^{2} \frac{-s}{t} \ln \left(\frac{-s}{t}\right) \int \frac{d^{2} \underline{k}_{1}}{(2 \pi)^{2}} \frac{-\Delta^{2}}{\underline{k}_{1}^{2}\left(\underline{k}_{1}-\Delta\right)^{2}} . \tag{1.57}
\end{equation*}
$$

Note that there is no contribution to the imaginary part as $-s / t>0$, which is consistent that the diagram $b$ does not contribute to the discontinuity, it is only necessary for convergence in the $s$ complex plane. The expression (1.57) is the opposite of the real part of the contribution of the diagram (a). Consequently the real parts of the two diagrams cancel and only the imaginary part of diagram (a) remains at the end,

$$
\begin{equation*}
\mathcal{A}_{(a)+(b)}=\mathcal{I} m \mathcal{A}_{(a)} . \tag{1.58}
\end{equation*}
$$

Note that this cancellation is due to the fact that the color factors are the same for the diagrams (a) and (b), as we are interesting here in a color singlet exchange. It is not the case for a color octet exchange where the real parts are not canceling each other.

### 1.2.3 Impact factor representation of the quark-quark scattering amplitude

We will introduce here the $k_{T}$-factorization scheme [25, 26, 27, 28, 29, 30, 31] which is valid in the perturbative Regge limit where the amplitude is factorized into an upper and a lower so-called impact factors that exchange at Born level two $t$-channel gluons in a singlet color state.

Let us show on the particular example of the scattering of two quarks in the forward limit $\Delta=0, k_{1}=k$ and $k_{2}=k$, the procedure of $k_{T}$-factorization.


Figure 1.4: Diagrams of the singlet exchange.

In fig. 1.4 are shown four diagrams which when they are summed corresponds to twice the amplitude at the Born level of the singlet exchange, $\mathcal{A}=\frac{1}{2}\left(\mathcal{A}_{(a 1)}+\mathcal{A}_{(b 1)}+\mathcal{A}_{(a 2)}+\mathcal{A}_{(b 2)}\right)$. The factor $1 / 2$ prevent from overcounting the diagram contributions due to the loop-integration
where we integrate over all configurations of the momenta $k_{1}, k_{2}$. The amplitude of the diagram (a1), putting apart the color factor $\frac{N^{2}-1}{4 N^{2}}$ reads

$$
\begin{align*}
i \mathcal{A}_{(a 1)} & =\frac{s}{2} \int \frac{d \alpha d \beta d^{2} \underline{k}}{(2 \pi)^{4}}\left(\bar{u}\left(p_{1}\right) i g \gamma^{\mu} \frac{i\left(\not p_{1}+\not k\right)}{\left(p_{1}+k\right)^{2}+i \epsilon} i g \gamma^{\nu} u\left(p_{1}\right)\right)_{\text {up }} \\
& \times\left(\bar{u}\left(p_{2}\right) i g \gamma^{\alpha} \frac{i\left(\not p_{2}-\not k\right)}{\left(p_{2}-k\right)^{2}+i \epsilon} i g \gamma^{\beta} u\left(p_{2}\right)\right)_{\text {down }} \frac{-i g_{\mu \alpha}}{k^{2}+i \epsilon} \frac{-i g_{\nu \beta}}{k^{2}+i \epsilon} \tag{1.59}
\end{align*}
$$

where "up" and "down" subscripts identify the upper and lower parts of the diagram (a1) fig. 1.2. Now using the eikonal approximation, we can replace

$$
\begin{equation*}
g_{\mu \nu} \rightarrow \frac{2}{s} p_{2 \mu}^{\mathrm{up}} p_{1 \nu}^{\text {down }} \tag{1.60}
\end{equation*}
$$

and we can approximate $k=\alpha p_{1}+\beta p_{2}+k_{\perp}$ by

$$
\begin{equation*}
k^{\mathrm{up}}=\beta p_{2}+k_{\perp}, \quad k^{\mathrm{down}}=\alpha p_{1}+k_{\perp} \tag{1.61}
\end{equation*}
$$

as the $p_{1}$ (resp. $p_{2}$ ) component is negligible compared to one in the upper (resp. lower) part of the diagram. We also approximate $k^{2}=-\underline{k}^{2}$. After these simplifications we get,

$$
\begin{align*}
i \mathcal{A}_{(a 1)} & =\frac{s}{2} \int \frac{d \alpha d \beta d^{2} \underline{k}}{(2 \pi)^{4}}\left(\frac{2 i(i g)^{2}}{s} \bar{u}\left(p_{1}\right) \frac{\not p_{2} p_{1} \not p_{2}}{\beta s-\underline{k}^{2}+i \epsilon} u\left(p_{1}\right)\right)_{\mathrm{up}} \\
& \times\left(\frac{2 i(i g)^{2}}{s} \bar{u}\left(p_{2}\right) \frac{\not p_{1} \not p_{2} p_{1}}{-\alpha s-\underline{k}^{2}+i \epsilon} u\left(p_{2}\right)\right)_{\text {down }} \frac{i}{\underline{k}^{2}} \frac{i}{\underline{k}^{2}} \tag{1.62}
\end{align*}
$$

Using the Clifford algebra of the Dirac matrix $\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 g^{\mu \nu}$, and the fact that $p_{1}$ and $p_{2}$ are light-cone vectors we have

$$
\begin{equation*}
\bar{u}\left(p_{1}\right) \not p_{2} \not p_{1} \not p_{2} u\left(p_{1}\right)=s \bar{u}\left(p_{1}\right) \not p_{2} u\left(p_{1}\right)=s^{2} \tag{1.63}
\end{equation*}
$$

where we have for the last equality used the Gordon identity and the normalization of the spinors. The amplitude reads now,

$$
\begin{align*}
i \mathcal{A}_{(a 1)} & =\frac{s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{-1}{\left(\underline{k}^{2}\right)^{2}} \\
& \times\left(2 i(i g)^{2} \int \frac{d \beta}{2 \pi} \frac{1}{\beta-\frac{k^{2}}{s}+i \epsilon}\right)_{\text {up }} \\
& \times\left(2 i(i g)^{2} \int \frac{d \alpha}{2 \pi} \frac{1}{-\alpha-\frac{k^{2}}{s}+i \epsilon}\right)_{\text {down }} \tag{1.64}
\end{align*}
$$

Let us rewrite this result as

$$
\begin{equation*}
i \mathcal{A}_{(a 1)}=\frac{s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{-1}{\left(\underline{k}^{2}\right)^{2}}\left(\int \frac{d \beta}{2 \pi} \phi(\beta, \underline{k})\right)_{\text {up }}\left(\int \frac{d \alpha}{2 \pi} \phi(-\alpha,-\underline{k})\right)_{\text {down }} \tag{1.65}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi(x, \underline{\ell})=\frac{2 i(i g)^{2}}{x-\frac{\ell^{2}}{s}+i \epsilon} \tag{1.66}
\end{equation*}
$$

The contributions of the diagrams (b1), (a2) and (b2), are obtained by changing the signs of $k$ in the propagators leading to

$$
\begin{align*}
i \mathcal{A}_{(b 1)} & =\frac{s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{-1}{\left(\underline{k}^{2}\right)^{2}}\left(\int \frac{d \beta}{2 \pi} \phi(-\beta,-\underline{k})\right)_{\text {up }}\left(\int \frac{d \alpha}{2 \pi} \phi(-\alpha,-\underline{k})\right)_{\text {down }}  \tag{1.67}\\
i \mathcal{A}_{(a 2)} & =\frac{s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{-1}{\left(\underline{k}^{2}\right)^{2}}\left(\int \frac{d \beta}{2 \pi} \phi(-\beta,-\underline{k})\right)_{\text {up }}\left(\int \frac{d \alpha}{2 \pi} \phi(\alpha, \underline{k})\right)_{\text {down }}  \tag{1.68}\\
i \mathcal{A}_{(b 2)} & =\frac{s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{-1}{\left(\underline{k}^{2}\right)^{2}}\left(\int \frac{d \beta}{2 \pi} \phi(\beta, \underline{k})\right)_{\text {up }}\left(\int \frac{d \alpha}{2 \pi} \phi(\alpha, \underline{k})\right)_{\text {down }} \tag{1.69}
\end{align*}
$$

The total contribution reads

$$
\begin{align*}
i \mathcal{A} & =\frac{s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{-1}{\left(\underline{k}^{2}\right)^{2}} \times 2  \tag{1.70}\\
& \times \frac{1}{2}\left(\int \frac{d \beta}{2 \pi}(\phi(\beta, \underline{k})+\phi(-\beta,-\underline{k}))\right)_{\text {up }} \\
& \times \frac{1}{2}\left(\int \frac{d \alpha}{2 \pi}(\phi(\alpha, \underline{k})+\phi(-\alpha,-\underline{k}))\right)_{\text {down }}
\end{align*}
$$

where the factor $\frac{1}{2}$ are symmetrically inserted in front of the upper and lower parts of the process. As we know that $i \mathcal{A}=\frac{1}{2}\left(\mathcal{A}_{(a 1)}+\mathcal{A}_{(a 2)}++\mathcal{A}_{(b 1)}+\mathcal{A}_{(b 2)}\right)$ because of the fact we have considered twice more diagrams than it was necessary, we have a global factor $\left(\frac{1}{2}\right)_{\text {up }} \times$ $\left(\frac{1}{2}\right)_{\text {down }} \times 2=\frac{1}{2}$ where the extra factor 2 has been put in the $t$-channel gluon propagator part of the amplitude. This factor 2 is coming from the fact that there are two possibilities to combine the indices of the $g_{\mu \alpha} g_{\nu \beta}$ of the propagator and $g_{\mu \beta} g_{\nu \alpha}$, in other words this factor is absorbed in the 4 -point green function of the $t$-channel gluons. As we took care of keeping the coefficient that belong respectively to the upper and lower part of the process, we see that eq. (1.70) can be represented as in fig. 1.5.

Looking at the integrands of eq. (1.70) is also now clear that the integrals over $\beta$ and $\alpha$ converge,

$$
\begin{equation*}
\phi_{\mathrm{up}}^{(a 1)}(\beta, \underline{k})+\phi_{\mathrm{up}}^{(a 1)}(-\beta,-\underline{k}) \sim \frac{1}{\beta^{2}} . \tag{1.71}
\end{equation*}
$$

The contributions of all the diagrams are necessary to prove the convergence of the integrals over $\beta$.

We choose to integrate over the contour $\mathcal{C}^{-}$in the $\beta$ - and $\alpha-$ complex planes shown in fig. 1.6, the integral

$$
\begin{align*}
& \frac{1}{2}\left(\int_{\mathcal{C}^{-}} \frac{d \beta}{2 \pi}(\phi(\beta, \underline{k})+\phi(-\beta,-\underline{k}))\right) \frac{1}{2}\left(\int_{\mathcal{C}^{-}} \frac{d \alpha}{2 \pi}(\phi(\alpha, \underline{k})+\phi(-\alpha,-\underline{k}))\right) \\
= & \frac{1}{4} \int_{\mathcal{C}^{-}} \frac{d \beta}{2 \pi} \phi(\beta, \underline{k}) \int_{\mathcal{C}^{-}} \frac{d \alpha}{2 \pi} \phi(\alpha, \underline{k})=\frac{1}{4}\left(2 i(i g)^{2}\right)^{2}(-i)(-i)=\left(4 \pi \alpha_{s}\right)^{2} . \tag{1.72}
\end{align*}
$$

After restoring the color factor, we get the same result than in the direct computation with the Cutkosky rules eq. (1.54)

$$
\begin{equation*}
\operatorname{Im} \mathcal{A}=\frac{N^{2}-1}{4 N^{2}} 16 \pi^{2} \alpha_{s}^{2} s \int \frac{d^{2} \underline{k}_{1}}{(2 \pi)^{2}} \frac{1}{\left(\underline{k}^{2}\right)^{2}} \tag{1.73}
\end{equation*}
$$



Figure 1.5: Decomposition of the total amplitude and combinatorial factors.


Figure 1.6: $\beta$ - or $\alpha$ - complex planes, the poles of the $\phi( \pm \alpha, \pm \underline{k})$ function and the contour $\mathcal{C}^{-}$of integration.

Going back to eq. (1.70) we see that the amplitude reads

$$
\begin{align*}
\mathcal{A} & =\frac{i s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{2}{\left(\underline{k}^{2}\right)^{2}} \Phi_{\text {up }}^{a b}(\underline{k}) \Phi_{\text {down }}^{a b}(\underline{k}),  \tag{1.74}\\
& =i s \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{1}{\left(\underline{k}^{2}\right)^{2}} \Phi_{\text {up }}^{a b}(\underline{k}) \Phi_{\text {down }}^{a b}(\underline{k}), \tag{1.75}
\end{align*}
$$

with,

$$
\begin{align*}
\Phi_{\mathrm{up}}^{a b}(\underline{k}) & =\frac{\delta^{a b}}{2 N} \frac{1}{2} \int \frac{d \beta}{2 \pi}(\phi(\beta, \underline{k})+\phi(-\beta,-\underline{k}))  \tag{1.76}\\
& =\frac{1}{2} \int \frac{d \beta}{2 \pi} \varepsilon_{\mu}^{\mathrm{NS}} \varepsilon_{\nu}^{\mathrm{NS}} \mathcal{S}_{q\left(p_{1}\right) g\left(k_{1}, a\right) \rightarrow q\left(p_{1}\right) g\left(k_{2}, b\right)}^{\mu \nu}(\beta, \underline{k}) \tag{1.77}
\end{align*}
$$

the so-called impact factor for the upper part of the process, where $\mathcal{S}_{q\left(p_{1}\right) g\left(k_{1}, a\right) \rightarrow q\left(p_{1}\right) g\left(k_{2}, b\right)}^{\mu \nu}(\beta, \underline{k})$ is the $\mathcal{S}$-matrix element of the upper sub-process where the quark couples with gluons with "non-sense" polarizations $\varepsilon^{\mathrm{NS}}$ as defined in eq. (1.44) due to eikonal approximation.

Note that other conventions exist, for example in ref. [22], the impact factor is defined as $\Phi^{[22]}=2 \pi \Phi^{\text {Here }}$ and the amplitude reads

$$
\mathcal{A}^{[22]}=i s \int \frac{d^{2} \underline{k}}{(2 \pi)^{4}} \frac{\Phi^{[22]} \Phi^{[22]}}{\left(\underline{k}^{2}\right)^{2}}
$$

or in ref. [32], $\Phi^{[32]}=2 \sqrt{\pi} \Phi^{\text {Here }}$ and the amplitude reads

$$
\mathcal{A}^{[32]}=\frac{i s}{2} \int \frac{d^{2} \underline{k}}{(2 \pi)^{3}} \frac{\Phi^{[32]} \Phi^{[32]}}{\left(\underline{k}^{2}\right)^{2}} .
$$

Depending on the conventions, the color factor $\frac{\delta^{a b}}{2 N}$ is included in the impact factor definition such as the color factor $\frac{N^{2}-1}{4 N^{2}}=\left(\frac{\delta^{a b}}{2 N}\right)_{\text {up }}\left(\frac{\delta^{a b}}{2 N}\right)_{\text {down }}$ is recovered in the final amplitude.

Note that in the case of two quark scattering amplitude, the impact factors are constant and equal to $4 \pi \alpha_{s}$. As a consequence the integral over $\underline{k}$ is infra-red divergent. We will see that in the case where colorless particles are involved in the initial and final states of the impact factor, the gauge invariance forces the impact factor to cancel, preventing thus the infra-red divergence of the $\underline{k}$ integral.

### 1.2.4 The $k_{T}$ factorization scheme

We present how the $k_{T}$-factorization procedure is generalized for colorless states. Let us consider a more general process where two colorless probes scatter with an exchange of a pomeron in $t$-channel,

$$
A\left(p_{1}\right)+B\left(p_{2}\right) \rightarrow A^{\prime}\left(p_{1}+\Delta\right)+B^{\prime}\left(p_{2}-\Delta\right) .
$$

Due to the fact that we are in the high energy limit there will be a large rapidity gap between $A^{\prime}$ and $B^{\prime}$. The dominant contribution in powers of $s$ to the amplitude is given by an exchange
of gluons in $t$-channel. Indeed the power behavior in $s$ of the amplitude at high energy for $N$ particles exchanged in $t$-channel depends on the spins $\sigma_{i}$ of these particles,

$$
\begin{equation*}
\mathcal{A} \propto s^{\sum_{i} \sigma_{i}-N+1}, \tag{1.78}
\end{equation*}
$$

thus the leading contributions in powers of $s$ involves only gluons. As a general principle, in the limit $s \rightarrow \infty$ the eikonal approximation for gluons leads to the finite terms that does not decrease as power of $s$.

One can replace the numerators of the gluon propagators by the non-sense polarizations thanks to the eikonal approximation in the upper and lower blob vertices. Then one can safely neglect the component of the gluon momenta along the dominant like-cone direction of the upper or lower blob compared to the component of the momenta of the particles of the blobs. The amplitude factorizes then as illustrated in fig. 1.7 where $\Phi_{a}^{u p}$ and $\Phi_{b}^{u p}$ are the $s-$ and $u$-contributions to the sub-processes $A+g \rightarrow A^{\prime}+g$. The 4-point Green function of the gluons $G$ contains the energy dependence and as we define the impact factors as the sum of the $s-$ and $u$ - channel, we need to put a factor $1 / 2$ in the definition of the impact factor to avoid double counting when joining the gluonic lines as it was illustrated on the quark-quark scattering. One should not forget also the factor 2 coming from the Jacobian $s / 2$ in the integral measure.


Figure 1.7: $k_{T}$-factorization of the process $A+B \rightarrow A^{\prime}+B^{\prime}$. The upper and lower impact factors are the sum of the $s-$ and $u$-contributions $\Phi^{u p(d o w n)}=\frac{1}{2}\left(\Phi_{a}^{u p(d o w n)}+\Phi_{b}^{u p(d o w n)}\right)$.

The 4-point Green function of the gluons at Born level $G$ reads

$$
\frac{2}{\underline{k}^{2}(\underline{k}-\underline{\Delta})^{2}}
$$

where the factor 2 is due to the fact that there are two combinations to link the upper gluons to the lower ones as illustrated in fig. 1.5 and the amplitude reads

$$
\begin{equation*}
\mathcal{A}=i s \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{1}{\underline{k}^{2}(\underline{k}-\underline{\Delta})^{2}} \Phi_{\mathrm{up}}^{a b}(\underline{k}, \underline{k}-\underline{\Delta}) \Phi_{\mathrm{down}}^{a b}(\underline{k}, \underline{k}-\underline{\Delta}) \tag{1.79}
\end{equation*}
$$




Figure 1.8: Deformation of the contour in the $\kappa$ complex plane.
with

$$
\begin{equation*}
\Phi_{\mathrm{up}}^{a b}(\underline{k})=\frac{1}{2} \int \frac{d \beta}{2 \pi} \varepsilon_{\mu}^{\mathrm{NS}} \varepsilon_{\nu}^{\mathrm{NS}} \mathcal{S}_{A g \rightarrow A^{\prime} g}^{\mu \nu, a b}(\beta, \underline{k}) . \tag{1.80}
\end{equation*}
$$

Defining the $s$-channel Mandelstam variable $\kappa$ of the system $A\left(p_{A}\right)+g\left(k_{1}\right)$, such as,

$$
\kappa=\left(p_{A}+k_{1}\right)^{2} \equiv \beta s+p_{A}^{2}+k_{1}^{2},
$$

we can replace the integral over $\beta$ by an integral over $\kappa$,

$$
\begin{equation*}
\Phi_{\mathrm{up}}^{a b}(\underline{k})=\frac{1}{2 s} \int \frac{d \kappa}{2 \pi} \varepsilon_{\mu}^{\mathrm{NS}} \varepsilon_{\nu}^{\mathrm{NS}} \mathcal{S}_{A g \rightarrow A^{\prime} g}^{\mu \nu, a b}(\kappa, \underline{k}) . \tag{1.81}
\end{equation*}
$$

The impact factor is then defined as the integral along the contour illustrated in fig. 1.8. This contour can be closed on the discontinuity of the right cut along the real axis, leading to the final expression

$$
\begin{equation*}
\Phi_{\text {up }}^{a b}(\underline{k})=\frac{1}{2 s} \int \frac{d \kappa}{2 \pi} \varepsilon_{\mu}^{\mathrm{NS}} \varepsilon_{\nu}^{\mathrm{NS}} \mathcal{D i s c}_{\kappa} \mathcal{S}_{A g \rightarrow A^{\prime} g}^{\mu \nu, a b}(\kappa, \underline{k}) . \tag{1.82}
\end{equation*}
$$

The energy dependence of the gluon Green function can be worked out at the leading $\log (1 / \mathrm{x})$ (LLx) accuracy by resumming the amplitude in the relevant parameter $\alpha_{s} \ln (s)$ as the large logarithm of $s$ can compensate the small value of $\alpha_{s}$. The large $\ln (s)$ are given at LLx in the multi-Regge kinematic where, considering $A$ and $B$ flying respectively almost along the light-cone vectors $p_{1}$ and $p_{2}$, a ladder of gluons with momenta

$$
k_{i}=\alpha_{i} p_{1}+\beta_{i} p_{2}+k_{\perp i}
$$

is exchanged in $t$-channel with the following strong ordering,

$$
\begin{align*}
& 1 \gg \alpha_{1} \gg \alpha_{i} \gg \alpha_{n}, \\
& \beta_{1} \ll \beta_{i} \ll \beta_{n} \ll 1, \\
& k_{\perp 1}^{2} \sim k_{\perp i}^{2} \sim s \alpha_{i} \beta_{i} . \tag{1.83}
\end{align*}
$$

In this kinematic, the ladder of gluons can be resummed in two "reggeized" gluons which exchange usual gluons coupling with an effective vertex called Lipatov vertex [33]. Using

Mellin transformation to decouple the gluon ladder from the impact factors the amplitude reads

$$
\begin{align*}
\mathcal{A}(s, t)= & \frac{i s}{(2 \pi)^{2}} \int \frac{d^{2} \underline{k}}{k^{2}} \Phi_{1}^{a b}(\underline{k}, \underline{\Delta}-\underline{k}) \int \frac{d^{2} \underline{k}^{\prime}}{\underline{k}^{\prime 2}} \Phi_{2}^{a b}\left(-\underline{k}^{\prime},-\underline{\Delta}+\underline{k}^{\prime}\right) \\
& \int_{\delta-i \infty}^{\delta+i \infty} \frac{d \omega}{2 \pi i}\left(\frac{s}{s_{0}}\right)^{\omega} G_{\omega}\left(\underline{k}, \underline{k}^{\prime}, \underline{\Delta}\right) \tag{1.84}
\end{align*}
$$

with the Mellin transform of the Green function $G_{\omega}\left(\underline{k}, \underline{k^{\prime}}, \underline{\Delta}\right)$ is governed by the Balitsky, Fadin, Kuraev and Lipatov (BFKL) equation [34, 35, 36, 37] at LLx. The BFKL equation in terms of the rapidity $Y=\ln (1 / x)$ reads

$$
\begin{equation*}
\frac{\partial}{\partial Y} \mathcal{F}\left(Y, \underline{k}^{\prime}\right)=\frac{\alpha_{s} N_{c}}{2 \pi} \int d^{2} \underline{k} K\left(\underline{k}^{\prime}, \underline{k}\right) \mathcal{F}(Y, \underline{k}) \tag{1.85}
\end{equation*}
$$

with $\mathcal{F}(Y, \underline{k}, \underline{\Delta})$ the unintegrated gluon density which contains the 4-point gluon Green function $Y$-dependence and $K\left(\underline{k}^{\prime}, \underline{k}\right)$ the BFKL kernel. The BFKL solution [38, 33] is of the form

$$
\begin{equation*}
\mathcal{F}(Y, \underline{k}) \sim(1 / x)^{\frac{4 N_{c} \alpha_{s}}{\pi}} \ln (2) \sim s^{\omega_{0}} \tag{1.86}
\end{equation*}
$$

This solution exhibits a value for the pomeron intercept of $\alpha_{P}=1+\omega_{0}=1+\frac{4 N_{c} \alpha_{s}}{\pi} \ln (2)$ which is slightly above one, leading to the violation of the Froissart bound as it was already expected from the Donnachie and Landshoff fits. We will see in section 1.3.4 some of the models proposed to solve this problem of unitarity violation.

Note that the impact factors do not depend on $s$ and the whole $s$-dependence is included in the Green function of the gluons. This remark agrees with the discussion in part 1.1.2 on the universality of the $t$-channel reggeon exchange which contains the $s$-dependence of the amplitudes.

The QCD gauge invariance and the fact that the probes are colorless, require the cancellation of the impact factors in the limits $k_{\perp} \rightarrow 0$ or $\left(k_{\perp}-\Delta_{\perp}\right) \rightarrow 0$. Indeed this is due to the QCD Ward identities, assuming that the $t$-channel gluons are on-shell (which is the case in the limit $k_{\perp}^{2} \approx k^{2} \rightarrow 0$ ),

$$
\begin{equation*}
S_{\mu \nu}^{\gamma^{*} g \rightarrow \gamma^{*} g} k^{\mu}=S_{\mu \nu}^{\gamma^{*} g \rightarrow \gamma^{*} g}(\Delta-k)^{\nu}=0 . \tag{1.87}
\end{equation*}
$$

eq. (1.87) implies that the impact factor proportional to

$$
S_{\mu \nu}^{\gamma^{*} g \rightarrow \gamma^{*} g} \varepsilon^{\mathrm{NS} \mu} \varepsilon^{\mathrm{NS} \nu}=\frac{2}{s} S_{\mu \nu}^{\gamma^{*} g \rightarrow \gamma^{*} g} p_{2}^{\mu} p_{2}^{\nu}=-\frac{2}{s} S_{\mu \nu}^{\gamma^{*} g \rightarrow \gamma^{*} g} k_{\perp}^{\mu}\left(k_{\perp}-\Delta_{\perp}\right)^{\nu}
$$

vanishes when $k_{\perp} \rightarrow 0$ or $k_{\perp}-\Delta_{\perp} \rightarrow 0$. The fact that the probes are colorless is essential for the QCD Ward identity used here. For example, in the quark-quark scattering, we saw that the amplitude are not infra-red safe because they do not cancel when $k_{\perp} \rightarrow 0$, but the quarks are not colorless probes. Another way to see this gauge invariance requirement is that a colorless probe interacts with the $t$-channel gluons through a partonic system. For $k_{\perp}$ of the order of the transverse size of the partonic system, the gluon can resolve the color
charges of the partons. When $k_{\perp}$ vanishes, the transverse size resolved by the gluon becomes larger than the transverse size $\underline{r}$ of the system and the color charges of the partons are then screening each other. As the probe is colorless, the whole partonic system is colorless and the coupling of the gluon to this system is then vanishing as the effective color charge resolved by the gluon vanishes, as illustrated in fig. 1.9.


Figure 1.9: In the limit $\underline{k} \rightarrow 0$, the gluon cannot resolve anymore the colored quark as its color charge is shadowed by the color charge of the antiquark.

### 1.3 Deep inelastic scattering amplitude in the perturbative Regge kinematics

### 1.3.1 Introduction to DIS observables



Figure 1.10: Deep inelastic scattering process $e^{-}(k)+p(p) \rightarrow e^{-}\left(k^{\prime}\right)+X\left(p_{X}\right)$ summed over all final states $X$.

We denote $p, q$ and $k$ the respective momenta of the proton, the virtual photon and the electron. The virtuality $Q$ of the photon is defined as $q^{2}=-Q^{2}$. Let us denote,

- $S=(k+p)^{2}$ the squared center of mass energy of the ep system,
- $W=(q+p)^{2}$ the squared center of mass energy of the $\gamma^{*} p$ system,
- $x=\frac{Q^{2}}{2 p \cdot q}=\frac{Q^{2}}{2 \nu}$ with $\nu=p \cdot q$, the Bjorken variable of the process, which in the parton model is the fraction of proton momentum carried by the interacting parton and $\nu / M_{p}$ the virtual photon energy in the proton rest frame.
- $y=\frac{p \cdot q}{p \cdot k}$ the fraction of the electron energy transferred to the virtual photon in the proton rest frame.

In the high energy limit, (for a pedagogical book on high energy QCD see Ref. [39]), $s \gg$ $Q^{2} \gg\left(M_{p}^{2}, \Lambda_{Q C D}^{2}\right)$ with $\Lambda_{Q C D}$ the QCD scale and $M_{p}$ the mass of the proton, the variables $x$ and $y$ can be approximated by $x \approx \frac{Q^{2}}{W^{2}}$ and $y \approx \frac{Q^{2}}{x s}$. The differential cross-section reads

$$
\begin{equation*}
E^{\prime} \frac{d \sigma^{e^{-} p}}{d^{3} k^{\prime}}=\frac{e^{2}}{8 \pi^{2}\left(s-M_{p}^{2}\right) q^{4}} L^{\mu \nu} W_{\mu \nu} \tag{1.88}
\end{equation*}
$$

with $E^{\prime}$ and $k^{\prime}$ the energy and the momentum of the scattered electron, $L_{\mu \nu}$ the leptonic part of the process associated to the leptonic current and $W_{\mu \nu}$ the hadronic tensor associated with the interaction between the probe (the virtual photon) and the hadron. Neglecting the mass of the electron

$$
\begin{equation*}
L^{\mu \nu}=2\left(k^{\mu} k^{\prime \nu}+k^{\nu} k^{\prime \mu}-g^{\mu \nu} k \cdot k^{\prime}\right) . \tag{1.89}
\end{equation*}
$$

The tensor $W_{\mu \nu}$ reads

$$
\begin{align*}
4 \pi W_{\mu \nu} & =\sum_{X} \int d \Pi_{X}(2 \pi)^{4} \delta\left(p+q-p_{X}\right) \\
& \left.\times\left\langle\langle p(p)| J_{\nu}^{\dagger}(0) \mid X\left(p_{X}\right)\right\rangle\left\langle X\left(p_{X}\right)\right| J_{\mu}(0)|p(p)\rangle\right\rangle_{\text {spin }} \\
& \left.=\int d^{4} y e^{i q \cdot y}\left\langle\langle p(p)| J_{\nu}^{\dagger}(y) J_{\mu}(0) \mid p(p)\right\rangle\right\rangle_{\text {spin }} \tag{1.90}
\end{align*}
$$

from the first line to the second we used first a translation of the matrix element

$$
\langle p(p)| e^{-i \hat{P} \cdot y} e^{i \hat{P} \cdot y} J_{\nu}^{\dagger}(0) e^{-i \hat{P} \cdot y} e^{i \hat{P} \cdot y}\left|X\left(p_{X}\right)\right\rangle=e^{i y \cdot\left(p_{X}-p\right)}\langle p(p)| J_{\nu}^{\dagger}(y)\left|X\left(p_{X}\right)\right\rangle
$$

and then the completeness relation

$$
\sum_{X} \int d \Pi_{x}\left|X\left(p_{X}\right)\right\rangle\left\langle X\left(p_{X}\right)\right|=1
$$

Due to the optical theorem, the tensor $W_{\mu \nu}$ is related to the imaginary part of the forward Compton scattering amplitude $T_{\mu \nu}\left(W_{\mu \nu}=2 \mathcal{I} m T_{\mu \nu}\right)$ illustrated in fig. 1.11,

$$
\begin{equation*}
\left.4 \pi T_{\mu \nu}=i \int d^{4} y e^{i y \cdot q}\left\langle\langle p(p)| T\left\{J_{\nu}^{\dagger}(y) J_{\mu}(0)\right\} \mid p(p)\right\rangle\right\rangle_{\text {spin }} \tag{1.91}
\end{equation*}
$$



Figure 1.11: Forward Compton scattering amplitude.
The hadronic tensor cannot be computed perturbatively and have to be modeled by parameterizing it on the relevant Lorentz structures. Using the transformations under parity
and time reversal of the correlator and the gauge invariance conditions $q^{\mu} W_{\mu \nu}=q^{\nu} W_{\mu \nu}=0$, the hadronic tensor $W_{\mu \nu}$ can be parameterized by two independent structure functions $F_{1}$ and $F_{2}$ such as,

$$
\begin{align*}
W_{\mu \nu}= & -\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) F_{1}\left(x, Q^{2}\right) \\
& +\frac{1}{\nu}\left(p_{\mu}-q_{\mu} \frac{p \cdot q}{q^{2}}\right)\left(p_{\nu}-q_{\nu} \frac{p \cdot q}{q^{2}}\right) F_{2}\left(x, Q^{2}\right) \tag{1.92}
\end{align*}
$$

Putting all together one finds for the differential cross-section of the DIS of the proton and the electron in the proton rest frame,

$$
\begin{equation*}
\frac{d \sigma_{t o t}^{e p}}{d E^{\prime} d \Omega}=\frac{\alpha^{2}}{4 M_{p} E^{2} \sin ^{4}(\theta / 2)}\left(2 F_{1} \sin ^{2}(\theta / 2)+\frac{M_{p}^{2}}{\nu} F_{2} \cos ^{2}(\theta / 2)\right) \tag{1.93}
\end{equation*}
$$

with $\Omega$ and $\theta$ the solid angle and the azimuthal angle of the scattered electron and $\alpha=e^{2} / 4 \pi$ the fine structure constant.

## The parton model

In the so-called naive parton model proposed by Feynman and Bjorken [2, 40, 1], the proton is assumed to be constituted of point-like fermionic particles called partons. Comparing the result (1.93) with the differential cross-section of a spin $1 / 2$ point-like particle, for example $e^{-} \mu^{-}$cross-section,

$$
\begin{equation*}
\frac{d \sigma^{e^{-} \mu^{-}}}{d E^{\prime} d \Omega}=\frac{\alpha^{2} \delta(1-x)}{4 m_{\mu} E^{2} \sin ^{4}(\theta / 2)}\left(\sin ^{2}(\theta / 2)+\frac{m_{\mu}^{2}}{\nu} \cos ^{2}(\theta / 2)\right) \tag{1.94}
\end{equation*}
$$

and assuming that a parton of mass $m_{f}$ and momentum $p_{f}=x_{f} p$ interacts with the photon, leads to

$$
2 F_{1}=\frac{M_{p}}{m_{f}} \delta\left(1-z_{f}\right)=\frac{M_{p}}{m_{f}} \delta\left(1-x / x_{f}\right)
$$

and

$$
F_{2}=\frac{m_{f}}{M_{p} x_{f}} \delta\left(1-z_{f}\right)=\frac{m_{f}}{M_{p} x_{f}} \delta\left(1-x / x_{f}\right)=x_{f} \frac{M_{p}}{m_{f}} \delta\left(1-x / x_{f}\right)=2 x_{f} F_{1}
$$

with $z_{f}=Q^{2} / 2 q \cdot p_{f}=x / x_{f}$. Note that $\nu$ is replaced in (1.94) by $\nu_{f}=q \cdot p_{f}=x_{f} \nu$ and in the proton rest frame $\nu_{f} / \nu=m_{f} / M_{p}$. It implies that the structure functions are independent of $Q^{2}$ which could explain in the early experimental analysis at SLAC the fact that the measure of $F_{2}$ depends very weakly on $Q^{2}$ known as the Bjorken scaling. In the parton model, the hadronic tensor $W_{\mu \nu}$ is written as,

$$
\begin{equation*}
W_{\mu \nu}=\sum_{f} \int \frac{d x_{f}}{x_{f}} f_{f}\left(x_{f}\right) W_{\mu \nu}^{f} \tag{1.95}
\end{equation*}
$$

with $f_{f}$ the parton distribution function and $W_{\mu \nu}^{f}$ the "partonic tensor",

$$
\begin{align*}
4 \pi W_{\mu \nu}^{f} & \left.=\int d^{4} p^{\prime} 2 \pi \delta\left(p^{\prime 2}\right)(2 \pi)^{4} \delta\left(x_{f} p+q-p^{\prime}\right)\left\langle\left\langle x_{f} p\right| J_{\nu}^{\dagger}(y) J_{\mu}(0) \mid x_{f} p\right\rangle\right\rangle_{\text {spin }} \\
& =2 \pi x_{f} \delta\left(x_{f}-x\right) e_{f}^{2}\left(-\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right)+\frac{2 x_{f}}{\nu}\left(p_{\mu}-q_{\mu} \frac{p \cdot q}{q^{2}}\right)\left(p_{\nu}-q_{\nu} \frac{p \cdot q}{q^{2}}\right)\right) \tag{1.96}
\end{align*}
$$

This leads to the expressions

$$
\begin{equation*}
F_{1}=\frac{1}{2} \sum_{f} e_{f}^{2} f_{f}(x) \text { and } F_{2}=2 x F_{1}(x), \tag{1.97}
\end{equation*}
$$

the second equality in (1.97) is known as the Callan-Gross relation [41], and could explain why the data for the longitudinal structure function defined as $F_{L}(x)=F_{2}(x)-2 x F_{1}(x)$ were small compared to the data of $F_{2}$. Despite of these predictions, the main problem of the naive parton model is that it assumes that the partons are free inside the nucleon while they should be in the same time strongly interacting with each other to maintain themselves in the hadron bound state. This is of course explain by the asymptotic freedom in QCD, i.e. the coupling of the partons becomes weak at high energy scales $Q^{2} \gg \Lambda_{Q C D}^{2}$.

## The parton picture in QCD

A hadron in the point of view of QCD contains fluctuations of partonic fields of space and time scale smaller than its hadronic size. The probe (virtual photon) can resolve the fluctuations in the hadrons that have typically larger sizes than the size of the probe and all smaller fluctuations only participate in the renormalization of the masses and the coupling constants. In the infinite momentum frame where the proton has the speed of light, the Lorentz dilatation of time scales implies that the fluctuations have a long life time compared to the time scale of the probe and they behave as if they were free. From this point of view we see that the number of fluctuations resolved by the probe becomes larger and larger with decreasing $x$ because of the emission of gluons by bremsstrahlung. The fact that the probe resolves more and more partons as $Q^{2}$ increases is the source of the quantum corrections that violates the Bjorken scaling. So both $x$ and $Q^{2}$ variations leads to quantum corrections to the observables. The $x$-evolution is given by the BFKL equation in the diluted regime where the partonic density is small and by the Balitsky-Kovchegov (BK) equation [42, 43] in the dense regime where the partonic interactions due to their overlapping leads to non-linear evolution equations. Both equations resum the large leading terms in $\alpha_{s} \int^{p^{+}} \frac{d k^{+}}{k^{+}} \sim \alpha_{s} \ln (1 / x)$ due to the soft gluon emissions. The $Q^{2}$ evolution is given by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [44, 45, 46, 47] which resums the large $\ln \left(Q^{2}\right)$ leading terms that appear due to collinear singularities $\alpha_{s} \int^{Q^{2}} \frac{d k_{\perp}^{2}}{k_{\perp}^{2}} \sim \alpha_{s} \ln \left(Q^{2}\right)$.

In the Bjorken limit ( $Q^{2} \rightarrow \infty, x$ fixed), the expression (1.90) of $W_{\mu \nu}$, the integral is dominated by the value of the correlator for $0<y^{2}<\frac{1}{Q^{2}}$. The way to compute these contributions is to use the operator product expansion (OPE) on the light-cone $y^{2} \rightarrow 0$, the OPE technique was introduced in particle physics by Wilson in the 70's [6] and was then applied to DIS [7, 4] and later to exclusive processes [48]. It consists in expanding the product of the electromagnetic currents as

$$
\begin{equation*}
J(y) J(0) \stackrel{|y| \rightarrow 0}{=} \sum_{s, i} C_{\mu_{1} \cdots \mu_{s}}^{s, i}(y) \mathcal{O}_{i}^{\mu_{1} \cdots \mu_{s}}(0) \tag{1.98}
\end{equation*}
$$

where the coefficients $C_{\mu_{1} \cdots \mu_{s}}^{s, i}(y)=y_{\mu_{1}} \cdots y_{\mu_{s}} C^{s, i}\left(y^{2}\right)$ are the Wilson coefficients, the functions $C^{s, i}\left(y^{2}\right)$ contain the singularities when $|y| \rightarrow 0 . \mathcal{O}_{i}^{\mu_{1} \cdots \mu_{s}}(0)$ are local operators of spin $s$ that
have the same quantum numbers of the l.h.s. of (1.98). By dimensional analysis, the canonical dimension of the currents are $d_{J}=3$ and then the Wilson coefficients behave as

$$
\begin{equation*}
C^{s, i}\left(y^{2}\right) \sim|y|^{d_{s, i}-s-6}=|y|^{t_{i}-6} \tag{1.99}
\end{equation*}
$$

where $d_{s, i}$ is the canonical dimension of the operator $\mathcal{O}_{i}^{\mu_{1} \cdots \mu_{s}}$ and $s$ is the spin and $t_{i}=d_{s, i}-s$ is the twist of the operator $\mathcal{O}_{i}^{\mu_{1} \cdots \mu_{s}}$. Note that the difference between the OPE on the light-cone $\left(y^{2} \rightarrow 0\right)$ and the standard $\operatorname{OPE}\left(y_{\mu} \rightarrow 0\right)$, is that the hierarchy of the leading operators is not given by the canonical dimension of the operators but by their twists and thus there is an infinite set of operators of the same twist, as the dimension of the operators can be compensated by their spins. The singularities that drive the behavior of the non-local correlators are given by operators of twist $t_{s, i}<6$ and the leading twist operators of QCD are of twist 2 .

One can parameterize the correlators on the possible Lorentz structures as,

$$
\begin{equation*}
\left.\left\langle\langle p(p)| \mathcal{O}_{s, i}^{\mu_{1} \cdots \mu_{s}}(0) \mid p(p)\right\rangle\right\rangle_{s p i n}=p^{\mu} \cdots p^{\mu_{s}}\left\langle\mathcal{O}_{s, i}(0)\right\rangle+\cdots \tag{1.100}
\end{equation*}
$$

where ". . " " stand for terms with trace. Replacing $J_{\mu}(y) J_{\nu}(0)$ in the definition (1.90) of $W_{\mu \nu}$ by the OPE leads to

$$
\begin{align*}
4 \pi W_{\mu \nu} & =\sum_{s, i}\left\langle\mathcal{O}_{s, i}(0)\right\rangle \int d^{4} y e^{i q \cdot y}(y \cdot p)^{s} C^{s, i}\left(y^{2}\right) \\
& =\sum_{s} x^{-s} \sum_{i}\left\langle\mathcal{O}_{s, i}(0)\right\rangle\left(-i Q^{2} \frac{\partial}{\partial Q^{2}}\right)^{s} \tilde{C}^{s, i}\left(Q^{2}\right) \\
& \equiv \sum_{s} x^{-s} \sum_{i}\left\langle\mathcal{O}_{s, i}(0)\right\rangle D^{s, i}\left(Q^{2}\right) \tag{1.101}
\end{align*}
$$

with $\tilde{C}^{s, i}\left(Q^{2}\right)$ the Fourier transform of $C^{s, i}\left(y^{2}\right)$. $D^{s, i}\left(Q^{2}\right)$ scales like $\sim(1 / Q)^{t_{i}-2}$, so at leading twist the Bjorken scaling is verified. The coefficient functions $D^{s, i}\left(Q^{2}\right)$ are universal as the target dependence is contained in the initial and final states of $\left\langle\mathcal{O}_{s, i}(0)\right\rangle$ and they are calculable in pQCD. The structure functions take the forms

$$
\begin{align*}
& F_{1}\left(x, Q^{2}\right)=\sum_{s} x^{-s} \sum_{i}\left\langle\mathcal{O}_{s, i}(0)\right\rangle D_{1}^{s, i}\left(Q^{2}\right),  \tag{1.102}\\
& F_{2}\left(x, Q^{2}\right)=\sum_{s} x^{-s+1} \sum_{i}\left\langle\mathcal{O}_{s, i}(0)\right\rangle D_{2}^{s, i}\left(Q^{2}\right) . \tag{1.103}
\end{align*}
$$

The leading twist QCD operators are,

$$
\begin{align*}
\mathcal{O}_{s, q_{f}}^{\mu_{1} \cdots \mu_{s}} & =\bar{\psi}(0) \gamma^{\left\{\mu_{1}\right.} \partial^{\mu_{2}} \cdots \partial^{\left.\mu_{s}\right\}} \psi(0)  \tag{1.104}\\
\mathcal{O}_{s, g}^{\mu_{1} \cdots \mu_{s}} & =F_{\mu}^{\left\{\mu_{1}\right.} \partial^{\mu_{2}} \cdots \partial^{\mu_{s-1}} F^{\left.\mu_{s}\right\} \mu} \tag{1.105}
\end{align*}
$$

with " $\{\cdots\}$ " stands for the symmetrization of $\mu_{1}, \cdots \mu_{s}$ indices and the subtraction of the trace terms. Identifying the structure functions in (1.97) and $(1.102,1.103)$ leads to

$$
\begin{equation*}
\int \frac{d x}{x} x^{s}\left(f_{f}(x)+f_{\bar{f}}(x)\right)=\left\langle\mathcal{O}_{s, q_{f}}\right\rangle \tag{1.106}
\end{equation*}
$$

which relates the Mellin moments of the PDFs to the expected values on the hadronic state $\left\langle\mathcal{O}_{s, q_{f}}\right\rangle$.

Taking the average value of $\mathcal{O}_{s, q_{f}}^{\mu_{1} \cdots \mu_{s}}$ and $\mathcal{O}_{s, g}^{\mu_{1} \cdots \mu_{s}}$ on quark of flavor $f^{\prime}$ state, one can show that the corresponding $\left\langle\mathcal{O}_{s, q_{f}}\right\rangle=\delta_{f f^{\prime}}$ and $\left\langle\mathcal{O}_{s, g}\right\rangle=0$. Identifying the structure functions in (1.97) and $(1.102,1.103)$ leads to

$$
\begin{equation*}
\int \frac{d x}{x}\left(f_{f}(x)+f_{\bar{f}}(x)\right)=\left\langle\mathcal{O}_{s, q_{f}}\right\rangle \tag{1.107}
\end{equation*}
$$

The Callan-Symanzik renormalization group equations for the correlators $\langle J(y) J(0)\rangle$ and $\left\langle\mathcal{O}_{s, i}\right\rangle \mathrm{read}$

$$
\begin{align*}
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial \alpha_{s}}\right)\langle J(y) J(0)\rangle & =0  \tag{1.108}\\
\left(\left(\mu \frac{\partial}{\partial \mu}+\beta\left(\alpha_{s}\right) \frac{\partial}{\partial \alpha_{s}}\right) \delta_{i j}+\gamma_{s, i j}\left(\alpha_{s}\right)\right)\left\langle\mathcal{O}_{s, j}\right\rangle & =0 \tag{1.109}
\end{align*}
$$

with $\beta\left(\alpha_{s}\right)=\mu^{2} \frac{d \alpha_{s}}{d \mu^{2}}$ and $\gamma_{s, i j}$ the element of the anomalous dimension matrix. The running of $\alpha_{s}$ at one loop approximation leads to

$$
\begin{equation*}
\alpha_{s}(Q)=\frac{8 \pi^{2}}{\beta_{0} \ln \left(Q / \Lambda_{Q C D}\right)} \tag{1.110}
\end{equation*}
$$

with $\beta_{0}=\frac{\frac{11}{3} N_{c}-\frac{2}{3} n_{f}}{4 \pi}$. As the structure functions do not depend on the choice of $\mu^{2}$, the coefficient functions satisfy

$$
\begin{equation*}
\left(\left(\mu \frac{\partial}{\partial \mu}+\beta\left(\alpha_{s}\right) \frac{\partial}{\partial \alpha_{s}}\right) \delta_{i j}+\gamma_{s, i j}\right) D^{s, j}=0 \tag{1.111}
\end{equation*}
$$

The solutions of this equation is given by,

$$
D^{s, i}\left(Q / \mu, \alpha_{s}\right)=D^{s, j}\left(Q_{0} / \mu, \alpha_{s}(Q)\right)\left(\left(\frac{\ln \left(Q / \Lambda_{Q C D}\right)}{\ln \left(Q_{0} / \Lambda_{Q C D}\right)}\right)^{\frac{8 \pi^{2} A(s)}{\beta_{0}}}\right)_{j i}
$$

The coefficients $A_{i j}(s)=\gamma_{s, i j}(\mu) /\left(4 \pi \alpha_{s}(\mu)\right)$ of the matrix $A$ are calculable at one loop level from the counter terms that regularize the operator divergence. As a consequence the scaling violations at one loop are responsible for the Bjorken scaling and the mixing between the operator expectation values involves the gluon operators (fluctuations resolved when probing with a higher sensibility),

$$
\begin{equation*}
\int \frac{d x}{x} x^{s} \sum_{f}\left(f_{f}\left(x, Q^{2}\right)+f_{\bar{f}}\left(x, Q^{2}\right)\right) \propto\left(\left(\frac{\ln \left(Q / \Lambda_{Q C D}\right)}{\ln \left(Q_{0} / \Lambda_{Q C D}\right)}\right)^{\frac{8 \pi^{2} A}{\beta_{0}}}\right)_{f i}\left\langle\mathcal{O}_{s, i}\right\rangle_{Q_{0}} \tag{1.112}
\end{equation*}
$$

Deriving this equation with respect to $\ln \left(Q^{2}\right)$ leads to

$$
\begin{equation*}
Q^{2} \frac{\partial \tilde{f}_{f}\left(s, Q^{2}\right)}{\partial Q^{2}}=-2 \pi \alpha_{s}(Q) A_{f j}(s) \tilde{f}_{j}(s) \tag{1.113}
\end{equation*}
$$

with $\tilde{f}$ the Mellin moments of the PDFs. This equation is equivalent to the DGLAP equation in $x$-space,

$$
\begin{equation*}
\frac{\partial f_{i}\left(x, Q^{2}\right)}{\partial \ln \left(Q^{2}\right)}=\frac{\alpha_{s}\left(Q^{2}\right)}{2 \pi} \int_{x}^{1} \frac{d y}{y} P_{i j}(x / y) f_{j}\left(y, Q^{2}\right) \tag{1.114}
\end{equation*}
$$

where the splitting functions $P_{i j}(x / y)$ are the Mellin moments of the elements $A_{i j}(s)$,

$$
\begin{equation*}
\int \frac{d x}{x} x^{s} P_{i j}(x)=-4 \pi A_{i j}(s) \tag{1.115}
\end{equation*}
$$

Note that the eigenvectors associated to the eigenvalue zero of the matrix $A$ determine the sum rules. These eigenvectors, which are combinations of operators, are scale independent. For example the sum rule for $s=1$ implies the conservation of the number of partons and for $s=2$ the conservation of the longitudinal momentum carried by all the partons.

The physical picture is that the photon can resolve the parton structure inside the parton $q_{i}$. The splitting functions $P_{i j}(y)$ are the amplitudes of probability to get the parton $j$ with fraction of momentum $y$ of the momentum of the parton from the parton $i$. The DGLAP equation is currently known up to NNLO corrections [49].

### 1.3.2 Impact factors $\gamma_{L, T}^{*} \rightarrow \gamma_{L, T}^{*}$

In terms of the Lorentz invariant quantities $x, y$ and $Q^{2}$, the differential cross-section (1.93) in the infinite momentum frame reads

$$
\begin{equation*}
\frac{d \sigma_{t o t}^{e p}}{d x d Q^{2}}=\frac{2 \pi \alpha^{2}}{x Q^{4}}\left(\left(1+(1-y)^{2}\right) F_{2}\left(x, Q^{2}\right)-y^{2} F_{L}\left(x, Q^{2}\right)\right) \tag{1.116}
\end{equation*}
$$

These two structure functions are closely linked to the longitudinal and transverse polarized cross-sections $\sigma_{L}$ and $\sigma_{T}$ of the processes $\sum_{X} \gamma_{L, T}^{*}+p(p) \rightarrow X\left(p_{X}\right)$,

$$
\begin{align*}
F_{L}\left(x, Q^{2}\right) & =\frac{Q^{2}}{4 \pi^{2} \alpha} \sigma_{L}\left(x, Q^{2}\right)  \tag{1.117}\\
F_{2}\left(x, Q^{2}\right) & =\frac{Q^{2}}{4 \pi^{2} \alpha}\left(\sigma_{T}\left(x, Q^{2}\right)+\sigma_{L}\left(x, Q^{2}\right)\right) \tag{1.118}
\end{align*}
$$



Figure 1.12: $k_{T}$-factorization of the forward Compton scattering amplitude.

We will focus in this part on the determination of the polarized cross-sections $\sigma_{L}$ and $\sigma_{T}$ defined in eqs. $(1.117,1.118)$ in the perturbative Regge limit. Using the optical theorem,
the polarized cross-sections $\sigma_{L, T}$ are related to the forward Compton scattering amplitudes $\mathcal{A}_{L, T}^{\text {el. }} \equiv \mathcal{A}_{\gamma_{L, T}^{*} p \rightarrow \gamma_{L, T}^{*}}(s, t=0)$,

$$
\begin{equation*}
\sigma_{L, T}=\frac{2}{F} \mathcal{I} m \mathcal{A}_{L, T}^{\mathrm{el} .}(s)=\frac{1}{s} \mathcal{I} m \mathcal{A}_{L, T}^{\mathrm{el.} .} . \tag{1.119}
\end{equation*}
$$

Using the impact factor representation for the Compton scattering amplitude, as illustrated in fig. 1.12 we get at Born level

$$
\begin{equation*}
\sigma_{L, T}=\int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{1}{\left(\underline{k}^{2}\right)^{2}} \Phi^{\gamma_{L, T}^{*} \rightarrow \gamma_{L, T}^{*}}\left(\underline{k}, Q^{2}\right) \Phi^{P \rightarrow P}\left(\underline{k}, M^{2}\right), \tag{1.120}
\end{equation*}
$$

where $M$ is some non-perturbative scale of the transverse dynamics of the partons inside the proton.

In the region $Q^{2} \gg \Lambda_{Q C D}^{2}$, the impact factor $\Phi^{\gamma_{L, T}^{*} \rightarrow \gamma_{L, T}^{*}}$ can be computed within the perturbation theory. We will consider here the lowest order in perturbation theory where the photons interact with the gluons in $t$-channel by dissociating in a quark anti-quark pair. We neglect for simplicity the masses of the quark in this computation assuming $Q^{2} \gg m_{f}^{2}$, where $m_{f}$ is the mass of a quark of flavor $f$.

The vectors $q, l$ and $k$ are decomposed in the Sudakov basis of light-cone vectors $p_{1}$ and $p_{2}$ such as,

$$
\begin{align*}
q & =p_{1}-\frac{Q^{2}}{s} p_{2}  \tag{1.121}\\
l & =y p_{1}+\beta p_{2}+l_{\perp}  \tag{1.122}\\
k & =\frac{\kappa+Q^{2}+\underline{k}^{2}}{s} p_{2}+k_{\perp} \tag{1.123}
\end{align*}
$$

Note that we work in the infinite momentum frame where the proton and the virtual photon are moving respectively near the light-cone vectors $p_{2}$ and $p_{1}$.

The longitudinal and transverse polarization vectors of the virtual photons are

$$
\begin{equation*}
\varepsilon_{\gamma L}^{\mu}=\frac{1}{Q}\left(p_{1}^{\mu}+\frac{Q^{2}}{s} p_{2}^{\mu}\right), \quad \varepsilon^{ \pm}=\frac{1}{\sqrt{2}}(0, \mp 1,-i, 0) \tag{1.124}
\end{equation*}
$$

We define the euclidean polarization vectors in the transverse space as,

$$
\begin{equation*}
\underline{e}^{ \pm}=\frac{1}{\sqrt{2}}(\mp 1,-i) \tag{1.125}
\end{equation*}
$$

We use the Cutkosky rules to compute the discontinuity of the four diagrams shown in fig. 1.13 that contribute to the impact factors.

The contribution to the impact factor of the diagram (a) for a loop involving a quark of electric charge $e$,

$$
\begin{equation*}
\Phi_{(a)}^{\gamma_{L}^{*} \rightarrow \gamma_{L}^{*}}=\frac{1}{2 s} \int \frac{d \kappa}{(2 \pi)} \mathcal{D i s c}_{\kappa} \mathcal{A}_{(a)} \tag{1.126}
\end{equation*}
$$



Figure 1.13: The four diagrams contributing to the $\gamma^{*} \rightarrow \gamma^{*}$ impact factors, the dashed lines are the cut in the diagrams.
and

$$
\begin{align*}
& \mathcal{D i s c}_{\kappa} \mathcal{A}_{(a)}=\int \frac{d^{4} l}{(2 \pi)^{2}} \delta\left(l^{2}\right) \delta\left((l-q-k)^{2}\right)(4 \pi \alpha)\left(4 \pi \alpha_{s}\right) \tag{1.127}
\end{align*}
$$

$$
\begin{aligned}
& =\frac{s}{2} \int \frac{d y d \beta d^{2} \underline{\ell}}{(2 \pi)^{2}} \delta\left(y s\left(\beta-\frac{\underline{\ell}^{2}}{y s}\right) \delta\left(\bar{y}\left(\kappa-\kappa_{0}\right)\right)(4 \pi \alpha)\left(4 \pi \alpha_{s}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& =\frac{s}{2} \int \frac{d y d^{2} \underline{\ell}}{(2 \pi)^{2}} \frac{1}{y s} \frac{\delta\left(\kappa-\kappa_{0}\right)}{\bar{y}}(4 \pi \alpha)\left(4 \pi \alpha_{s}\right) \\
& \times\left(\frac{2 Q}{s}\right)^{2}\left(\frac{2}{s}\right) \frac{-\operatorname{Tr}\left(p_{2}\left(-\bar{y} p_{1}\right) \not p_{2}\left(-\bar{y} p_{1}\right) p_{2}\left(-\bar{y} p_{1}\right) p_{2}\left(y p_{1}\right)\right)}{\left(\frac{1}{y}\left(\underline{\ell}^{2}+y \bar{y} Q^{2}\right)\right)^{2}} \\
& =32 s \alpha \alpha_{s} \int d y d^{2} \underline{\ell} \delta\left(\kappa-\kappa_{0}\right) \frac{\bar{y}^{2} y^{2} Q^{2}}{\left(\underline{\ell}^{2}+y \bar{y} Q^{2}\right)^{2}} \text {, } \tag{1.128}
\end{align*}
$$

with $\kappa_{0}=\frac{1}{y \bar{y}}(\underline{\ell}-y \underline{k})^{2}$. Note that we use the Ward identity to simplify the computation by rewriting the longitudinal polarization of the virtual photon as

$$
\begin{equation*}
\varepsilon_{L}^{\gamma^{*}}=\frac{1}{Q}\left(q+\frac{2 Q^{2}}{s} p_{2}\right) \tag{1.129}
\end{equation*}
$$

The Ward identity

$$
\begin{equation*}
q^{\mu} \mathcal{A}_{\mu}=0 \tag{1.130}
\end{equation*}
$$

with $\mathcal{A}_{\mu}$ such as $\mathcal{A}=\varepsilon^{\gamma^{*} \mu}(q) \mathcal{A}_{\mu}$, allows then to get rid of the terms in $q^{\mu}$ in the photon polarizations,

$$
\begin{equation*}
\varepsilon_{L}^{\gamma^{*}}=\frac{1}{Q}\left(q^{\mu}+\frac{2 Q^{2}}{s} p_{2}^{\mu}\right) \longrightarrow \frac{2 Q}{s} p_{2}^{\mu} \tag{1.131}
\end{equation*}
$$

The contribution of the diagram (a) to the impact factor reads

$$
\begin{equation*}
\Phi_{(a)}^{\gamma_{L}^{*} \rightarrow \gamma_{L}^{*}}=\frac{8 \alpha \alpha_{s}}{\pi} \int d y d^{2} \underline{\ell} \frac{\bar{y}^{2} y^{2} Q^{2}}{\left(\underline{\ell^{2}}+y \bar{y} Q^{2}\right)^{2}} . \tag{1.132}
\end{equation*}
$$

Computing the other contributions in the case of the longitudinally polarized photon, summing the contributions of all the flavors $f$ of electric charge $q_{f}$ and including the color factor $\operatorname{Tr}\left(t^{a} t^{b}\right)=\frac{\delta^{a b}}{2}$ involved in the color singlet exchange, the total impact factor reads

$$
\begin{equation*}
\Phi^{\gamma_{L}^{*} \rightarrow \gamma_{L}^{*}}=\frac{\delta^{a b}}{2} \frac{8 \alpha \alpha_{s}}{\pi} \sum_{f}^{n_{f}} q_{f}^{2} \int d y d^{2} \underline{\ell}\left(\frac{y \bar{y} Q}{D(\underline{\ell})}-\frac{y \bar{y} Q}{D(\underline{\ell}+\underline{k})}\right)^{2} \tag{1.133}
\end{equation*}
$$

where $D(\underline{\ell})=\underline{\ell}^{2}+\mu^{2}$ with $\mu^{2}=y \bar{y} Q^{2}+m_{f}^{2}$. For completeness, we have restored in eq. (1.133) the masses of the quarks involved in the loop $m_{f}$.

The impact factor $\Phi^{\gamma_{T}^{*} \rightarrow \gamma_{T}^{*}}$ can be computed using the same techniques than we have presented for $\Phi^{\gamma_{L}^{*} \rightarrow \gamma_{L}^{*} \text {. The result reads }}$

$$
\begin{align*}
& \Phi^{\gamma_{T}^{*} \rightarrow \gamma_{T}^{*}}=\frac{\delta^{a b}}{2} \frac{2 \alpha_{s} \alpha}{\pi} \sum_{f}^{n_{f}} q_{f}^{2} \int d y d^{2} \underline{\ell}  \tag{1.134}\\
& \times\{ \\
& \quad-4 y \bar{y} \underline{e}_{i} \cdot(\underline{L}(\underline{\ell})-\underline{L}(\underline{\ell}-\underline{k}))(\underline{L}(\underline{\ell})-\underline{L}(\underline{\ell}-\underline{k})) \cdot \underline{e}_{j}^{*} \\
& \quad+\underline{e}_{i} \cdot \underline{e}_{j}^{*}(\underline{L}(\underline{\ell})-\underline{L}(\underline{\ell}-\underline{k}))^{2} \\
& \left.\quad+m_{f}^{2} \underline{e}_{i} \cdot \underline{e}_{j}^{*}\left(\frac{1}{D(\underline{\ell})}-\frac{1}{D(\underline{\ell}+\underline{k})}\right)\left(\frac{1}{D(\underline{\ell})}-\frac{1}{D(\underline{\ell}-\underline{k})}\right)\right\},
\end{align*}
$$

with $\underline{e}_{i}$ and $\underline{e}_{j}^{*}$ the euclidean transverse polarization vectors of the ingoing and outgoing photons, and

$$
\underline{L}(\underline{\ell})=\frac{\underline{\ell}}{\underline{\ell}^{2}+\mu^{2}}
$$

It is easy to check that the impact factors vanish when $\underline{k}^{2} \rightarrow 0$ as a consequence of the Ward identity as discussed in section. 1.2.4.

### 1.3.3 Color dipole picture

## Introduction

The basic idea of the dipole picture for DIS, initiated by the works of Nikolaev, Zakharov $[8,9]$ and Mueller [10, 11], is that in the proton rest frame at low $x$, the photon dissociates into a partonic system that constitutes a collection of color anticolor pairs called "color dipoles" which have a long life time compared to the time of the interaction of the partons with the proton target. The sizes of the dipoles can then be assumed to be fixed during the scattering of the partons with the nucleon target. The dipole states parameterized in
terms of their transverse sizes are eigenstates of the scattering operators as the dipole size is preserved during the scattering with the target. The amplitude factorizes into, the overlap of the initial $\Psi_{i}$ and final $\Psi_{f}^{*}$ wave functions of the virtual photon in the case of DIS, which are the amplitude of probability to produce a configuration of dipoles with fixed transverse sizes, and the scattering amplitude $T$ of these dipoles with the target.

The amplitude of the process $i p \rightarrow f p$, where $p$ is the nucleon target and $i$ and $f$ the initial and final states, can be written symbolically [50, 51],

$$
\begin{equation*}
\mathcal{A}=\sum_{n, \mathcal{F}_{n},\left\{\lambda_{k}\right\}} \int\left[d^{2 n} \underline{r}_{k}\right] \int\left[d y_{k}\right] \Psi_{f}^{*}\left(n,\left\{y_{k}, \underline{r}_{k}, \lambda_{k}\right\}\right) T\left(\mathcal{F}_{n}\right) \Psi_{i}\left(n,\left\{y_{k}, \underline{r}_{k}, \lambda_{k}\right\}\right), \tag{1.135}
\end{equation*}
$$

where $n$ is the number of partons involved in the intermediate Fock state $\mathcal{F}_{n}$ with longitudinal fraction of momentum $\left\{z_{k}\right\}_{k=1 . . n}$ and impact parameters $\left\{\underline{r}_{k}\right\}_{k=1 . . n}$, of helicities $\left\{\lambda_{k}\right\}_{k=1 . . n}$. The scattering operator $T\left(\mathcal{F}_{n}\right)$ being diagonal in the dipole states formed by the partonic system is independent of the initial and final states that have formed the dipoles and by consequence is a universal quantity that depends only on the nucleon target dynamics.

The simplest case is given by the lowest intermediate Fock state constituted by a quark $\left(y, \underline{r}_{1}\right)$ antiquark ( $\bar{y}, \underline{r}_{2}$ ) pair, where the couples $\left(z, \underline{r}_{k}\right)$ denotes the longitudinal fraction of momentum and the transverse position (impact parameter) of the parton. Indeed the contribution of higher Fock states due to the emission of low energy gluons are important when the rapidity increases but they can be absorbed, in the large $N_{c}$ limit, in the dipole scattering amplitude evolution governed by the BFKL evolution equation [52]. The dipole picture for DIS corresponds to the diagram shown in fig. 1.14, where we denote $\mathcal{N}(x, \underline{r}, \underline{b})$ the imaginary part of the $\left(T\left(\mathcal{F}_{2}\right)\right), \underline{r}=\underline{r}_{2}-\underline{r}_{1}$ is the dipole vector and $\underline{b}=y \underline{r}_{1}+\bar{y} \underline{r}_{2}$ is the impact parameter of the dipole, which is Fourier conjugate of the transverse momentum transfer $\underline{\Delta}$.


Figure 1.14: DIS within the color dipole picture

Let us stress a useful analogy pointed out by Susskind [53] between the parton kinematics and the two-body problem in quantum mechanics. The Poincaré group in the infinite momentum frame contains a sub-group that we denote $F$ of transformations that leave invariant the hypersurface orthogonal to the dominant light-cone direction $p_{1}$ and whose algebra is isomorphic to the Galilean algebra of the transformations on a two-dimensional space. Among the transformations of the sub-group $F$ are "Galilean boost"-like transformations on
the transverse space. In Ref. [53], a dictionary is established between the generators of the Galilean transformations of a two-dimensional system of non-relativistic particles of masses $m_{i}$, positions $r_{i}$ and momenta $\ell_{i}$, and the generators of the sub-group F of the system of particles of longitudinal fractions of momentum $y_{i}=\{y, \bar{y}\}$, transverse impact parameters $\underline{r}_{i}=\left\{\underline{r}_{1}, \underline{r}_{2}\right\}$ and transverse momenta $\underline{\ell}_{i}=\left\{\underline{\ell}_{1}, \underline{\ell}_{2}\right\}$. The analog of the masses $m_{1}$ and $m_{2}$ of the quark and the antiquark are proportional to the longitudinal components $2 y p_{1}$ and $2 \bar{y} p_{1}$ in our computation.

In the two-dimensional mechanics, the two-body problem can be simplified by splitting the system into the kinematic variables of its center of mass and of its reduced particle. Following the above analogy, we find that the transverse coordinate of the "center of mass" of the dipole is given by $\underline{b}$, and the vector of the reduced particle is given by $\underline{r}$, while the momentum of the reduced particle is,

$$
\underline{\ell}=\bar{y} \underline{\ell}_{1}-y \underline{\ell}_{2},
$$

and the effective mass is

$$
M=\frac{m_{1} m_{2}}{m_{1}+m_{2}}=2 y \bar{y} p_{1} .
$$

The imaginary part of the dipole amplitude can be related to the $b$-dependent dipole cross-section,

$$
\begin{equation*}
\frac{d \hat{\sigma}}{d^{2} \underline{b}}=2 \mathcal{N}(x, \underline{r}, \underline{b}) . \tag{1.136}
\end{equation*}
$$

In the case of DIS, the momentum exchanged in $t$-channel is zero which leads to the following dipole cross-section,

$$
\hat{\sigma}(x, \underline{r})=\int d^{2} \underline{b} \underline{d^{2} \hat{\sigma}} \frac{d \underline{b}}{b}=2 \int d^{2} \underline{\mathcal{b}} \mathcal{N}(\underline{r}, \underline{b}, x) .
$$

A usual assumptions is that the $b$-dependence factorizes in $\mathcal{N}(x, \underline{r}, \underline{b})$ as,

$$
\mathcal{N}(x, \underline{r}, \underline{b})=T(\underline{b}) \mathcal{N}(x, \underline{r}) .
$$

The function $T(\underline{b})$ describes the gluon density inside the nucleon, it can be for example chosen as a step function which is one inside the nucleon and zero outside, giving after integration over $\underline{b}$,

$$
\int d^{2} \underline{b} \mathcal{N}(x, \underline{r}, \underline{b})=\pi R^{2} \mathcal{N}(x, \underline{r})
$$

where $R$ is the radius of the nucleon. This integral over $\underline{b}$ gives then an overall normalization to the dipole cross-section denoted $\sigma_{0}$ such as

$$
\begin{equation*}
\hat{\sigma}(x, \underline{r})=\sigma_{0} \mathcal{N}(x, \underline{r}), \tag{1.137}
\end{equation*}
$$

with $\sigma_{0}=2 \int d^{2} \underline{b} T(\underline{b})=2 \pi R^{2}$.
As we will see on the particular "saturation model", the dipole picture will be also convenient to implement saturation effects as one can define dense and diluted partonic systems depending on the size that the dipole can resolve compared to a so-called "saturation scale" that emerges from the non-linear equations that govern the $x$-dependence of the dipole scattering amplitude.

## DIS: factorization of the wave functions

Coming back to the $\gamma_{L, T}^{*} \rightarrow \gamma_{L, T}^{*}$ impact factors eqs. (1.133, 1.134) for the DIS process, we will show that the results are consistent with the dipole picture of fig. 1.14 once expressed in the impact parameter representation. Let us introduce two identities ${ }^{1}$,

$$
\begin{align*}
& \frac{1}{\underline{\ell}^{2}+\mu^{2}}=\int \frac{d^{2} \underline{r}}{2 \pi} e^{i \underline{k} \cdot \underline{r}} K_{0}(\mu r)  \tag{1.138}\\
& \frac{\underline{\ell}}{\underline{\ell}^{2}+\mu^{2}}=-i \mu \int \frac{d^{2} \underline{r}}{2 \pi} e^{i \underline{k} \cdot \underline{r}} \frac{r}{r} K_{1}(\mu r) . \tag{1.139}
\end{align*}
$$

where $\underline{r}$ is a vector of the transverse coordinate space conjugated to the transverse momentum $\underline{\ell}, r=|\underline{r}|$ and $K_{\alpha}(x)$ are the modified Bessel functions of the second kind which obey the modified Bessel's equations,

$$
x^{2} K_{\alpha}^{\prime \prime}(x)+x K_{\alpha}^{\prime}(x)-\left(x^{2}+\alpha^{2}\right) K_{\alpha}(x)=0 .
$$

Using these identities, we can get the following expressions for the impact factors

$$
\begin{align*}
\Phi^{\gamma_{L}^{*} \rightarrow \gamma_{L}^{*}}= & \frac{\delta^{a b}}{2} \frac{8 \alpha \alpha_{s}}{\pi} \sum_{f}^{n_{f}} q_{f}^{2} \int d y d^{2} \underline{\ell}\left(\frac{y \bar{y} Q}{D(\underline{\ell})}-\frac{y \bar{y} Q}{D(\underline{\ell}-\underline{k})}\right)\left(\frac{y \bar{y} Q}{D(\underline{\ell})}-\frac{y \bar{y} Q}{D(\underline{\ell}-\underline{k})}\right) \\
= & \frac{\delta^{a b}}{2} \frac{8 \alpha \alpha_{s}}{\pi} \sum_{f}^{n_{f}} q_{f}^{2} \int d y \int d^{2} \underline{r} y \bar{y} Q K_{0}(\mu r) \int d^{2} \underline{\underline{r}}^{\prime} y \bar{y} Q K_{0}\left(\mu r^{\prime}\right) \\
& \times\left(1-e^{-i \underline{k} \cdot \underline{r}}\right)\left(1-e^{-i \underline{i} \cdot \underline{r}^{\prime}}\right) \int \frac{d^{2} \underline{\ell}}{(2 \pi)^{2}} e^{i \underline{i} \cdot\left(\underline{r}+\underline{r}^{\prime}\right)} \\
= & \frac{\delta^{a b}}{2} \frac{8 \alpha \alpha_{s}}{\pi} \sum_{f}^{n_{f}} q_{f}^{2} \int d y \int d^{2} \underline{r}\left(y \bar{y} Q K_{0}(\mu r)\right)\left(y \bar{y} Q K_{0}(\mu r)\right) \\
& \times\left(1-e^{-i \underline{k} \cdot \underline{r}}\right)\left(1-e^{i \underline{k} \cdot \underline{r}}\right) \\
= & \int d y \int d^{2} \underline{r} \sum_{f}^{n_{f}} \sum_{h, \bar{h}}\left|\Psi_{f, h \bar{h}}^{\gamma_{L}^{*}}\right|^{2}\left[\frac{\delta^{a b}}{2} \frac{4 \pi \alpha_{s}}{N}\left(1-e^{-i \underline{k} \cdot \underline{r}}\right)\left(1-e^{i \underline{i} \cdot \underline{r}}\right)\right], \tag{1.140}
\end{align*}
$$

where $\Psi_{f, h \bar{h}}^{\gamma_{L}^{*}}$ is the amplitude of probability for the photon to dissociate into a quark and an antiquark of flavor $f$ and of respective helicities $h$ and $\bar{h}$ and longitudinal fractions of momentum $y$ and $\bar{y}=1-y$, which form a color dipole of size $\underline{r} . \Psi_{f, h \bar{h}}^{\gamma_{L}^{*}}$ is the wave function of the longitudinally polarized virtual photon computed in the first order of the light-cone perturbation theory [54],

In eq. (1.140), the part between the square brackets corresponds to the interaction of the dipole with the two $t$-channel gluons. The factorization of the amplitude into the wave functions of the virtual photon and the dipole interaction is valid even at low $Q^{2}$, it is only

[^0]a consequence of the high energy limit. Coming back to the expressions of the polarized cross-sections eq. (1.120) and replacing the impact factor of the proton by the unintegrated gluon density $\mathcal{F}(x, \underline{k})$ defined as $\Phi^{P \rightarrow P} /(2 \pi)^{2}$ at Born order, the polarized cross-sections read
\[

$$
\begin{equation*}
\sigma_{L, T}=\int d^{2} \underline{k} \underline{1}\left(\underline{k}^{2}\right)^{2} \Phi^{\gamma_{L, T}^{*} \rightarrow \gamma_{L, T}^{*}}\left(\underline{k}, Q^{2}\right) \mathcal{F}(x, \underline{k}) \tag{1.142}
\end{equation*}
$$

\]

Note that the gluon density $g\left(x, Q^{2}\right)$ is given by

$$
\begin{equation*}
g\left(x, Q^{2}\right)=\frac{1}{\pi} \int^{Q^{2}} \frac{d^{2} \underline{k}}{\underline{k}^{2}} \mathcal{F}(x, \underline{k}) . \tag{1.143}
\end{equation*}
$$

Inserting the result of eq. (1.140) in the expression of the polarized cross-sections eq. (1.142) leads to the formula,

$$
\begin{equation*}
\sigma_{L}=\sum_{f}^{n_{f}} \int d y \int d^{2} \underline{r} \sum_{h, \bar{h}}\left|\Psi_{f, h \bar{h}}^{\gamma_{L}^{*}}\right|^{2} \hat{\sigma}(x, \underline{r}), \tag{1.144}
\end{equation*}
$$

with the dipole cross-section

$$
\begin{equation*}
\hat{\sigma}(x, \underline{r})=\frac{N^{2}-1}{4} \frac{4 \pi \alpha_{s}}{N} \int d^{2} \underline{k} \frac{1}{\left(\underline{k}^{2}\right)^{2}} \mathcal{F}(x, \underline{k})\left(1-e^{-i \underline{k} \cdot \underline{r}}\right)\left(1-e^{i \underline{\underline{k}} \cdot \underline{r}}\right) \tag{1.145}
\end{equation*}
$$

Similarly the polarized cross-section $\sigma_{T}$ reads

$$
\begin{equation*}
\sigma_{T}=\sum_{f}^{n_{f}} \int d y \int d^{2} \underline{r} \sum_{h, \bar{h}}\left|\Psi_{f, h \bar{h}}^{\gamma_{T}^{*}}\right|^{2} \hat{\sigma}(x, \underline{r}) \tag{1.146}
\end{equation*}
$$

where the wave function $\Psi_{f, h \bar{h}}^{\gamma_{T}^{*}}$ of the virtual transversely polarized photon is,

$$
\begin{equation*}
\Psi_{f, h, \bar{h}}^{\gamma_{T}^{*}\left(\lambda_{\gamma}\right)}\left(y, \underline{r} ; Q^{2}\right)=\delta_{\bar{h},-h} \frac{i e q_{f}}{2 \pi} \sqrt{\frac{N_{c}}{\pi}}\left(y \delta_{h, \lambda_{\gamma}}+\bar{y} \delta_{h,-\lambda_{\gamma}}\right) \frac{\left(\underline{r} \cdot \underline{e}^{\left(\lambda_{\gamma}\right)}\right)}{|\underline{r}|} \mu K_{1}(\mu|\underline{r}|) . \tag{1.147}
\end{equation*}
$$

Note that the expressions of the wave functions of the virtual photon become in the nonforward limit [32] where a momentum $\Delta$ is exchanged in the $t$-channel,

$$
\begin{align*}
& \Psi_{h \bar{h}}^{\gamma_{\bar{L}}^{*}}(q+\Delta)=\delta_{\bar{h},-h} \frac{e q_{f}}{2 \pi} \sqrt{\frac{N}{\pi}} y \bar{y} Q K_{0}(\mu r) e^{i \bar{y} \Delta \cdot r}  \tag{1.148}\\
& \Psi_{h \overline{\bar{h}}}^{\gamma_{T}^{*}}(q+\Delta)=\delta_{\bar{h},-h} \frac{i e q_{f}}{2 \pi} \sqrt{\frac{N}{\pi}}\left(y \delta_{h, \lambda_{\gamma}}-\bar{y} \delta_{h,-\lambda_{\gamma}}\right) \frac{e^{\left(\lambda_{\gamma}\right)} \cdot \underline{r}}{r} \mu K_{1}(\mu r) e^{i \bar{y} \Delta \cdot r} \\
& +\delta_{\bar{h}, h} \delta_{h \lambda_{\gamma}} m_{f} \frac{e q_{f}}{2 \pi} \sqrt{\frac{N}{2 \pi}} K_{0}(\mu r) e^{i \bar{y} \Delta \cdot \underline{r}} . \tag{1.149}
\end{align*}
$$

Let us now sketch how the light-cone wave functions naturally emerge from the eikonal limit. The eikonal limit $s \rightarrow \infty$ can be seen as an infinite boost of the incoming and outgoing states along their longitudinal direction $z$,

$$
\begin{equation*}
S_{\alpha \beta}=\operatorname{Lim}_{\omega \rightarrow \infty}\langle\beta| e^{i \omega K^{-}} U(\infty,-\infty) e^{-i \omega K^{-}}|\alpha\rangle \tag{1.150}
\end{equation*}
$$

with $K^{-}=-K^{z}$ the Lorentz boost generator along $z$. Splitting the $S$-matrix as,

$$
\begin{equation*}
U(-\infty, \infty)=U(-\infty,-L) U(-L, L) U(L, \infty) \tag{1.151}
\end{equation*}
$$

where $U(-L, L)$ contains the interactions $e A^{\mu}(x) J_{\mu}(x)$ with an external potential $A^{\mu}(x)$ for $x^{+} \in[-L, L]$, and inserting the infinite boost along $z$ leads to

$$
\begin{align*}
& S_{\alpha \beta}=\langle\beta| U_{0}(+\infty, 0)  \tag{1.152}\\
& \times T_{+}\left\{e^{i e \int d^{2} x_{\perp}\left(\int d x^{+} A^{-}\left(x^{+}, 0, x_{\perp}\right)\right)\left(\int d x^{-} J^{+}\left(0, x^{-}, x_{\perp}\right)\right)}\right\} \\
& \times U_{0}(0,-\infty)|\alpha\rangle
\end{align*}
$$

where $U_{0}\left(t_{1}, t_{2}\right)$ is the evolution operator that contains only the self interaction of the fields. The expression (1.152) can be projected on all intermediate Fock states $|\gamma\rangle$ and $|\beta\rangle$ as,

$$
\begin{align*}
S_{\alpha \beta}=\sum_{\gamma, \delta}\langle\beta| & U_{0}(+\infty, 0)|\gamma\rangle\langle\gamma| \\
& \times T_{+}\left\{e^{i e \int d^{2} x_{\perp}\left(\int d x^{+} A^{-}\left(x^{+}, 0, x_{\perp}\right)\right)\left(\int d x^{-} J^{+}\left(0, x^{-}, x_{\perp}\right)\right)}\right\} \\
& \times|\delta\rangle\langle\delta| U_{0}(0,-\infty)|\alpha\rangle \tag{1.153}
\end{align*}
$$

with $T_{+}$the light-cone time ordered product. In our case, the sums over $\gamma$ and $\delta$ are restricted to the lowest Fock state, i.e. a quark antiquark pair. The photon light-cone wave function for a given intermediate state $\langle\delta|$ containing $n$ particles with coordinate $\left\{y_{i}, r_{\perp i}\right\}$ is defined as the amplitude of probability to get from the initial photon state at $x^{+}=-\infty$ the state $\delta$ at the light-cone time $x^{+}=0$,

$$
\begin{equation*}
\Psi\left(\left\{y_{i}, r_{\perp i}\right\}\right)=\langle\delta| U_{0}(0,-\infty)|\alpha\rangle \tag{1.154}
\end{equation*}
$$

In the case $\delta=q\left(p_{1}, h\right) \bar{q}\left(p_{2}, \bar{h}\right)$, the Fourier transform in $k_{\perp}$-space of light-cone wave function of the photon $\gamma^{*}\left(q, \lambda_{\gamma}\right)$ reads

$$
\begin{equation*}
\tilde{\Psi}_{h \bar{h}}^{\lambda}\left(\left\{y_{i}, k_{\perp i}\right\}\right)=\int \frac{d^{2} k_{\perp i}}{(2 \pi)^{2}} e^{-i k_{\perp i} \cdot r_{\perp i}}\langle\delta| U_{0}(0,-\infty)|\alpha\rangle, \tag{1.155}
\end{equation*}
$$

which is the amplitude of a photon to split as $\gamma^{*}\left(q, \lambda_{\gamma}\right) \rightarrow q\left(\ell_{1}, h\right) \bar{q}\left(\ell_{2}, \bar{h}\right)$. We keep the conventions

$$
\begin{align*}
\ell_{1} & =y p_{1}+\frac{\ell^{2}}{y s} p_{2}+\ell_{\perp}, \quad \ell_{2}=\bar{y} p_{1}+\frac{\frac{\ell}{}^{2}}{\bar{y} s} p_{2}-\ell_{\perp}  \tag{1.156}\\
q & =p_{1}-\frac{Q^{2}}{s} p_{2} \tag{1.157}
\end{align*}
$$

and we denote the energy $E_{i}=k_{i}^{-}$with $k_{i}^{-} / \sqrt{s} \equiv p_{1} \cdot k$. We define also the plus component as $k_{i}^{+} / \sqrt{s} \equiv p_{2} \cdot k$. The light-cone wave function can be computed in light-cone perturbation theory (Feynman rules can be found in [55]). It reads

$$
\begin{align*}
\tilde{\Psi}_{h \bar{h}}^{\lambda}\left(y, \ell_{\perp}\right) & =\int_{-\infty}^{0} d t e^{-i t\left(E_{\gamma}-E_{1}-E_{2}+i \epsilon\right)} \frac{1}{\sqrt{s}} \frac{\bar{u}_{h}\left(\ell_{1}\right)}{\sqrt{y}}\left(e_{q}\left(-申^{\left(\lambda_{\gamma}\right)}\right)\right) \frac{v_{\bar{h}}\left(\ell_{2}\right)}{\sqrt{\bar{y}}}  \tag{1.158}\\
& =\frac{i}{E_{\gamma}-E_{1}-E_{2}} \frac{1}{\sqrt{s}} \frac{\bar{u}_{h}\left(\ell_{1}\right)\left(e_{q} \delta_{a b}\left(-\phi^{\left(\lambda_{\gamma}\right)}\right)\right) v_{\bar{h}}\left(\ell_{2}\right)}{\sqrt{y \bar{y}}}  \tag{1.159}\\
& =\frac{i 2 \sqrt{y \bar{y}}}{\underline{\ell}^{2}+\mu^{2}} \bar{u}_{h}\left(\ell_{1}\right)\left(e_{q} \delta_{a b}\left(-\phi^{\left(\lambda_{\gamma}\right)}\right)\right) v_{\bar{h}}\left(\ell_{2}\right) . \tag{1.160}
\end{align*}
$$

Note that in the standard way to calculate Feynman diagrams, the wave function can be obtained by replacing the conservation of energy factor $2 \pi \delta\left(E_{\gamma}-E_{1}-E_{2}\right)$ in the expression of the $T$-matrix, by the integral

$$
\int_{-\infty}^{0} d x^{+} e^{-i x^{+}\left(E_{\gamma}-E_{1}-E_{2}+i \epsilon\right)}=\frac{i}{E_{\gamma}-E_{1}-E_{2}}
$$

and by adding the phase space factor $\frac{1}{\sqrt{y \overline{y s}}}$. This space factor $\frac{1}{\sqrt{y \bar{s} s}}$ should be omitted for external spinor fields but as we are interested in the case when the quark antiquark pair interacts at $x^{+}=0$, we keep this factor in the definition of the wave function.

The explicit computation of the currents $\bar{u} \notin v$ can be done using the chiral representation for the Dirac spinors,

$$
\begin{equation*}
u_{h}(p)=\frac{\not p+m}{\sqrt{E+m}}\binom{\chi_{h}(p)}{0} \tag{1.161}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{h}(p)=\frac{-\not p+m}{\sqrt{E+m}}\binom{0}{\chi_{-h}(p)} \tag{1.162}
\end{equation*}
$$

with $\chi_{1 / 2}(p)=(1,0)$ and $\chi_{-1 / 2}=(0,1)$ and using the expressions (1.138) and (1.139) to Fourier transform the results, allows to come back to the results for the photon wave function $\Psi_{h \bar{h}}^{\lambda}(y, \underline{r})$ given by eqs. $(1.141,1.147)$ up to a normalization factor that depends on the quantum numbers of the quark antiquark pair.

Let us now make a brief remark on the role of the eikonal approximation in the factorization of the photon wave functions following the derivation in Ref. [56] in "usual" Feynman diagrams. Let us consider the diagram illustrated in fig. 1.15.


Figure 1.15: One part of the cut diagrams.

The diagram gives the contribution,

$$
\begin{align*}
\mathcal{A} & =-e \frac{\bar{u}^{(h)}\left(\ell_{1}\right) \not 申^{(\lambda)}(q) \not \ell_{a} \not^{\mathrm{NS}} v^{(\bar{h})}\left(\ell_{2}\right)}{\ell_{a}^{2}+i \epsilon}  \tag{1.163}\\
& =e \frac{y}{\underline{\ell}^{2}+y \bar{y} Q^{2}} \bar{u}^{(h)}\left(\ell_{1}\right) \not{ }^{(\lambda)}(q) \not \ell_{a} \not \AA^{\mathrm{NS}} v^{(\bar{h})}\left(\ell_{2}\right), \tag{1.164}
\end{align*}
$$

where

$$
\begin{align*}
\ell_{1} & =y p_{1}+\frac{\underline{\ell}^{2}}{y s} p_{2}+\ell_{\perp}, \quad \ell_{2}=\bar{y} p_{1}+\frac{\ell^{2}}{\bar{y} s} p_{2}-\ell_{\perp}  \tag{1.165}\\
q & =p_{1}-\frac{Q^{2}}{s} p_{2}, \quad k=\frac{\kappa+Q^{2}+\underline{k}^{2}}{s} p_{2}+k_{\perp}  \tag{1.166}\\
\ell_{a} & =\ell_{1}-q=-\bar{y} p_{1}+\frac{\ell^{2}+y Q^{2}}{y s} p_{2}+\ell_{\perp} \tag{1.167}
\end{align*}
$$

Due to the eikonal approximation in the gluonic vertex, the polarization of the $t$-channel gluon is along $p_{2}$. We can then safely change in the numerator $\ell_{a} \rightarrow \ell_{a}+\beta p_{2}$, with $\beta$ an arbitrary number as

$$
\left(\ell_{a}+\beta \not p_{2}\right) \not p_{2}=\ell_{a} \not p_{2}
$$

to change in the numerator $\ell_{a} \rightarrow \tilde{\ell}_{a}$ with $\tilde{\ell}_{a}$ on the mass shell,

$$
\tilde{\ell}_{a}=-\bar{y} p_{1}-\frac{\underline{\ell}^{2}}{\bar{y} s} p_{2}+\ell_{\perp}=-\ell_{2}
$$

Then we can rewrite

$$
\ell_{a} \rightarrow \sum_{\tilde{h}} v^{(\tilde{h})}\left(\ell_{2}\right) \bar{v}^{(\tilde{h})}\left(\ell_{2}\right)
$$

to get a factorized form of the amplitude,

$$
\begin{align*}
\mathcal{A} & =\sum_{\tilde{h}} y\left(e \frac{\bar{u}^{(h)}\left(\ell_{1}\right) \not 申^{(\lambda)}(q) v^{(\tilde{h})}\left(\ell_{2}\right)}{\underline{\ell}^{2}+y \bar{y} Q^{2}}\right) \bar{v}^{(\tilde{h})}\left(\ell_{2}\right) \not \ddagger^{\mathrm{NS}} v^{(\bar{h})}\left(\ell_{2}\right)  \tag{1.168}\\
& =\frac{s}{(2 \pi)^{2}} \sum_{\tilde{h}} \tilde{\Psi}_{h,-\tilde{h}}^{\gamma_{\lambda}^{*}}(y, \underline{\ell}) \delta_{\tilde{h}, \bar{h}} \tag{1.169}
\end{align*}
$$

### 1.3.4 Models for the dipole target interactions

Under the assumption that the $b$-parameter dependence of the dipole scattering amplitude factorizes, we saw that the dipole cross-section reads

$$
\begin{equation*}
\hat{\sigma}(x, \underline{r})=\sigma_{0} \mathcal{N}(x, \underline{r}) \equiv \sigma_{0} \mathcal{N}(Y, \underline{r}) \tag{1.170}
\end{equation*}
$$

with $Y$ the rapidity $Y=\ln (1 / x)$. Note that the assumption that the $b$ dependence factorizes, even though used in most of dipole models, is not supported by the data on exclusive diffractive processes at HERA.

The dipole cross-section $\hat{\sigma}(x, \underline{r})$ involves the dynamics of the gluons inside the proton. At small $-x$ one can expect saturation effects which appear when the partonic density of the nucleon becomes large. In the infinite momentum frame, we can interpret saturation effects as the saturation of the number of gluons of transverse size $1 / Q$ in the wave function of the nucleon target. This growth of the gluon density could be responsible for a unitarity problem (violation of the Froissart bound by the hard QCD pomeron exchange) of the theory but we can expect that at some point the number of gluons stops growing, i.e. saturates, due


Figure 1.16: Saturation and diluted regimes.
to recombinations of the partons following the idea of Gribov, Levin and Ryskin [57]. Two regimes can be then defined as illustrated in fig. 1.16, the diluted regime where the nucleon is not saturated by the partons and the saturation regime where the gluon transverse areas start to overlap. The so-called critical line between the two regimes is given by $Q^{2}=Q_{s}^{2}(x)$, with $Q_{s}^{2}(x)$ the inverse transverse area where the probability to find more than one gluon is of order one.

To take into account these saturation effects inside the proton, a first saturation model was introduced by Golec-Biernat and Wüsthoff in 1998, where the dipole cross-section is parameterized by a Gaussian ansatz which saturates at a value $\sigma_{0}$,

$$
\begin{equation*}
\hat{\sigma}(x, r)=\sigma_{0}\left\{1-\exp \left(-\frac{r^{2}}{4 R_{0}^{2}(x)}\right)\right\} \tag{1.171}
\end{equation*}
$$

where $R_{0}(x)$ is the saturation radius

$$
\begin{equation*}
R_{0}^{2}(x)=\frac{1}{\mathrm{GeV}^{2}}\left(\frac{x}{x_{0}}\right)^{\lambda} \tag{1.172}
\end{equation*}
$$

and the saturation regime is given for

$$
\begin{equation*}
Q^{2} \lesssim \frac{1}{R_{0}^{2}(x)} \sim Q_{s}^{2}(x) \tag{1.173}
\end{equation*}
$$

The success of this model was to describe all the contemporary HERA data [58, 59, 60, 61] for inclusive as well as diffractive cross-sections. The main feature of this model [62] is that it provides a dipole cross-section that gives back the pomeron trajectory in the diluted regime $1 / Q \ll R_{0}(x)$,

$$
F_{2} \sim x^{-\lambda},
$$

while for dense partonic systems $1 / Q \gg R_{0}(x)$ the Froissart condition is recovered,

$$
F_{2} \sim Q^{2} \sigma_{0} \ln (1 / x) .
$$

In the limit $r \rightarrow 0$ the dipole cross-section vanishes like $\hat{\sigma}(x, \underline{r}) \sim r^{2}$, this is known as the property of "color transparency" $[63,64]$ due to the screening of the quark and the antiquark colors when the $r \rightarrow 0$. Note that the Taylor expansion of eq. (1.145) around $r=0$ shows this behavior of the dipole cross-section. To make contact with the photoproduction regime, it is customary [65] to make the following modification in the definition of the Bjorken variable $x$

$$
\begin{equation*}
x \rightarrow x\left(1+\frac{4 m_{f}^{2}}{Q^{2}}\right)=\frac{Q^{2}}{W^{2}+Q^{2}}\left(1+\frac{4 m_{f}^{2}}{Q^{2}}\right) \xrightarrow[Q^{2} \rightarrow 0]{ } \frac{4 m_{f}^{2}}{W^{2}}, \tag{1.174}
\end{equation*}
$$

where $m_{f}$ is an effective quark mass which depends on the flavor $f$ and of the model used to fit the data. The values of the best fit parameters of the original saturation model are shown in tab. 1.1. Note that the inclusion of the charm contribution, with $m_{c}=1.5 \mathrm{GeV}$ has also been performed in Ref. [65]. In fig. 1.17 are compared the fits with and without mass $m_{f}$ to HERA data.

| Fits | $\sigma_{0}(\mathrm{mb})$ | $\lambda$ | $x_{0}$ |
| :--- | :---: | :---: | :---: |
| No charm | 23.03 | 0.288 | $3.04 \times 10^{-4}$ |
| With charm | 29.12 | 0.277 | $0.41 \times 10^{-4}$ |

Table 1.1: Values of the parameters entering the GBW dipole cross-section.

Another important feature of the saturation model which is well reproduced by the data is the geometric scaling [66]. The geometric scaling can be seen as a consequence of the scaling of the dipole cross-section in the variable $\hat{r}=r / R_{0}(x)$. As wave functions scale in $r Q=\hat{r} Q R_{0}(x)$, one can show that after integration over $\hat{r}$, the cross-section does not depend on $Q^{2}$ and $x$ but on a single scaling variable $\tau=Q^{2} R_{0}^{2}(x)$. In fig. 1.18 the data for $\sigma_{\text {tot }}^{\gamma^{*} p}$ versus $\tau$, are all lying on the same line, showing clearly that the variables $Q^{2}$ and $x$ are not independent variables. It was shown that the geometric scaling still holds in the diluted regime in the region governed by the BFKL equation up to $Q^{2} \sim Q_{s}^{4} / \Lambda_{Q C D}^{2}$ [67].

With the increasing precision of data [68, 69, 70], the original saturation model failed to describe the new set of data, as it has been checked in Ref. [71] but it inspired many studies [72, 71, 73, 74, 75, 76, 77]. A way to improve the large $Q^{2}$ behavior of the old GBW model, is inspired from the connection at large $Q^{2}$ between the gluon density $g\left(x, \mu^{2}\right)$ and the dipole cross-section [78],

$$
\begin{equation*}
\hat{\sigma}(x, r)=\frac{\pi^{2}}{3} r^{2} \alpha_{s} x g\left(x, C / r^{2}\right) \tag{1.175}
\end{equation*}
$$

with $x g\left(x, \mu^{2}\right)$ driven by the DGLAP evolution. The model proposed in Ref. [71] by Bartels, Golec-Biernat and Kowalski for the dipole cross-section is,

$$
\begin{equation*}
\hat{\sigma}(x, r)=\sigma_{0}\left(1-\exp \left(-\frac{\pi^{2} r^{2} \alpha_{s}\left(\mu_{g}^{2}\right) x g\left(x ; \mu_{g}^{2}\right)}{3 \sigma_{0}}\right)\right) \tag{1.176}
\end{equation*}
$$



Figure 1.17: The saturation model compared to H1 and ZEUS data, [62]. The solid and dotted lines are respectively the results with $m_{f}=140 \mathrm{MeV}$ and $m_{f}=0$.
where the scale $\mu_{g}^{2}=\frac{C}{r^{2}}+\mu_{0}^{2}$. The gluon density $g\left(x, \mu_{g}^{2}\right)$ evolves with the LO-DGLAP equation, neglecting the quark distributions as we are in the low $x$ regime, and obeys the initial condition at $Q_{0}^{2}=1 \mathrm{GeV}^{2}$

$$
\begin{equation*}
x g\left(x, Q_{0}^{2}\right)=A_{g} x^{-\lambda_{g}}(1-x)^{5.6} \tag{1.177}
\end{equation*}
$$

Two sets of the parameters $\left\{m_{f}, A_{g}, \lambda_{g}, C, \mu_{0}^{2}\right\}$ were found to give a good description of the DIS data as shown in the table 1.2.

| Fits | $m_{f}(\mathrm{GeV})$ | $A_{g}$ | $\sigma_{0}(\mathrm{mb})$ | $\lambda_{g}$ | $C$ | $\mu_{0}^{2}\left(\mathrm{GeV}^{2}\right)$ | $\chi^{2} / N_{d f}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 1 | 0.14 | 1.20 | 23.0 | 0.28 | 0.26 | 0.52 | 1.17 |
| 2 | 0 | 13.71 | 23.8 | -0.41 | 11.10 | 1.00 | 0.97 |

Table 1.2: Values of the parameters entering the BGBK dipole cross-section.
The extension of this model with $b$-parameter dependence "b-sat" model [74, 76], for non-forward scattering amplitudes, reads

$$
\begin{equation*}
\mathcal{N}(x, r, b)=1-\exp \left(-\frac{\pi^{2}}{2 N_{c}} r^{2} \alpha_{s}\left(\mu_{g}^{2}\right) x g\left(x, \mu^{2}\right) T(b)\right) \tag{1.178}
\end{equation*}
$$

where the proton shape in the transverse plane $T(b)$ is assumed to have a Gaussian shape. This model assumes that multiple dipoles scatter independently and the models based on this


Figure 1.18: Exhibition of the geometric scaling by HERA data [66].
assumption, using the kind of parameterization of the dipole cross-section as in eq. (1.178), are referred as Glauber-Mueller models. Exclusive processes in the high energy limit offer a good opportunity to probe the gluon density shape $T(b)$ in the hadrons. The results obtained with a Gaussian shape from the electroproduction of vector mesons at HERA, give the value $\sqrt{\langle b\rangle^{2}}=0.56 \mathrm{fm}$ which is slightly smaller than the proton radius charge 0.87 fm .

The saturation scale $Q_{s}$ at the energies of HERA collider is of the order $Q_{s}(x) \sim 1 \mathrm{GeV}$ which allows a perturbative treatment of the evolution equations of the dipole scattering amplitude. In the diluted regime, the scattering amplitude is driven by the BFKL equation in the regime $Q_{s}^{2}<Q^{2}<Q_{s}^{4} / \Lambda_{Q C D}^{2}$ [67]. In the saturation regime, the recombinations of gluons are responsible for non-linear terms in the evolution equations that describe the small- $x$ evolution of the hadronic wave function. In the color glass condensate (CGC) formalism, the JIMWLK equation, based on the study of renormalization (a la Wilson) group equation for Wilson line correlators gives the gluon density evolution in dense partonic regime accounting for saturation effects. The JIMWLK equation is equivalent in principle to an infinite set of
coupled equations on correlators of Wilson lines known as the Balitsky hierarchy. This is due to the fact that one needs to average over the target configurations during the collisions, leading then to coupled equations between different Wilson line correlators. In the large $N_{c}$-limit, this set of infinite coupled equations involves only dipole operators $T$ and under the assumption that $\langle T T\rangle \approx\langle T\rangle^{2}$, the evolution equation on $\langle T\rangle$ is given by the BK equation on $\mathcal{N} \equiv T$ the forward dipole scattering amplitude which reads at LO in the impact parameter space,

$$
\begin{align*}
\frac{\partial \mathcal{N}\left(Y, r_{12}\right)}{\partial Y} & =\frac{\alpha_{s} N_{c}}{2 \pi^{2}} \int d^{2} r_{0 \perp} \frac{r_{12}^{2}}{r_{10}^{2} r_{02}^{2}}  \tag{1.179}\\
& \times\left(\mathcal{N}\left(Y, r_{01}\right)+\mathcal{N}\left(Y, r_{02}\right)-\mathcal{N}\left(Y, r_{12}\right)-\mathcal{N}\left(Y, r_{01}\right) \mathcal{N}\left(Y, r_{02}\right)\right)
\end{align*}
$$

with $r_{i j}=\left|r_{i \perp}-r_{j \perp}\right|$. In the CGC formalism, it was shown [79] that in the weakly coupled regime $(\mathcal{N}(Y, r) \ll 1)$, one gets back the BFKL equation,

$$
\begin{equation*}
\frac{\partial \mathcal{N}\left(Y, r_{12}\right)}{\partial Y}=\frac{\alpha_{s} N_{c}}{2 \pi^{2}} \int d^{2} r_{0 \perp} \frac{r_{12}^{2}}{r_{10}^{2} r_{02}^{2}}\left(\mathcal{N}\left(Y, r_{01}\right)+\mathcal{N}\left(Y, r_{02}\right)-\mathcal{N}\left(Y, r_{12}\right)\right) \tag{1.180}
\end{equation*}
$$

which is the linearized version of the BK-equation where the quadratic term $\mathcal{N}\left(Y, r_{01}\right) \mathcal{N}\left(Y, r_{02}\right)$ is neglected as the partonic density is small. Note that the BFKL equation leads to unbound solutions related to the gluon density and responsible for the violation of the unitarity while the BK equation leads to bound solutions.

A parameterization for the dipole scattering amplitude known as the CGC model [73] comes from an approximation of the solution to the LO-BFKL equation in the vicinity of the saturation regime. The LO-BFKL solution using the Mellin moments representation of the dipole scattering amplitude reads

$$
\begin{equation*}
\mathcal{N}(Y, r)=\int_{\mathcal{C}} \frac{d \gamma}{2 i \pi}\left(r^{2} Q_{0}^{2}\right)^{\gamma} e^{h(Y) \chi(\gamma)} \tilde{\mathcal{N}}_{0}(\gamma)=\int_{\mathcal{C}} \frac{d \gamma}{2 i \pi} \exp (h(Y) \chi(\gamma)-\gamma \rho) \tilde{\mathcal{N}}_{0}(\gamma) \tag{1.181}
\end{equation*}
$$

where

$$
\begin{gathered}
h(Y)=\frac{\alpha_{s}\left(Q_{s}(Y)\right) N_{c}}{\pi} Y, \quad \rho=\ln \left(1 / r^{2} Q_{0}^{2}\right) \\
\chi(\gamma)=2 \psi(1)-\psi(\gamma)-\psi(1-\gamma), \quad \text { with } \psi(\gamma)=\frac{d \ln \Gamma(\gamma)}{d \gamma},
\end{gathered}
$$

with $\Gamma$ the Euler function. The integral over $\gamma$ is evaluated by using the saddle point approximation expanding to the second order around the saturation saddle point $\gamma_{0}(Y)=\rho / h(Y)$. This leads to a solution of the form,

$$
\begin{equation*}
\mathcal{N}(Y, r) \approx \mathcal{N}_{0} \exp \left(-\gamma_{s}\left(\rho-\rho_{s}\right)-\frac{\mathcal{R}_{s}}{2 \chi^{\prime \prime}\left(\gamma_{s}\right) \rho_{s}}\left(\rho-\rho_{s}\right)^{2}\right) \tag{1.182}
\end{equation*}
$$

where $\rho_{s}(Y)=\ln \left(Q_{s}^{2}(Y) / Q_{0}^{2}\right)$ and $\mathcal{R}_{s}=\rho_{s}(Y) / h(Y)$. One finds back the geometric scaling when the first term " $\gamma_{s}\left(\rho-\rho_{s}\right)$ " dominates for $\rho \sim \rho_{s}$. The second term which is analogous to a diffusion term violates the geometric scaling.

Note that an analogy exists between the BK equation and the equation in reactiondiffusion processes in statistical physics governed by the equation of Fisher, Kolmogorov, Petrov and Piscounov (FKPP),

$$
\begin{equation*}
\partial_{t} N=\partial_{z}^{2} N+N-N^{2} \tag{1.183}
\end{equation*}
$$

This analogy found by Munier and Peschanski [80, 81, 82, 83] by rescaling the BK equation [84] for the quantity

$$
N(Y, k)=\int \frac{d^{2} r_{\perp}}{2 \pi r_{\perp}^{2}} \mathcal{N}\left(Y, r_{\perp}\right) e^{i k_{\perp} \cdot r_{\perp}}
$$

was used in order to get information on the universal properties of the BK solutions which are related to traveling wave solutions.

The CGC model assumes that the approximated solution is of order $\mathcal{N}(Y, r)=\mathcal{N}_{0} \sim 1$ when $r=1 / Q_{s}$, in order to take into account the vicinity with the saturation regime. The solution in the forward limit proposed by Iancu, Itakura and Munier in Ref. [73] is,

$$
\begin{align*}
\mathcal{N}(x, r) & =\mathcal{N}_{0}\left(\frac{r Q_{s}}{2}\right)^{\left(2\left(\gamma_{s}+\frac{\ln \left(2 / r Q_{s}\right)}{9.9 \lambda \ln (1 / x)}\right)\right)} \quad \text { if } r Q_{s} \leq 2, \\
& =1-\exp \left(-a \ln ^{2}\left(b r Q_{s}\right)\right) \quad \text { if } r Q_{s} \geq 2 \tag{1.184}
\end{align*}
$$

where $\gamma_{s}$ is the saddle point in the vicinity of the saturation regime. The solution for $r Q_{s} \geq 2$ corresponds to the functional form of solutions expected from BK- equation and the $a$ and $b$ are determined in order that there is no discontinuity of $\mathcal{N}(x, r)$ and its derivative. This model was extended to include the impact parameter $b$ dependence in order to describe the exclusive diffractive processes at HERA. The first extension by Marquet, Peschanski and Soyez [85], includes the $b$ dependence through the saturation scale, $Q_{s}^{2}(Y, \underline{\Delta})=Q_{0}^{2}\left(1+c \underline{\Delta}^{2}\right) e^{\lambda Y}$, and a multiplicative non-perturbative form factor $f(\underline{\Delta})=e^{-B \Delta^{2}}$, with $t=-\underline{\Delta}^{2}$. A second approach called the "b-CGC" model in Ref. [76] by Kowalski, Motyka and Watt, consists only in replacing

$$
Q_{s}(x, b)=Q_{s}(x)\left(e^{-\frac{b^{2}}{2 B_{\mathrm{CGC}}}}\right)^{\frac{1}{2 \gamma_{s}}}
$$

Recently, the dipole scattering amplitude has been worked out by numerical resolution of the BK equation with running coupling correction, the rcBK equation [86, 87], taking different initial conditions close to the GBW saturation model and to the McLerran-Venugopalan (MV) model [88]. We will denote these numerical solutions for the dipole scattering amplitudes as the Albacete-Armesto-Milhano-Quiroga-Salgado (AAMQS)-model. Indeed the solution of LO-BK does not work so well as it predicts a growth of the saturation scale way to fast when rapidity is increasing [67, 89]. It was shown [90, 91] that the main correction that allows to solve the discrepancy between the predictions and the data is the running coupling correction of the kernel of the BK- equation.

The rcBK equation reads

$$
\begin{align*}
& \frac{\partial \mathcal{N}\left(Y, r_{12}\right)}{\partial Y}=  \tag{1.185}\\
& \int d^{2} r_{0 \perp} \frac{N_{c} \alpha_{s}\left(r_{12}^{2}\right)}{2 \pi^{2}}\left[\frac{r_{12}^{2}}{r_{01}^{2} r_{02}^{2}}+\frac{1}{r_{01}^{2}}\left(\frac{\alpha_{s}\left(r_{01}^{2}\right)}{\alpha_{s}\left(r_{02}^{2}\right)}-1\right)+\frac{1}{r_{02}^{2}}\left(\frac{\alpha_{s}\left(r_{02}^{2}\right)}{\alpha_{s}\left(r_{01}^{2}\right)}-1\right)\right] \\
& \times\left\{\mathcal{N}\left(Y, r_{01}\right)+\mathcal{N}\left(Y, r_{02}\right)-\mathcal{N}\left(Y, r_{12}\right)-\mathcal{N}\left(Y, r_{01}\right) \mathcal{N}\left(Y, r_{02}\right)\right\}
\end{align*}
$$

The coupling constant in the evolution kernel of the rcBK equation (1.185) depends on the number of active quark flavors $n_{f}$,

$$
\begin{equation*}
\alpha_{s, n_{f}}\left(r^{2}\right)=\frac{4 \pi}{\beta_{0, n_{f}} \ln \left[\frac{4 C^{2}}{r^{2} \Lambda_{n_{f}}^{2}}\right]} \tag{1.186}
\end{equation*}
$$

where $\beta_{0, n_{f}}=11-\frac{2}{3} n_{f}, \Lambda_{n_{f}}$ is the QCD scale and $C$ is one of the free parameters of the model. The scales $\Lambda_{n_{f}}$ are determined by the matching condition $\alpha_{s, n_{f}-1}\left(r_{\star}^{2}\right)=\alpha_{s, n_{f}}\left(r_{\star}^{2}\right)$ at $r_{\star}^{2}=4 C^{2} / m_{f}^{2}$ and an experimental value of $\alpha_{s}$. The coupling constant is frozen to a value $\alpha_{f r} \sim 1$ that it cannot exceed to avoid infra-red divergences.

The initial conditions are inspired by the GBW model $\mathcal{N}^{G B W}\left(Y_{0}, r\right)$ and the MV model $\mathcal{N}^{M V}\left(Y_{0}, r\right)$ reads

$$
\begin{align*}
\mathcal{N}^{G B W}\left(Y_{0}, r\right) & =\sigma_{0}^{G B W}\left\{1-\exp \left[-\left(\frac{r^{2} Q_{s 0}^{2}}{4}\right)^{\gamma}\right]\right\}  \tag{1.187}\\
\mathcal{N}^{M V}\left(Y_{0}, r\right) & =\sigma_{0}^{M V}\left\{1-\exp \left[-\left(\frac{r^{2} Q_{s 0}^{2}}{4}\right)^{\gamma} \ln \left(\frac{r}{\Lambda_{3}}+e\right)\right]\right\}, \tag{1.188}
\end{align*}
$$

with $Y_{0}$ the rapidity that corresponds to $x_{0}=0.01, Q_{s 0}$ the initial saturation scale at $x=x_{0}$ and $\gamma$ the anomalous dimension. The free parameters involved in the AAMQS model are fitted on the structure function $F_{2}\left(x, Q^{2}\right)$ and the $x$-dependence is completely driven by the rcBK equation.

The solutions for the dipole cross-sections are given with and without the heavy quarks charm and beauty contributions. For further use in chap. 3 we denote the solutions as follows,

- AAMQS set (a), with the initial condition given by (1.187) a la GBW, with the contribution of light quarks $(u, d, s)$ only,
- AAMQS set (e), with the initial condition given by (1.188) a la MV, with the contribution of light quarks $(u, d, s)$ only,
- AAMQS set (b), with the initial condition given by (1.187) a la GBW, with the contribution of light and heavy quarks $(u, d, s, c, b)$,
- AAMQS set (f), with the initial condition given by (1.188) a la MV, with the contribution of light and heavy quarks $(u, d, s, c, b)$.


Figure 1.19: Comparison of the results for the reduced cross-section $\sigma_{r}$ with the data, figure from ref. [87]. In (a) the results are obtained with the GBW initial condition and only the contribution of light quarks. In (b), the contribution of heavy quarks charm and beauty is included.

It turns out that the results are very weakly dependent on the choice of the initial conditions and one can restrict its choice to the sets (a) and (b). The polarized cross-sections read

$$
\begin{align*}
\sigma_{L, T ; \operatorname{set}(\mathrm{a})}^{\gamma^{*} p} & =\sigma_{0} \sum_{\mathrm{f}=\mathrm{u}, \mathrm{~d}, \mathrm{~s}} \int d^{2} \underline{r} \int d y\left|\Psi_{f}^{\gamma_{L, T}^{*}}\left(y, \underline{r} ; Q, m_{f}, e_{f}\right)\right|^{2} \mathcal{N}^{1 \cdot}(x, \underline{r}),  \tag{1.189}\\
\sigma_{L, T, \text { set(b) }}^{\gamma^{*} p} & =\sigma_{0}^{l .} \sum_{\mathrm{f}=\mathrm{u}, \mathrm{~d}, \mathrm{~s}} \int d^{2} \underline{r} \int d y\left|\Psi_{f}^{\gamma_{L, T}^{*}}\left(y, \underline{r} ; Q, m_{f}, e_{f}\right)\right|^{2} \mathcal{N}^{1} \cdot(x, \underline{r}) \\
& +\sigma_{0}^{h .} \sum_{\mathrm{f}=\mathrm{c}, \mathrm{~b}} \int d^{2} \underline{r} \int d y\left|\Psi_{f}^{\gamma_{L, T}^{*}}\left(y, \underline{r} ; Q, m_{f}, e_{f}\right)\right|^{2} \mathcal{N}^{\mathrm{h} \cdot}(x, \underline{r}) . \tag{1.190}
\end{align*}
$$

where $\sigma_{0}^{l .} \mathcal{N}^{1 .}(x, \underline{r})$ and $\sigma_{0}^{h .} \mathcal{N}^{\mathrm{h}}(x, \underline{r})$ are respectively the dipole cross-section contributions of light and heavy quarks.

We present in tabs. 1.3 and 1.4 values of the parameters of the fits obtained in ref. [87].

| Fits | $Q_{s 0}^{2}$ | $\sigma_{0}(\mathrm{mb})$ | $\gamma$ | $C$ | $\chi^{2} / N_{d f}$ |
| :--- | :---: | :---: | :---: | :---: | ---: |
| (a) | 0.241 | 32.357 | 0.971 | 2.46 | 1.226 |
| (e) | 0.165 | 32.895 | 1.135 | 2.52 | 1.171 |

Table 1.3: Values of the parameters entering the AAMQS sets (a) and (e) dipole crosssections.

Another kind of dipole cross-sections models [92, 93] exist based on the Regge theory, where the universal trajectories of hard and soft pomerons are fitted from HERA data. The hard pomeron exchange is involved for small dipole size $r<r_{0}$ and the soft pomeron exchange for large dipole size $r>r_{1}$. The so-called FS04 model parameterizes the dipole cross-section

| Fits | $Q_{s 0}^{2}$ | $Q_{s 0}^{(c, b) 2}$ | $\sigma_{0}^{1 .}(\mathrm{mb})$ | $\sigma_{0}^{\mathrm{h} .}(\mathrm{mb})$ | $\gamma$ | $\gamma^{(c, b)}$ | $C$ | $\chi^{2} / N_{d f}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| $(\mathrm{~b})$ | 0.2386 | 0.2329 | 35.465 | 18.430 | 1.263 | 0.883 | 3.902 | 1.231 |
| (f) | 0.1687 | 0.1417 | 35.449 | 19.066 | 1.369 | 1.035 | 4.079 | 1.244 |

Table 1.4: Values of the parameters entering the AAMQS sets (b) and (f) dipole crosssections.
as,

$$
\begin{align*}
\hat{\sigma}(x, r) & =A_{H} r^{2} x^{-\lambda_{H}} \quad \text { if } r<r_{0}  \tag{1.191}\\
& =A_{S} x^{-\lambda_{S}} \quad \text { if } r>r_{1}, \tag{1.192}
\end{align*}
$$

combining the color transparency behavior for small $r$ with the soft pomeron exchange behavior at large $r$. A linear interpolation is performed in the region of intermediate $r\left(r_{0}<r<r_{1}\right)$. An improved version of the FS04 Regge model was proposed to include saturation effects by allowing the parameter $r_{0}$ to vary in order that the dipole cross-section satisfies the condition,

$$
\begin{equation*}
\sigma\left(x, r_{0}\right) / \sigma\left(x, r_{1}\right)=f, \tag{1.193}
\end{equation*}
$$

where the parameter $f$ is fitted.
A general remark about the amplitudes of the exclusive diffractive processes computed within the dipole model approach, is that two kinds of corrections can be taken into account in these treatments. The first one is a correction due to the non-zero skewness involved in the process. At small $x$, the skewness $\xi$ is of the order $\xi \sim \frac{x}{2}$ and it was shown that the effect of the skewness result in a multiplicative factor $R_{g}$ in front of the gluon density [94],

$$
\begin{equation*}
R_{g}(\lambda)=\frac{2^{2 \lambda+3}}{\sqrt{\pi}} \frac{\Gamma(\lambda+5 / 2)}{\Gamma(\lambda+4)}, \quad \text { with } \quad \lambda \equiv \frac{\partial \ln x g\left(x, \mu^{2}\right)}{\partial \ln (1 / x)} \tag{1.194}
\end{equation*}
$$

The second one is that in the high energy limit, the imaginary part of the amplitude dominates the real part but one can evaluate the real part by using dispersion techniques. The ratio of the real and imaginary parts of the amplitude $\mathcal{A}$ reads

$$
\beta=\mathcal{R} e \mathcal{A} / \mathcal{I} m \mathcal{A}=\tan (\pi \lambda / 2), \quad \text { with } \quad \lambda \equiv \frac{\partial \ln \mathcal{A}}{\partial \ln (1 / x)}
$$

## Chapter 2

## Light-Cone Collinear Factorization applied to the $\rho-$ meson production

### 2.1 Introduction

### 2.1.1 Diffractive exclusive vector electroproduction

In the chap. 1 we have introduced the $k_{T}$-factorization scheme that holds in the high energy limit $s \gg|t|$. In this context, we introduced the concept of hard pomeron exchange in hadronic processes and we presented color dipole models that include the idea of partonic density saturation that could restore the unitarity of the theory.


Figure 2.1: The diffractive electroproduction of the $\rho$-meson and Lorentz invariant kinematic variables.

The two forthcoming chapters are devoted to the study of helicity amplitudes of the diffractive leptoproduction of the $\rho$-meson in the high energy limit illustrated in fig. 2.1,

$$
\gamma^{*}\left(q, \lambda_{\gamma}\right) p\left(p_{p}\right) \rightarrow \rho\left(p_{\rho}, \lambda_{\rho}\right) p\left(p_{p}^{\prime}\right)
$$

with $\lambda_{\gamma}$ and $\lambda_{\rho}$ the polarizations of the virtual photon and the $\rho$-meson.

The diffractive vector meson production (DVMP) at HERA as well as the deeply virtual Compton scattering (DVCS) are excellent processes to probe the hadronic content in pQCD regime. Contrary to inclusive processes, exclusive processes allows to get information on additional degrees of freedom such as the skewness dependence or the transverse distributions of gluons at small $-x$ inside the nucleon target.

A proof of the factorization theorem for the electroproduction of vector mesons was given by Collins, Frankfurt and Strikman in [95]. This theorem states that the leading twist amplitude is given by,

$$
\begin{equation*}
\mathcal{A}=\sum_{i, j}\left(f_{i / p} \otimes H_{i j} \otimes \phi_{j}^{V}\right)_{\mu}+\text { power suppressed terms } \tag{2.1}
\end{equation*}
$$

where the three main amplitude pieces are, $f_{i / p}$ the distribution function of the parton $i$ inside the hadron $p$ (transversity distribution if transversely polarized vector meson), $H_{i j}$ the hard scattering amplitude and $\Phi_{j}^{V}$ the light cone wave function of the vector meson. The parameter $\mu$ is the renormalization-factorization scale which should be chosen of the order of the virtuality $Q$ of the photon in order to compute the coefficient function $H_{i j}$ using perturbative theory at a finite order of the expansion. It was also shown by power counting argument that the production from a transversely polarized virtual photon is suppressed by $1 / Q$ compared to the production from a longitudinal photon.

The DVMP has been the subject of many experiments. The pioneering experiments on small $-x$ diffractive muo-production of vector mesons were analyzed on deuterium, calcium and carbon targets down to $x \sim 5.10^{-3}$ by the NMC collaboration [96] and on proton target down to $x \sim 2.10^{-4}$ by the E665 collaboration [97], for a wide range of virtualities. The HERA collaborations ZEUS and H1 have provided very precise data with respectively integrated luminosity of $120 \mathrm{pb}^{-1}$ and $51 \mathrm{pb}^{-1}$ on the spin density matrix elements of the diffractive $\rho^{0}$ and $\phi$ mesons production in a small-x, for a wide range of energies $W$ in the center of mass $\gamma^{*} p$ and photon virtualities $Q$. The recent analysis provided by ZEUS in 2007 [98] and by H1 in 2009 [99] are a motivating experimental background to investigate the helicity amplitudes of the vector meson production at small-x. These analysis supersede the former analysis already performed by these collaborations in late 90 's [100, 101, 102]. The data of H1 and ZEUS are precious to access such important universal quantities as the pomeron trajectory, through the energy dependence and the $t$-dependence of the differential cross-section. One usually uses ansatz for the vector meson wave functions based on the dipole configuration inside the vector meson constituted by the valence quarks. The data allows to investigate the factorization procedure as well as the content of the $\rho$-meson wave function.

The DVMP was also analyzed by HERMES [103, 104, 105], JLab [106] and COMPASS [107] in other kinematic range of lower energies in the center of mass, i.e. higher $x$, essential to understand the pQCD approaches based on collinear factorization and GPDs.

There are many models derived from mostly three theoretical approaches (we will not make here a review of all the models). Two of the approaches are equivalent approaches, the $k_{T}$-factorization approach and the color dipole approach, the third is the collinear factorization approach. As we saw in the chap. $1, k_{T}$-factorization allows to regroup the particles into
sub-processes involving the incoming and outgoing particles of approximately same rapidities leading to two impact factors exchanging reggeized gluons which resum the gluons exchanged in $t$-channel. In the case of the DVMP the helicity amplitudes as illustrated in fig. 2.2 read,

$$
\begin{equation*}
T_{\lambda_{V} \lambda_{\gamma}} \propto i s \int \frac{d^{2} k_{\perp}}{k_{\perp}^{4}} \Phi^{\gamma_{\lambda_{\gamma}}^{*} \rightarrow V_{\lambda_{V}}} \mathcal{F}\left(x, k_{\perp}\right), \tag{2.2}
\end{equation*}
$$

with $\mathcal{F}\left(x, k_{\perp}\right)$ the unintegrated gluon density.


Figure 2.2: $k_{T}$-factorization of the DVMP.
The energy dependence of the process is then given by the BFKL evolution for the unintegrated gluons density known at LLx [34, 35, 36, 37] and NLLx [108, 109, 110, 111].

This approach needs a model for the proton impact factor at Born order or a model for the unintegrated gluon density of the nucleon target. It is the approach we will use in the second part of this chapter to get a model for the helicity amplitude $T_{\lambda_{\rho} \lambda_{\gamma}}$. Let us describe some of the applications of this approach.

Martin, Ryskin and Teubner (MRT) [112] have pointed out that the diffractive $\rho$-meson production data from HERA indicates that it should be treated within pQCD. They proposed a model based on the parton-hadron duality, to express the $\rho$-meson production cross-section as

$$
\begin{equation*}
\sigma_{\gamma^{*} p \rightarrow \rho p} \approx 0.9 \sum_{q=u, d} \int d M^{2} \frac{d \sigma_{\gamma^{*} p \rightarrow(q \bar{q}) p}}{d M^{2}} \tag{2.3}
\end{equation*}
$$

with $M^{2}$ the invariant mass of the $q \bar{q}$ system. Using $k_{T}$-factorization approach and a gluon density ansatz $x g\left(x, Q^{2}\right) \sim x^{-\lambda}\left(Q^{2}\right)^{\gamma}$, with $\gamma$ the effective anomalous dimension of the gluon density, leads to the ratio of polarized cross-sections

$$
\begin{equation*}
\frac{\sigma_{L}}{\sigma_{T}}=\frac{Q^{2}}{M^{2}}\left(\frac{\gamma}{\gamma+1}\right)^{2} \tag{2.4}
\end{equation*}
$$

More recent models based on the $k_{T}$-factorization and model of gluon density exist, e.g. the model from Ivanov, Nikolaev and Savin [113], which allows predictions for all spin density matrix elements for the electroproduction of $\rho-$ meson.


Figure 2.3: DVMP within the color dipole picture.

The color dipole approach of DVMP illustrated in fig. 2.3, is equivalent to the $k_{T}$-factorization scheme but in impact parameter space where the convolution of the wave functions of the initial projectile and final state can be factorized even at low $Q^{2}$, from the dipole target scattering amplitude. Like in the $k_{T}$-factorization scheme the dipole target cross-section has to be modeled and contains the $x$-dependence of the process. This $x$-dependence is linked to the behavior the gluon density $x g\left(x, Q^{2}\right) \sim x^{-\lambda}$. The amplitude takes the form

$$
\begin{equation*}
T_{\lambda_{\rho} \lambda_{\gamma}}=\int_{0}^{1} d y \int d^{2} \underline{r}\left(\Psi_{\lambda_{\rho}}^{\rho^{*}} \Psi_{\lambda_{\gamma}}^{\gamma}\right)(y, \underline{r}) \mathcal{A}_{(q \bar{q}) p \rightarrow(q \bar{q}) p^{\prime}}(x, \underline{r}), \tag{2.5}
\end{equation*}
$$

where $y$ and $\underline{r}$ are respectively the fraction of longitudinal momentum and the transverse size of the dipole. In the previous chapter we have already mentioned some of the models that exist for the dipole cross-section. Note that another type of approach exists based on the generalized vector dominance to get the DVMP amplitudes, see e.g. [114] where predictions are made for the ratios of helicity amplitudes. The $\rho-$ meson wave functions are unknown but many models have been proposed. Some of them assume the factorization of the transverse degrees of freedom from the longitudinal ones. For example the model of Dosch, Gousset, Kulzinger and Pirner (DGKP) model [115], where the transverse size dependence is assumed to be independent from $y$ and to have a Gaussian shape. Other models, for example the Nemchik, Nikolaev, Predazzi and Zakharov (NNPZ) model [116, 117, 113] or models proposed by Forshaw, Sandapen and Shaw [118, 119, 120], assume a dynamics of the constituent quark antiquark pair that is in agreement with the size of the meson suggested by spectroscopic models in the rest frame of the meson. The light-cone meson wave functions are then obtained by applying a "relativization procedure" which allows to get their expressions in the infinite momentum frame. In general the dynamics of the $q \bar{q}$ pair assumed in the rest frame is given by an harmonic oscillator potential for the large distance dynamics and the short distance dynamics is driven by a Coulombic potential term.

Another approach close to the MRT model, based on the $k_{T}$-factorization scheme in the impact parameter space, is followed in ref. [121] by Ivanov and Kirschner to factorize the wave functions of the virtual photon and the vector meson. The vector meson wave function and the dipole scattering amplitude are then expanded around small dipole size and the end-point divergences when $y \rightarrow\{0,1\}$ are regularized by the scale dependence of the gluon
density. This model allows to get predictions for the full set of helicity amplitudes.


Figure 2.4: Leading hand bag diagrams in the collinear factorization approach.
The collinear factorization approach initiated in $[122,123]$ by Brodsky, Frankfurt, Gunion, Koepf, Mueller and Strikman, based on the collinear factorization scheme eq. (2.1) [95, 124] where the amplitude is factorized as illustrated in fig. 2.4 into GPDs, distributions amplitudes (DAs) of the $\rho$-meson and a hard process calculable using pQCD.

The longitudinally polarized amplitude reads

$$
\begin{equation*}
T_{00} \propto \int d y \int d x f_{i}\left(x, x^{\prime}\right) H_{i j}\left(y, x, x^{\prime}\right) \Psi_{j}^{V}(y) \tag{2.6}
\end{equation*}
$$

with $y$ the usual fraction of photon longitudinal momentum carried by one of the quark, $f_{i}\left(x, x^{\prime}\right)$ represents GPDs, which are the probability to find the parton $i$ inside the proton that carries $x$ fraction of its longitudinal momentum and comes back inside the proton with the fraction $x^{\prime}$. GPDs are a generalization of PDF to the non-forward limit $x \neq x^{\prime}$ allowing to take into account skewness effects. $H_{i j}$ is the hard sub-process where the parton $i$ gives a parton $j$ that hadronizes into the meson with integrated wave function $\Psi_{j}^{V}$. The collinear factorization scheme have been improved to remove end-point singularities that appear for the transversely polarized cross-section using Sudakov factors [125], which allows to overcome end-point singularity problems, and has been applied to $\rho$-electroproduction through the VGG model [126] and the Kroll and Goloskokov model [127, 128, 129]. In practice the end-point singularities are regularized by keeping the transverse momenta of the $q \bar{q}$ pair that forms the vector meson and by assuming that they are distributed by a Gaussian distribution that prevents large dipole size configurations. Note that this approach is valid not only in the large energy limit but also for $W \sim Q$. The GPDs are not known and have to be modeled starting from the PDFs forms and implementing the skewness and $t$-dependencies.

### 2.1.2 The underlying ideas of our approach

In the approach presented below, we use at a first level the $k_{T}$-factorization to factorize the $\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)$ impact factor in the amplitude. Using the fact that the virtuality of the photon is large, we can apply the collinear factorization scheme to factorize the soft part associated to the $\rho$-meson production from the partons produced in the hard part. Note that the notion of twist here is defined as the twist of the operators involved in the $(q \bar{q}) \rightarrow \rho$ and $(q \bar{q} g) \rightarrow \rho$ meson production and not in the sense of the twist of the operators of the
$\gamma^{*} p \rightarrow \rho p$ amplitude. This approach was performed a long time ago by Ginzburg, Panfil and Serbo [130] up to twist 2 for the $\gamma_{L}^{*} \rightarrow \rho_{L}$ and $\gamma_{T}^{*} \rightarrow \rho_{L}$ transitions and was recently derived by Anikin, Ivanov, Pire, Szymanowski and Wallon [131] for the $\gamma_{T}^{*} \rightarrow \rho_{T}$ transition up to twist 3 in the forward limit. The presence of the $k_{\perp}$ of the $t$-channel gluons, regularizes the end-point divergences as it gives a finite size of the order $r \sim 1 / k_{\perp}$ to the $q \bar{q}$ pair. The quark and the antiquark, after the interaction with the $t$-channel gluons, are flying collinearly and hadronize into a $\rho$-meson. A little deviation from the collinear direction aligned on the $\rho-$ meson momentum will give higher twist corrections and we will present how to take into account these higher twist corrections up to twist 3 .

The chapter can be divided in two parts. The first part is the description of the so-called light-cone collinear factorization (LCCF) procedure [132, 133, 134], inspired from the initial Ellis-Furmanski-Petronzio (EFP) factorization [135, 136, 137, 138, 139, 140], generalized for exclusive processes. This factorization scheme uses the Taylor expansion of the hard part around the dominant light-cone direction in the light cone gauge to get the higher twist contributions. We will present the LCCF on the calculation of the impact factors $\gamma^{*} \rightarrow \rho$, following the approach of Ref. [131]. This approach being gauge invariant, a connection between the LCCF results and the results obtained within another approach called the covariant collinear factorization (CCF) approach can be established. The relations between the CCF DAs and the LCCF DAs were derived in [131]. A model developed by Ball, Braun, Koike and Tanaka in [141, 142], based on the conformal symmetry of the non-local correlators in the CCF approach, is then used to get a model for the LCCF DAs.

In the second part of the chapter we will present a model [18] using an impact factor model [143] for the proton, based on the results of the first part. At the end we compare the predictions to HERA data.

### 2.2 Light-cone collinear factorization up to twist 3 accuracy

### 2.2.1 Soft parts and hard parts

We consider the $\mathcal{S}$-matrix element of the leptoproduction of the $\rho$-meson involving a hard part where a highly virtual photon dissociates into the constituent partons involved in the $\rho-$ meson final state wave function and a soft part which describes the hadronization of these partons into the $\rho$-meson. Up to twist 3 , one needs to consider the two ( $q \bar{q}$ ) and three ( $q \bar{q} g$ ) parton intermediate Fock states and we will denote respectively $\mathcal{A}_{q \bar{q}}$ and $\mathcal{A}_{q \bar{q} g}$ the associated amplitudes. The partons interact at Born order with two $t$-channel gluons with non-sense polarizations as illustrated in fig. 2.5.

The main idea is to separate the process into the hard sub-process involving the small distance physics that can be treated in the pQCD approach and the soft sub-process involving the long distance interactions between the partons in the hadronic state. The hard sub-


Figure 2.5: 2- and 3-parton correlators attached to a hard scattering amplitude in the specific case of the $\gamma^{*} \rightarrow \rho$ impact factor, where vertical lines are hard $t$ - channel gluons in the color singlet state.
process corresponds to the Feynman diagrams where the partons are propagating the hard scale which is the virtuality of the photon $Q$, this hard part is then related to the photon vertex. The soft part of the process cannot be described in terms of free field operators due to the interactions with other partons in the non-perturbative regime, and one ends up with soft parts expressed in terms of interacting fields in the Heisenberg picture operators. In order to get gauge invariant operators in the soft parts, one needs also to include the gluonic radiations into the final state due to the motion of the partons, which in practice results in the presence of Wilson lines linking the coordinates of the partonic fields.

The amplitudes read

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}} & =\int \frac{d^{4} \ell_{1}}{(2 \pi)^{4}} \operatorname{Tr}\left(H_{q \bar{q}}(\ell) S_{q \bar{q}}(\ell)\right)  \tag{2.7}\\
i \mathcal{A}_{q \bar{q} g} & =\int \frac{d^{4} \ell_{1}}{(2 \pi)^{4}} \frac{d^{4} \ell_{g}}{(2 \pi)^{4}} \operatorname{Tr}\left(H_{q \bar{q} g}^{\alpha}\left(\ell_{1}, \ell_{g}\right) S_{q \bar{q} g \alpha}\left(\ell_{1}, \ell_{g}\right)\right) \tag{2.8}
\end{align*}
$$

where we explicitly put the integral over $\ell_{1}$ and $\ell_{g}$, the momenta of the quark and the gluon involved in the loops. The hard parts of these processes are denoted with $H_{q \bar{q}}$ and $H_{q \bar{q} g}^{\alpha}$ and the soft parts by $S_{q \bar{q}}$ and $S_{q \bar{q} g \alpha}$. The traces are over spinor and color indices of the hard and soft parts. More explicitly the soft parts are given by the Fourier transforms of the non-local correlators of the partonic fields ${ }^{1}$ between the vacuum and the $\rho-$ meson states

$$
\begin{align*}
S(\ell) & =\int d^{4} z\left\langle\rho\left(p_{\rho}\right)\right| \psi(0)[0, z] \bar{\psi}(z)|0\rangle_{\mu_{F}^{2}} e^{-i \ell \cdot z},  \tag{2.9}\\
S_{\alpha}\left(\ell_{1}, \ell_{g}\right) & =\int d^{4} z_{1} d^{4} z_{g} e^{-i \ell_{g} \cdot z_{g}-i \ell_{1} \cdot z_{1}} \\
& \times\left\langle\rho\left(p_{\rho}\right)\right| \psi(0)\left[0, z_{g}\right] g A_{\alpha}^{T}\left(z_{g}\right)\left[z_{g}, z_{1}\right] \bar{\psi}\left(z_{1}\right)|0\rangle_{\mu_{F}^{2}} \tag{2.10}
\end{align*}
$$

where the brackets are Wilson lines defined by the path-ordered product

$$
\left[z_{1}, z_{2}\right] \equiv \mathcal{P} \exp \left(i g \int_{0}^{1} d t\left(z_{1}-z_{2}\right)^{\nu} A_{\nu}\left(t z_{1}+(1-t) z_{2}\right)\right)
$$

In the following parts we will omit to write Wilson lines in the correlators, we will see that they reduce to a factor one in a specific axial gauge in which we will choose to work. The

[^1]scale $\mu_{F}$ is the factorization scale under which the internal momenta of the partons inside the hadron are integrated over. This scale allows to separate the large distance physics inside the hadron from the small distance physics.

The hard sub-process is described by Feynman diagrams shown in fig. 2.7 for the $q \bar{q}$ intermediate state amplitude, and in figs. 2.8, 2.9 and 2.10 , for respectively the "abelian", the "non-abelian with one triple gluon vertex" and the "non-abelian with two triple gluons vertices" diagrams for the $q \bar{q} g$ intermediate state amplitude. Let us emphasize the fact that in all these diagrams the external partonic legs are amputated.

Let us illustrate how one can decompose the amplitude into in one hand the Fourier transform of a space coordinate correlator and on the other hand the usual momentum space representation amplitude given by Feynman diagrams. We choose a very simple example; the amplitude of a photon decaying into a $q \bar{q}$ pair, as shown in fig. 2.6.


Figure 2.6: $\gamma \rightarrow q \bar{q}$, decomposition in two pieces of the amplitude.

The amplitude can be written as follows,

$$
\begin{align*}
i \mathcal{A} & =\left\langle\ell_{1}, s ; \ell_{2}, r\right|-i e \int d^{4} z \bar{\psi}(z) A(z) \psi(z)|q, \lambda\rangle \\
& =\varepsilon_{\mu}(q, \lambda)\left\langle\ell_{1}, s ; \ell_{2}, r\right|-i e \int d^{4} z \bar{\psi}_{s}(z) \gamma_{s r}^{\mu} \psi_{r}(z)|0\rangle \\
& =(-i e \notin(q, \lambda))_{r s} \int d^{4} z\left\langle\ell_{1}, s ; \ell_{2}, r\right| \bar{\psi}_{s}(z) \psi_{r}(z)|0\rangle . \tag{2.11}
\end{align*}
$$

In the last line we see that the amplitude reads as the trace of a hard part $(-i e \notin(q, \lambda))_{r s}$ amputated of the external $q \bar{q}$ external legs, multiplied by the local correlator

$$
\int d^{4} z\left\langle\ell_{1}, s ; \ell_{2}, r\right| \bar{\psi}_{s}(z) \psi_{r}(z)|0\rangle
$$

In this simple example, the correlator is local as it involves only one vertex and it reduces to $\bar{u}_{s}\left(\ell_{1}\right) v_{r}\left(\ell_{2}\right)$ as the final state is a $q \bar{q}$ state contrary to our case where the final state is a hadronic state with complicated interactions between the external fields. The eqs. (2.7) and (2.8) are obtained in the same way, the final correlators cannot be calculated within pQCD and have to be parameterized as we will see later after applying the light-cone collinear factorization procedure which allows to fully separate the hard parts from the soft parts which are still linked by color, spinor indices and the 4-momentum integrals over the intermediate parton momenta.


Figure 2.7: The 6 hard diagrams attached to the 2-parton correlators, which contribute to the $\gamma^{*} \rightarrow \rho$ impact factor.

### 2.2.2 Factorization of the spinor indices

Let us introduce very helpful identities called Fierz identity in the spinor space, which is a decomposition on the basis of the sixteen Dirac matrices ${ }^{2}$

$$
\begin{array}{ccccc}
\Gamma_{S} & \Gamma_{V}^{\mu} & \Gamma_{T}^{\mu \nu} & \Gamma_{A}^{\mu} & \Gamma_{P} \\
I & \gamma^{\mu} & \sigma^{\mu \nu}=\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right] & \gamma^{5} \gamma^{\mu} & i \gamma^{5}
\end{array}
$$

We denote the inverse of the Dirac matrix

$$
\begin{equation*}
\Gamma_{\alpha} \equiv\left(\Gamma^{\alpha}\right)^{-1} \tag{2.12}
\end{equation*}
$$

The inverse matrix are explicitly given by

$$
\begin{array}{ll}
\left(\gamma^{\mu}\right)^{-1}=\gamma_{\mu} \equiv \Gamma_{V \mu}, & \left(\sigma^{\mu \nu}\right)^{-1}=\sigma_{\mu \nu} \equiv \Gamma_{T \mu \nu} \\
\left(\gamma^{5} \gamma^{\mu}\right)^{-1}=\gamma_{\mu} \gamma^{5} \equiv \Gamma_{A \mu}, & \left(i \gamma^{5}\right)^{-1}=-i \gamma^{5} \equiv \Gamma_{P}^{-1} \tag{2.13}
\end{array}
$$

The Fierz identity in spinor space reads

$$
\begin{equation*}
\delta_{b \bar{b}} \delta_{a \bar{a}}=\frac{1}{4} \Gamma_{\alpha \bar{b} \bar{a}} \Gamma_{a b}^{\alpha} . \tag{2.14}
\end{equation*}
$$

Any matrix of the spinor space can be decomposed as

$$
\begin{equation*}
X=x_{\alpha} \Gamma^{\alpha}=\frac{1}{4} \Gamma^{\alpha} \operatorname{Tr}\left(X \Gamma_{\alpha}\right)=\frac{1}{4} \Gamma_{\alpha} \operatorname{Tr}\left(X \Gamma^{\alpha}\right), \tag{2.15}
\end{equation*}
$$

[^2]

Figure 2.8: The 12 "Abelian" (i.e. without triple gluon vertex) type contributions from the hard scattering amplitude attached to the 3-parton correlators for the $\gamma^{*} \rightarrow \rho$ impact factor.
based on the identity,

$$
\begin{equation*}
\operatorname{Tr} \Gamma^{\alpha} \Gamma_{\beta}=4 \delta_{\beta}^{\alpha} . \tag{2.16}
\end{equation*}
$$

The Fierz identity can be illustrated as in fig. 2.11. We use this identity to factorize the
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Figure 2.9: The 12 "non-Abelian" -(with one triple gluon vertex) contributions from the hard scattering amplitude attached to the 3-parton correlators, for the $\gamma^{*} \rightarrow \rho$ impact factor.
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Figure 2.10: The 4 "non-Abelian" -(with two triple gluon vertices) contributions from the hard scattering amplitude attached to the 3 -parton correlators, for the $\gamma^{*} \rightarrow \rho$ impact factor.
spinor indices of the hard and soft parts,

$$
\begin{align*}
\operatorname{Tr}(H S) & =H_{i j} S_{i j}=H_{r s} \delta_{i r} \delta_{j s} S_{i j}=\frac{1}{4} \sum_{\Gamma} H_{r s} S_{i j} \Gamma_{r s}^{\mu} \Gamma_{\mu i j} \\
& =\frac{1}{4} \sum_{\Gamma} \operatorname{Tr}\left(H \Gamma^{\mu}\right)\left(S \Gamma_{\mu}\right) . \tag{2.17}
\end{align*}
$$



Figure 2.11: Fierz identity in spinor space.
In our case, a minus sign comes from the Wick theorem, one has to commute the spinor fields,

$$
\begin{equation*}
-\left\langle\psi_{r} \bar{\psi}_{s}\right\rangle=\frac{1}{4}\left\langle\bar{\psi} \gamma_{\mu} \psi\right\rangle \gamma_{r s}^{\mu}+\frac{1}{4}\left\langle\bar{\psi} \gamma_{5} \gamma_{\mu} \psi\right\rangle\left(\gamma^{\mu} \gamma_{5}\right)_{r s}+\cdots \tag{2.18}
\end{equation*}
$$

where we have put explicitly the spinor indices $r$ and $s$ of the fermionic fields.
Note that the spinor indices factorization only involves the fermionic fields, and consequently the Fierz decomposition goes the same way for the $q \bar{q}$ and the $q \bar{q} g$ intermediate states.

### 2.2.3 Factorization of the color indices

The Fierz identity can be also derived in color space. Assuming the normalization of the generators $t$

$$
\begin{equation*}
\operatorname{Tr}\left(t^{a} t^{b}\right)=\frac{1}{2} \delta^{a b} \tag{2.19}
\end{equation*}
$$

one can show the Fierz identity for the generators of $S U\left(N_{c}\right)$,

$$
\begin{equation*}
t_{i j}^{a} t_{k \ell}^{a}=\frac{1}{2}\left(\delta_{i \ell} \delta_{j k}-\frac{1}{N_{c}} \delta_{i j} \delta_{k \ell}\right) \tag{2.20}
\end{equation*}
$$

which graphically reads

In the case of the $q \bar{q}$ exchange, we can use this identity as

with $i, j$ are the hard part indices and $k, l$ are soft part indices. Then we see that the first term of the r.h.s. will give zero once projected on a color singlet state because of the gluon coupling to the fermionic fields involved in the soft part. Hence the trace over the color indices of the hard and soft part can be written as

$$
\operatorname{Tr}\left(H_{q \bar{q}} S_{q \bar{q}}\right)=\frac{1}{N_{c}} \operatorname{Tr}\left(H_{q \bar{q}}\right) \operatorname{Tr}\left(S_{q \bar{q}}\right) .
$$

The normalization of the $q \bar{q} g$ singlet state in color space is $2 /\left(N_{c}^{2}-1\right)$ leading to the factorized expression

$$
\operatorname{Tr}\left(H_{q \bar{q} g} S_{q \bar{q} g}\right)=\frac{2}{N_{c}^{2}-1} \operatorname{Tr}\left(H_{q \bar{q} g}\right) \operatorname{Tr}\left(S_{q \bar{q} g}\right)
$$

for the $q \bar{q} g$ amplitude.

### 2.2.4 Factorization in the momentum space around the light cone direction $p$

The amplitude $i \mathcal{A}_{q \bar{q}}$ after factorization of the spinor and color indices ${ }^{3}$ reads

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}} & =-\frac{1}{4} \sum_{\{\Gamma\}} \int \frac{d^{4} \ell}{(2 \pi)^{4}} \operatorname{Tr}\left(H_{q \bar{q}}(\ell) \Gamma^{\mu}\right) S_{q \bar{q}}^{\Gamma_{\mu}}(\ell),  \tag{2.23}\\
i \mathcal{A}_{q \bar{q} g} & =-\frac{1}{4} \sum_{\{\Gamma\}} \int \frac{d^{4} \ell_{1}}{(2 \pi)^{4}} \int \frac{d^{4} \ell_{g}}{(2 \pi)^{4}} \operatorname{Tr}\left(H_{q \bar{q} g}^{\alpha}\left(\ell_{1}, \ell_{g}\right) \Gamma^{\mu}\right) S_{q \bar{q} g \alpha}^{\Gamma_{\mu}}\left(\ell_{1}, \ell_{g}\right), \tag{2.24}
\end{align*}
$$

with

$$
\begin{align*}
S_{q \bar{q}}^{\Gamma_{\mu}}(\ell) & \equiv \int d^{4} z\left\langle\rho\left(p_{\rho}\right)\right| \bar{\psi}(z) \Gamma_{\mu} \psi(0)|0\rangle e^{-i \ell \cdot z},  \tag{2.25}\\
S_{q \bar{q} g \alpha}^{\Gamma_{\mu}}\left(\ell_{1}, \ell_{g}\right) & \equiv \int d^{4} z_{1} d^{4} z_{g}\left\langle\rho\left(p_{\rho}\right)\right| \bar{\psi}\left(z_{1}\right) g \Gamma_{\mu} A_{\alpha}^{T}\left(z_{g}\right) \psi(0)|0\rangle e^{-i \ell_{1} \cdot z_{1}-i \ell_{g} \cdot z_{g}} . \tag{2.26}
\end{align*}
$$

The factorization in momentum space around the dominant light cone vector requires that we define a basis of light-cone vectors on which the partonic momenta can be decomposed in order then to Taylor expand the hard part around the dominant light cone vector. We define then two light like vectors $p$ and $n$, which satisfy $p \cdot n=1$ and such as $p$ is the dominant light cone direction, $p$ and $n$ are denoted usually the "plus" and "minus" light cone vectors. The dominant light cone direction in our case is given naturally by the direction of the $\rho$-meson

$$
p_{\rho}=p+\frac{m_{\rho}^{2}}{2} n \stackrel{\text { twist } 3}{=} p
$$

as the mass term of the vector meson leads to kinematic twist corrections starting at twist 4 which is beyond the scope of this study. Note that the choice of the light cone vector $n$ is not unique. The amplitude at the end should not depend on the particular choice of this vector and this will give additional constrains on the DAs as we will see in the section 2.4.2.

The momenta of the quark $\ell_{1}$ and the antiquark $\ell_{2}$ in the two-parton amplitude are decomposed as

$$
\begin{equation*}
\ell_{1}=y p+\beta_{1} n+\ell_{\perp} \quad \text { and } \quad \ell_{2}=\bar{y} p+\beta_{2} n-\ell_{\perp} . \tag{2.27}
\end{equation*}
$$

Following [144, 138], in this approach the partons are on the mass-shell leading to

$$
\beta_{1}=\frac{\underline{\ell}^{2}}{2 y} \quad \text { and } \quad \beta_{2}=\frac{\underline{\ell}^{2}}{2 \bar{y}}
$$

For the three-parton amplitude, the quark $\ell_{1}$, antiquark $\ell_{2}$ and gluon $\ell_{g}$ momenta are decomposed as

$$
\begin{align*}
\ell_{1} & =y_{1} p+\beta_{1} n+\ell_{1 \perp},  \tag{2.28}\\
\ell_{2} & =\bar{y}_{2} p+\beta_{2} n+\ell_{2 \perp},  \tag{2.29}\\
\ell_{g} & =y_{g} p+\beta_{g} n+\ell_{g \perp} . \tag{2.30}
\end{align*}
$$

[^3]the momentum conservation and the on-shellness of the partons, imply that
$$
y_{g}=y_{2}-y_{1}, \quad \ell_{g \perp}=-\left(\ell_{1 \perp}+\ell_{2 \perp}\right), \quad 2\left(\beta_{1}+\beta_{2}+\beta_{g}\right)=\frac{\underline{\ell}_{1}^{2}}{y_{1}}+\frac{\underline{\ell}_{2}^{2}}{\bar{y}_{2}}+\frac{\underline{\ell}_{g}^{2}}{y_{g}}
$$

We decompose the Fourier conjugate in coordinate space $z_{i}$ of the momentum $\ell_{i}$ as

$$
z_{i}=\gamma_{i} p+\lambda_{i} n+z_{i \perp}
$$

Let us focus on the two-parton contribution. The leading twist contribution to the amplitude is given by assuming that the quark and the antiquark are flying collinearly to the direction of the $\rho-$ meson

$$
\begin{equation*}
H_{q \bar{q}}\left(\ell_{1}\right) \equiv H_{q \bar{q}}\left(y, \beta_{1}, \ell_{\perp}\right) \approx H_{q \bar{q}}(y), \tag{2.31}
\end{equation*}
$$

which correspond to the zero order term of the Taylor expansion of the hard part around the dominant light cone direction $p$.

The contributions in each order in $1 / Q$, are given by the Taylor expansion of the hard part around the dominant light cone direction $p$ [144, 138]. Up to twist 3, this expansion can be interpreted as the emission from the hard part of a $q \bar{q}$ pair with a very small relative transverse momentum justifying the Taylor expansion around the collinear direction. The relevant terms of the Taylor expansion up to twist 3 are

$$
\begin{align*}
& H_{q \bar{q}}^{\Gamma^{\mu}}\left(\ell_{1}\right)=H_{q \bar{q}}^{\Gamma^{\mu}}(y)+H_{q \bar{q}}^{\nu \Gamma^{\mu}}(y)\left(\ell_{1}-y p\right)_{\nu}+\cdots \\
& \stackrel{\text { twist }}{\approx}{ }^{3} H_{q \bar{q}}^{\Gamma^{\mu}}(y)+H_{q \bar{q}}^{\nu, \Gamma^{\mu}}(y) \ell_{1 \perp \nu} . \tag{2.32}
\end{align*}
$$

where, for conciseness, we use the notations

$$
H_{q \bar{q}}^{\Gamma^{\mu}} \equiv \operatorname{Tr}\left(H_{q \bar{q}} \Gamma^{\mu}\right), \quad H_{q \bar{q}}^{\nu \Gamma^{\mu}} \equiv \frac{\partial}{\partial \ell_{1 \nu}} \operatorname{Tr}\left(H_{q \bar{q}} \Gamma^{\mu}\right)
$$

The term of n -th order of this Taylor expansion reads

$$
\frac{\partial^{n}}{\partial \ell_{1 \nu_{1}} \cdots \partial \ell_{1_{\nu_{n}}}} \operatorname{Tr}\left(H_{q \bar{q}} \Gamma^{\mu}\right)\left(\ell_{1}-y p\right)_{\nu_{1}} \cdots\left(\ell_{1}-y p\right)_{\nu_{n}}
$$

where $\left(\ell_{1}-y p\right)_{\nu_{1}} \cdots\left(\ell_{1}-y p\right)_{\nu_{n}}$ acting on the soft part, will give transverse derivatives of the correlator, leading to the moments of the wave function of the hadron. Note that the insertions of transverse gluons and transverse derivatives $\left(\left(\ell_{1}-y p\right)_{\nu_{1}} \sim \ell_{1 \perp \nu_{1}}\right)$ increase the twist of the operators in the soft part.

We will treat separately the convolutions of the two terms of the last line of eq. (2.32) with the soft part. The first term (zero-th order of the Taylor expansion) is

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}}^{(0)} & =-\frac{1}{4} \int \frac{d y}{2 \pi} H_{q \bar{q}}^{\Gamma^{\mu}}(y) \int \frac{d \beta_{1}}{2 \pi} \frac{d \ell_{\perp}}{(2 \pi)^{2}} \int d \gamma d \lambda d z_{\perp} e^{-i\left(y \lambda+\beta_{1} \gamma+\ell_{\perp} \cdot z_{\perp}\right)} \\
& \times\langle\rho(p)| \bar{\psi}\left(\gamma p+\lambda n+z_{\perp}\right) \Gamma_{\mu} \psi(0)|0\rangle \\
& =-\frac{1}{4} \int d y H_{q \bar{q}}^{\Gamma^{\mu}}(y) \int \frac{d \lambda}{2 \pi} e^{-i y \lambda}\langle\rho(p)| \bar{\psi}(\lambda n) \Gamma_{\mu} \psi(0)|0\rangle_{\mu_{F}^{2}} \tag{2.33}
\end{align*}
$$

In eq. (2.33), the subscript $\mu_{F}^{2}$ is the factorization scale up to which the fluctuations in the transverse momentum space are integrated,

$$
\begin{equation*}
\langle\rho(p)| \bar{\psi}(\lambda n) \Gamma_{\mu} \psi(0)|0\rangle_{\mu_{F}^{2}} \equiv \int_{\ell_{\perp}^{2} \leq \mu_{F}^{2}} \frac{d \ell_{\perp} d z_{\perp}}{(2 \pi)^{2}} e^{-i \ell_{\perp} \cdot z_{\perp}}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\mu} \psi(0)|0\rangle \tag{2.34}
\end{equation*}
$$

Let us give now a more precise interpretation of the presence of this cut-off on the transverse momenta. In the rest frame of the meson, its size is of order $\mu_{0}^{-1}$ in all directions with $\mu_{0} \sim m_{\rho}$, and in this frame a cut-off at $\mu_{F}^{-1} \sim Q^{-1} \mathrm{GeV}$ allows to get most of the internal dynamics which is not resolved by the system of partons. In the rest frame of the partons created by the virtual photon and propagating with the hard scale $Q$, the partonic system has a typical spatial extension of the order $Q^{-1}$. The boost to go from the meson rest frame to the partonic system rest frame induces a contraction of the longitudinal size of the meson by a factor $Q / \mu_{0}$, leading to a longitudinal size of the order of $Q^{-1}$. Hence we see that the fluctuations along the longitudinal size can be always resolved even for very large virtualities, while the fluctuations in the transverse direction are not boosted and remains of the order $\mu_{0}^{-1}$. Thus these transverse fluctuations are part on the long distance dynamics of the meson and have to be integrated over up to the scale $\mu_{F} \sim Q$. Choosing the renormalization scale to be equal to the factorization scale, the dependence of the DAs on the scale $\mu_{F}$ is given by the renormalization equations of the operators in the correlators.

Note that for the case of the $q \bar{q}$ pair intermediate state, the transverse size of the pair is of the order $\sqrt{y \bar{y}} Q$ instead of $Q$ due to the fact that the photon is split in two constituents. In a symmetric jet configuration $(y \sim 1 / 2)$, a reasonable choice for $\mu_{F}$ is

$$
\mu_{F}=\sqrt{\left\langle y \bar{y} Q^{2}\right\rangle} \sim \frac{Q}{2} .
$$

For aligned jet configurations ( $y \sim 0$ or $\bar{y} \sim 0$ ) which are expected to dominate the transversely polarized $\rho$-meson production, this choice has to be justified depending on the average values of $y$ and $\bar{y}$ given by the distribution of dipoles, i.e. the overlaps of the wave functions of the transverse virtual photon and the $\rho-$ meson.

After the momentum factorization, the operators in the correlation functions are a product of fields on the light cone direction $n, z^{2}=(\lambda n)^{2}=0$. Restoring the Wilson line, the gauge invariant correlator reads

$$
\begin{equation*}
\langle\rho(p)| \bar{\psi}(\lambda n)[\lambda n, 0] \Gamma_{\alpha} \psi(0)|0\rangle \tag{2.35}
\end{equation*}
$$

We choose to work in the light-cone gauge $A \cdot n=0$ which allows to simplify the Wilson line to a factor one

$$
[\lambda n, 0] \equiv \mathcal{P} \exp \left(i g \int_{0}^{1} d t \lambda n^{\nu} A_{\nu}(t \lambda)\right)=1
$$

The second term of the Taylor expansion (2.32), i.e. the first order in $\ell_{\perp}$ of the Taylor
expansion, reads

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}}^{(1)} & =-\frac{1}{4} \int \frac{d y}{2 \pi} H_{q \bar{q}}^{\nu, \Gamma^{\mu}}(y) \int \frac{d \beta_{1}}{2 \pi} \int \frac{d \ell_{\perp}}{(2 \pi)^{2}} \ell_{\perp \nu} \int d \gamma d \lambda d z_{\perp} \\
& \times e^{-i\left(y \lambda+\beta_{1} \gamma+\ell_{\perp} \cdot z_{\perp}\right)}\langle\rho(p)| \bar{\psi}\left(\gamma p+\lambda n+z_{\perp}\right) \Gamma_{\mu} \psi(0)|0\rangle \\
& =-\frac{1}{4} \int d y H_{q \bar{q}}^{\nu \Gamma^{\mu}}(y) \int \frac{d \lambda}{2 \pi} e^{-i y \lambda} \\
& \times \int d z_{\perp} \int \frac{d \ell_{\perp}}{(2 \pi)^{2}} \ell_{\perp \nu} e^{-i \ell_{\perp} \cdot z_{\perp}}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\mu} \psi(0)|0\rangle \tag{2.36}
\end{align*}
$$

We must now get rid of the factor $\ell_{\perp}$ and this is done by replacing $\ell_{\perp} \rightarrow i \partial / \partial z_{\perp}$ acting on the $\exp \left(-i \ell_{\perp} \cdot z_{\perp}\right)$ and then doing an integration by parts,

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}}^{(1)} & =-\frac{1}{4} \int d y H_{q \bar{q}}^{\nu, \Gamma^{\mu}}(y) \int \frac{d \lambda}{2 \pi} e^{-i y \lambda} \int \frac{d \ell_{\perp}}{(2 \pi)^{2}} d z_{\perp}\left(i \partial_{\perp \nu} e^{-i \ell_{\perp} \cdot z_{\perp}}\right) \\
& \times\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\mu} \psi(0)|0\rangle \\
& =\frac{i}{4} \int d y H_{q \bar{q}}^{\nu \Gamma^{\mu}}(y) \int \frac{d \lambda}{2 \pi} e^{-i y \lambda} \int \frac{d \ell_{\perp}}{(2 \pi)^{2}} \int d z_{\perp} e^{-i \ell_{\perp} \cdot z_{\perp}} \\
& \times \frac{\partial}{\partial z_{\perp \nu}}\langle\rho(p)| \bar{\psi}\left(\gamma p+\lambda n+z_{\perp}\right) \Gamma_{\mu} \psi(0)|0\rangle \\
& =\frac{i}{4} \int d y H_{q \bar{q}}^{\nu, \bar{\Gamma}^{\mu}}(y) \int \frac{d \lambda}{2 \pi} e^{-i \lambda y} \frac{\partial}{\partial z_{\perp \nu}}\langle\rho(p)| \bar{\psi}(\lambda n) \Gamma_{\mu} \psi(0)|0\rangle_{\mu_{F}^{2}} \tag{2.37}
\end{align*}
$$

The transverse derivative of the non-local correlator can be put inside as an operator acting on the fermionic fields,

$$
\begin{equation*}
\frac{\partial}{\partial z_{\perp \nu}}\langle\rho(p)| \bar{\psi}\left(\lambda n+0_{\perp}\right) \Gamma_{\alpha} \psi(0)|0\rangle_{\mu_{F}^{2}}=-\langle\rho(p)| \bar{\psi}\left(\lambda n+0_{\perp}\right) \Gamma_{\alpha} \overleftrightarrow{\partial_{\nu}^{\perp}} \psi(0)|0\rangle_{\mu_{F}^{2}} \tag{2.38}
\end{equation*}
$$

with $\overleftrightarrow{\partial_{\alpha}^{\perp}}=\frac{1}{2}\left(\overrightarrow{\partial_{\alpha}^{\perp}}-\overleftarrow{\partial_{\alpha}^{\perp}}\right)$. So finally

$$
\begin{equation*}
i \mathcal{A}_{q \bar{q}}^{(1)}=\frac{-1}{4} \int d y H_{q \bar{q}}^{\nu \Gamma^{\mu}}(y) \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \Gamma_{\mu} i \overleftrightarrow{\partial_{\nu}^{\perp}} \psi(0)|0\rangle_{\mu_{F}^{2}} \tag{2.39}
\end{equation*}
$$

The collinear factorization in the momentum space is now achieved for the two-parton amplitude up to twist 3 as the hard and soft part are now only related by the integral over $y$. The result for the two-parton contribution is then given by the sum of $\mathcal{A}_{q \bar{q}}^{(0)}$ and $\mathcal{A}_{q \bar{q}}^{(1)}$ as illustrated in fig. 2.12.


Figure 2.12: Factorization of 2-parton contributions in the example of the $\gamma^{*} \rightarrow \rho$ impact factor.

The derivative term of the hard part $H_{q \bar{q}}^{\nu, \Gamma^{\mu}}(y)$ in the expression of $\mathcal{A}_{q \bar{q}}^{(1)}$ can be computed using the following identity,

$$
\begin{equation*}
\frac{\partial}{\partial p_{\mu}} \xrightarrow[p]{>}=\xrightarrow[p]{>} \quad \gamma^{\mu} \quad p \quad>\quad \text { where } \quad \underset{p}{>}=\frac{1}{m-\not p-i \epsilon} \tag{2.40}
\end{equation*}
$$

The hard part $H_{q \bar{q}}^{\nu \Gamma^{\mu}}(y)$ corresponds then to the computation of the 12 diagrams shown in fig. 2.13. Indeed the derivative of each of the 6 diagrams of fig. 2.7 involves the sum of the derivatives of each propagators of the diagram leading to
where the dashed lines are only here to indicate with respect to which propagator we are deriving.


Figure 2.13: The 12 contributions arising from the first derivative of the 6 hard diagrams attached to the 2-parton correlators, which contribute to the $\gamma^{*} \rightarrow \rho$ impact factor, with momentum flux of external line, along $p_{1}$ direction.

At the twist 3 level, we need to consider also the non-minimal parton configuration where there is an additional gluon. Contrary to a covariant gauge treatment, the choice of the axial light-cone gauge $(n \cdot A=0)$ allows to get rid of the longitudinal component of the gluon polarization.

We now focus on the $q \bar{q} g$ intermediate state amplitude. In the case of three-parton exchange contribution, only the zero-th order of the Taylor expansion of the hard part is needed up to twist 3 with a transversely polarized gluon,

$$
\begin{align*}
& i \mathcal{A}_{q \bar{q} g}=-\frac{1}{4} \int \frac{d y_{1} d \beta_{1} d^{2} \ell_{1 \perp}}{(2 \pi)^{4}} \int \frac{d y_{g} d \beta_{g} d^{2} \ell_{g \perp}}{(2 \pi)^{4}} \int d \gamma_{1} d \lambda_{1} d^{2} z_{1 \perp} \int d \gamma_{g} d \lambda_{g} d^{2} z_{g \perp} \\
& \times H_{q q \bar{q} \bar{c}}^{\alpha, \Gamma^{\mu}}\left(y_{1}, y_{g}\right)\langle\rho(p)| \bar{\psi}\left(z_{1}\right) \Gamma_{\mu} g A_{\alpha}^{\perp}\left(z_{g}\right) \psi(0)|0\rangle e^{-i \ell_{1} \cdot z_{1}} e^{-i \ell_{g} \cdot z_{g}} \\
& =-\frac{1}{4} \int d y_{1} \int d y_{g} H_{q \bar{q} g}^{\alpha, \Gamma^{\mu}}\left(y_{1}, y_{g}\right) \\
& \times \int \frac{d \lambda_{1} d \lambda_{g}}{(2 \pi)^{2}} e^{-i y_{1} \lambda_{1}} e^{-i y_{g} \lambda_{g}}\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) \Gamma_{\mu} g A_{\alpha}^{\perp}\left(\lambda_{g} n\right) \psi(0)|0\rangle_{\mu_{F}^{2}}, \tag{2.42}
\end{align*}
$$

where we denote $\operatorname{Tr}\left(H_{q \bar{q} g}^{\alpha} \Gamma^{\mu}\right)=H_{q \bar{q} g}^{\alpha, \Gamma^{\mu}}$. The factorization for the three-parton contribution is illustrated in fig. 2.14.


Figure 2.14: Factorization of 3-parton contributions in the example of the $\gamma^{*} \rightarrow \rho$ impact factor.

Note that the sum of the first order term of the Taylor expansion in $\partial^{\perp}$ for the $q \bar{q}$ intermediate state contribution given by eq. (2.39) and the $q \bar{q} g$ intermediate state contribution given by eq. (2.42), corresponds to the first order term of a Taylor expansion with respect to the transverse covariant derivative $D_{\mu}^{\perp}(z)=\partial_{\mu}^{\perp}-i g A_{\mu}^{\perp}(z)$ of the hard part around the dominant light-cone direction, it reads

$$
\begin{align*}
& i \mathcal{A}_{q D \bar{q}}^{(1)}=\frac{-1}{4} \int d y_{1} \int d y_{g} H_{q \bar{q} g}^{\nu, \Gamma^{\mu}}\left(y_{1}, y_{g}\right) \int \frac{d \lambda_{1}}{2 \pi} e^{-i \lambda_{1} y_{1}} \int \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{g} y_{g}}  \tag{2.43}\\
& \times\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) \Gamma_{\mu} i \overleftrightarrow{D_{\nu}^{\perp}}\left(\lambda_{g}\right) \psi(0)|0\rangle_{\mu_{F}^{2}}
\end{align*}
$$

### 2.3 Parameterizing the vacuum to rho-meson matrix elements

The goal of this part is to parameterize the vacuum to $\rho$-meson matrix elements that appear in eqs. (2.33), (2.39) and (2.42) and contains the twist 2 and twist 3 contributions to the $\gamma^{*} g \rightarrow \rho g$ amplitude. We will first introduce the notion of DA, then we will show how considering the quantum numbers of the $\rho$-meson state, the equations of motion (EOMs) of QCD and another condition called $n$-independence, allows to restrict ourselves to a minimal set of DAs. We finally describe how one can find explicit expressions for these DAs using conformal expansion, renormalization equations and QCD sum rules techniques.

### 2.3.1 Light-cone wave functions and distribution amplitudes

Let us introduce the lowest Fock state light-cone wave function of the $\rho-\operatorname{meson} \Psi_{h \bar{h}}^{\left(\lambda_{\rho}\right)}(y, \underline{\ell})$ and its connection with the DAs. Note that in our notation the usual " + " and " - " components of a vector $z=\alpha_{z} p_{1}+\gamma p_{2}+z_{\perp}$ are respectively given by projecting on $p_{2}$ and $p_{1}, z^{+} \sqrt{s} \equiv z \cdot p_{2}=\alpha_{z}$ and $z^{-} \sqrt{s} \equiv z \cdot p_{1}=\gamma$.

The wave function in momentum space is the Fourier transform of the Bethe-Salpeter wave function of positive energy at the fixed light-cone time $z^{+} \equiv \gamma=0$. This object is the amplitude of probability to find a $q \bar{q}$ pair with respective helicities $h$ and $\bar{h}$, fractions of longitudinal momentum $y$ and $\bar{y}$, and transverse momenta $\underline{\ell}$ and $-\underline{\ell}$, in the $\rho$-meson state. Following the conventions of [120], the mode expansion of the quark field with $z$ laying on the light-cone direction $z=\lambda n$ is

$$
\begin{equation*}
\psi(\lambda n)=\int \frac{d y d^{2} \ell}{(2 \pi)^{3}(2 y)} \sum_{h}\left[u^{(h)}(y, \underline{\ell}) \hat{b}_{h}(y, \underline{\ell}) e^{-i y \lambda}+v^{(h)}(y, \underline{\ell}) \hat{d}_{h}^{\dagger}(y, \underline{\ell}) e^{i y \lambda}\right] \tag{2.44}
\end{equation*}
$$

The $\rho$-meson state is defined at lowest order of the Fock expansion by

$$
\begin{equation*}
\left|\rho\left(p_{\rho}, \lambda_{\rho}\right)\right\rangle=\sqrt{4 \pi N_{c}} \sum_{h, \bar{h}} \int \frac{d y d^{2} \ell_{\perp}}{(2 \pi)^{3} \sqrt{(2 y)(2 \bar{y})}} \Psi_{h, \bar{h}}^{\lambda_{\rho}}(y, \underline{\ell}) \hat{b}_{h}^{\dagger}(y, \underline{\ell}) \hat{d}_{\bar{h}}^{\dagger}(\bar{y},-\underline{\ell})|0\rangle \tag{2.45}
\end{equation*}
$$

where the anticommutation relations at equal light-cone time $\left(z^{+} \equiv \gamma\right)$ are,

$$
\begin{equation*}
\left\{\hat{b}_{h}^{\dagger}(y, \underline{\ell}), \hat{b}_{h^{\prime}}\left(y^{\prime}, \underline{\ell}^{\prime}\right)\right\}_{\gamma=0}=(2 \pi)^{3} \delta\left(y-y^{\prime}\right) \delta^{(2)}\left(\underline{\ell}-\underline{\ell}^{\prime}\right)(2 y p) \delta_{h, h} \tag{2.46}
\end{equation*}
$$

Assuming that the $q \bar{q}$ state saturates the $\rho$-meson state, then the probability $P_{q \bar{q}}$ to find a $q \bar{q}$ in the $\rho$-meson state is one, leading to the normalization condition [55, 145]

$$
\begin{equation*}
P_{q \bar{q}}=\sum_{h, \bar{h}} \int d y \int d^{2} \underline{r}\left|\Psi_{h, \bar{h}}^{\lambda_{\rho}}(y, \underline{r})\right|^{2}=1 \tag{2.47}
\end{equation*}
$$

with $\Psi_{h, \bar{h}}^{\lambda_{\rho}}(y, \underline{r})$ the Fourier transform in the transverse space, $\underline{r}$ is the transverse size of the $q \bar{q}$ pair. Considering the electronic decay of the $\rho-$ meson in terms of the wave functions of a virtual photon $\Psi_{h, \bar{h}}^{\lambda_{\gamma}}$, and of the $\rho$-meson gives the additional relation [115, 145]

$$
\begin{equation*}
e f_{\rho} m_{\rho}\left(e_{\gamma}^{*} \cdot e_{\rho}\right)=\sum_{h, \tilde{h}} \int d y \int d^{2} \underline{r} \Psi_{h, \tilde{h}}^{\lambda_{\rho}}(y, \underline{r}) \Psi_{h, \tilde{h}}^{\lambda_{\gamma}}(y, \underline{r}) \tag{2.48}
\end{equation*}
$$

The vacuum to $\rho$-meson matrix elements that are involved in $\mathcal{A}^{(0)}$ are

$$
\begin{align*}
\left\langle\rho\left(p, \lambda_{\rho}\right)\right| \bar{\psi}(\lambda n) \Gamma_{\mu} \psi(0)|0\rangle= & \sqrt{4 \pi N_{c}} \sum_{h \bar{h}} \int \frac{d y d^{2} \underline{\ell}}{(2 \pi)^{3} \sqrt{(2 y)(2 \bar{y})}} e^{i y \lambda} \\
& \Psi_{h, \bar{h}}^{* \lambda_{\rho}}(y, \underline{\ell})\left[\bar{u}^{(h)}(y, \underline{\ell}) \Gamma_{\mu} v^{(\bar{h})}(y,-\underline{\ell})\right] \tag{2.49}
\end{align*}
$$

By definition, the DAs parameterize the Fourier transforms of the vacuum to $\rho$-meson matrix elements. We can write as a generic definition of the DA $\varphi_{i}\left(y, \mu_{F}\right)$,

$$
\begin{align*}
m_{\rho} f_{\rho} \varphi_{i}\left(y, \mu_{F}^{2}\right) & =\int \frac{d \lambda}{2 \pi} e^{-i y \lambda}\langle\rho(p)| \bar{\psi}(\lambda n)(L \cdot \Gamma) \psi(0)|0\rangle_{\mu_{F}^{2}} \\
& =\sqrt{4 \pi N_{c}} \sum_{h \bar{h}} \int^{\underline{\ell}^{2}<\mu_{F}^{2}} \frac{d^{2} \underline{\ell}}{(2 \pi)^{3} \sqrt{(2 y)(2 \bar{y})}} e^{i y \lambda} \\
& \times \Psi_{h, \bar{h}}^{*\left(\lambda_{\rho}\right)}(y, \underline{\ell})\left[\bar{u}^{(h)}(y, \underline{\ell}) L \cdot \Gamma v^{(\bar{h})}(y,-\underline{\ell})\right] \tag{2.50}
\end{align*}
$$

with $L_{\mu}$ the relevant Lorentz structure associated to $\varphi_{i}$ on which is projected the correlator. The wave function is not known but it is customary to parameterize it as a spinor part $S_{h \bar{h}}^{\lambda_{\rho}}$ which is similar to the coupling to the $q \bar{q}$ pair to a photon, and a scalar part $\phi_{\lambda_{\rho}}$ which has to be modeled and which is constrained by the relations (2.47, 2.48). In this case the wave function takes the form

$$
\begin{equation*}
\Psi_{h \bar{h}}^{\left(\lambda_{\rho}\right)}=\sqrt{\frac{N_{c}}{4 \pi}} S_{h \bar{h}}^{\lambda_{\rho}} \phi_{\lambda_{\rho}} \tag{2.51}
\end{equation*}
$$

with $S_{h \bar{h}}^{\lambda_{\rho}}=\bar{u}_{h}(y, \underline{\ell}) \phi^{\left(\lambda_{\rho}\right)} v_{\bar{h}}(\bar{y},-\underline{\ell})$. The computation of the DA with the wave function defined in (2.51) leads to interpret the DAs in the asymptotic limit $\mu_{F}^{2} \rightarrow \infty$ as the moments of the scalar function $\phi_{\lambda_{\rho}}(y, \underline{\ell})$ in the transverse momentum space.

### 2.3.2 Lorentz decomposition and parity analysis

We will now investigate the set of DAs we need to parameterize the matrix elements of the twist 2 and twist 3 operators.

## The role of chirality conservation

We first restrict the sum over the $\Gamma^{\mu}$ matrices to the sum of $\gamma^{\mu}$ and $\gamma^{\mu} \gamma_{5}$ as they are chiralityconserving matrices. Indeed, as we have neglected the quark masses, the conservation of helicity implies then the conservation of the chirality in the QED and QCD vertices. The conservation of chirality at each vertices of the hard part and the fact that the quantum number exchanged in $t$-channel are those of the vacuum, i.e. chiral even, impose that the $\Gamma^{\mu}$ matrices must be chiral even. One can readily check that the chirality-violating matrices like $1, \sigma_{\mu \nu}, \cdots$ are giving vanishing contributions in the two $t$-channel gluon approximation. The consequence of the chirality conserving condition is that the chiral odd DAs [142] such as the leading twist DA for a transversely vector meson or the twist 3 DAs for a longitudinally polarized meson, decouple from the hard parts. As a consequence, the twist expansion starts at twist 3 for the production of a $\rho_{T}$ and the next term of the twist expansion for the production of a $\rho_{L}$ is of twist 4. Let us give an exhaustive list of the Fourier transforms of the vacuum to $\rho$-meson matrix elements that we have to parameterize given the two chiral
even structure $\left\{\gamma_{\mu}, \gamma_{5} \gamma_{\mu}\right\}$,

$$
\begin{align*}
& S_{q \bar{q}}^{\gamma_{\mu}}\left(y, \mu_{F}^{2}\right) \equiv \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \gamma_{\mu} \psi(0)|0\rangle_{\mu_{F}^{2}},  \tag{2.52}\\
& S_{q \bar{q}}^{\gamma_{\bar{q}} \gamma_{\mu}}\left(y, \mu_{F}^{2}\right) \equiv \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \gamma_{5} \gamma_{\mu} \psi(0)|0\rangle_{\mu_{F}^{2}},  \tag{2.53}\\
& S_{q \bar{q}}^{\gamma_{\mu} \perp}\left(y, \mu_{F}^{2}\right) \equiv \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \gamma_{\mu} i \overleftrightarrow{\partial_{\alpha}^{\perp}} \psi(0)|0\rangle_{\mu_{F}^{2}},  \tag{2.54}\\
& S_{q \bar{q}}^{\gamma_{\bar{q}} \gamma_{\mu}, \perp}\left(y, \mu_{F}^{2}\right) \equiv \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \gamma_{5} \gamma_{\mu} i \overleftrightarrow{\partial_{\alpha}^{\perp}} \psi(0)|0\rangle_{\mu_{F}^{2}},  \tag{2.55}\\
& S_{q \bar{q} g}^{\gamma_{\mu}, \alpha}\left(y_{1}, y_{2}, \mu_{F}^{2}\right) \equiv \int \frac{d \lambda_{1}}{2 \pi} e^{-i \lambda_{1} y_{1}} \int \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{g}\left(y_{2}-y_{1}\right)} \\
& \times\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) \gamma_{\mu} g A_{\alpha}^{\perp}\left(\lambda_{g} n\right) \psi(0)|0\rangle_{\mu_{F}^{2}},  \tag{2.56}\\
& S_{q \bar{q} g}^{\gamma_{5} \gamma_{\mu}, \alpha}\left(y_{1}, y_{2}, \mu_{F}^{2}\right) \equiv \int \frac{d \lambda_{1}}{2 \pi} e^{-i \lambda_{1} y_{1}} \int \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{g}\left(y_{2}-y_{1}\right)} \\
& \times\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) \gamma_{5} \gamma_{\mu} g A_{\alpha}^{\perp}\left(\lambda_{g} n\right) \psi(0)|0\rangle_{\mu_{F}^{2}} . \tag{2.57}
\end{align*}
$$

## Decomposition on Lorentz structures

The idea is to decompose on Lorentz structures the non-local correlators and to keep the structures which will give contributions up to a given twist. The Lorentz structures have to be built from the relevant momenta $p, n$ and the polarization of the outgoing $\rho-$ meson $e^{*}$. To understand which are the relevant Lorentz structures to keep up to a given twist, let us give a power counting argument in the infinite momentum frame where $p \sim Q \rightarrow \infty$. We directly see in this frame that the scalar product $p \cdot n=1$ implies that $n \sim \frac{1}{Q}$ and $e_{\perp}^{*} \sim 1$. This scaling of the momenta, gives the power behavior in $1 / Q$ for each term of the decomposition. The twist $2 \mathcal{O}(1)$ and twist $3 \mathcal{O}(1 / Q)$ Lorentz structures that we can build are then,

$$
\begin{align*}
\left(n \cdot e^{*}\right) p_{\mu}=\frac{1}{m_{\rho}} p_{\mu} \sim Q \Rightarrow & \text { Twist 2, longitudinal polarization, (vector) }  \tag{2.58}\\
(n \cdot p) e_{\perp \mu}^{*}=e_{\perp \mu}^{*} \sim 1 \Rightarrow & \text { Twist 3, transverse polarization, (vector) }  \tag{2.59}\\
R_{\perp \mu}^{*} \sim 1 \Rightarrow & \text { Twist 3, transverse polarization, }  \tag{2.60}\\
& \text { (axial vector) }
\end{align*}
$$

where ${ }^{4}$

$$
R_{\perp \mu}^{*} \equiv \varepsilon_{\mu \alpha \beta \gamma} e_{\perp}^{* \alpha} p^{\beta} n^{\gamma}
$$

Other Lorentz structures exist but they can be expressed in terms of these ones or they are of twist 4 like for example $\left(p \cdot e^{*}\right) n_{\mu} \sim \frac{1}{Q}$. We see from the power counting that the correlators with two Lorentz indices associated to the production of a transversely polarized $\rho$-meson can be only,

$$
\begin{align*}
p_{\alpha} e_{\perp \mu}^{*} & \Rightarrow \text { Twist 3, transverse polarization, (vector) }  \tag{2.61}\\
p_{\alpha} R_{\perp \mu}^{*} & \Rightarrow \text { Twist 3, transverse polarization, (axial vector) } . \tag{2.62}
\end{align*}
$$

[^4]Note that another way to perform the power counting in twist [146] is to decompose the fields in their " + " and " - " components, which are also called good and bad components, leading to the definitions of quasipartonic operators (only constituted of " + " fields) and nonquasipartonic operators containing " - " components. For spinor fields of dimension $d$ and spin $s$, these components correspond to the spin projection of the field $\psi, \psi_{+}=\Pi_{+} \psi \equiv \frac{1}{2} \gamma_{-} \gamma_{+} \psi$ has spin $s=1 / 2$ and $\psi_{-}=\Pi_{-} \psi \equiv \frac{1}{2} \gamma_{+} \gamma_{-} \psi$ has spin $s=-1 / 2$, with $\Pi_{ \pm}$the spin projection operators. The conformal spin of the primary field $\psi, j=\frac{d+s}{2}$ and its so-called collinear twist $t=d-s$, are different for $\psi_{+}$and $\psi_{-}$components which have respectively twist 1 and 2. To illustrate the twist counting of the operators, let us focus on the operator $\bar{\psi} \gamma_{\mu} \psi$. The quasipartonic operator $\bar{\psi}_{+} \gamma_{+} \psi_{+}$is a leading twist operator while $\bar{\psi}_{+} \gamma_{\perp} \psi_{-}+\bar{\psi}_{-} \gamma_{\perp} \psi_{+}$is a twist 3 operator and $\bar{\psi}_{-} \gamma_{-} \psi_{-}$is a twist 4 operator. The role of the conformal spin of the operators will be discussed in section 2.5 .

Let us now focus on the parameterization of the $S_{q \bar{q}}^{\gamma_{\mu}}$, which a priori involves three unknown functions $\varphi_{1}(y), \varphi_{3}(y)$ and $\tilde{\varphi}_{A}(y)$,

$$
\begin{align*}
S_{q \bar{q}}^{\gamma_{\mu}} & =\int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \gamma_{\mu} \psi(0)|0\rangle  \tag{2.63}\\
& =m_{\rho} f_{\rho}\left(\varphi_{1}(y)\left(e^{*} \cdot n\right) p_{\mu}+i \tilde{\varphi}_{A}(y) R_{\perp \mu}^{*}+\varphi_{3}(y)(p \cdot n) e_{\perp}^{*}\right) \tag{2.64}
\end{align*}
$$

The normalization $m_{\rho} f_{\rho}$ contains the information on the large distance physics. The decay constant $f_{\rho}$ is defined as

$$
\begin{equation*}
\langle 0| \bar{\psi}(0) \gamma_{\mu} \psi(0)|\rho(p, \lambda)\rangle=m_{\rho} f_{\rho} e_{\mu}^{\lambda} \tag{2.65}
\end{equation*}
$$

and it has been measured: $f_{\rho} \sim 200 \mathrm{MeV}$.
In practice one has to define non-perturbative coupling constants $\left(f_{3, \rho}^{V}, \cdots\right)$ in order that the DAs have proper normalizations. We will see in section 2.6 the determination of such non perturbative inputs, using QCD sum rules techniques. Let us now investigate how the parity analysis will constrain the set of unknown functions, on the particular case of $S_{q \bar{q}}^{\gamma_{\mu}}$.

## Parity constraints

Under parity, the light cone vectors $p, n$ and $e_{\perp}^{*}$ transform as

$$
\begin{equation*}
\mathcal{P}_{\mu}^{\nu} p_{\nu}=n_{\mu}, \quad \mathcal{P}_{\mu}^{\nu} n_{\nu}=p_{\mu}, \quad \mathcal{P}_{\mu}^{\nu} e_{\nu}^{*}(-\vec{p}, \lambda)=-e_{\mu}^{*}(\vec{p}, \lambda), \tag{2.66}
\end{equation*}
$$

and the operator $\bar{\psi}(z) \gamma_{\mu} \psi(0)$ transforms as

$$
\begin{equation*}
\bar{\psi}(z) \gamma_{\mu} \psi(0) \longrightarrow \mathcal{P}_{\mu}^{\nu} \bar{\psi}\left(\mathcal{P}_{\beta}^{\alpha} z^{\beta}\right) \gamma_{\nu} \psi(0), \tag{2.67}
\end{equation*}
$$

where $\mathcal{P}=\operatorname{diag}(1,-1,-1,-1)$ is the parity matrix on the Lorentz vector representation. The proofs are quite straightforward except for the transformation of $e_{\nu}^{*}$ where one needs to boost by $L_{\mu}^{\nu}(p)$ the vector in the rest frame of the $\rho$-meson where $\vec{p}=\overrightarrow{0}$,

$$
\begin{equation*}
e^{\mu}(\mathcal{P} p, \lambda)=L_{\nu}^{\mu}(\mathcal{P} p) e^{\nu}(\overrightarrow{0}, \lambda)=\mathcal{P}_{\alpha}^{\mu} L_{\beta}^{\alpha}(p) \mathcal{P}_{\nu}^{\beta} e^{\nu}(\overrightarrow{0}, \lambda)=-\mathcal{P}_{\nu}^{\mu} e^{\nu}(p, \lambda) \tag{2.68}
\end{equation*}
$$

where we use the fact that in the rest frame

$$
\mathcal{P}_{\nu}^{\beta} e^{\nu}(\overrightarrow{0}, \lambda)=-e^{\beta}(\overrightarrow{0}, \lambda),
$$

as $e^{0}(\overrightarrow{0}, \lambda)=0$.
Inserting the identity $1=P P^{\dagger}$ between the operator and the states, the matrix element transforms as

$$
\begin{equation*}
\langle\rho(p, \lambda)| P P^{\dagger} \bar{\psi}(z) \gamma_{\mu} \psi(0) P P^{\dagger}|0\rangle=\eta_{\rho} \mathcal{P}_{\mu}^{\nu}\langle\rho(\mathcal{P} p, \lambda)| \bar{\psi}(\mathcal{P} z) \gamma_{\mu} \psi(0)|0\rangle \tag{2.69}
\end{equation*}
$$

with $\eta_{\rho}=-1$ the intrinsic parity of the $\rho$-state. This equality in terms of DAs reads

$$
\begin{align*}
& \int d y\left(\varphi_{1}(y)\left(e^{*}(\vec{p}, \lambda) \cdot n\right) p_{\mu}+\varphi_{3}(y) e_{\perp}^{*}(p, \lambda)+i \tilde{\varphi}_{A}(y) R_{\perp \mu}^{*}\right) e^{i y p \cdot z} \\
& =\eta_{\rho} \mathcal{P}_{\mu}^{\nu} \int d y e^{i y(\mathcal{P} p) \cdot(\mathcal{P} z)}\left(\varphi_{1}(y)\left(e_{\alpha}^{*}(\mathcal{P} p, \lambda)(\mathcal{P} n)^{\alpha}\right)(\mathcal{P} p)_{\nu}+\varphi_{3}(y) e_{\perp \nu}^{*}(\mathcal{P} p, \lambda)\right. \\
& \left.+i \tilde{\varphi}_{A}(y) \varepsilon_{\nu \alpha \beta \gamma} e_{\perp}^{* \alpha}(\mathcal{P} p, \lambda)(\mathcal{P} p)^{\beta} \mathcal{P} n^{\gamma}\right) . \tag{2.70}
\end{align*}
$$

The first term that multiplies $\varphi_{1}(y)$, simplifies as

$$
\begin{align*}
\eta_{\rho} \mathcal{P}_{\mu}^{\nu} \mathcal{P}_{\nu}^{\beta} p_{\beta}\left(e_{\alpha}^{*}(\mathcal{P} p, \lambda) \mathcal{P}_{\sigma}^{\alpha} n^{\sigma}\right) & =\eta_{\rho} p_{\mu}\left(-\mathcal{P}_{\alpha}^{\sigma} e_{\sigma}^{*}(p, \lambda) p^{\alpha}\right) \\
& =-\eta_{\rho}\left(e_{\sigma}^{*}(p, \lambda) \cdot n\right) p_{\mu} \tag{2.71}
\end{align*}
$$

The term multiplying $\varphi_{3}(y)$ simplifies as

$$
\begin{equation*}
\eta_{\rho} \mathcal{P}_{\mu}^{\nu} e_{\perp \nu}^{*}(\mathcal{P} p, \lambda)=-\eta_{\rho} \mathcal{P}_{\mu}^{\nu} \mathcal{P}_{\nu}^{\sigma} e_{\perp \sigma}^{*}(p, \lambda)=-\eta_{\rho} e_{\perp \mu}^{*}(p, \lambda) \tag{2.72}
\end{equation*}
$$

and finally the term multiplying $\tilde{\varphi}_{A}(y)$ reads

$$
\begin{align*}
& \eta_{\rho} \mathcal{P}_{\mu}^{\nu} \varepsilon_{\nu \alpha \beta \gamma} e_{\perp}^{* \alpha}(\mathcal{P} p, \lambda) \mathcal{P}_{\lambda}^{\beta} p^{\lambda} \mathcal{P}_{\rho}^{\delta} n^{\rho} \\
& =-\eta_{\rho} \mathcal{P}_{\mu}^{\nu} \varepsilon_{\nu \alpha \beta \gamma} \mathcal{P}_{\sigma}^{\alpha} e_{\perp}^{* \sigma}(\mathcal{P} p, \lambda) \mathcal{P}_{\lambda}^{\beta} p^{\lambda} \mathcal{P}_{\rho}^{\delta} n^{\rho} \\
& =-\eta_{\rho}\left(\varepsilon_{\nu \alpha \beta \gamma} \mathcal{P}_{\nu}^{\mu} \mathcal{P}_{\sigma}^{\alpha} \mathcal{P}_{\lambda}^{\beta} \mathcal{P}_{\rho}^{\gamma}\right) e_{\perp}^{* \sigma}(p, \lambda) p^{\lambda} n^{\rho} \\
& =-\eta_{\rho} \operatorname{det}(\mathcal{P}) \varepsilon_{\mu \sigma \lambda \rho} e_{\perp}^{* \sigma}(p, \lambda) p^{\lambda} n^{\rho} \\
& =\eta_{\rho} \varepsilon_{\mu \sigma \lambda \rho} e_{\perp}^{* \sigma}(p, \lambda) p^{\lambda} n^{\rho}, \tag{2.73}
\end{align*}
$$

where we use the fact that $\mathcal{P}_{\mu}^{\nu}=\mathcal{P}_{\nu}^{\mu}, \varepsilon_{\mu \alpha \beta \gamma} \mathcal{P}_{\nu}^{\mu} \mathcal{P}_{\sigma}^{\alpha} \mathcal{P}_{\lambda}^{\beta} \mathcal{P}_{\rho}^{\gamma}=\operatorname{det}(\mathcal{P}) \varepsilon_{\nu \sigma \lambda \rho}$ by definition of the determinant, and $\operatorname{det}(\mathcal{P})=-1$. The relation given in eq. (2.70) leads to

$$
\begin{align*}
& \int d y\left(\varphi_{1}(y)\left(e^{*} \cdot n\right) p_{\mu}+\varphi_{3}(y) e_{\perp}^{*}(p, \lambda)+i \tilde{\varphi}_{A}(y) R_{\perp \mu}^{*}\right) e^{i y p \cdot z}  \tag{2.74}\\
& =\int d y\left(\varphi_{1}(y)\left(e^{*} \cdot n\right) p_{\mu}+\varphi_{3}(y) e_{\perp}^{*}(p, \lambda)-i \tilde{\varphi}_{A}(y) R_{\perp \mu}^{*}\right) e^{i y p \cdot z}
\end{align*}
$$

The conditions given by the parity analysis are then

$$
\begin{equation*}
\varphi_{1}(y)=\varphi_{1}(y), \quad \varphi_{3}(y)=\varphi_{3}(y), \quad \tilde{\varphi}_{A}(y)=-\tilde{\varphi}_{A}(y) \Rightarrow \tilde{\varphi}_{A}(y)=0 \tag{2.75}
\end{equation*}
$$

## C-parity constraints

The transformation under C-parity of the operator $\bar{\psi}(z) \gamma^{\mu} \psi(0)$ is

$$
C^{\dagger} \bar{\psi}(z) \gamma^{\mu} \psi(0) C=-\bar{\psi}(0) \gamma^{\mu} \psi(z)
$$

The correlator reads

$$
\begin{align*}
& \langle\rho(p, \lambda)| C C^{\dagger} \bar{\psi}(z) \gamma_{\mu} \psi(0) C C^{\dagger}|0\rangle=-\eta_{\rho}^{c}\langle\rho(p, \lambda)| \bar{\psi}(0) \gamma_{\mu} \psi(z)|0\rangle \\
& =-\eta_{\rho}^{c}\langle\rho(p, \lambda)| e^{i \hat{P} \hat{Z}} e^{-i \hat{P} \hat{Z}} \bar{\psi}(0) e^{i \hat{P} \hat{Z}} e^{-i \hat{P} \hat{Z}} \gamma_{\mu} \psi(z) e^{i \hat{P} \hat{Z}} e^{-i \hat{P} \hat{Z}}|0\rangle \\
& =-\eta_{\rho}^{c}\langle\rho(p, \lambda)| e^{i \hat{P} \hat{Z}} \bar{\psi}(-z) \gamma_{\mu} \psi(0) e^{-i \hat{P} \hat{Z}}|0\rangle \tag{2.76}
\end{align*}
$$

where we have inserted the translation operators $e^{-i \hat{P} \hat{Z}}$. The intrinsic C-parity of the $\rho^{0}-$ meson is $\eta_{\rho}^{c}=-1$. The vacuum state is invariant under translation while the $\rho$-meson state gives the eigenvalue $\exp (i p \cdot z)$. We get then the equality

$$
\begin{equation*}
\langle\rho(p, \lambda)| C C^{\dagger} \bar{\psi}(z) \gamma_{\mu} \psi(0) C C^{\dagger}|0\rangle=-\eta_{\rho}^{c} e^{i p \cdot z}\langle\rho(p, \lambda)| \bar{\psi}(-z) \gamma_{\mu} \psi(0)|0\rangle \tag{2.77}
\end{equation*}
$$

Parameterizing the correlator in terms of the $\varphi_{1}(y)$ and $\varphi_{3}(y)$ gives the relation

$$
\begin{align*}
m_{\rho} f_{\rho} \int d y e^{i y p \cdot z}\left[\varphi_{1}(y)\left(e^{*} \cdot n\right)\right. & \left.p_{\mu}+\varphi_{3}(y) e_{\perp}^{*}\right]=-\eta_{\rho} e^{i p \cdot z} m_{\rho} f_{\rho} \\
& \times \int d y e^{-i y p \cdot z}\left[\varphi_{1}(y)\left(e^{*} \cdot n\right) p_{\mu}+\varphi_{3}(y) e_{\perp}^{*}\right] \tag{2.78}
\end{align*}
$$

Changing the integration variable $y$ by $\tilde{y}=1-y$, leads to

$$
\begin{align*}
& m_{\rho} f_{\rho} \int d y e^{i y p \cdot z}\left[\varphi_{1}(y)\left(e^{*} \cdot n\right) p_{\mu}+\varphi_{3}(y) e_{\perp}^{*}\right] \\
= & m_{\rho} f_{\rho} \int d \tilde{y} e^{i \tilde{y} p \cdot z}\left[\varphi_{1}(1-\tilde{y})\left(e^{*} \cdot n\right) p_{\mu}+\varphi_{3}(1-\tilde{y}) e_{\perp}^{*}\right] . \tag{2.79}
\end{align*}
$$

We can now identify the different terms, and the constraints given by the C-parity transformation of the correlator are

$$
\begin{equation*}
\varphi_{1}(y)=\varphi_{1}(1-y) \quad \text { and } \quad \varphi_{3}(y)=\varphi_{3}(1-y) \tag{2.80}
\end{equation*}
$$

## Time reversal constraints

The $\rho$-meson state transforms under $T$-parity as

$$
\begin{equation*}
T|\rho(p, \lambda)\rangle=\zeta_{\rho}^{*}(-1)^{1-\lambda}|\rho(\mathcal{P} p,-\lambda)\rangle \tag{2.81}
\end{equation*}
$$

One can prove also the relation

$$
\begin{equation*}
e_{\mu}^{*}(\mathcal{P} p,-\lambda)=(-1)^{1+\lambda} \mathcal{P}_{\mu}^{\nu} e_{\mu}(p, \lambda) \tag{2.82}
\end{equation*}
$$

which will be useful in the transformations. The operator $\bar{\psi}(z) \gamma_{\mu} \psi(0)$ transforms under time reversal as,

$$
T^{-1} \bar{\psi}(z) \gamma_{\mu} \psi(0) T=\mathcal{P}_{\mu}^{\nu} \bar{\psi}(-\mathcal{P} z) \gamma_{\nu} \psi(0)
$$

The correlator after inserting the operators $T T^{-1}$ reads

$$
\begin{align*}
& \langle\rho(p, \lambda)| T T^{-1} \bar{\psi}(z) \gamma_{\mu} \psi(0) T T^{-1}|0\rangle \\
& =\zeta_{\rho}(-1)^{1-\lambda}\left(\langle\rho(\mathcal{P} p,-\lambda)| \bar{\psi}(-\mathcal{P} z) \mathcal{P}_{\mu}^{\nu} \gamma_{\nu} \psi(0)|0\rangle\right)^{*} \\
& =\zeta_{\rho}(-1)^{1-\lambda}\left(\int d y e ^ { - i y ( \mathcal { P } p ) \cdot ( \mathcal { P } n ) } \left[\varphi_{1}(y)\left(e^{*}(\mathcal{P} p,-\lambda) \cdot \mathcal{P} n\right) \mathcal{P}_{\mu}^{\nu}(\mathcal{P} p)_{\nu}\right.\right. \\
& \left.\left.+\varphi_{3}(y) \mathcal{P}_{\mu}^{\nu} e_{\perp \nu}^{*}(\mathcal{P} p,-\lambda)\right]\right)^{*} . \tag{2.83}
\end{align*}
$$

The fact that the correlator is conjugated is due to the fact that time reversal exchanges the in-state with the out-state. The scalar product $e^{*}(\mathcal{P} p,-\lambda) \cdot \mathcal{P} n$ simplifies,

$$
e^{*}(\mathcal{P} p,-\lambda) \cdot \mathcal{P} n=(-1)^{1+\lambda}(\mathcal{P} e(p, \lambda)) \cdot(\mathcal{P} n)=(-1)^{1+\lambda} e(p, \lambda) \cdot n .
$$

We get then,

$$
\begin{align*}
& =\zeta_{\rho}(-1)^{1-\lambda}\left(\int d y e ^ { - i y ( \mathcal { P } p ) \cdot ( \mathcal { P } n ) } \left[\varphi_{1}(y)\left(e^{*}(\mathcal{P} p,-\lambda) \cdot \mathcal{P} n\right) \mathcal{P}_{\mu}^{\nu}(\mathcal{P} p)_{\nu}\right.\right. \\
& \left.\left.+\varphi_{3}(y) \mathcal{P}_{\mu}^{\nu} e_{\perp \nu}^{*}(\mathcal{P} p,-\lambda)\right]\right)^{*} \\
& =\zeta_{\rho}(-1)^{2}\left(\int d y e^{-i y p \cdot n}\left[\varphi_{1}(y)(e(p, \lambda) \cdot n) p_{\mu}+\varphi_{3}(y) e_{\perp \mu}(p, \lambda)\right]\right)^{*} \\
& =\zeta_{\rho} \int d y e^{i y p \cdot n}\left[\varphi_{1}^{*}(y)\left(e^{*}(p, \lambda) \cdot n\right) p_{\mu}+\varphi_{3}^{*}(y) e_{\perp \mu}^{*}(p, \lambda)\right] \tag{2.84}
\end{align*}
$$

By identification we have the following relations

$$
\begin{equation*}
\varphi_{1}^{*}(y)=\varphi_{1}(y), \quad \varphi_{3}^{*}(y)=\varphi_{3}(y) \tag{2.85}
\end{equation*}
$$

which show that the DAs are real functions.

## The full set of distribution amplitudes

The same procedure can be applied to the other correlators and one finds at the end that the parameterization of the correlators involves two $\operatorname{DAs}\left(\varphi_{1}, \varphi_{3}\right)$ for the $S_{q \bar{q}}^{\gamma_{\mu}}\left(y, \mu_{F}\right)$, one $\left(\varphi_{A}\right)$ for the axial vector correlator $S_{q \bar{q}}^{\gamma_{5}^{5}}$, one for the vector $\left(\varphi_{1}^{T}\right)$ and axial vector $\left(\varphi_{A}^{T}\right)$ correlators with transverse derivative, and one for the vector $(B)$ and for the axial vector $(D)$ correlators with three partons,

$$
\begin{align*}
& S_{q \bar{q}}^{\gamma_{\mu}}\left(y ; \mu_{F}^{2}\right)=m_{\rho} f_{\rho}\left[\varphi_{1}\left(y ; \mu_{F}^{2}\right)\left(e^{*} \cdot n\right) p_{\mu}+\varphi_{3}\left(y ; \mu_{F}^{2}\right) e_{\perp \mu}^{*}\right],  \tag{2.86}\\
& S_{q \bar{q}}^{\gamma_{5} \gamma_{\mu}}\left(y ; \mu_{F}^{2}\right)=m_{\rho} f_{\rho} i \varphi_{A}\left(y ; \mu_{F}^{2}\right) R_{\perp \mu}^{*},  \tag{2.87}\\
& S_{q \bar{q}}^{\gamma_{\mu}, \perp}\left(y ; \mu_{F}^{2}\right)=m_{\rho} f_{\rho} \varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right) p_{\mu} e_{\perp \alpha}^{*},  \tag{2.88}\\
& S_{q \bar{q}}^{\gamma_{\bar{\prime}} \gamma_{\mu}, \perp}\left(y ; \mu_{F}^{2}\right)=i m_{\rho} f_{\rho} \varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right) p_{\mu} R_{\perp \alpha}^{*},  \tag{2.89}\\
& S_{q \bar{q} g}^{\gamma_{\mu}, \alpha}\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)=m_{\rho} f_{\rho} \zeta_{3 \rho}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) p_{\mu} e_{\perp \alpha}^{*},  \tag{2.90}\\
& S_{q \bar{q} g}^{\gamma_{5},, \alpha}\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)=m_{\rho} f_{\rho} \zeta_{3 \rho}^{A}\left(\mu_{F}^{2}\right) i D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) p_{\mu} R_{\perp \alpha}^{*}, \tag{2.91}
\end{align*}
$$

where $\zeta_{3 \rho}^{V}\left(\mu_{F}^{2}\right)$ and $\zeta_{3 \rho}^{A}\left(\mu_{F}^{2}\right)$ are dimensionless coupling constants:

$$
\begin{equation*}
\zeta_{3 \rho}^{V}\left(\mu_{F}^{2}\right)=\frac{f_{3 \rho}^{V}\left(\mu_{F}^{2}\right)}{f_{\rho}}, \quad \zeta_{3 \rho}^{A}\left(\mu_{F}^{2}\right)=\frac{f_{3 \rho}^{A}\left(\mu_{F}^{2}\right)}{f_{\rho}} \tag{2.92}
\end{equation*}
$$

We remind that, for the $q \bar{q} g$ amplitude, the quark, the antiquark and the gluon fractions of longitudinal momentum are respectively denoted $y_{1}, \bar{y}_{2}=1-y_{2}$ and $y_{g}$, and verify the relation $y_{1}+\bar{y}_{2}+y_{g}=1$. Note that for the $q \bar{q} g$ DAs $B$ and $D$, the gluon fraction of momentum is positive $0 \leq y_{g} \leq 1$ which constrains the integral over $y_{1}$ and $y_{2}$ by the condition $y_{1} \leq y_{2} \leq 1$,

$$
\int_{0}^{1} d y_{1} \int_{0}^{1} d y_{2} \longrightarrow \int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1}
$$

The constraints obtained from the parity relations are,

$$
\begin{aligned}
& \varphi_{1}(y)=\varphi_{1}(\bar{y}), \quad \varphi_{3}(y)=\varphi_{3}(\bar{y}), \quad \varphi_{A}(y)=-\varphi_{A}(-\bar{y}) \\
& \varphi_{1}^{T}(y)=-\varphi_{1}^{T}(\bar{y}), \quad \varphi_{A}^{T}(y)=\varphi_{A}^{T}(\bar{y}) \\
& B\left(y_{1}, y_{2}\right)=-B\left(\bar{y}_{2}, \bar{y}_{1}\right), \quad D\left(y_{1}, y_{2}\right)=D\left(\bar{y}_{2}, \bar{y}_{1}\right)
\end{aligned}
$$

Inserting in eqs. (2.33), (2.39), (2.96) the previous parameterization of the correlators and using the shorthand notations,

$$
\begin{aligned}
& H_{q \bar{q}}^{\Gamma^{\mu} a_{\mu}}(y) \equiv H_{q \bar{q}}^{\Gamma^{\mu}}(y) a_{\mu}, \quad H_{q \bar{q}}^{b, \Gamma^{\mu} a_{\mu}}(y) \equiv H_{q \bar{q}}^{\alpha, \Gamma^{\mu}}(y) a_{\mu} b_{\alpha}, \\
& H_{q \bar{q} g}^{b, \Gamma^{\mu} a_{\mu}}\left(y_{1}, y_{2}\right) \equiv H_{q \bar{q}}^{\alpha, \Gamma^{\mu}}\left(y_{1}, y_{2}\right) a_{\mu} b_{\alpha},
\end{aligned}
$$

we get the convolutions

$$
\begin{equation*}
i \mathcal{A}_{q \bar{q}}^{(0)}=-\frac{m_{\rho} f_{\rho}}{4} \int d y H_{q \bar{q}}^{p}(y) \varphi_{1}\left(y ; \mu_{F}^{2}\right)\left(e_{\rho}^{*} \cdot n\right) \tag{2.93}
\end{equation*}
$$

for a longitudinally polarized $\rho$-meson,

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}}^{(0)} & =-\frac{m_{\rho} f_{\rho}}{4} \int d y\left[H_{q \bar{q}}^{\phi_{\rho}^{*} T}\right.  \tag{2.94}\\
\phi^{*} & \left.y) \varphi_{3}\left(y ; \mu_{F}^{2}\right)+i H_{q \bar{q}}^{R_{\perp}^{*} \gamma_{5}}(y) \varphi_{A}\left(y ; \mu_{F}^{2}\right)\right]  \tag{2.95}\\
i \mathcal{A}_{q \bar{q}}^{(1)} & =-\frac{m_{\rho} f_{\rho}}{4} \int d y\left[H_{q \bar{q}}^{e_{\rho T}^{*}, p, p}(y) \varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+i H_{q \bar{q}}^{R_{\perp}^{*}, \gamma^{2}}(y) \varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right)\right]
\end{align*}
$$

for the two-parton contributions and

$$
\begin{align*}
i \mathcal{A}_{q \bar{q} g}= & -\frac{m_{\rho} f_{\rho}}{4} \int d y_{1} d y_{2}\left[H_{q \bar{q} g}^{e_{\rho}^{*}, p_{p}}\left(y_{1}, y_{2}\right) \zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right. \\
& \left.+H_{q \widetilde{q} g}^{R_{ \pm}^{*}, b \gamma_{5}}\left(y_{1}, y_{2}\right) \zeta_{3}^{A}\left(\mu_{F}^{2}\right) i D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right] \tag{2.96}
\end{align*}
$$

for the three-parton contribution of the transversely polarized $\rho$-meson. The DAs satisfy the normalization conditions

$$
\begin{equation*}
\int_{0}^{1} d y \varphi_{1}(y)=1, \quad \int_{0}^{1} d y \varphi_{3}(y)=1, \quad \int_{0}^{1} d y(y-\bar{y}) \varphi_{A}(y)=\frac{1}{2} \tag{2.97}
\end{equation*}
$$

by definition of the associated coupling constants.

### 2.4 Reduction to a minimal set of DAs

The set of DAs defined above is over-complete, first the DAs are related by the EOMs of QCD (sec. 2.4.1) [138] and second their parameterizations depend on an arbitrary vector $n$ and the amplitude has to be invariant under the transformations that preserve $p \cdot n=1$ and $n^{2}=0$, leading to additional relations among DAs (sec. 2.4.2). These relations can be solved and lead to two sets of independent solutions (sec. 2.4.3), the first set corresponds to the so-called Wandzura-Wilczek (WW) solutions [147] $\left\{\varphi_{3}^{W W}, \varphi_{A}^{W W}, \varphi_{1}^{T W W}, \varphi_{A}^{T W W}\right\}$ which only depend on $\varphi_{1}$ the leading twist two-parton DA and the second set of solutions are called "genuine" solutions $\left\{\varphi_{3}^{g e n}, \varphi_{A}^{g e n}, \varphi_{1}^{T g e n}, \varphi_{A}^{T g e n}\right\}$, they depend only on the twist 3 three-parton DAs. The genuine twist 3 solutions can be interpreted as the higher Fock state contribution to the amplitude. The relations between the DAs have been derived independently of the hard sub-process in [142] in the covariant approach using exact operators identities that relate the non-local operators [148, 149]. We will follow here the approach of [131]. In the last part (sec. 2.155) we show how the three independent DAs $\left\{\varphi_{1}, B, D\right\}$ and the analogous DAs of Ref. [142] $\left\{\phi_{\|}, \mathcal{V}, \mathcal{A}\right\}$ in the covariant approach, are related, as it was shown in Ref. [131].

### 2.4.1 DA relations from the equations of motion of QCD

The Dirac equation on the spinor fields allows to derive relations between the DAs. Let us insert the Dirac equation inside the correlator $\left\langle\psi_{r}(0) \bar{\psi}_{s}(z)\right\rangle$, where $r$ and $s$ are the spinor indices of the fields, such as

$$
\begin{equation*}
\left\langle i \vec{D}_{u r}^{x} \psi_{r}(x) \bar{\psi}_{s}(z)\right\rangle_{x=0}=0, \tag{2.98}
\end{equation*}
$$

with $\vec{D}_{r}^{x}$ is the covariant derivative with respect to the coordinate $x$. Another constraint can be similarly obtained by acting on $\bar{\psi}(z)$,

$$
\begin{equation*}
\left\langle\psi_{r}(0) \bar{\psi}_{r}(z) i \overleftarrow{D D}_{s t}^{z}\right\rangle=0 \tag{2.99}
\end{equation*}
$$

Let first focus on the $\vec{\partial}_{r}$ part of the covariant derivative, and split it into its longitudinal component $\vec{\partial}_{L}$ and its transverse component $\vec{\partial}_{\perp}$. Then the Fourier transform of the correlator reads

$$
\begin{equation*}
\int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\left(\left\langle i \vec{\phi}_{L}^{x} \psi(x) \bar{\psi}(z)\right\rangle+\left\langle i \vec{\phi}_{\perp}^{x} \psi(x) \bar{\psi}(z)\right\rangle\right)_{x=0} \tag{2.100}
\end{equation*}
$$

The first term of eq. 2.100 involving the longitudinal derivative can be simplified as

$$
\begin{align*}
& \int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\left\langle i \overrightarrow{\not \partial}_{L}^{x} \psi(x) \bar{\psi}(z)\right\rangle_{x=0} \\
& =-\bar{y} p \int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\langle\psi(x) \bar{\psi}(z)\rangle_{x=0} \tag{2.101}
\end{align*}
$$

The result of eq. (2.101) is obtained by first translating the correlator by $-z$, then performing an integration by part and translating back by $+z$ the correlator. Using the Fierz identity

$$
\begin{equation*}
-\left\langle\varphi_{r} \bar{\varphi}_{s}\right\rangle=\frac{1}{4}\left(\left\langle\bar{\varphi} \gamma_{\mu} \varphi\right\rangle \gamma_{r s}^{\mu}+\left\langle\bar{\varphi} \gamma_{5} \gamma_{\mu} \varphi\right\rangle\left(\gamma^{\mu} \gamma_{5}\right)_{r s}\right) \tag{2.102}
\end{equation*}
$$

and the parametrization of the correlators given in eqs. $(2.86,2.87)$, the contribution of the longitudinal derivative reads

$$
\begin{equation*}
\frac{m_{\rho} f_{\rho}}{4} \bar{y}\left(p \phi_{\perp}^{*} \varphi_{3}\left(y ; \mu_{F}^{2}\right)+i \not p R_{\perp}^{*} \gamma_{5} \varphi_{A}\left(y ; \mu_{F}^{2}\right)\right)=-\frac{i m_{\rho} f_{\rho}}{4} \bar{y} \sigma_{p, e_{\perp}^{*}}\left(\varphi_{3}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}\left(y ; \mu_{F}^{2}\right)\right), \tag{2.103}
\end{equation*}
$$

where in the r.h.s.

$$
\sigma_{p, e_{\perp}^{*}}=\frac{i}{2}\left[p, \phi_{\perp}^{*}\right] .
$$

The longitudinal derivative contribution is then

$$
\begin{align*}
& \int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\left\langle i \overrightarrow{\not ृ}_{L}^{x} \psi(x) \bar{\psi}(z)\right\rangle_{x=0} \\
&=\frac{-i m_{\rho} f_{\rho}}{4} \sigma_{p, e_{\perp}^{*}}\left(\bar{y} \varphi_{3}\left(y ; \mu_{F}^{2}\right)+\bar{y} \varphi_{A}\left(y ; \mu_{F}^{2}\right)\right) \tag{2.104}
\end{align*}
$$

The contribution from the transverse derivative $\partial_{\perp}^{x}$

$$
\begin{equation*}
\int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\left\langle i \overrightarrow{\not \partial}_{\perp}^{x} \psi(x) \bar{\psi}(z)\right\rangle_{x=0} \tag{2.105}
\end{equation*}
$$

is directly parameterized by DAs of eqs. $(2.88,2.89)$ after using the Fierz identity. The transverse derivative contribution reads

$$
\begin{align*}
& \int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\left\langle i \vec{p}_{\perp}^{x} \psi(x) \bar{\psi}(z)\right\rangle_{x=0} \\
& =\frac{m_{\rho} f_{\rho}}{4}\left(\not p \varphi_{1}^{T}(y)+i \not p R_{\perp}^{*} \gamma_{5} \varphi_{A}^{T}(y)\right)  \tag{2.106}\\
& =-i \frac{m_{\rho} f_{\rho}}{4} \sigma_{p, e_{\perp}^{*}}\left(\varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right)\right) . \tag{2.107}
\end{align*}
$$

Adding the two contributions, the derivative term $\partial$ of the covariant derivative $D$ reads

$$
\begin{align*}
& \int d^{4} z e^{-i y p \cdot z-i \bar{y} p \cdot x}\left(\left\langle i \vec{\phi}_{L}^{x} \psi(x) \bar{\psi}(z)\right\rangle+\left\langle i \overrightarrow{\not \partial}_{\perp}^{x} \psi(x) \bar{\psi}(z)\right\rangle\right)_{x=0}  \tag{2.108}\\
& =-i \frac{m_{\rho} f_{\rho}}{4} \sigma_{p, e_{\perp}^{*}}\left[\bar{y} \varphi_{3}\left(y ; \mu_{F}^{2}\right)+\bar{y} \varphi_{A}\left(y ; \mu_{F}^{2}\right)+\varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right)\right]
\end{align*}
$$

The interaction term with the gluon field of the covariant derivative reads

$$
\begin{equation*}
\int d^{4} z e^{-i y p \cdot z}\langle g \mathcal{A}(0) \psi(0) \bar{\psi}(z)\rangle, \tag{2.109}
\end{equation*}
$$

which after using the Fierz identity, reads

$$
\begin{align*}
& \int d^{4} z e^{-i y p \cdot z}\left\langle g A^{\perp}(0) \psi(0) \bar{\psi}(z)\right\rangle \\
& =-\frac{1}{4} \gamma_{\rho} \int d^{4} z e^{-i y p \cdot z}\left[\left\langle\bar{\psi}(z) \gamma_{\mu} g A^{\perp \rho}(0) \psi(0)\right\rangle \gamma^{\mu}\right. \\
& \left.+\left\langle\bar{\psi}(z) \gamma_{5} \gamma_{\mu} g A^{\perp \rho}(0) \psi(0)\right\rangle \gamma^{\mu} \gamma_{5}\right] . \tag{2.110}
\end{align*}
$$

Using the parameterization eqs.(2.90, 2.91), we get

$$
\begin{align*}
& \int d^{4} z e^{-i y p \cdot z}\left\langle g A^{\perp}(0) \psi(0) \bar{\psi}(z)\right\rangle \\
& =\frac{m_{\rho} f_{\rho}}{4} \int_{y_{1}}^{1} d y_{2}\left[\zeta_{3}^{V} B\left(y_{1}, y_{2}\right) p \phi_{\perp}^{*}+i \zeta_{3}^{A} D\left(y_{1}, y_{2}\right) p R_{\perp}^{*} \gamma_{5}\right] \\
& =-i \frac{m_{\rho} f_{\rho}}{4} \sigma_{p, e_{\perp}^{*}} \int_{y_{1}}^{1} d y_{2}\left[\zeta_{3}^{V} B\left(y_{1}, y_{2}\right)+\zeta_{3}^{A} D\left(y_{1}, y_{2}\right)\right] . \tag{2.111}
\end{align*}
$$

We finally obtain that the Dirac equation inserted in the correlator as

$$
\begin{equation*}
\int d^{4} z e^{-i y p \cdot z}\langle\overrightarrow{D P}(0) \psi(0) \bar{\psi}(z)\rangle=0 \tag{2.112}
\end{equation*}
$$

leads to

$$
\begin{align*}
& \bar{y} \varphi_{3}\left(y ; \mu_{F}^{2}\right)+\bar{y} \varphi_{A}\left(y ; \mu_{F}^{2}\right)+\varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right) \\
& =-\int_{y_{1}}^{1} d y_{2}\left[\zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)+\zeta_{3}^{A}\left(\mu_{F}^{2}\right) D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right] \tag{2.113}
\end{align*}
$$

The second equation given by the Dirac equation applied to the second fermionic field gives the following condition,

$$
\begin{align*}
& y \varphi_{3}\left(y ; \mu_{F}^{2}\right)-y \varphi_{A}\left(y ; \mu_{F}^{2}\right)-\varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right) \\
& =-\int_{y_{1}}^{1} d y_{2}\left[-\zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)+\zeta_{3}^{A}\left(\mu_{F}^{2}\right) D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right] . \tag{2.114}
\end{align*}
$$

Finally we see that the EOMs of QCD lead to two relations on the DAs, mixing the twist 2 and twist 3 DAs.

### 2.4.2 Equations from the $n$-independence condition

The basis of light cone vector chosen to perform the expansion of the hard part around the dominant light cone direction $p$, is not unique as $n$ is not fixed by a physical direction. The amplitude should then be independent of this arbitrary choice, leading to an additional set of equations on the DAs which is independent of the associated hard scattering amplitude, as it relies on Ward identities. We will see that separating the axial vector from the vector contributions of the amplitudes and demanding the $n$-independence of these contributions, one can simplify these conditions thanks to the Ward identities. At the end, the $n$-independence conditions are the convolutions of a common hard part (involving only the quark and antiquark pair exchange) with the following combinations of DAs

$$
\begin{align*}
\frac{d \varphi_{1}^{T}}{d y}\left(y ; \mu_{F}^{2}\right) & +\varphi_{1}\left(y ; \mu_{F}^{2}\right)-\varphi_{3}\left(y ; \mu_{F}^{2}\right) \\
& +\zeta_{3}^{V}\left(\mu_{F}^{2}\right) \int_{0}^{1} d y_{2} \frac{B\left(y, y_{2}\right)+B\left(y_{2}, y\right)}{y_{2}-y}=0 \tag{2.115}
\end{align*}
$$

for the vector contribution and

$$
\begin{align*}
& \frac{d \varphi_{A}^{T}}{d y}\left(y ; \mu_{F}^{2}\right)-\varphi_{A}\left(y ; \mu_{F}^{2}\right)+ \\
& \zeta_{3}^{A}\left(\mu_{F}^{2}\right) \int_{0}^{1} d y_{2} \frac{D\left(y, y_{2}\right)+D\left(y_{2}, y\right)}{y_{2}-y}=0 \tag{2.116}
\end{align*}
$$

for the axial vector contribution.
The conditions that we require to get a Sudakov basis on the vector $n$ are,

- $n$ is light-like,
- $p \cdot n=1$.

Starting from a basis of reference with a fixed light-cone reference vector $n^{0}$ satisfying these conditions, we can decompose on this basis any vector $n$ satisfying the same conditions as

$$
n^{\mu}=-\frac{n_{\perp}^{2}}{2} p^{\mu}+n_{0}^{\mu}+n_{\perp}^{\mu}
$$

Hence only the transverse degrees of freedom parameterize the $n$-vectors and the $n$-independence of the amplitude reads

$$
\begin{equation*}
\frac{d}{d n_{\perp}^{\mu}} \mathcal{A}=0 \tag{2.117}
\end{equation*}
$$

The total derivative can be written as

$$
\begin{align*}
& \frac{d}{d n_{\perp}^{\mu}} \mathcal{A}=\frac{\partial n^{\nu}}{\partial n_{\perp}^{\mu}} \frac{\partial}{\partial n^{\nu}}+\frac{\partial\left(e^{*} \cdot n\right)}{\partial n_{\perp}^{\mu}} \frac{\partial}{\partial\left(e^{*} \cdot n\right)} \mathcal{A} \\
& =\left[-n_{\perp \mu} p^{\nu}+g_{\perp \mu}^{\nu}\right] \frac{\partial \mathcal{A}}{\partial n^{\nu}}+e_{\perp}^{*} \frac{\partial \mathcal{A}}{\partial\left(e^{*} \cdot n\right)}=0 \tag{2.118}
\end{align*}
$$

as the amplitude dependence on $n$ is partially due to the parameterization of the polarization $e^{*}$. The $n$-independence condition applies separately for the vector $\mathcal{A}^{\text {vector }}$ and the axial vector $\mathcal{A}^{\text {axial }}$ parts of the amplitudes, due to their different parity properties. The dependence on $n$ of $\mathcal{A}^{\text {vector }}$ and $\mathcal{A}^{\text {axial }}$ comes respectively from the factor $e^{*} \cdot n$ as

$$
e_{T}^{\mu}=e^{\mu}-\left(e^{*} \cdot n\right) p_{\mu}
$$

and $R_{\perp \mu}^{*}=\varepsilon_{\mu e_{\perp}^{*} p n}$ where the vector $n$ can only be contracted with $p$ so that the dependence is in $p \cdot n$ then,

$$
\begin{align*}
\frac{\partial n^{\nu}}{n_{\perp}^{\mu}} \frac{d \mathcal{A}^{\text {axial }}}{d n^{\nu}}=0 \quad & \Rightarrow \frac{\partial \mathcal{A}^{\text {axial }}}{\partial n_{\perp}^{\mu}}=0  \tag{2.119}\\
\frac{d \mathcal{A}^{\text {vector }}}{d n_{\perp}^{\mu}}=0 & \Rightarrow \frac{\partial \mathcal{A}^{\text {vector }}}{\partial\left(e^{*} \cdot n_{\perp}\right)}=0 \tag{2.120}
\end{align*}
$$

The equation of $n$-independence of the vector amplitude $\mathcal{A}^{\text {vector }}$ (2.120) involves the terms proportional to $\varphi_{1}, \varphi_{3}, \varphi_{1}^{T}$ and $B$. The associated Fierz structure closing the spinor indices of the partonic fields of the hard "vector" scattering is $\gamma_{\mu}$. The term proportional to $\varphi_{1}$ reads diagrammatically as,

$$
\begin{align*}
\frac{\partial}{\partial\left(e^{*} \cdot n\right)} \mathcal{A}_{q \bar{q}}^{(0)} & =-\frac{m_{\rho} f_{\rho}}{4} \frac{\partial}{\partial\left(e^{*} \cdot n\right)} \int d y \varphi_{1}(y)\left(e^{*} \cdot n\right) \sim \\
& =-\frac{m_{\rho} f_{\rho}}{4} \int d y \varphi_{1}(y) \sim \neq p \tag{2.121}
\end{align*}
$$

The term in $\varphi_{3}$ is

$$
\begin{align*}
\frac{\partial}{\partial\left(e^{*} \cdot n\right)} \mathcal{A}_{q \bar{q}}^{(1), \varphi_{3}} & =-\frac{m_{\rho} f_{\rho}}{4} \frac{\partial}{\partial\left(e^{*} \cdot n\right)} \int d y \varphi_{3}(y)\left(e_{\mu}^{*}-\left(e^{*} \cdot n\right) p_{\mu}\right) \sim \\
& =\frac{m_{\rho} f_{\rho}}{4} \int d y \varphi_{3}(y) \sim \gamma^{\mu} \tag{2.122}
\end{align*}
$$

The term in $\varphi_{1}^{T}$ involves the derivative of the hard part $H_{q \bar{q}}^{\nu, \tilde{q}^{\mu}}$, which formally reads

$$
\begin{align*}
& \frac{\partial}{\partial\left(e^{*} \cdot n\right)}\left(-\frac{m_{\rho} f_{\rho}}{4} \int d y H_{q \bar{q}}^{e^{*}-\left(e^{*} \cdot n\right) p, \notin}(y) \varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)\right) \tag{2.123}
\end{align*}
$$

where we used the following Ward identity in the collinear limit [150],

$$
\begin{equation*}
p_{\mu} \xrightarrow[y_{1} p \gamma^{\mu} y_{2} p]{>}=\frac{1}{y_{2}-y_{1}}[\underbrace{\sum_{y_{1} p}^{\left(y_{2}-y_{1}\right) p}}_{y_{2} p}] . \tag{2.125}
\end{equation*}
$$

We see that it is some kind of integration by part in order that the derivative acting on the hard part finally acts on the DA.

One can show that the three-parton contribution to eq. (2.120) that will mix with the previous terms is associated to the abelian diagrams of fig. 2.8. These diagrams have the
same color structure than the two-parton diagrams and the term in $B$ reads

$$
\begin{aligned}
& \frac{\partial}{\partial\left(e^{*} \cdot n\right)}\left(\frac{-m_{\rho} f_{\rho}}{4} \int d y_{1} d y_{2} H_{q \bar{q} g}^{e^{*}-\left(e^{*} \cdot n\right) p, \notin}\left(y_{1}, y_{2}\right) \zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \frac{B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)+B\left(y_{2}, y_{1} ; \mu_{F}^{2}\right)}{y_{2}-y_{1}}, \tag{2.126}
\end{align*}
$$

where we used the Ward identity (2.125), and the symmetry property

$$
B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)=-B\left(\bar{y}_{2}, \bar{y}_{1} ; \mu_{F}^{2}\right) .
$$

Finally, the sum of these terms gives the hard sub-process independent relation coming from eq. (2.120),

$$
\begin{align*}
\frac{d \varphi_{1}^{T}}{d y}\left(y ; \mu_{F}^{2}\right) & +\varphi_{1}\left(y ; \mu_{F}^{2}\right)-\varphi_{3}\left(y ; \mu_{F}^{2}\right) \\
& +\zeta_{3}^{V}\left(\mu_{F}^{2}\right) \int_{0}^{1} d y_{2} \frac{B\left(y, y_{2}\right)+B\left(y_{2}, y\right)}{y_{2}-y}=0 \tag{2.127}
\end{align*}
$$

The axial vector $n$-independence condition can be derived with the same techniques and gives the relation

$$
\begin{align*}
& \frac{d \varphi_{A}^{T}}{d y}\left(y ; \mu_{F}^{2}\right)-\varphi_{A}\left(y ; \mu_{F}^{2}\right)+ \\
& \quad \zeta_{3}^{A}\left(\mu_{F}^{2}\right) \int_{0}^{1} d y_{2} \frac{D\left(y, y_{2}\right)+D\left(y_{2}, y\right)}{y_{2}-y} \tag{2.128}
\end{align*}
$$

The equations (2.127) and (2.128) are the results of the $n$-independence conditions.

### 2.4.3 Wandzura-Wilczek and genuine solutions

As we saw in the two previous sections, the seven DAs involved in the chiral even process are not independent. They are related by four equations, namely two equations from the EOMs of QCD and two equations coming from the $n$-independence conditions. This means that four of the seven DAs, denoted " $\varphi_{i} "=\left\{\varphi_{3}, \varphi_{A}, \varphi_{1}^{T}, \varphi_{A}^{T}\right\}$, can be expressed in terms of three independent DAs chosen to be $\left\{\varphi_{1}, B, D\right\}$. The solutions for $\varphi_{i}$ can be split into a
solution depending only on the twist $2 \mathrm{DA} \varphi_{1}$, by putting $B$ and $D$ to zero which consists in forgetting about the correlators with an additional transverse gluon, these solutions are called Wandzura-Wilczek (WW) solutions [147, 151] and are denoted $\varphi_{i}^{W W}$, and genuine solutions denoted $\varphi_{i}^{g e n}$ which only depend on $B$ and $D$. The decomposition of the solutions $\varphi_{i}$ is a linear decomposition in $\varphi_{i}^{\text {gen }}$ and $\varphi_{i}^{W W}$,

$$
\varphi_{i}\left(y ; \mu_{F}^{2}\right)=\varphi_{i}^{W W}\left(y ; \mu_{F}^{2}\right)+\varphi_{i}^{g e n}\left(y ; \mu_{F}^{2}\right) .
$$

## The WW-solutions

Putting the contributions of $B$ and $D$ to zero, the EOMs for the WW DAs are ${ }^{5}$

$$
\begin{align*}
& \bar{y} \varphi_{3}^{W W}(y)+\bar{y} \varphi_{A}^{W W}(y)+\varphi_{1}^{T W W}(y)+\varphi_{A}^{T W W}(y)=0,  \tag{2.129}\\
& y \varphi_{3}^{W W}(y)-y \varphi_{A}^{W W}(y)-\varphi_{1}^{T W W}(y)+\varphi_{A}^{T W W}(y)=0 . \tag{2.130}
\end{align*}
$$

The $n$-independence relations read

$$
\begin{equation*}
\frac{d}{d y} \varphi_{1}^{T W W}(y)=-\varphi_{1}(y)+\varphi_{3}^{W W}(y), \quad \frac{d}{d y} \varphi_{A}^{T W W}(y)=\varphi_{A}^{W W}(y) \tag{2.131}
\end{equation*}
$$

From the previous equations, one can deduce a set of equations relating $\varphi_{3}$ and $\varphi_{A}$ to $\varphi_{1}$,

$$
\begin{equation*}
\frac{d}{d y} \varphi_{3}^{W W}(y)=-(\bar{y}-y) \frac{d}{d y} \varphi_{A}^{W W}(y), \quad 2 \varphi_{1}(y)=\frac{d}{d y} \varphi_{A}^{W W}(y)+(\bar{y}-y) \frac{d}{d y} \varphi_{3}^{W W}(y) \tag{2.132}
\end{equation*}
$$

The solutions of these equations are [147, 151]

$$
\begin{align*}
\varphi_{A}^{W W}(y) & =\frac{1}{2}\left[\int_{0}^{y} \frac{d v}{\bar{v}} \varphi_{1}(v)-\int_{y}^{1} \frac{d v}{v} \varphi_{1}(v)\right]  \tag{2.133}\\
\varphi_{3}^{W W}(y) & =\frac{1}{2}\left[\int_{0}^{y} \frac{d v}{\bar{v}} \varphi_{1}(v)+\int_{y}^{1} \frac{d v}{v} \varphi_{1}(v)\right], \tag{2.134}
\end{align*}
$$

they satisfy the normalization conditions

$$
\begin{equation*}
\int_{0}^{1} d y \varphi_{3}^{W W}(y)=1 \quad \text { and } \quad \int_{0}^{1} d y \varphi_{A}^{W W}(y)=1 \tag{2.135}
\end{equation*}
$$

Inserting these solutions in the eqs. $(2.129,2.130)$ gives the solutions for $\varphi_{1}^{T}$ and $\varphi_{A}^{T}$,

$$
\begin{align*}
\varphi_{A}^{T W W}(y) & =\frac{1}{2}\left[-\bar{y} \int_{0}^{y} \frac{d v}{\bar{v}} \varphi_{1}(v)-y \int_{y}^{1} \frac{d v}{v} \varphi_{1}(v)\right],  \tag{2.136}\\
\varphi_{1}^{T W W}(y) & =\frac{1}{2}\left[-\bar{y} \int_{0}^{y} \frac{d v}{\bar{v}} \varphi_{1}(v)+y \int_{y}^{1} \frac{d v}{v} \varphi_{1}(v)\right] . \tag{2.137}
\end{align*}
$$

The WW-solutions $(2.134,2.133)$ were already derived in Ref. [152] for the computation of the transition form factors $B_{u, d} \rightarrow V+\gamma$ with $V=\left\{K^{*}, \rho\right\}, B_{d} \rightarrow \omega+\gamma$ and $B_{s} \rightarrow V+\gamma$ $V=\left\{\phi, K^{*}\right\}$.

Let us emphasize that the WW solutions are not intrinsic twist 3 distributions, they only depend on the leading twist $\operatorname{DA} \varphi_{1}$ associated to the production of a longitudinal meson.

[^5]
## Genuine solutions

The genuine solutions obey the full EOMs and $n$-independence relations,

$$
\begin{gather*}
\bar{y}_{1} \varphi_{3}^{\text {gen }}\left(y_{1}\right)+\bar{y}_{1} \varphi_{A}^{g e n}\left(y_{1}\right)+\varphi_{1}^{T g e n}\left(y_{1}\right)+\varphi_{A}^{T g e n}\left(y_{1}\right) \\
=-\int_{0}^{1} d y_{2}\left[\zeta_{3}^{V} B\left(y_{1}, y_{2}\right)+\zeta_{3}^{A} D\left(y_{1}, y_{2}\right)\right]  \tag{2.138}\\
y_{1} \varphi_{3}^{g e n}\left(y_{1}\right)-y_{1} \varphi_{A}^{g e n}\left(y_{1}\right)-\varphi_{1}^{T g e n}\left(y_{1}\right)+\varphi_{A}^{T g e n}\left(y_{1}\right) \\
=-\int_{0}^{1} d y_{2}\left[-\zeta_{3}^{V} B\left(y_{2}, y_{1}\right)+\zeta_{3}^{A} D\left(y_{2}, y_{1}\right)\right]  \tag{2.139}\\
\frac{d}{d y_{1}} \varphi_{1}^{T g e n}\left(y_{1}\right)=\varphi_{3}^{g e n}\left(y_{1}\right)-\zeta_{3}^{V} \int_{0}^{1} \frac{d y_{2}}{y_{2}-y_{1}}\left(B\left(y_{1}, y_{2}\right)+B\left(y_{2}, y_{1}\right)\right)  \tag{2.140}\\
\frac{d}{d y_{1}} \varphi_{A}^{T g e n}\left(y_{1}\right)=\varphi_{A}^{g e n}\left(y_{1}\right)-\zeta_{3}^{A} \int_{0}^{1} \frac{d y_{2}}{y_{2}-y_{1}}\left(D\left(y_{1}, y_{2}\right)+D\left(y_{2}, y_{1}\right)\right) . \tag{2.141}
\end{gather*}
$$

Isolating the distributions $\varphi_{3}^{g e n}$ and $\varphi_{A}^{g e n}$, one finds the equations,

$$
\begin{align*}
& \frac{d}{d y_{1}} \varphi_{3}^{g e n}\left(y_{1}\right)+\left(\bar{y}_{1}-y_{1}\right) \frac{d}{d y_{1}} \varphi_{A}^{g e n}\left(y_{1}\right)=4 \zeta_{3}^{A} \int_{0}^{1} \frac{d y_{2}}{y_{2}-y_{1}} D^{(+)}\left(y_{1}, y_{2}\right) \\
& -2 \zeta_{3}^{V} \frac{d}{d y_{1}} \int_{0}^{1} d y_{2} B^{(-)}\left(y_{1}, y_{2}\right)-2 \zeta_{3}^{A} \frac{d}{d y_{1}} \int_{0}^{1} d y_{2} D^{(+)}\left(y_{1}, y_{2}\right),  \tag{2.142}\\
& \frac{d}{d y_{1}} \varphi_{A}^{g e n}\left(y_{1}\right)+\left(\bar{y}_{1}-y_{1}\right) \frac{d}{d y_{1}} \varphi_{3}^{g e n}\left(y_{1}\right)=4 \zeta_{3}^{V} \int_{0}^{1} \frac{d y_{2}}{y_{2}-y_{1}} B^{(+)}\left(y_{1}, y_{2}\right) \\
& -2 \zeta_{3}^{V} \frac{d}{d y_{1}} \int_{0}^{1} d y_{2} B^{(+)}\left(y_{1}, y_{2}\right)-2 \zeta_{3}^{A} \frac{d}{d y_{1}} \int_{0}^{1} d y_{2} D^{(-)}\left(y_{1}, y_{2}\right), \tag{2.143}
\end{align*}
$$

where we denote,

$$
\begin{equation*}
B^{( \pm)}\left(y_{1}, y_{2}\right)=B\left(y_{1}, y_{2}\right) \pm B\left(y_{2}, y_{1}\right) \text { and } D^{( \pm)}\left(y_{1}, y_{2}\right)=D\left(y_{1}, y_{2}\right) \pm D\left(y_{2}, y_{1}\right) \tag{2.144}
\end{equation*}
$$

From the system of equations $(2.142,2.143)$, we can deduce the following equation on $\varphi_{3}^{g e n}$,

$$
\begin{align*}
& \frac{d}{d y_{1}} \varphi_{3}^{g e n}\left(y_{1}\right)=-\frac{1}{2}\left(\frac{1}{y_{1}}+\frac{1}{\bar{y}_{1}}\right)\left\{\zeta _ { 3 } ^ { V } \left[y_{1} \int_{y_{1}}^{1} d y_{2} \frac{d}{d y_{1}} B\left(y_{1}, y_{2}\right)-\bar{y}_{1} \int_{0}^{y_{1}} \frac{d}{d y_{1}} B\left(y_{2}, y_{1}\right)\right.\right. \\
& \left.+\left(\bar{y}_{1}-y_{1}\right)\left(\int_{y_{1}}^{1} d y_{2} \frac{B\left(y_{1}, y_{2}\right)}{y_{2}-y_{1}}+\int_{0}^{y_{1}} d y_{2} \frac{B\left(y_{2}, y_{1}\right)}{y_{2}-y_{1}}\right)\right] \\
& +\zeta_{3}^{A}\left[y_{1} \int_{y_{1}}^{1} d y_{2} \frac{d}{d y_{1}} D\left(y_{1}, y_{2}\right)+\bar{y}_{1} \int_{0}^{y_{1}} \frac{d}{d y_{1}} D\left(y_{2}, y_{1}\right)\right. \\
& \left.\left.-\int_{y_{1}}^{1} d y_{2} \frac{D\left(y_{1}, y_{2}\right)}{y_{2}-y_{1}}-\int_{0}^{y_{1}} d y_{2} \frac{D\left(y_{2}, y_{1}\right)}{y_{2}-y_{1}}\right]\right\} . \tag{2.145}
\end{align*}
$$

The normalized solution for $\varphi_{3}^{\text {gen }}$ is obtained by integrating over $y_{1}$. The solution is expected to be of the form,

$$
\begin{equation*}
\varphi_{3}^{g e n}(y)=\frac{1}{2}\left(-\int_{y}^{1} \frac{d y_{1}}{y_{1}}+\int_{0}^{1} \frac{d y_{1}}{\bar{y}_{1}}\right)\{\ldots\} . \tag{2.146}
\end{equation*}
$$

Finding the right combination between the brackets gives the following solution for $\varphi_{3}^{g e n}$,

$$
\begin{align*}
& \varphi_{3}^{g e n}(y)=  \tag{2.147}\\
& -\frac{1}{2} \int_{y}^{1} \frac{d u}{u}\left[\int_{0}^{u} d y_{2} \frac{d}{d u}\left(\zeta_{3}^{V} B-\zeta_{3}^{A} D\right)\left(y_{2}, u\right)-\int_{u}^{1} \frac{d y_{2}}{y_{2}-u}\left(\zeta_{3}^{V} B-\zeta_{3}^{A} D\right)\left(u, y_{2}\right)\right. \\
& \quad \\
& \left.\quad-\int_{0}^{u} \frac{d y_{2}}{y_{2}-u}\left(\zeta_{3}^{V} B-\zeta_{3}^{A} D\right)\left(y_{2}, u\right)\right] \\
& -\frac{1}{2} \int_{0}^{y_{1}} \frac{d u}{\bar{u}}\left[\int_{u}^{1} d y_{2} \frac{d}{d u}\left(\zeta_{3}^{V} B+\zeta_{3}^{A} D\right)\left(u, y_{2}\right)-\int_{u}^{1} \frac{d y_{2}}{y_{2}-u}\left(\zeta_{3}^{V} B+\zeta_{3}^{A} D\right)\left(u, y_{2}\right)\right. \\
& \\
& \left.\quad-\int_{0}^{u} \frac{d y_{2}}{y_{2}-u}\left(\zeta_{3}^{V} B+\zeta_{3}^{A} D\right)\left(y_{2}, u\right)\right]
\end{align*}
$$

We will denote,

$$
\begin{align*}
S\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) & =\zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)+\zeta_{3}^{A}\left(\mu_{F}^{2}\right) D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)  \tag{2.148}\\
M\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) & =\zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)-\zeta_{3}^{A}\left(\mu_{F}^{2}\right) D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) \tag{2.149}
\end{align*}
$$

They transform under the exchange of the quark and the antiquark roles as

$$
\begin{equation*}
S\left(\bar{y}_{2}, \bar{y}_{1} ; \mu_{F}^{2}\right)=-M\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) . \tag{2.150}
\end{equation*}
$$

The solution $\varphi_{3}^{\text {gen }}$ can be written in the form analogously to the expression of the WW solution (2.134),

$$
\begin{equation*}
\varphi_{3}^{g e n}(y)=\frac{1}{2}\left[\int_{\bar{y}}^{1} d u \frac{A(u)}{u}+\int_{y}^{1} d u \frac{A(u)}{u}\right] \tag{2.151}
\end{equation*}
$$

where

$$
\begin{equation*}
A(u)=\int_{0}^{u} d y_{2}\left[\frac{1}{y_{2}-u}-\partial_{u}\right] M\left(y_{2}, u\right)+\int_{u}^{1} d y_{2} \frac{1}{y_{2}-u} M\left(u, y_{2}\right) \tag{2.152}
\end{equation*}
$$

the quantity $A(u)$ satisfies the constraints,

$$
\begin{equation*}
\int_{0}^{1} d u A(u)=0 \quad \text { and } \quad \int_{0}^{1} d u \bar{u} A(u)=0 \tag{2.153}
\end{equation*}
$$

Inserting the solution (2.147) in eq. (2.140), the genuine solution for $\varphi_{1}^{T}$ is

$$
\begin{equation*}
\varphi_{1}^{T g e n}=\int_{0}^{y} d u \varphi_{3}^{g e n}(u)-\zeta_{3}^{V} \int_{0}^{y} d y_{1} \int_{y}^{1} d y_{2} \frac{B\left(y_{1}, y_{2}\right)}{y_{2}-y_{1}} \tag{2.154}
\end{equation*}
$$

Similarly, the genuine solutions for $\varphi_{A}$ and $\varphi_{A}^{T}$ can be obtained from the solutions $\varphi_{3}^{\text {gen }}$ and $\varphi_{1}^{T g e n}$ by exchanging the role of $\zeta_{3}^{V} B$ and $\zeta_{3}^{A} D$. In terms of the combinations $S\left(y_{2}, y_{1}\right)$ and $M\left(y_{2}, y_{1}\right)$, this corresponds to exchange

$$
S\left(y_{1}, y_{2}\right) \rightarrow S\left(y_{1}, y_{2}\right) \text { and } M\left(y_{1}, y_{2}\right) \rightarrow-M\left(y_{1}, y_{2}\right)
$$

### 2.4.4 The dictionary

In Ref. [131], the equivalence between the covariant collinear approach (CCF), which is developed in Refs. [141, 142, 153, 154, 155] and the LCCF parameterization of the DAs is shown on the example of the $\gamma^{*} \rightarrow \rho$ impact factor. The dictionary between the two sets of DAs is

$$
\begin{align*}
& B\left(y_{1}, y_{2}\right)=-\frac{\mathcal{V}\left(y_{1}, \bar{y}_{2}\right)}{y_{2}-y_{1}}, \quad D\left(y_{1}, y_{2}\right)=-\frac{\mathcal{A}\left(y_{1}, \bar{y}_{2}\right)}{y_{2}-y_{1}},  \tag{2.155}\\
& \varphi_{1}(y)=\phi_{\|}(y), \quad \varphi_{3}(y)=g_{\perp}^{(v)}(y), \quad \varphi_{A}(y)=-\frac{1}{4} \frac{\partial g_{\perp}^{(a)}(y)}{\partial y} .
\end{align*}
$$

The higher twist contributions come from the deviation from the light-cone direction $z^{2} \rightarrow 0$ due to the non-zero meson mass $m_{\rho}$. In our approach we neglected the mass term in the definitions of the momentum $p_{\rho} \sim p$ and the parton separation $z$, justifying that it would lead to twist 4 terms at least. The two-parton chiral-even DAs up to twist 3 accuracy, neglecting the quark mass terms, are defined as

$$
\begin{align*}
\langle 0| \bar{u}(z) \gamma_{\mu}[z,-z] d(-z)|\rho(p, \lambda)\rangle= & m_{\rho} f_{\rho}\left(p_{\mu} \frac{e^{(\lambda)} \cdot z}{p \cdot z} \int_{0}^{1} d y e^{i \xi p \cdot z} \Phi_{\|}\left(y, \mu^{2}\right)\right. \\
& \left.+e_{\perp \mu}^{(\lambda)} \int_{0}^{1} d y e^{\xi p \cdot z} g_{\perp}^{(v)}\left(y, \mu^{2}\right)\right),  \tag{2.156}\\
\langle 0| \bar{u}(z) \gamma_{\mu} \gamma_{5}[z,-z] d(-z)|\rho(p, \lambda)\rangle= & \frac{1}{2} m_{\rho} f_{\rho} \varepsilon_{\mu e_{\perp}^{(\lambda)} p z} \int d y e^{i \xi p \cdot z} g_{\perp}^{(a)}, \tag{2.157}
\end{align*}
$$

with $\xi=y-\bar{y}$, where the twist 2 DA is $\phi_{\|}$and where $g_{\perp}^{(a)}, g_{\perp}^{(v)}$ are the twist 3 DAs. The chiral-even three parton DAs are defined as

$$
\begin{align*}
\langle 0| \bar{u}(z) \gamma_{\alpha}[ & z, v z] g G_{\mu \nu}(v z)[v z,-z] d(-z)|\rho(p, \lambda)\rangle=i m_{\rho} f_{\rho} \zeta_{3}^{V}  \tag{2.158}\\
& \times p_{\alpha}\left(p_{\mu} e_{\perp \nu}^{(\lambda)}-p_{\nu} e_{\perp \mu}^{(\lambda)}\right) \mathcal{V}(v, p z), \\
\langle 0| \bar{u}(z) \gamma_{\alpha} \gamma_{5}[ & {[z, v z] g \tilde{G}_{\mu \nu}(v z)[v z,-z] d(-z)|\rho(p, \lambda)\rangle=m_{\rho} f_{\rho} \zeta_{3}^{A} }  \tag{2.159}\\
& \times p_{\alpha}\left(p_{\mu} e_{\perp \nu}^{(\lambda)}-p_{\nu} e_{\perp \mu}^{(\lambda)}\right) \mathcal{A}(v, p z),
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{F}(v, p z)=\int \mathcal{D}[\underline{y}] e^{-i p z\left(\bar{y}_{2}-y_{1}+v y_{g}\right)} \mathcal{F}\left(y_{1}, \bar{y}_{2}, y_{g}\right), \tag{2.160}
\end{equation*}
$$

and $\int \mathcal{D}[y] \equiv \int_{0}^{1} d y_{1} \int_{0}^{1} d y_{2} \int_{0}^{1} d y_{g} \delta\left(1-y_{1}-\bar{y}_{2}-y_{g}\right)$. The dual of the strength tensor being defined as $\tilde{G}_{\mu \nu}=-\frac{1}{2} \varepsilon_{\mu \nu \rho \sigma} G^{\rho \sigma}$.

Writing the two-parton matrix elements appearing in the soft parts of our process in
terms of the previous DAs, leads to

$$
\begin{align*}
& \langle\rho(p)| \bar{\psi}(z)[z, 0] \gamma_{\mu} \psi(0)|0\rangle=m_{\rho} f_{\rho} \int_{0}^{1} d y e^{i y p \cdot z}\left(\phi_{\|}(y) \frac{e^{*} \cdot z}{p \cdot z} p_{\mu}\right. \\
& \left.\quad+e_{\perp \mu}^{*} g_{\perp}^{(v)}(y)\right),  \tag{2.161}\\
& \langle\rho(p)| \bar{\psi}(z)[z, 0] \gamma_{5} \gamma_{\mu} \psi(0)|0\rangle=-\frac{m_{\rho} f_{\rho}}{4} \int_{0}^{1} d y e^{i y p \cdot z} g_{\perp}^{(a)}(y) \varepsilon_{\mu e_{\perp}^{*} p z} \\
& =i m_{\rho} f_{\rho} \int_{0}^{1} d y e^{i y p \cdot z}\left[-\frac{1}{4} \frac{d g_{\perp}^{(a)}(y)}{d y}\right] \frac{\varepsilon_{\mu e_{\perp}^{*} p z}}{p \cdot z} . \tag{2.162}
\end{align*}
$$

Identifying the coordinate $z$ with the light cone direction $z=\lambda n$ and choosing the axial gauge $n \cdot A=0$, the identification of the DAs is straightforward and leads to the dictionary (2.155) for $\varphi_{1}, \varphi_{3}, \varphi_{A}$.

The three particle correlators reads

$$
\begin{align*}
& \langle\rho(p)| \bar{\psi}(z)[z, t z] \gamma_{\mu} g G_{\alpha \beta}(t z)[t z, 0] \psi(0)|0\rangle  \tag{2.163}\\
& =-i m_{\rho} f_{\rho} \zeta_{3}^{V} p_{\mu}\left(p_{\alpha} e_{\perp \beta}^{*}-p_{\beta} e_{\perp \alpha}^{*}\right) \int \mathcal{D}[y] \mathcal{V}\left(y_{1}, \bar{y}_{2}\right) e^{i y_{1} p \cdot z+i y_{g} p \cdot(t z)} \\
& \langle\rho(p)| \bar{\psi}(z)[z, t z] \gamma_{5} \gamma_{\mu} g \tilde{G}_{\alpha \beta}(t z)[t z, 0] \psi(0)|0\rangle  \tag{2.164}\\
& =m_{\rho} f_{\rho} \zeta_{3}^{A} p_{\mu}\left(p_{\alpha} e_{\perp \beta}^{*}-p_{\beta} e_{\perp \alpha}^{*}\right) \int \mathcal{D}[y] \mathcal{A}\left(y_{1}, \bar{y}_{2}\right) e^{i y_{1} p \cdot z+i y_{g} p \cdot(t z)}
\end{align*}
$$

In the axial gauge $n \cdot A=0$, the Wilson lines drop off and the gluon field is expressed in terms of the field-strenght tensor as

$$
\begin{equation*}
A_{\alpha}(y)=\int_{0}^{\infty} d \sigma e^{-\epsilon \sigma} n^{\beta} G_{\alpha \beta}(y+\sigma n) \tag{2.165}
\end{equation*}
$$

Multiplying $(2.163,2.167)$ by $n^{\beta}$, integrating over $\sigma$ i.e. over $t$ after a change of variable, one gets

$$
\begin{align*}
& \langle\rho(p)| \bar{\psi}(z) \gamma_{\mu} g A_{\alpha}(t z) \psi(0)|0\rangle  \tag{2.166}\\
& =-m_{\rho} f_{\rho} \zeta_{3}^{V} p_{\mu} p_{\alpha} e_{\perp \beta}^{*} \int \mathcal{D}[y] \frac{\mathcal{V}\left(y_{1}, \bar{y}_{2}\right)}{y_{g}} e^{i y_{1} p \cdot z+i y_{g} p \cdot(t z)} \\
& \langle\rho(p)| \bar{\psi}(z) \gamma_{5} \gamma_{\mu} g A_{\alpha}(t z) \psi(0)|0\rangle  \tag{2.167}\\
& =-i m_{\rho} f_{\rho} \zeta_{3}^{A} p_{\mu} \frac{\varepsilon_{\alpha e_{\perp}^{*} p z}^{p} \int \mathcal{D}[y] \frac{\mathcal{A}\left(y_{1}, \bar{y}_{2}\right)}{y_{g}} e^{i y_{1} p \cdot z+i y_{g} p \cdot(t z)} .}{} . \tag{2.168}
\end{align*}
$$

The identification in $z=\lambda n$ gives the relations in (2.155) for the three-parton DAs.
In [131] the equivalence of the DAs (2.155) was carefully checked on the results for the spin flip and spin non-flip impact factor calculations. The fact that both results in covariant gauge and light-cone gauge are the same is also an explicit check on the gauge invariance of the impact factor results.

### 2.5 Conformal expansion and scale dependence of DAs

Now, having established a connection between the DAs of the LCCF approach [131] and the DAs of the CCF approach [142], we can use the models for the DAs that was presented in [142] using

- first conformal expansion terms of the DAs,
- factorization/renormalization scale dependence driven by renormalization group equations of the conformal operator expansion,
- QCD sum rules for the values of the coupling constants at a initial scale $\mu_{0}=1 \mathrm{GeV}$ to get explicit expressions for $\phi_{\|}\left(y ; \mu^{2}\right), \mathcal{V}\left(y ; \mu^{2}\right), \mathcal{A}\left(y ; \mu^{2}\right)$.


### 2.5.1 Goal of the conformal expansion

Let us first motivate the conformal expansion of the light-cone wave functions by considering an analogous problem; the problem of one particle in a spherical potential in quantum mechanics. In this case, the invariance under rotation of the spherical potential allows to decouple the radial dependence from the angular dependence by performing a partial wave expansion of the wave function in the basis of the spherical harmonics. This decomposition allows to put all the angular dependence into these harmonics, and then the radial dependence is driven by the one-dimensional Schrödinger equation.

In our case, the massless QCD is invariant under the transformations of the collinear subgroup of the conformal group $\mathrm{SL}(2, \mathrm{R})$ that describes Mobiüs transformations on the light-cone. The conformal invariance is broken by quantum corrections but it is valid at the level of leading logarithm accuracy. The Efremov-Radyushkin-Brodsky-Lepage (ERBL) equation $[156,157]$ that governs the $Q^{2}$-dependence of the DA $\varphi\left(y ; Q^{2}\right)$, reads

$$
\begin{equation*}
Q^{2} \frac{\partial}{\partial Q^{2}} \varphi\left(y ; Q^{2}\right)=\frac{\alpha_{s}\left(Q^{2}\right)}{4 \pi} \int_{0}^{1}[d z] V(z, y) \varphi\left(z ; Q^{2}\right) \tag{2.169}
\end{equation*}
$$

where the kernel $V$ can be computed in pQCD for large $Q^{2}$. Note that the ERBL evolution is currently known at NLO [158, 159, 160, 161]. The eigenfunctions $\varphi_{n}$ that diagonalize the Brodsky-Lepage potential are given by the representations of the conformal group $P_{n}(y)$ labeled by a conformal spin $n$

$$
\begin{equation*}
\varphi_{n}\left(y, Q^{2}\right) \propto a_{n}\left(Q^{2}\right) P_{n}(y) \tag{2.170}
\end{equation*}
$$

For example, the leading twist DA longitudinal $y$ dependence is expanded on the basis of the Gegenbauer orthogonal polynomials $C_{n}^{3 / 2}$

$$
\begin{equation*}
\varphi_{1}\left(y ; \mu^{2}\right) \equiv \Phi_{\|}(y)=6 y \bar{y} \sum_{n=0}^{\infty} a_{n}^{\|}\left(\mu_{F}^{2}\right) C_{n}^{3 / 2}(y-\bar{y}) \tag{2.171}
\end{equation*}
$$

like in quantum mechanics the wave function angular dependence is expanded on Legendre orthogonal polynomials labeled by the orbital quantum numbers. In this expansion, the $n^{-t h}$ term has a conformal spin $n+2$. At the LL accuracy, the coefficients $a_{n}\left(Q^{2}\right)$ evolution is driven by the renormalization group ( RG ) equation of the operators $\mathcal{O}_{n}$ of same conformal spin,

$$
\begin{equation*}
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}\right) \mathcal{O}_{n}^{(i)}\left(x ; \mu^{2}\right)=-\frac{\alpha_{s}}{2 \pi} \Gamma_{i j}^{n} \mathcal{O}_{n}^{(j)}\left(x ; \mu^{2}\right) \tag{2.172}
\end{equation*}
$$

There is no operator mixing under renormalization between operators of different conformal spins, which means in other words that in the basis of these operators the anomalous dimension matrix $\Gamma_{n}$ is block diagonal. Indeed the matrices $\Gamma_{n}$ is diagonal for leading twist operators but the representation of twist 3 operators are degenerate as we will see. The solutions have the form,

$$
\begin{equation*}
\varphi\left(y ; \mu^{2}\right)=N \sum_{n} a_{n}\left(\mu^{2}\right) P_{n}(y) \tag{2.173}
\end{equation*}
$$

with $N$ a normalization factor. The scale evolution of $a_{n}\left(\mu^{2}\right)$ is of the form

$$
a_{n}^{(i)}\left(\mu^{2}\right)=\left[L^{\frac{\Gamma_{n}}{\beta_{0}}}\left(\mu^{2}, \mu_{0}^{2}\right)\right]_{i j} a_{n}^{(j)}\left(\mu_{0}^{2}\right),
$$

where $L\left(\mu^{2}, \mu_{0}^{2}\right)=\left(\alpha_{s}\left(\mu^{2}\right) / \alpha_{s}\left(\mu_{0}^{2}\right)\right)$.
The conformal spin of a constituent primary field is equal to $j=\frac{1}{2}(d+s)$ with $d$ the canonical dimension and $s$ the spin projection of the field onto the light-cone. The multiparticle states can be expanded in terms of conformal spin and its lowest spin is the sum of the spin of the constituent primary fields. This lowest spin state is called "asymptotic DA", and is the only surviving state in the large energy limit due to the fact that it has the lowest anomalous dimension. The asymptotic DA for a multi-particle state takes the form [162, 149]

$$
\begin{equation*}
\phi^{A S}\left(\alpha_{1}, \alpha_{2}, . ., \alpha_{n}\right)=\frac{\Gamma\left(2 j_{1}+. .+2 j_{n}\right)}{\Gamma\left(2 j_{1}\right) \Gamma\left(2 j_{2}\right) . . \Gamma\left(2 j_{n}\right)} \alpha_{1}^{2 j_{1}-1} \alpha_{2}^{2 j_{2}-1} \ldots \alpha_{n}^{2 j_{n}-1} \tag{2.174}
\end{equation*}
$$

with $\alpha_{k}$ the longitudinal fraction of the momentum ( $\sum_{1}^{n} \alpha_{k}=1$ ) carried by the primary constituent field $f_{k}$ (quark antiquark or gluon field) of conformal spin $j_{k}$. The asymptotic DA $\varphi_{1}\left(y, \mu_{F}^{2}\right)$ with $\mu_{F}^{2} \sim Q^{2} \rightarrow \infty$, denoted $\varphi_{1}^{A S}(y)$ is then given by

$$
\begin{equation*}
\varphi_{1}^{A S}(y)=6 y \bar{y} \tag{2.175}
\end{equation*}
$$

In the production of the $\rho-$ meson up to twist 3 we neglect the masses of the quarks which are fairly small compared to the scales of the problem but if one would be interested in the $\phi-$ meson production for example, one should be more careful and take into account $\mathrm{SU}(3)$ flavor breaking symmetry. The introduction of mass effects breaks explicitly the conformal invariance.

Nevertheless, the masses do not affect the transverse evolution of DAs as it is given by the scale evolution of the operators governed by the anomalous dimensions which does not depend on the masses as long as they can be neglected compared to the scale of the process. Keeping the quark masses, the higher twist DAs when expressed in terms of a minimal
set of DAs through the relations such as EOMs of QCD or $n$-independence, exhibit terms proportional to the quark masses. These terms mix the chiral even and chiral odd sectors. For example the twist $3 \mathrm{DAs} \varphi_{1}^{T}$ would get a dependence from the twist 2 DA of the chiral odd sector proportional to the sum of quark masses $m_{u}+m_{d}$. As the masses of the quarks are inside multiplicative factors in these terms, the conformal expansion can still be used to study the DA evolutions.

### 2.5.2 Conformal expansion of the DAs

The twist 2 DA $\varphi_{1}\left(y ; \mu^{2}\right)$ conformal partial wave expansion is already given in eq. (2.171). The first coefficient $a_{0}^{\|}$is constant due to the normalization condition

$$
\int_{0}^{1} d y \varphi_{1}\left(y ; \mu^{2}\right)=1
$$

The invariance of the $\rho$-meson state under G-parity implies that the $n$-odd terms are vanishing.

The conformal expansion can be performed on operators with definite spin projection on the light-cone. The spin projectors on the light-cone are $P_{+}=\frac{1}{2} \gamma_{*} \gamma$. and $P_{-}=\frac{1}{2} \gamma . \gamma_{*}$ with the notations $a .=a \cdot z$ and $a_{*}=\frac{a \cdot p}{p \cdot z}$. The twist 3 DAs operators are

$$
\begin{align*}
& \langle 0| \gamma . \gamma_{\mu}^{\perp} \gamma_{*}[z,-z] d(-z)\left|\rho^{-}(p, \lambda)\right\rangle=-m_{\rho} f_{\rho} e_{\perp \mu}^{(\lambda)} \int_{0}^{1} d y e^{i \xi p \cdot z} g^{\uparrow \downarrow}(y),  \tag{2.176}\\
& \langle 0| \gamma_{*} \gamma_{\mu}^{\perp} \gamma .[z,-z] d(-z)\left|\rho^{-}(p, \lambda)\right\rangle=-m_{\rho} f_{\rho} e_{\perp \mu}^{(\lambda)} \int_{0}^{1} d y e^{i \xi p \cdot z} g^{\downarrow \uparrow}(y), \tag{2.177}
\end{align*}
$$

with,

$$
\begin{align*}
g^{\uparrow \downarrow} & =g_{\perp}^{(v)}+\frac{1}{4} \frac{d}{d u} g_{\perp}^{(a)} \equiv \varphi_{3}-\varphi_{A},  \tag{2.178}\\
g^{\downarrow \uparrow} & =g_{\perp}^{(v)}-\frac{1}{4} \frac{d}{d u} g_{\perp}^{(a)} \equiv \varphi_{3}+\varphi_{A} . \tag{2.179}
\end{align*}
$$

The conformal expansion for the DAs $g^{\uparrow \downarrow}, g^{\downarrow \uparrow}$ reads

$$
\begin{align*}
& g^{\uparrow \downarrow}(y)=2 \bar{y} \sum_{n=0}^{\infty} g_{n}^{\uparrow \downarrow} P_{n}^{(1,0)}(\xi),  \tag{2.180}\\
& g^{\downarrow \uparrow}(y)=2 y \sum_{n=0}^{\infty} g_{n}^{\downarrow \uparrow} P_{n}^{(0,1)}(\xi), \tag{2.181}
\end{align*}
$$

with $P_{n}^{(i, j)}$ the Jacobi polynomials. The term labeled with $n$ has a conformal spin $n+3 / 2$. This leads to the following expressions for $g_{\perp}^{(v, a)}$,

$$
\begin{align*}
g_{\perp}^{(v)}= & \sum_{n \text { even }}\left(G_{n}-G_{n-1}\right) C_{n}^{1 / 2}(\xi)+\sum_{n \text { odd }}\left(g_{n}-g_{n-1}\right) C_{n}^{1 / 2}(\xi)  \tag{2.182}\\
g_{\perp}^{(a)}= & 8 y \bar{y}\left(\sum_{n \text { even }} \frac{G_{n}-G_{n+1}}{(n+1)(n+2)} C_{n}^{3 / 2}(\xi)\right. \\
& \left.+\sum_{n \text { odd }} \frac{g_{n}-g_{n+1}}{(n+1)(n+2)} C_{n}^{3 / 2}(\xi)\right) \tag{2.183}
\end{align*}
$$

with,

$$
\begin{align*}
G_{n} & =\frac{1}{2}\left(g_{n}^{\uparrow \downarrow}+(-1)^{n} g_{n}^{\downarrow \uparrow}\right)  \tag{2.184}\\
g_{n} & =\frac{1}{2}\left(g_{n}^{\uparrow \downarrow}-(-1)^{n} g_{n}^{\downarrow \uparrow}\right) \tag{2.185}
\end{align*}
$$

It is interesting that the expansion of $g_{\perp}^{(v, a)}$ are involving coefficients of different conformal spin. However we do not have to worry about this mixing of conformal spin terms as $g_{\perp}^{(v, a)}$ can be expressed in terms of $\varphi_{1}(y) \equiv \phi_{\|}$and $B\left(y_{1}, y_{2}\right) \equiv-\frac{V\left(y_{1}, \bar{y}_{2}\right)}{y_{2}-y_{1}}$ and $D\left(y_{1}, y_{2}\right) \equiv-\frac{A\left(y_{1}, \bar{y}_{2}\right)}{y_{2}-y_{1}}$ where there is no such mixing.

The conformal expansion of the twist $3 q \bar{q} g$ correlators reads

$$
\begin{align*}
& \mathcal{V}\left(y_{1}, \bar{y}_{2}, y_{g}\right)=360 y_{1} \bar{y}_{2} y_{g}^{2} \sum_{k, l=0}^{\infty} \omega_{k, l}^{V} J_{k, l}\left(y_{1}, \bar{y}_{2}\right),  \tag{2.186}\\
& \mathcal{A}\left(y_{1}, \bar{y}_{2}, y_{g}\right)=360 y_{1} \bar{y}_{2} y_{g}^{2} \sum_{k, l=0}^{\infty} \omega_{k, l}^{A} J_{k, l}\left(y_{1}, \bar{y}_{2}\right), \tag{2.187}
\end{align*}
$$

where $J_{k, j}\left(y_{1}, \bar{y}_{2}\right) \equiv J_{k, l}\left(6,2,2, y_{1}, \bar{y}_{2}\right)$ are Appell polynomials and $y_{g}=1-\left(y_{1}+\bar{y}_{2}\right)$ the gluon fraction of momentum. The conformal spin of the term labeled by the couple $\{k, l\}$ is $n=l+k+7 / 2$, hence the conformal representation of $\operatorname{spin} n$ is degenerate as the operators with $l+k=n-7 / 2$ have same conformal spins. Note also that the number of degeneracy increases with $n$. They can mix with each other explaining why the anomalous dimension matrix is only block diagonal at twist 3 . The G-parity invariance of the DAs implies the following relations between the coefficients $\omega^{V, A}$,

$$
\omega_{k, l}^{V}=-\omega_{l, k}^{V}, \quad \omega_{k, l}^{A}=\omega_{l, k}^{A} .
$$

We denote $\omega_{[k, l]}^{V}=\left(\omega_{k, l}^{V}-\omega_{l, k}^{V}\right) / 2$ and $\omega_{\{k, l\}}^{A}=\left(\omega_{k, l}^{A}+\omega_{l, k}^{A}\right) / 2$. The normalization condition implies that

$$
\begin{equation*}
\omega_{[0,1]}^{V}=28 / 3, \quad \omega_{\{0,0\}}^{A}=1 \tag{2.188}
\end{equation*}
$$

### 2.5.3 Scale dependence of the DAs

The different terms of the conformal expansion are associated to conformal operators $\mathcal{O}_{n}$ whose evolution is given by the Callan-Symanzik equation (2.172). To find which are these operators, the technique is to use the orthogonality of the polynomials to isolate the terms of definite conformal spin in the conformal expression of the DA and then to reverse the expressions of the type $(2.156,2.157)$ in order to get the normalizations as a function of the relevant operators. Let us clarify this procedure on the example of $a_{n}^{\|}$for the leading twist DA $\varphi_{1}\left(y, \mu^{2}\right)$.

Using the orthogonality relation of the Gegenbauer polynomials

$$
\begin{equation*}
\int_{-1}^{1} d \xi\left(1-\xi^{2}\right)^{\alpha-1 / 2} C_{n}^{\alpha}(\xi) C_{m}^{\alpha}(\xi)=\delta_{m, n} \frac{\pi 2^{1-2 \alpha} \Gamma(n+2 \alpha)}{n!(n+\alpha) \Gamma(\alpha)^{2}} \tag{2.189}
\end{equation*}
$$

to extract $a_{n}^{\|}$, leads to

$$
\begin{align*}
a_{n}^{\|} & =\frac{2(2 n+3)}{3(n+1)(n+2)} \int_{0}^{1} d y C^{3 / 2}(\xi) \phi_{\|}\left(y, \mu^{2}\right) \\
& =\frac{2(2 n+3)}{3(n+1)(n+2)} \int_{0}^{1} d y C_{n}^{3 / 2}(\xi)  \tag{2.190}\\
& \times \frac{1}{m_{\rho} f_{\rho}} \int \frac{d^{4} z}{(2 \pi)^{4}} e^{-i \xi p \cdot z} \frac{1}{e^{(\lambda)} \cdot z}\langle 0| \bar{u}(z) z^{\mu} \gamma_{\mu}[z,-z] d(-z)\left|\rho^{-}(p, \lambda)\right\rangle \tag{2.191}
\end{align*}
$$

where we used the relation (2.156) multiplied by $z^{\mu}$ to isolate the DA $\phi_{\|}$. One can show that the result can be put in the form,

$$
\begin{equation*}
a_{n}^{\|}=\frac{2(2 n+3)}{3(n+1)(n+2) m_{\rho} f_{\rho}\left(e^{(\lambda)} \cdot z\right)} \frac{1}{(p \cdot z)^{n}}\langle 0| \mathcal{O}_{n}\left(0 ; \mu^{2}\right)\left|\rho^{-}(p, \lambda)\right\rangle, \tag{2.192}
\end{equation*}
$$

with the conformal operator,

$$
\begin{equation*}
\mathcal{O}_{n}(x)=\langle 0|(i \partial .)^{n} \bar{u}(x) \gamma . C_{n}^{3 / 2}(\stackrel{\leftrightarrow}{D} . / \partial .) d(x)\left|\rho^{-}(p, \lambda)\right\rangle \tag{2.193}
\end{equation*}
$$

where the notations used here are

$$
\partial^{n}\left(\frac{\stackrel{\leftrightarrow}{D}}{\partial}\right)^{k} \equiv \partial^{(n-k)} \stackrel{\leftrightarrow}{D}^{k}=(z \cdot \partial)^{n-k}\left(z \cdot \frac{\vec{D}-\stackrel{\leftarrow}{D}}{2}\right)^{k}
$$

with $\stackrel{\leftrightarrow}{D}=\frac{\vec{D}-\overleftarrow{D}}{2}$, and the total derivative $\partial_{\alpha} \equiv \frac{\vec{D}+\overleftarrow{D}}{2}$ is defined as,

$$
\begin{equation*}
\partial_{\alpha}(\bar{u}(x) \Gamma[x,-x] d(-x)) \equiv \frac{\partial}{\partial \epsilon_{\alpha}}(\bar{u}(x+\epsilon) \Gamma[x+\epsilon,-x+\epsilon] d(-x+\epsilon))_{\epsilon \rightarrow 0} . \tag{2.194}
\end{equation*}
$$

The conformal spin of $\mathcal{O}_{n}$ is the same than $a_{n}$ that is $n+2$. The scale dependence of the operator $\mathcal{O}_{n}$ is determined up to the LL accuracy by the one-loop anomalous dimension computation of the operator $\gamma_{n}^{\|}[48,156,157]$,

$$
\begin{equation*}
\gamma_{n}^{\|}=4 C_{F}\left(\psi(n+2)+\gamma_{E}-\frac{3}{4}-\frac{1}{2(n+1)(n+2)}\right) \tag{2.195}
\end{equation*}
$$

with $\psi(n)=-\gamma_{E}+\sum_{k=1}^{n+1} 1 / k$, and $\gamma_{E}$ the Euler constant. The scale dependence of $a_{n}^{\|}$is then given by

$$
\begin{equation*}
a_{n}^{\|}\left(\mu^{2}\right)=L\left(\mu^{2}, \mu_{0}^{2}\right)^{\gamma_{n} / \beta_{0}} a_{n}^{\|}\left(\mu_{0}^{2}\right), \tag{2.196}
\end{equation*}
$$

where $L\left(\mu^{2}, \mu_{0}^{2}\right)$ reads explicitly for $\mu_{0}=1 \mathrm{GeV}^{2}$,

$$
\begin{equation*}
L\left(\mu^{2}\right) \equiv L\left(\mu^{2}, 1 \mathrm{GeV}^{2}\right)=\frac{\alpha_{s}\left(\mu^{2}\right)}{\alpha_{s}\left(1 \mathrm{GeV}^{2}\right)}=\frac{1}{1+\frac{\beta_{0}}{\pi} \alpha_{s}\left(1 \mathrm{GeV}^{2}\right) \ln \left(\mu^{2}\right)} \tag{2.197}
\end{equation*}
$$

For the three-particle DAs, steps are similar except that the conformal group representations are degenerate. The first step being to isolate the $\{k, l\}^{-t h}$ terms of conformal spin $j=k+l+7 / 2 \equiv(n-2)+7 / 2$ using the orthogonality relations of Jacobi polynomials. We prefer to work with fix $n$ instead of $j$, which is equivalent, as one can match the genuine solution for the two-parton twist 3 DAs label $n$ with the conformal spin $j$ as $j=n+3 / 2$.

The definition (2.158) multiplied by $z^{\alpha} \varepsilon^{\perp \cdot \mu \nu}$ we obtain the relation,

$$
\begin{align*}
\langle 0| \bar{u}(z) \gamma .[z, v z] g \tilde{G}_{\perp .}(v z)[v z,-z] d(-z)|\rho(p, \lambda)\rangle=i m_{\rho} f_{\rho} \zeta_{3}^{V}  \tag{2.198}\\
\times \varepsilon_{\perp . p \varepsilon_{\perp}^{(\lambda)}} \int \mathcal{D}[\underline{y}] \mathcal{V}\left(y_{1}, \bar{y}_{2}, y_{g}\right) e^{-i p \cdot z\left(w y_{1}+t \bar{y}_{2}+v y_{g}\right)} \tag{2.199}
\end{align*}
$$

By acting on both sides of the eq. (2.198) with the operator

$$
\frac{\partial^{n}}{\partial t^{n-k-2} \partial w^{k}}
$$

and taking the limit $t, w \rightarrow 0$, we see that the r.h.s. will give

$$
\operatorname{im}_{\rho} f_{\rho} \zeta_{3}^{V} \varepsilon_{\perp \cdot p \varepsilon_{\perp}^{(\lambda)}}(p \cdot z)^{n-1} \int \mathcal{D}[\underline{y}] y_{1}^{k} \bar{y}_{2}^{n-k-2} \mathcal{V}\left(y_{1}, \bar{y}_{2}, y_{g}\right)
$$

while on the l.h.s it will give the operator,

The r.h.s can be simplified

$$
\begin{align*}
& \operatorname{im}_{\rho} f_{\rho} \zeta_{3}^{V} \varepsilon_{\perp \cdot p \varepsilon_{\perp}^{(\lambda)}}(p \cdot z)^{n-1} \int \mathcal{D}[\underline{y}] y_{1}^{k} \bar{y}_{2}^{n-k-2} \mathcal{V}\left(y_{1}, \bar{y}_{2}, y_{g}\right) \\
& =i m_{\rho} f_{\rho} \zeta_{3}^{V} \varepsilon_{\perp \cdot p \varepsilon_{\perp}^{(\lambda)}}(p \cdot z)^{n-1} \\
& \times \int \mathcal{D}[\underline{y}] y_{1}^{k} \bar{y}_{2}^{n-k-2}\left(360 y_{1} \bar{y}_{2} y_{g}^{2}\right) \sum_{k^{\prime}, l^{\prime}} \omega_{k^{\prime}, l^{\prime}}^{V} J_{k^{\prime}, l^{\prime}}\left(y_{1}, \bar{y}_{2}\right) \\
& =i m_{\rho} f_{\rho} \zeta_{3}^{V} \varepsilon_{\perp \cdot p \varepsilon_{\perp}^{(\lambda)}}(p \cdot z)^{n-1}\left(\frac{360(-1)^{n} k!(n-k-2)!}{2^{n+1}(n+1)(2 n+1)!!} \omega_{k, n-k-2}^{V}\right. \\
& \left.+ \text { terms in } \omega_{l, r-l-2} \text { with } r<n\right) . \tag{2.200}
\end{align*}
$$

The last line in the above equation was obtained with the help of the Jacobi polynomial relation

$$
\begin{equation*}
\int \mathcal{D}[\underline{y}] y_{1}^{m+1} \bar{y}_{2}^{n+1} y_{g}^{2} J_{k, l}\left(y_{1}, \bar{y}_{2}\right)=\delta_{m, k} \frac{(-1)^{k+l} k!l!}{2^{k+l+3}(k+l+3)(2 k+2 l+5)!!} \tag{2.201}
\end{equation*}
$$

for $m+n=k+l$, otherwise the result is zero for $m+n<k+l$ and nonzero for $m+n>k+l$. The remaining terms in $\omega_{l, r-l-2}^{V}$ correspond to total derivatives of lower conformal operators, then the relevant conformal operator corresponding to $\omega_{k, n-k-2}^{V}$ is,

$$
\begin{equation*}
\mathcal{O}_{k, n-k-2}^{V}(0) \equiv \bar{u}(0)(i \stackrel{\leftarrow}{D} .)^{n-k-2} \gamma . g \tilde{G}_{\perp} .(0)(i \vec{D})^{k} d(0)+\text { total derivatives } \tag{2.202}
\end{equation*}
$$

the "total derivative terms" coming from other higher conformal terms remaining $\omega_{l, r-l-2}^{V}$ terms with $r=n$. Note that in the DIS case, the total derivative operators sandwiched between the proton state vanish due to the fact that they are proportional to the difference of the momenta of the initial and final states. In our case the matrix element is non-forward, so the total derivatives of the operators contribute to the matrix element. The relation on the coupling constants finally reads

$$
\begin{equation*}
\left(m_{\rho} f_{\rho} \zeta_{3}^{V} \omega_{k, n-k-2}^{V}\right)\left(\mu^{2}\right)=\frac{(-1)^{n} N_{n}}{90 k!(n-k-2)!}\langle 0| \mathcal{O}_{k, n-k-2}^{V}(0)\left|\rho^{-}(p, \lambda)\right\rangle \tag{2.203}
\end{equation*}
$$

with the $k$ independent normalization

$$
N_{n}=\frac{2^{n-1}(2 n+1)!!(n+1)}{i \varepsilon_{\perp} \cdot p \varepsilon_{\perp}^{(\lambda)}(p \cdot z)^{n-1}} .
$$

We need now to get the scale dependence of the operators $\left(\mathcal{O}_{k, n-k-2}^{V}\right)_{k=0 . n-2}$ that can mix with each others under renormalization. Moreover we can apply the same treatment for the axial-vector three-parton operators leading to

$$
\begin{equation*}
\left(m_{\rho} f_{\rho} \zeta_{3}^{A} \omega_{k, n-k-2}^{A}\right)\left(\mu^{2}\right)=\frac{(-1)^{n} N_{n}}{90 k!(n-k-2)!}\langle 0| \mathcal{O}_{k, n-k-2}^{A}(0)\left|\rho^{-}(p, \lambda)\right\rangle \tag{2.204}
\end{equation*}
$$

with,

$$
\begin{equation*}
\mathcal{O}_{k, n-k-2}^{A}(0) \equiv \bar{u}(0)(i \overleftarrow{D} .)^{n-k-2} i \gamma . \gamma_{5} g \tilde{G}_{\perp .}(0)(i \vec{D})^{k} d(0)+\text { total derivatives } \tag{2.205}
\end{equation*}
$$

and the operators $\left(\mathcal{O}_{k, n-k-2}^{A}\right)_{k=0 . . n-2}$ and $\left(\mathcal{O}_{k, n-k-2}^{V}\right)_{k=0 . . n-2}$ can also mix with each other as they have the same conformal spin $j=n+3 / 2$.

It is useful to consider then the sum and the difference of the operators,

$$
\begin{equation*}
R_{n, k}^{V(A) \pm}\left(0, \mu^{2}\right)=\mathcal{O}_{k, n-k-2}^{V(A)}\left(0, \mu^{2}\right) \pm \mathcal{O}_{n-k-2, k}^{V(A)}\left(0, \mu^{2}\right) \tag{2.206}
\end{equation*}
$$

as the operators with different parity numbers don't mix under renormalization. $R_{n, k}^{V(A)+}$ and $R^{V(A)-}(n, k)$ have respectively G-parity numbers $(-1)^{n+1}$ and $(-1)^{n}$. The relevant combinations of operators that satisfy the RG equation and which mix under renormalization are

$$
\begin{equation*}
R_{n, k}^{ \pm}\left(0, \mu^{2}\right)=R_{n, k}^{V \pm}\left(0, \mu^{2}\right) \mp R_{n, k}^{A \mp}\left(0, \mu^{2}\right) . \tag{2.207}
\end{equation*}
$$

The solutions read,

$$
\begin{equation*}
R_{n, k}^{ \pm}\left(0, \mu^{2}\right)=\sum_{l=0}^{n-2}\left(L^{\Gamma^{ \pm} / \beta_{0}}\right)_{k, l} R_{n, l}^{ \pm}\left(0, \mu_{0}^{2}\right) \tag{2.208}
\end{equation*}
$$

and they lead to the scale evolution of the form

$$
\begin{align*}
& f_{3 \rho}^{V} \omega_{[k, n-k-2]}^{V} \pm f_{3 \rho}^{A} \omega_{\{k, n-k-2\}}^{A}\left(\mu^{2}\right)  \tag{2.209}\\
& =\sum_{l=0}^{n-2}\left(L^{\Gamma_{n}^{\mp} / \beta_{0}}\right)_{k, l}\left(f_{3 \rho}^{V} \omega_{[l, n-l-2]}^{V}\left(\mu_{0}^{2}\right) \pm f_{3 \rho}^{A} \omega_{\{l, n-l-2\}}^{A}\left(\mu_{0}^{2}\right)\right)
\end{align*}
$$

with $f_{3 \rho}^{V}=f_{\rho} \zeta_{3}^{V}$ and $f_{3 \rho}^{A}=f_{\rho} \zeta_{3}^{A}$. The renormalization of the operators $R_{n, k}^{ \pm}$are known for the forward matrix elements $[163,164]$ as they are relevant for the evolution of the structure function $g_{2}$. In [164] the explicit solutions for the computation is performed in the covariant approach.

For our purpose we will use the models of ref. [142] for the leading twist DA $\phi^{\|}$, and the twist $3 \mathrm{DAs} \mathcal{V}$ and $\mathcal{A}$. In this model the leading twist DA and the twist 3 DAs are
respectively expanded up to the conformal spins $j=4$ and $j=9 / 2$. The DAs truncated conformal expansions read,

$$
\begin{align*}
\phi^{\|}\left(y ; \mu^{2}\right) & =6 y \bar{y}\left(1+3 a_{1}^{\|}\left(\mu^{2}\right) \xi+\frac{3}{2}\left(5 \xi^{2}-1\right) a_{2}^{\|}(\xi)\right)  \tag{2.210}\\
\mathcal{V}\left(y_{1}, \bar{y}_{2}, y_{g}\right) & =5040\left(y_{1}-\bar{y}_{2}\right) y_{1} \bar{y}_{2} y_{g}^{2}  \tag{2.211}\\
\mathcal{A}\left(y_{1}, \bar{y}_{2}, y_{g}\right) & =360 y_{1} \bar{y}_{2} y_{g}^{2}\left(1+\frac{1}{2}\left(7 y_{g}-3\right) \omega_{1,0}^{A}\left(\mu^{2}\right)\right) \tag{2.212}
\end{align*}
$$

which is equivalent, according to (2.155), to

$$
\begin{align*}
\varphi_{1}\left(y, \mu^{2}\right) & =6 y \bar{y}\left(1+a_{2}^{\|}\left(\mu^{2}\right) \frac{3}{2}\left(5(y-\bar{y})^{2}-1\right)\right),  \tag{2.213}\\
B\left(y_{1}, y_{2} ; \mu^{2}\right) & =-5040 y_{1} \overline{y_{2}}\left(y_{1}-\overline{y_{2}}\right)\left(y_{2}-y_{1}\right)  \tag{2.214}\\
D\left(y_{1}, y_{2} ; \mu^{2}\right) & =-360 y_{1} \overline{y_{2}}\left(y_{2}-y_{1}\right)\left(1+\frac{\omega_{\{1,0\}}^{A}\left(\mu^{2}\right)}{2}\left(7\left(y_{2}-y_{1}\right)-3\right)\right) . \tag{2.215}
\end{align*}
$$

Note that $a_{1}^{\|}=0$ due to the G-parity invariance of the $\rho$-meson in the vanishing quark masses limit. This model is valid under the hypothesis that the conformal expansion converges. This is indeed ensured by the scale dependence of the operators at large enough ratio $\mu / \mu_{0}$ with $\mu_{0}$ the reference scale, as the higher is the conformal spin the faster the term decreases with $\mu^{2} / \mu_{0}^{2}$.

The reference scale used here is $\mu_{0}=1 \mathrm{GeV}$. The values of the coupling constants [142] displayed in the tab. 2.1 are determined at this scale by QCD sum rules (cf. next part).

| $\alpha_{s}$ | 0.52 |
| :--- | :---: |
| $\omega_{\{1,0\}}^{A}$ | -2.1 |
| $\omega_{[0,1]}^{V}$ | $28 / 3$ |
| $a_{2, \rho}^{\\|}$ | $0.18 \pm 0.10$ |
| $m_{\rho} f_{3 \rho}^{A}$ | $0.5-0.610^{-2} \mathrm{GeV}^{2}$ |
| $m_{\rho} f_{3 \rho}^{V}$ | $0.210^{-2} \mathrm{GeV}^{2}$ |
| $\zeta_{3}^{A}$ | 0.032 |
| $\zeta_{3}^{V}$ | 0.013 |

Table 2.1: Coupling constants and Gegenbauer coefficients entering the $\rho$-meson DAs, at the scale $\mu=1 \mathrm{GeV}$. Note that in Ref. [142] the normalizations are such that $f_{3 \rho}^{V, A}[142]=$ $m_{\rho} f_{3 \rho[\text { here }]}^{V, A}$.

We need then the scale dependence of the following quantities,

$$
a_{2}^{\|}\left(\mu^{2}\right), \quad\left(f_{3 \rho}^{V} \omega_{[0,1]}^{V}\right)\left(\mu^{2}\right)=28 / 3 f_{3 \rho}^{V}\left(\mu^{2}\right) \quad \text { and }\left(f_{3 \rho}^{A} \omega_{1,0}^{A}\right)\left(\mu^{2}\right)
$$

The evolutions of $a_{2}^{\|}\left(\mu^{2}\right)$ is given explicitly by

$$
\begin{equation*}
a_{2}^{\|}\left(\mu^{2}\right)=a_{2,0}^{\|} L\left(\mu^{2}\right)^{\gamma_{2} / \beta_{0}} . \tag{2.216}
\end{equation*}
$$

The $f_{3 \rho}^{A}$ coupling constant evolution reads

$$
\begin{equation*}
f_{3 \rho}^{A}\left(\mu^{2}\right)=f_{3 \rho}^{A}\left(1 \mathrm{GeV}^{2}\right) L\left(\mu^{2}\right)^{\Gamma_{2}^{-} / \beta_{0}} \tag{2.217}
\end{equation*}
$$

with $\Gamma_{2}^{-}=-\frac{C_{F}}{3}+3 C_{g}$ with $C_{g}=N_{c}$. Defining the vector

$$
\begin{equation*}
V\left(\mu^{2}\right)=\binom{\omega_{[0,1]}^{V} f_{3 \rho}^{V}\left(\mu^{2}\right)-\omega_{\{0,1\}}^{A}\left(\mu^{2}\right) f_{3 \rho}^{A}\left(\mu^{2}\right)}{\omega_{[0,1]}^{V} f_{3 \rho}^{V}\left(\mu^{2}\right)+\omega_{\{0,1\}}^{A}\left(\mu^{2}\right) f_{3 \rho}^{A}\left(\mu^{2}\right)} \tag{2.218}
\end{equation*}
$$

the evolution of $V\left(\mu^{2}\right)$ is given by the matrix evolution equation

$$
\begin{equation*}
V\left(\mu^{2}\right)=L\left(\mu^{2}\right)^{\Gamma_{3}^{+} / \beta_{0}} V\left(1 \mathrm{GeV}^{2}\right) \tag{2.219}
\end{equation*}
$$

with $\Gamma_{3}^{+}$given by

$$
\Gamma_{3}^{+}=\left(\begin{array}{cc}
\frac{8}{3} C_{F}+\frac{7}{3} C_{g} & \frac{2}{3} C_{F}-\frac{2}{3} C_{g}  \tag{2.220}\\
\frac{5}{3} C_{F}-\frac{4}{3} C_{g} & \frac{1}{6} C_{F}+4 C_{g}
\end{array}\right)
$$

Hence we get the dependence of $f_{3 \rho}^{V}$ and $\omega_{\{0,1\}}^{A}$ by solving this matrix equation in the eigenvectors basis of the matrix $\Gamma_{3}^{+}$. In fig. 2.15 we display the three independent DAs $\varphi_{1}$ (left), $S$ (center), $M$ (right). The fig. 2.16 shows the $\operatorname{DAs} \varphi_{3}$ (left) and $\varphi_{A}$ (right) and fig. 2.17 shows the DAs $\varphi_{1}^{T}$ (left) and $\varphi_{A}^{T}$ (right) as a function of their longitudinal variables.




Figure 2.15: The three independent DAs. Left: $\varphi_{1}\left(y ; \mu^{2}\right)$ as a function of $y$; in red (dotted) asymptotic DA, in blue (solid) $\mu^{2}=1 \mathrm{GeV}^{2}$, in blue (dashed) $\mu^{2}=25 \mathrm{GeV}^{2}$. Center: $S\left(y_{1}, y_{2}=0.6 ; \mu^{2}\right)$ as a function of $y_{1}$; in red (solid) $\mu^{2}=1 \mathrm{GeV}^{2}$, in blue (dashed) $\mu^{2}=25$ $\mathrm{GeV}^{2}$. Right: $M\left(y_{1}, y_{2}=0.6 ; \mu^{2}\right)$ as a function of $y_{1}$; in red (solid) $\mu^{2}=1 \mathrm{GeV}^{2}$, in blue (dashed) $\mu^{2}=25 \mathrm{GeV}^{2}$.

These figures exhibit the non-negligible effects of QCD evolution on DAs, in particular for the genuine twist 3 contributions.



Figure 2.16: The two DAs $\varphi_{3}$ (left) and $\varphi_{A}$ (right) as a function of $y$. In red (dotted) WW contribution with $\mu^{2}=1 \mathrm{GeV}^{2}$; in blue (dash-dotted) WW contribution with $\mu^{2}=25 \mathrm{GeV}^{2}$; in red (solid) genuine contribution with $\mu^{2}=1 \mathrm{GeV}^{2}$; in blue (dashed) genuine contribution with $\mu^{2}=25 \mathrm{GeV}^{2}$.


Figure 2.17: The two DAs $\varphi_{1}^{T}$ (left) and $\varphi_{A}^{T}$ (right) as a function of $y$. In red (dotted) WW contribution with $\mu^{2}=1 \mathrm{GeV}^{2}$; in blue (dash-dotted) WW contribution with $\mu^{2}=25 \mathrm{GeV}^{2}$; in red (solid) genuine contribution with $\mu^{2}=1 \mathrm{GeV}^{2}$; in blue (dashed) genuine contribution with $\mu^{2}=25 \mathrm{GeV}^{2}$.

### 2.6 QCD sum rules

Let us briefly sketch the main idea of the QCD sum rules method [165] to get access to the nonperturbative inputs, on the example of the twist 2 pion DA $\varphi_{\pi}^{A}[166,167]$ which parameterizes the bilocal correlator such as,

$$
\begin{equation*}
\langle 0| \bar{d}(z) \not \gamma_{5}[z,-z] u(-z)\left|\pi^{+}(p)\right\rangle=i z \cdot p f_{\pi} \int_{-1}^{1} d \xi e^{i \xi(z \cdot p)} \varphi_{\pi}^{A}(y) \tag{2.221}
\end{equation*}
$$

This non-local correlator can be Taylor expanded as a sum of local operators,

$$
\begin{equation*}
\left\langle\bar{d}(z) \not \gamma_{5}[z,-z] u(-z)\right\rangle=\sum_{n} \frac{i^{n}}{n!}\left\langle\bar{d}(0) \nLeftarrow \gamma_{5}(i z \cdot \stackrel{\leftrightarrow}{D})^{n} u(0)\right\rangle . \tag{2.222}
\end{equation*}
$$

Note that the pion decay constant $f_{\pi}$ is defined as

$$
\begin{equation*}
\langle 0| \bar{d}(0) \gamma_{\mu} \gamma_{5} u(0)\left|\pi^{+}(p)\right\rangle=i p_{\mu} f_{\pi} \tag{2.223}
\end{equation*}
$$

which taking the limit $z \rightarrow 0$ in (2.221), gives the normalization of the DA,

$$
\int_{-1}^{1} d \xi \varphi_{\pi}^{A}(\xi)=1
$$

Each terms of the expansion can be written as,

$$
\begin{align*}
\left\langle\bar{d}(0) \not \approx \gamma_{5}(i z \cdot \stackrel{\leftrightarrow}{D})^{n} u(0)\right\rangle & =z_{\alpha} z_{\mu_{1}} \cdots z_{\mu_{n}}\left\langle\bar{d}(0) \gamma^{\alpha} \gamma_{5}\left(i \stackrel{\leftrightarrow}{D}{ }^{\mu_{1}} \cdots i \stackrel{\leftrightarrow}{D}{ }^{\mu_{n}}\right) u(0)\right\rangle \\
& =(z \cdot p)^{n+1} C_{n} \tag{2.224}
\end{align*}
$$

The coefficients $C_{n}$ can now be identified with the Taylor coefficients by expanding the r.h.s of (2.221)

$$
\begin{equation*}
i z \cdot p f_{\pi} \int_{-1}^{1} d \xi e^{i \xi(z \cdot p)} \varphi_{\pi}^{A}(y)=i z \cdot p f_{\pi} \int_{-1}^{1} d \xi \sum_{n} \frac{(i \xi(z \cdot p))^{n}}{n!} \varphi_{\pi}^{A}(y) \tag{2.225}
\end{equation*}
$$

leading to

$$
C_{n}=\int_{-1}^{1} d \xi \xi^{n} \varphi_{\pi}^{A}(\xi)=\left\langle\xi^{n}\right\rangle
$$

where $\left\langle\xi^{n}\right\rangle$ is the $n$-th moment of the wave function along the light-cone direction $p$. The goal now is to derive equations (sum rules) between the nonperturbative inputs such $f_{\pi}$ that we want to evaluate and quantities that we can calculate or evaluate in the asymptotic regime where the hard scale $Q^{2} \rightarrow \infty$.

Let us consider the following correlator,

$$
\begin{equation*}
I_{n, 0}(z, q)=i \int d x e^{i q \cdot x}\langle 0| T \mathcal{O}_{n}(x) \mathcal{O}_{0}(0)|0\rangle \tag{2.226}
\end{equation*}
$$

where we denote the operator $\mathcal{O}_{m}(y)$,

$$
\begin{equation*}
\mathcal{O}_{m}(y)=\bar{d}(y) \not \gamma_{5}(i z \cdot \stackrel{\leftrightarrow}{D})^{m} u(y) \tag{2.227}
\end{equation*}
$$

The intermediate state

$$
\mathcal{O}_{0}(0)|0\rangle=\bar{d}(0) \not \approx \gamma_{5} u(0)|0\rangle,
$$

has the same quantum numbers as the $|\pi\rangle$ state. The operators $O_{n}(x)$ are the operators involved between the $|\pi\rangle$ state and the vacuum state in Eq. (2.224) so they are related to the values of $\left\langle\xi^{n}\right\rangle$. The momentum $q$ is the momentum exchanged between the two local currents projected on the coordinate $z$ as in Eq. (2.221). We can express $I_{n, 0}(z, q)$ as a $z$-independent quantity $I_{n, 0}\left(q^{2}\right)$,

$$
\begin{align*}
I_{n, 0}(z, q) & =i \int d x e^{i q \cdot x}\langle 0| \bar{d}(x) \not \approx \gamma_{5}(i z \cdot \stackrel{\leftrightarrow}{D})^{n} u(x) \bar{d}(0) \not \approx \gamma_{5} u(0)|0\rangle  \tag{2.228}\\
& =(z \cdot q)^{n+2} I_{n, 0}\left(q^{2}\right) \tag{2.229}
\end{align*}
$$

In the asymptotic limit $q^{2} \rightarrow \infty$, the main contribution is given by pQCD. Then the


Figure 2.18: pQCD loop contribution to $I_{n, 0}\left(q^{2}\right)$
asymptotically dominant contribution is given by the loop diagram in fig. 2.18, which gives [166, 167],

$$
\begin{equation*}
I_{n, 0}^{A S}\left(q^{2}\right)=-\frac{\ln \left(Q^{2}\right)}{4 \pi^{2}} \int d \xi \xi^{n} \frac{3}{4}\left(1-\xi^{2}\right)=-\frac{\ln \left(Q^{2}\right)}{4 \pi^{2}} \frac{3}{(n+1)(n+3)} \tag{2.230}
\end{equation*}
$$

The nonperturbative corrections to this result are given by considering the operator expansion of the external fields. These corrections involve the diagrams of fig. 2.19, where operators of lowest dimensions are $G_{\mu \nu}^{2}$ for the left diagram and $\bar{u} u$ for the right diagram. $I_{n, 0}\left(q^{2}\right)$, with


Figure 2.19: Nonperturbative corrections from the vacuum. Diagram on the left involves the vacuum expectation value $\langle 0| G_{\mu \nu}^{2}|0\rangle$, the right diagram involves $\langle 0| \bar{u} u|0\rangle$.
the corrective contributions of this operator product expansion, takes the form,

$$
\begin{align*}
I_{n, 0}\left(q^{2}\right)= & I_{n, 0}^{A S}\left(q^{2}\right)+\frac{\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle}{12 q^{4}}-\frac{32 \pi}{81}(11+4 n) \frac{\langle 0| \sqrt{\alpha_{s}} \bar{u} u|0\rangle}{q^{6}} \\
& +\cdots+C_{k} \frac{\langle 0| \mathcal{O}_{k}|0\rangle}{q^{2 k}}+\cdots \tag{2.231}
\end{align*}
$$

The technique is then to use an integral Borel transform of $I_{n, 0}\left(q^{2}\right)$, defined as,

$$
\begin{align*}
\frac{1}{\pi M^{2}} \int_{0}^{\infty} d S e^{-S / M^{2}} \operatorname{Im} I_{n, 0}(S)= & \frac{1}{4 \pi^{2}} \frac{3}{(n+1)(n+3)}+\frac{\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle}{12 M^{4}} \\
& -\frac{16 \pi}{81}(11+4 n) \frac{\langle 0| \sqrt{\alpha_{s}} \bar{u} u|0\rangle}{M^{6}} \\
& +\cdots+\frac{(-1)^{k}}{(k-1)!} C_{k} \frac{\langle 0| \mathcal{O}_{k}|0\rangle}{M^{2 k}}+\cdots \tag{2.232}
\end{align*}
$$

This manipulation, called "borelezation", has two important consequences, the first is that on the r.h.s. of (2.232), the operators of higher dimensions are suppressed, the second is that on the l.h.s the intermediate states with $S>M^{2}$ that could contribute to the spectral density $\operatorname{Im} I_{n, 0}$ are also suppressed.

The sum rule given by eq. (2.232) allows to get nonperturbative inputs. Indeed we know that for large $S>S_{n} \gg \mu_{0}^{2}$ the pQCD gives for the spectral density,

$$
\begin{equation*}
\mathcal{I}_{n, 0}(S)=\theta\left(S-S_{n}\right) \mathcal{I}_{n, 0}^{A S}(S)=\theta\left(S-S_{n}\right) \frac{3}{4 \pi^{2}(n+1)(n+3)} \tag{2.233}
\end{equation*}
$$

where $S_{n}$ is the threshold under which we have to take into account nonperturbative corrections. These non-perturbative corrections to the spectral density is given by the lowest energy resonances among the bound states with the good quantum numbers. In this case the $\pi^{+}$-meson state is the lowest energy resonance and the next one is the $A_{1}$-meson, leading to

$$
\begin{equation*}
\mathcal{I}_{n, 0}(S)=\theta\left(S-S_{n}\right) \mathcal{I}_{n, 0}^{A S}(S)+f_{\pi}^{2}\left\langle\xi^{n}\right\rangle_{\pi} \delta\left(S-m_{\pi}^{2}\right)+f_{A}^{2}\left\langle\xi^{n}\right\rangle_{A} \delta\left(S-m_{A}^{2}\right) \tag{2.234}
\end{equation*}
$$

Inserting (2.234) in the l.h.s of (2.232), we get a relation between the free parameters $f_{\pi}$, $f_{A},\left\langle\xi^{n}\right\rangle_{\pi},\left\langle\xi^{n}\right\rangle_{A}$ and $S_{n}$. The vacuum expectation values are assumed to be known as $\langle 0| \sqrt{\alpha_{s}} \bar{u} u|0\rangle$ and $\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle$ can be determined phenomenologically $[168,169]$. The best fit of the free parameters allows then to evaluate the nonperturbative input parameters.

### 2.7 Impact factors $\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)$

In this part we will present the computation of the impact factors $\gamma^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho\left(\lambda_{\rho}\right)$, denoted $\Phi^{\gamma_{\lambda \gamma}^{*} \rightarrow \rho_{\lambda_{\rho}}}$ for the transitions $\gamma_{L}^{*} \rightarrow \rho_{L}, \gamma_{T}^{*} \rightarrow \rho_{L}$ and $\gamma_{T}^{*} \rightarrow \rho_{T}$.

Let us recall the formulas (2.93-2.96) for the amplitudes related to the impact factors as convolutions of DAs and hard sub-processes. For the transition $\gamma_{L}^{*} \rightarrow \rho_{L}$ it reads

$$
\begin{equation*}
i \mathcal{A}_{q \bar{q}}^{(0)}=-\frac{f_{\rho}}{4} \int d y H_{q \bar{q}}^{p}(y) \varphi_{1}\left(y ; \mu_{F}^{2}\right) \tag{2.235}
\end{equation*}
$$

and for the $\gamma_{T}^{*} \rightarrow \rho_{T}$,

$$
\begin{gather*}
i \mathcal{A}=-\frac{m_{\rho} f_{\rho}}{4}\left(\int d y \left[H_{q \bar{q}}^{\phi_{\rho}^{*} T}(y) \varphi_{3}\left(y ; \mu_{F}^{2}\right)+i H_{q \bar{q}}^{R_{\perp}^{*} \gamma_{5}}(y) \varphi_{A}\left(y ; \mu_{F}^{2}\right)\right.\right. \\
\left.\quad+H_{q \bar{q}}^{e_{\rho T}^{*}, p}(y) \varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+i H_{q \bar{q}}^{R_{\perp}^{*}, p \gamma_{5}}(y) \varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right)\right] \\
-i \int d y_{1} d y_{2}\left[H_{q \bar{q} g}^{e_{\bar{q}}^{*}, \phi}\left(y_{1}, y_{2}\right) \zeta_{3}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right. \\
\left.\left.\quad+H_{q \bar{q} g}^{R_{\perp}^{*}, p \gamma_{5}}\left(y_{1}, y_{2}\right) \zeta_{3}^{A}\left(\mu_{F}^{2}\right) i D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)\right]\right) . \tag{2.236}
\end{gather*}
$$

In order to get the impact factor from (2.235, 2.236), one has to use the impact factor definition in our conventions defined in the sec. 1.2.4 of the chap. 1,

$$
\begin{equation*}
\Phi^{\gamma_{\lambda \gamma}^{*} \rightarrow \rho_{\lambda_{\rho}}}=\frac{1}{2 s} \int \frac{d \kappa}{2 \pi} \operatorname{Disc}_{\kappa}\left(S_{\mu \nu}^{\gamma^{*} g \rightarrow \rho g} p_{2}^{\mu} p_{2}^{\nu} \frac{2}{s}\right) \tag{2.237}
\end{equation*}
$$

with $\kappa=\left(q+k_{1}\right)^{2}$ the Mandelstam variable associated to the hard sub-process.
We will present in this section the calculations of the impact factors for the different types of diagrams.

### 2.7.1 Kinematics

We choose the frame where the $\rho-$ meson is along the dominant light-cone direction $p=p_{1} \sim$ $p_{\rho}$ (up to a factor $m_{\rho}^{2} / s$ ), as the amplitude is independent of the choice of the light-cone vector $n$, we choose to fix it along the dominant direction of the nucleon impact factor $p_{2}$ to compute the hard part. We recall that $p_{2}$ satisfies the relation $p_{2} \cdot p_{1}=\frac{s}{2}$ and is proportional to the vector $n$. In the forward kinematic $t=\left(q-p_{\rho}\right)^{2}=-\underline{\Delta}^{2} \rightarrow 0$ presented in fig. 2.20,


Figure 2.20: Kinematics of the process $\gamma^{*}(q) g(k 1) \rightarrow g(k 2) \rho\left(p_{\rho}\right)$.
the momenta can be expanded on the Sudakov basis as,

$$
\begin{align*}
q & =p_{1}-\frac{Q^{2}}{s} p_{2}  \tag{2.238}\\
k_{1} & =\frac{\kappa+Q^{2}+\underline{k}^{2}}{s} p_{2}+k_{\perp}  \tag{2.239}\\
k_{2} & =\frac{\kappa-m_{\rho}^{2}+\underline{k}^{2}}{s} p_{2}+k_{\perp} \sim \frac{\kappa+\underline{k}^{2}}{s} p_{2}+k_{\perp} \tag{2.240}
\end{align*}
$$

and the polarizations

$$
\begin{align*}
e_{\perp}^{(\lambda)} & =\varepsilon^{(\lambda)}  \tag{2.241}\\
e_{L}(q) & =\frac{1}{Q}\left(q+\frac{2 Q^{2}}{s} p_{2}\right) . \tag{2.242}
\end{align*}
$$

where $\varepsilon^{ \pm}=\frac{1}{\sqrt{2}}(0, \mp 1,-i, 0)$, as defined by Eq. (1.124) in sec.1.3.2 of the chap. 1.

### 2.7.2 The $\gamma_{L}^{*} \rightarrow \rho_{L}$ transition

The impact factor $\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}}$ is computed from the expression of the amplitude $\mathcal{A}_{q \bar{q}}^{(0)}$ given in eq. (2.235) and from the definition eq. (2.237). The longitudinal polarization of the $\rho$-meson is given by,

$$
\begin{equation*}
e_{L}=\frac{1}{m_{\rho}}\left(p_{1}-\frac{m_{\rho}^{2}}{s} p_{2}\right) . \tag{2.243}
\end{equation*}
$$

The hard part $H_{q \bar{q}}^{p}(y)$ is given by the six diagrams presented in fig. 2.7. Let us derive the


Figure 2.21: The detailed structure of the diagram (a), one of the six diagrams of the hard scattering.
contribution to the impact factor of the diagram (a) illustrated in fig. 2.21. It reads

$$
\begin{align*}
& \Phi_{a}=-\frac{e}{\sqrt{2}} \frac{1}{4} \frac{2}{s}(-i) f_{\rho} m_{\rho} g^{2} \frac{\delta^{a b}}{2 N} \frac{1}{2 s}  \tag{2.244}\\
& \int_{0}^{1} d y \int \frac{d \kappa}{2 \pi} \frac{\operatorname{Tr}\left[\phi_{\gamma L}\left(y p_{1}-\not q\right) p_{2}\left(k_{2}+\bar{y} p_{1}\right) p_{2} p_{1}\right]}{\left[\left(y p_{1}-q\right)^{2}+i \epsilon\right]\left[\left(k_{2}+\bar{y} p_{1}\right)^{2}+i \epsilon\right]} \varphi_{1}\left(y ; \mu_{F}^{2}\right) .
\end{align*}
$$

The computation is similar to the computations of the impact factors $\Phi^{\gamma_{L, T}^{*} \rightarrow \gamma_{L, T}^{*}}$ presented in the chap. 1. It is instructive to track the origin of the different factors in eq. (2.244). $\frac{1}{4}$ comes from Fierz identity, $\frac{2}{s}$ from the normalization of the non-sense polarizations of the $t$-channel gluons, $\frac{\delta^{a b}}{2}$ from the projection on the color singlet state in $t$-channel, $1 / N$ from the Fierz factorization of the color indices of the $\rho-$ meson. We remind that $\frac{e}{\sqrt{2}}$ stands for the electric charge of the $q \bar{q}$ content of the $\rho$-meson wave function $\frac{1}{\sqrt{2}}(\bar{u} u-\bar{d} d)$.

The poles in the $\kappa$-plane are given by the propagators. We recall that the six diagrams are needed to prove the convergence of the integral over $\kappa$ on the infinite semi-circle. We
can then compute the integral with the residue method by choosing the lower contour for example. Among the six diagrams, only four of them give a contribution due to their $\kappa$-pole structure for a given contour choice.

The result for the impact factor is,

$$
\begin{align*}
\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}} & =\frac{2 e g^{2} f_{\rho}}{\sqrt{2} Q} \frac{\delta^{a b}}{2 N} \int d y \varphi_{1}(y) \mu^{2}\left(\frac{1}{\mu^{2}}-\frac{1}{\underline{k}^{2}+\mu^{2}}\right) \\
& =\frac{2 e g^{2} f_{\rho}}{\sqrt{2} Q} \frac{\delta^{a b}}{2 N} \int d y \varphi_{1}(y) \frac{\underline{k}^{2}}{\mu^{2}+\underline{k}^{2}}, \tag{2.245}
\end{align*}
$$

where according to the notation introduced in the DIS case in Sec. 1.3.2, $\mu^{2}=y \bar{y} Q^{2}$. The result can be extended to the non-forward kinematic $\Delta \neq 0$, taking the momenta of the quark $\ell_{1}$ and of the antiquark $\ell_{2}$ as,

$$
\begin{align*}
& \ell_{1}=y p_{1}+\frac{(\underline{\ell}+y \Delta)^{2}}{y s} p_{2}+\ell_{\perp}+y \Delta_{\perp}  \tag{2.246}\\
& \ell_{2}=\bar{y} p_{1}+\frac{(\underline{\ell}+\bar{y} \Delta)^{2}}{\bar{y} s} p_{2}-\left(\ell_{\perp}-\bar{y} \Delta_{\perp}\right. \tag{2.247}
\end{align*}
$$

The result reads [130],

$$
\begin{equation*}
\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}}(\underline{k}, \underline{\Delta}, Q)=4 \pi \alpha_{s} \frac{e f_{\rho}}{\sqrt{2} Q} \frac{\delta_{a b}}{2 N_{c}} \int_{0}^{1} d y \mu^{2} \varphi_{1}\left(y ; Q^{2}\right) P_{P}(y, \underline{k}, \underline{\Delta}, Q) \tag{2.248}
\end{equation*}
$$

with

$$
\begin{align*}
P_{P}(y, \underline{k}, \underline{\Delta}, Q) & =\frac{1}{(y \underline{\Delta})^{2}+y \bar{y} Q^{2}}+\frac{1}{(\bar{y} \underline{\underline{ }})^{2}+y \bar{y} Q^{2}}  \tag{2.249}\\
& -\left(\frac{1}{(\underline{k}-y \underline{\Delta})^{2}+y \bar{y} Q^{2}}+\frac{1}{(\underline{k}-\bar{y} \underline{\Delta})^{2}+y \bar{y} Q^{2}}\right)
\end{align*}
$$

### 2.7.3 The $\gamma_{T}^{*} \rightarrow \rho_{L}$ impact factor

Using the same techniques, the first term of the expansion in twist of the impact factor $\gamma_{T}^{*} \rightarrow \rho_{L}$ is of twist 2. The twist 2 contribution to the $\gamma_{T}^{*} \rightarrow \rho_{L}$ impact factor is power suppressed by a kinematic factor $\sqrt{t} / Q$ compared to the twist 2 contribution of the $\gamma_{L}^{*} \rightarrow \rho_{L}$ impact factor. It reads [130]:

$$
\begin{equation*}
\Phi^{\gamma_{T}^{*} \rightarrow \rho_{L}}(\underline{k}, \underline{\Delta}, Q)=2 \pi \alpha_{s} \frac{e}{\sqrt{2}} f_{\rho} \frac{\delta_{a b}}{2 N_{c}} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y ; Q^{2}\right) \underline{e} \cdot \underline{Q}_{P}(y, \underline{k}, \underline{\Delta}, Q) \tag{2.250}
\end{equation*}
$$

with

$$
\begin{align*}
\underline{Q}_{P}(y, \underline{k}, \underline{\Delta}, Q)= & \frac{y \underline{\Delta}}{(y \underline{\Delta})^{2}+y \bar{y} Q^{2}}-\frac{\bar{y} \underline{\Delta}}{(\bar{y} \underline{\Delta})^{2}+y \bar{y} Q^{2}}  \tag{2.251}\\
& +\frac{\underline{k}-y \underline{\Delta}}{(\underline{k}-y \underline{\Delta})^{2}+y \bar{y} Q^{2}}-\frac{\underline{k}-\bar{y} \underline{\Delta}}{(\underline{k}-\bar{y} \underline{\Delta})^{2}+y \bar{y} Q^{2}} .
\end{align*}
$$

### 2.7.4 The $\gamma_{T}^{*} \rightarrow \rho_{T}$ impact factor

The $\gamma_{T}^{*} \rightarrow \rho_{T}$ impact factor is technically more complicated as it involves many types of diagrams. We will give here the result for each of the different types of diagrams which are represented in figs. $2.13,2.8,2.9,2.10$. We skip the diagram of the type fig. 2.7 as the computation goes the same way than for $\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}}$.


Figure 2.22: The detailed structure of the diagram (b1).

Let us focus on the diagram of fig. 2.22. We recall that there are two contributions, the vector and the axial vector contributions where the spinor indices of the diagram are respectively closed on the Fierz structures $\not p_{1}$ and $p_{1} \gamma_{5}$. The vector contribution to the impact factor reads

$$
\begin{align*}
\Phi_{b 1}^{V}= & -\frac{e}{\sqrt{2}} \frac{1}{4} \frac{2}{s}(-i) g^{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y \int \frac{d \kappa}{2 \pi} \\
& \times \frac{\operatorname{Tr}\left[\phi_{\gamma}\left(\not k_{1}-\bar{y} \not p_{1}\right) \phi_{T}^{*}\left(\not k_{1}-\bar{y} p_{1}\right) p_{2} \not p_{1} \not p_{2}\left(\not k_{2}+y \not p_{1}\right)\right]}{\left[\left(k_{1}-\bar{y} p_{1}\right)^{2}+i \eta\right]^{2}\left[\left(k_{2}+\bar{y} p_{1}\right)^{2}+i \eta\right]} \varphi_{1}^{T}(y) \tag{2.252}
\end{align*}
$$

Computing the trace and integrating over $\kappa$ leads to

$$
\begin{align*}
\Phi_{b 1}^{V} & =-\frac{e_{q} g^{2}}{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}}  \tag{2.253}\\
& \times \int_{0}^{1} d y y \frac{-e_{T}^{*} \cdot e_{\gamma}\left(y \bar{y} Q^{2}+\underline{k}^{2}\right)+2 e_{T}^{*} \cdot k e_{T}^{*} \cdot k(1-2 y)}{\left(Q^{2} y \bar{y}+\underline{k}^{2}\right)^{2}} \varphi_{1}^{T}(y) .
\end{align*}
$$

The axial vector contribution reads

$$
\begin{align*}
\Phi_{b 1}^{A} & =-e_{q} \frac{i}{4} \frac{2}{s}(-i) g^{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y \int \frac{d \kappa}{2 \pi}  \tag{2.254}\\
& \times \frac{\operatorname{Tr}\left[\phi_{\gamma}\left(\not k_{1}-\bar{y} \not p_{1}\right) \gamma_{\alpha}\left(\not k_{1}-\bar{y} p_{1}\right) \not p_{2} \not p_{1} \gamma_{5} \not p_{2}\left(\not k_{2}+y \not p_{1}\right)\right]}{\left[\left(k_{1}-\bar{y} p_{1}\right)^{2}+i \eta\right]^{2}\left[\left(k_{2}+\bar{y} p_{1}\right)^{2}+i \eta\right]} \epsilon_{e_{T}^{*} p n}^{\alpha} \varphi_{A}^{T}(y)
\end{align*}
$$

which gives,

$$
\begin{align*}
\Phi_{b 1}^{A} & =-\frac{e_{q} g^{2}}{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}}  \tag{2.255}\\
& \times \int_{0}^{1} d y y \frac{-e_{T}^{*} \cdot e_{\gamma}\left(y \bar{y} Q^{2}-\underline{k}^{2}\right)+2 e_{T}^{*} \cdot k e_{T}^{*} \cdot k}{\left(Q^{2} y \bar{y}+\underline{k}^{2}\right)^{2}} \varphi_{A}^{T}(y)
\end{align*}
$$



Figure 2.23: The detailed structure of the diagram (aG1).

Let us consider now the abelian three-parton contribution diagrams shown in fig. 2.23. Two different color factors can be obtained depending of where the gluon is attached,

$$
\begin{align*}
& \frac{2}{\left(N_{c}^{2}-1\right)} \operatorname{Tr}\left(t^{c} t^{a} t^{b} t^{c}\right)= \frac{\delta^{a b}}{2 N_{c}}:(\mathrm{aG} 1),(\mathrm{cG} 1),(\mathrm{eG} 1),(\mathrm{fG} 1)  \tag{2.256}\\
& \frac{2}{\left(N_{c}^{2}-1\right)} \operatorname{Tr}\left(t^{c} t^{a} t^{c} t^{b}\right)= \frac{1}{2}\left(2-\frac{N_{c}}{C_{F}}\right) \frac{\delta^{a b}}{2 N_{c}}:(\mathrm{bG} 1),(\mathrm{dG} 1),(\mathrm{aG} 2), \\
&(\mathrm{cG} 2),(\mathrm{bG} 2),(\mathrm{dG} 2),(\mathrm{eG} 2),(\mathrm{fG} 2),
\end{align*}
$$

where the $2 /\left(N_{c}^{2}-1\right)$ comes from the Fierz coefficient when factorizing the $q \bar{q} g$ state in color space.

The vector contribution of the diagram aG1 reads

$$
\begin{align*}
\Phi_{a G 1}^{V} & =-e_{q} \frac{12}{4} \frac{2}{s}(i) g^{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y_{1} d y_{2} \int \frac{d \kappa}{2 \pi} B\left(y_{1}, y_{2}\right)  \tag{2.257}\\
& \times \frac{\operatorname{Tr}\left[\phi_{\gamma}\left(y_{1} \not p_{1}-\not q\right) \phi_{T}^{*}\left(y_{2} p_{1}-\not q\right) p_{2}\left(\not k_{2}+\bar{y}_{2} p_{1}\right) p_{2} \not p_{1}\right]}{\left[\left(y_{1} p_{1}-q\right)^{2}+i \eta\right]\left[\left(y_{2} p_{1}-q\right)^{2}+i \eta\right]\left[\left(k_{2}+\bar{y}_{2} p_{1}\right)^{2}+i \eta\right]}, \\
& =-\frac{e_{q} g^{2}}{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \int_{0}^{1} d y_{1} d y_{2} \frac{e_{T}^{*} \cdot e_{\gamma}}{\bar{y}_{1} Q^{2}} B\left(y_{1}, y_{2}\right) . \tag{2.258}
\end{align*}
$$

The axial-vector contribution of aG1 reads

$$
\begin{align*}
\Phi_{a G 1}^{A} & =-e_{q} \frac{i}{4} \frac{2}{s}(i) g^{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y_{1} d y_{2} \int \frac{d \kappa}{2 \pi} \varepsilon_{e_{T}^{*} p n}^{\alpha} D\left(y_{1}, y_{2}\right)  \tag{2.259}\\
& \times \frac{\operatorname{Tr}\left[\phi_{\gamma}\left(y_{1} \not p_{1}-\not q\right) \gamma_{\alpha}\left(y_{2} \not p_{1}-\not q\right) p_{2}\left(\not k_{2}+\bar{y}_{2} p_{1}\right) \not p_{2} p_{1}\right]}{\left[\left(y_{1} p_{1}-q\right)^{2}+i \eta\right]\left[\left(y_{2} p_{1}-q\right)^{2}+i \eta\right]\left[\left(k_{2}+\bar{y}_{2} p_{1}\right)^{2}+i \eta\right]} \\
& =-\frac{e_{q} g^{2}}{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \int_{0}^{1} d y_{1} d y_{2} \frac{e_{T}^{*} \cdot e_{\gamma}}{\bar{y}_{1} Q^{2}} D\left(y_{1}, y_{2}\right) . \tag{2.260}
\end{align*}
$$



Figure 2.24: The detailed structure of the "non-Abelian" (with one triple gluon vertex) diagram (atG1).

The non-abelian diagram with one gluon triple vertex involves also two kinds of color factors,

$$
\begin{align*}
& \frac{2}{N_{c}^{2}-1}(-i) \operatorname{Tr}\left(t^{c} t^{b} t^{d}\right) f^{c a d}=\frac{N_{c}}{2} \frac{1}{C_{F}} \frac{\delta^{a b}}{2 N_{c}}: \\
& \quad(\mathrm{atG} 1),(\mathrm{dtG} 1),(\mathrm{etG} 1),(\mathrm{btG} 2),(\mathrm{ctG} 2),(\mathrm{ftG} 2)  \tag{2.261}\\
& \frac{2}{N_{c}^{2}-1}(-i) \operatorname{Tr}\left(t^{c} t^{d} t^{b}\right) f^{c a d}=-\frac{N_{c}}{2} \frac{1}{C_{F}} \frac{\delta^{a b}}{2 N_{c}}: \\
& \quad(\mathrm{ctG} 1),(\mathrm{btG} 1),(\mathrm{ftG} 1),(\mathrm{atG} 2),(\mathrm{dtG} 2),(\mathrm{etG} 2) .
\end{align*}
$$

Let us consider the diagram (atG1) illustrated in fig.2.24. We denote as

$$
\begin{equation*}
d^{\nu \rho}(k)=g^{\nu \rho}-\frac{k^{\nu} n^{\rho}+k^{\rho} n^{\nu}}{k \cdot n} \tag{2.262}
\end{equation*}
$$

the numerator of the gluon propagator in axial gauge, and

$$
\begin{equation*}
V_{\mu_{1} \mu_{2} \mu_{3}}\left(k_{1}, k_{2}, k_{3}\right)=\left(k_{1}-k_{2}\right)_{\mu_{1}} g_{\mu_{1} \mu_{2}}+\cdots \tag{2.263}
\end{equation*}
$$

the momentum part of the 3 -gluon vertex, where $k_{i}$ are incoming, labeled in the counterclockwise direction. The contribution of the diagram (atG1) proportional to the vector DA,
reads

$$
\begin{align*}
& \Phi_{a t G 1}^{V}=-e_{q} \frac{1}{4} \frac{2}{s} \frac{(-i) N_{c}}{2 C_{F}} g^{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y_{1} d y_{2} \int \frac{d \kappa}{2 \pi} p_{2}^{\lambda} e_{T}^{* \alpha} B\left(y_{1}, y_{2}\right) \\
& \times \operatorname{Tr}\left[\phi_{\gamma}\left(y_{1} \not p_{1}-\not q\right) \gamma_{\nu}\left(k_{2}+\bar{y}_{2} \not p_{1}\right) p_{2} \not p_{1}\right] \\
& \times \frac{d^{\nu \rho}\left(k_{1}+\left(y_{1}-y_{2}\right) p_{1}\right) V_{\rho \lambda \alpha}\left(-k_{1}-\left(y_{1}-y_{2}\right) p_{1}, k_{1},\left(y_{1}-y_{2}\right) p_{1}\right)}{\left[\left(y_{1} p_{1}-q\right)^{2}+i \eta\right]\left[\left(k_{1}+\left(y_{1}-y_{2}\right) p_{1}\right)^{2}+i \eta\right]\left[\left(k_{2}+\bar{y}_{2} p_{1}\right)^{2}+i \eta\right]} . \tag{2.264}
\end{align*}
$$

Note that for this diagram, as well as for all "non-Abelian" diagrams, one can easily check that only the $g^{\nu \rho}$ part of (2.262) contributes.

Closing the $\kappa$ contour above or below gives for the vector DA part of the diagram (atG1) the result

$$
\begin{equation*}
\Phi_{a t G 1}^{V}=-\frac{e_{q} g^{2}}{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{N_{c}}{C_{F}} \int_{0}^{1} d y_{1} d y_{2} \frac{\left(y_{1}-y_{2}\right) \bar{y}_{2}}{\bar{y}_{1}\left(\bar{y}_{1} \underline{k}^{2}+\bar{y}_{2}\left(y_{2}-y_{1}\right) Q^{2}\right)} e_{T}^{*} \cdot e_{\gamma} B\left(y_{1}, y_{2}\right) . \tag{2.265}
\end{equation*}
$$

Similarly, the contribution of the diagram (atG1) proportional to the axial vector DA, reads

$$
\begin{align*}
& \Phi_{a t G 1}^{A}=-e_{q} \frac{i}{4} \frac{2}{s} \frac{(-i) N_{c}}{2 C_{F}} g^{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y_{1} d y_{2} \int \frac{d \kappa}{2 \pi} p_{2}^{\lambda} \epsilon_{e_{T}^{*} p n}^{\alpha} D\left(y_{1}, y_{2}\right) \\
& \times \operatorname{Tr}\left[\phi_{\gamma}\left(y_{1} p_{1}-\not q\right) \gamma_{\nu}\left(\not k_{2}+\bar{y}_{2} p_{1}\right) p_{2} p_{1} \gamma_{5}\right] \\
& \times \frac{d^{\nu \rho}\left(k_{1}+\left(y_{1}-y_{2}\right) p_{1}\right) V_{\rho \lambda \alpha}\left(-k_{1}-\left(y_{1}-y_{2}\right) p_{1}, k_{1},\left(y_{1}-y_{2}\right) p_{1}\right)}{\left[\left(y_{1} p_{1}-q\right)^{2}+i \eta\right]\left[\left(k_{1}+\left(y_{1}-y_{2}\right) p_{1}\right)^{2}+i \eta\right]\left[\left(k_{2}+\bar{y}_{2} p_{1}\right)^{2}+i \eta\right]} \tag{2.266}
\end{align*}
$$

and closing the $\kappa$ contour above or below gives

$$
\begin{align*}
\Phi_{a t G 1}^{A} & =-\frac{e_{q} g^{2}}{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{N_{c}}{C_{F}}  \tag{2.267}\\
& \times \int_{0}^{1} d y_{1} d y_{2} \frac{\left(y_{1}-y_{2}\right) \bar{y}_{2}}{\bar{y}_{1}\left(\bar{y}_{1} \underline{k}^{2}+\bar{y}_{2}\left(y_{2}-y_{1}\right) Q^{2}\right)} e_{T}^{*} \cdot e_{\gamma} D\left(y_{1}, y_{2}\right)
\end{align*}
$$



Figure 2.25: The detailed structure of the diagram (gttG1).

We consider now the "non-Abelian" diagrams of the type of gttG1 illustrated in fig.2.25, involving two triple gluon vertices. They all involve the color structure

$$
\begin{equation*}
-\frac{2}{N_{c}^{2}-1} \operatorname{Tr}\left[t^{c} t^{d}\right] f^{c e a} f^{e d b}=\frac{N_{c}}{C_{F}} \frac{\delta^{a b}}{2 N_{c}} . \tag{2.268}
\end{equation*}
$$

The vector contribution of gttG1 reads

$$
\begin{align*}
& \Phi_{g t t G 1}^{V}=-e_{q} \frac{1}{4} \frac{2}{s} \frac{(-i) N_{c}}{C_{F}} g^{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y_{1} d y_{2} \int \frac{d \kappa}{2 \pi} p_{2}^{\lambda} p_{2}^{\tau} e_{T}^{* \delta} B\left(y_{1}, y_{2}\right) \\
& \times \operatorname{Tr}\left[\phi_{\gamma}\left(y_{1} p_{1}-\not q\right) \gamma_{\nu} p_{1}\right] d^{\nu \rho}\left(-q+\left(1+y_{1}-y_{2}\right) p_{1}\right) \\
& \times \frac{V_{\rho \lambda \alpha}\left(q-\left(1+y_{1}-y_{2}\right) p_{1}, k_{1},-k_{2}+\left(y_{1}-y_{2}\right) p_{1}\right) d^{\alpha \beta}\left(k_{2}+\left(y_{2}-y_{1}\right) p_{1}\right)}{\left[\left(y_{1} p_{1}-q\right)^{2}+i \eta\right]\left[\left(-q+\left(1+y_{1}-y_{2}\right) p_{1}\right)^{2}+i \eta\right]\left[\left(k_{2}+\left(y_{2}-y_{1}\right) p_{1}\right)^{2}+i \eta\right]} \\
& \times V_{\beta \tau \delta}\left(k_{2}+\left(y_{2}-y_{1}\right) p_{1},-k_{2},\left(y_{1}-y_{2}\right) p_{1}\right) . \tag{2.269}
\end{align*}
$$

When closing the $\kappa$ contour below on the single pole coming from the third propagator, it equals to

$$
\begin{equation*}
\Phi_{g t t G 1}^{V}=-\frac{e_{q} g^{2}}{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{N_{c}}{C_{F}} \frac{1}{Q^{2}} \int_{0}^{1} d y_{1} d y_{2} \frac{B\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} e_{T}^{*} \cdot e_{\gamma} \tag{2.270}
\end{equation*}
$$

The axial DA contribution from the diagram (gttG1) reads

$$
\begin{align*}
& \Phi_{g t t G 1}^{A}=-e_{q} \frac{i}{4} \frac{2}{s} \frac{(-i) N_{c}}{C_{F}} g^{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{2 s} \int_{0}^{1} d y_{1} d y_{2} \int \frac{d \kappa}{2 \pi} p_{2}^{\lambda} p_{2}^{\tau} \epsilon_{e_{T}^{*} p n}^{\sigma} D\left(y_{1}, y_{2}\right) \\
& \times \operatorname{Tr}\left[\phi_{\gamma}\left(y_{1} p_{1}-\not q\right) \gamma_{\nu} p_{1} \gamma_{5}\right] d^{\nu \rho}\left(-q+\left(1+y_{1}-y_{2}\right) p_{1}\right) \\
& \times \frac{V_{\rho \lambda \alpha}\left(q-\left(1+y_{1}-y_{2}\right) p_{1}, k_{1},-k_{2}+\left(y_{1}-y_{2}\right) p_{1}\right) d^{\alpha \beta}\left(k_{2}+\left(y_{2}-y_{1}\right) p_{1}\right)}{\left[\left(y_{1} p_{1}-q\right)^{2}+i \eta\right]\left[\left(-q+\left(1+y_{1}-y_{2}\right) p_{1}\right)^{2}+i \eta\right]\left[\left(k_{2}+\left(y_{2}-y_{1}\right) p_{1}\right)^{2}+i \eta\right]} \\
& \times V_{\beta \tau \sigma}\left(k_{2}+\left(y_{2}-y_{1}\right) p_{1},-k_{2},\left(y_{1}-y_{2}\right) p_{1}\right) . \tag{2.271}
\end{align*}
$$

It equals, when closing the $\kappa$ contour below on the single pole coming from the third propagator, to the expression

$$
\begin{equation*}
\Phi_{g t t G 1}^{A}=-\frac{e_{q} g^{2}}{2} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{N_{c}}{C_{F}} \frac{1}{Q^{2}} \int_{0}^{1} d y_{1} d y_{2} \frac{D\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} e_{T}^{*} \cdot e_{\gamma} . \tag{2.272}
\end{equation*}
$$

All other diagrams of each class can be computed according to the previous examples.
Finally the result for $\Phi^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ can be decomposed on the spin flip and spin non-flip tensors respectively denoted $T_{f}$ and $T_{n . f}$,

$$
\begin{equation*}
\Phi^{\gamma_{T}^{*} \rightarrow \rho_{T}}=\Phi_{n . f}^{\gamma_{T}^{*} \rightarrow \rho_{T}} T_{n . f}+\Phi_{f}^{\gamma_{T}^{*} \rightarrow \rho_{T}} T_{f} \tag{2.273}
\end{equation*}
$$

with

$$
\begin{align*}
T_{n . f} & =-e_{\rho \perp}^{*} \cdot e_{\gamma \perp} \\
& =\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma},  \tag{2.274}\\
T_{f} & =\frac{\left(e_{\rho \perp}^{*} \cdot k_{\perp}\right)\left(k_{\perp} \cdot e_{\gamma \perp}\right)}{\underline{k}^{2}}+\frac{\left(e_{\rho \perp}^{*} \cdot e_{\gamma \perp}\right)}{2} \\
& =\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{k}\right)\left(\underline{k} \cdot \underline{e}_{\gamma}\right)}{\underline{k}^{2}}-\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\right)}{2} . \tag{2.275}
\end{align*}
$$

The spin non-flip impact factor $\Phi_{n . f}^{\gamma_{T}^{*} \rightarrow \rho_{T}} T_{n . f}$ corresponds to transitions where the virtual photon and the $\rho$-meson have the same polarizations while for the spin flip impact factor $\Phi_{f}^{\gamma_{T}^{*} \rightarrow \rho_{T}} T_{f}$ the virtual photon and the $\rho-$ meson have different polarizations. Denoting $\alpha=\frac{k^{2}}{Q^{2}}$, the results for the spin non-flip $\gamma_{T}^{*} \rightarrow \rho_{T}$ impact factor is

$$
\begin{align*}
& \Phi_{n . f .}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=C^{a b} \frac{1}{C_{F}} \int_{0}^{1} d y_{1} \int_{0}^{1} d y_{2}  \tag{2.276}\\
& \quad \times\left\{\frac{y_{1} \zeta_{3}^{A} D\left(y_{1}, y_{2}\right)}{\alpha+\left(1-y_{1}\right) y_{1}}\left(\frac{\alpha\left(N_{c}-2 C_{F}\right)}{\left(y_{1}-y_{2}+1\right) \alpha+y_{1}\left(1-y_{2}\right)}+\frac{\alpha N_{c}\left(1-y_{1}\right)}{y_{2} \alpha+y_{1}\left(y_{2}-y_{1}\right)}\right)\right. \\
& \quad-\frac{y_{1} \zeta_{3}^{V} B\left(y_{1}, y_{2}\right)}{\alpha+\left(1-y_{1}\right) y_{1}}\left(\frac{\alpha\left(2 C_{F}-N_{c}\right)\left(2 y_{1}-1\right)}{\left(y_{1}-y_{2}+1\right) \alpha+y_{1}\left(1-y_{2}\right)}+\frac{\alpha N_{c}\left(1-y_{1}\right)}{y_{2} \alpha+y_{1}\left(y_{2}-y_{1}\right)}\right) \\
& \quad+\left(\zeta_{3}^{V} B\left(y_{1}, y_{2}\right)+\zeta_{3}^{A} D\left(y_{1}, y_{2}\right)\right) \\
& \left.\quad \times\left(\frac{2 C_{F} y_{1}}{\alpha+\left(1-y_{1}\right) y_{1}}-\frac{1}{1-y_{1}}\left[\frac{N_{c}\left(1-y_{2}\right)\left(y_{1}-y_{2}\right)}{\left(1-y_{1}\right) \alpha+\left(1-y_{2}\right)\left(y_{2}-y_{1}\right)}+C_{F}+N_{c}\right]\right)\right\}
\end{align*}
$$

and the spin flip impact factor

$$
\begin{align*}
& \Phi_{f .}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(\underline{k}^{2}\right)=\frac{C^{a b}}{2}\left\{4 \int d y_{1} \frac{\alpha}{\left(\alpha+y_{1}\left(1-y_{1}\right)\right)^{2}}\left[\varphi_{A}^{T}\left(y_{1}\right)-\left(2 y_{1}-1\right) \varphi_{1}^{T}\left(y_{1}\right)\right]\right. \\
& -4 \int d y_{1} d y_{2} \frac{y_{1} \alpha}{\alpha+y_{1}\left(1-y_{1}\right)}\left[\zeta_{3}^{A} D\left(y_{1}, y_{2}\right)\left(-y_{1}+y_{2}-1\right)+\zeta_{3}^{V} B\left(y_{1}, y_{2}\right)\left(y_{1}+y_{2}-1\right)\right] \\
& \left.\quad \times\left[\frac{\left(2-N_{c} / C_{F}\right)}{\alpha\left(y_{1}-y_{2}+1\right)+y_{1}\left(1-y_{2}\right)}-\frac{N_{c}}{C_{F}} \frac{1}{y_{2} \alpha+y_{1}\left(y_{2}-y_{1}\right)}\right]\right\} . \tag{2.277}
\end{align*}
$$

Note that to get the eq. (2.276) one has to use the EOMs given by eqs. (2.113, 2.114), in order to cancel the terms that are not vanishing in the limit $\underline{k}^{2} \rightarrow 0$ and which would lead to end-point singularities. Thus the results have no end-point singularities and are vanishing when $\underline{k}^{2} \rightarrow 0$, as imposed by the gauge invariance.

### 2.8 Helicity amplitudes

In this section, we build a phenomenological model of the ratios $T_{11} / T_{00}$ in the forward limit and $T_{01} / T_{00}$ as a function of $-t$, and we compare them to HERA data. But first let us make a brief remark on the determination of helicity amplitudes and spin matrix elements at HERA experiments.


Figure 2.26: Kinematics of the $\rho$-production.

### 2.8.1 Measurement of helicity amplitudes and spin matrix elements

The motivation of this study is the analysis that was performed by ZEUS [98] and H1 [99] collaborations to extract the full set of spin density matrix elements $r_{i j}^{\alpha}$ of vector mesons diffractive electroproduction at small-x.

The kinematic range of energies in the center of mass, virtualities and $t$ variable are displayed in tab. 2.8.1.

|  | $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $W(\mathrm{GeV})$ | $\|t\|\left(\mathrm{GeV}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| ZEUS | $2<Q^{2}<160$ | $32<W<180$ | $-t<1$ |
| H1 | $2.5<Q^{2}<60$ | $35<W<180$ | $-t<3$ |

In fig. 2.26 are shown the three different reaction planes and the angles $\Phi_{h}$ and $\phi_{h}$ between these planes. $\Phi_{h}$ is the angle between the plane of the virtual photon and the outgoing proton in the center of mass frame of the $\gamma^{*} p$ system and the plane of the incoming and outgoing electrons. $\phi_{h}$ is the angle between the plane of the virtual photon and the outgoing proton in the center of mass frame of the $\gamma^{*} p$ system and the plane of the pions momenta. Another important angle is $\theta_{h}$, the angle in the $\rho$-meson rest frame between the direction of the outgoing proton and the pions direction.

The technique to extract the helicity amplitudes $T_{\lambda_{\rho} \lambda_{\gamma}}$ or the spin density matrix elements $r_{\lambda_{\rho} \lambda_{\rho}^{\prime}}^{\alpha}$, is to expand the differential cross-section on the spherical harmonics $Y_{1 \lambda_{\rho}}\left(\theta_{h}, \phi_{h}\right)$ leading
to

$$
\begin{align*}
\frac{d \sigma}{d \cos \theta_{h} d \Phi_{h} d \phi_{h}} & =\sigma \cdot W\left(\cos \left(\theta_{h}\right), \phi_{h}, \Phi_{h}\right)  \tag{2.278}\\
& =\sum_{\lambda_{\gamma} \lambda_{\gamma}^{\prime} ; \lambda_{\rho} \lambda_{\rho}^{\prime}} T_{\lambda_{\rho} \lambda_{\gamma}} T_{\lambda_{\rho}^{\prime} \lambda_{\gamma}^{\prime}}^{*} \cdot Y_{1, \lambda_{\rho}}\left(\theta_{h}, \phi_{h}\right) Y_{1, \lambda_{\rho}^{\prime}}^{*}\left(\theta_{h}, \phi_{h}\right) \cdot \rho_{\lambda_{\gamma} \lambda_{\gamma}^{\prime}} \tag{2.279}
\end{align*}
$$

where $\rho_{\lambda_{\gamma} \lambda_{\gamma}^{\prime}}$ is the spin density matrix element associated to the production of the virtual photon from the scattering lepton. The quantities $\rho_{\lambda \lambda^{\prime}}$ are defined by projecting the product of leptonic currents that appear at the cross-section level, on the polarizations $\lambda$ and $\lambda^{\prime}$ of the virtual photons. The differential cross-section of $e p \rightarrow e^{\prime} X$ with $X$ an arbitrary final state, can be decoupled into,

$$
\begin{equation*}
\frac{d \sigma\left(e p \rightarrow e^{\prime} X\right)}{d Q^{2} d y} d \Pi_{X}=\frac{\alpha}{\pi Q^{2} y}\left(1-y+\frac{1}{2} y^{2}\right) \sum_{\lambda \lambda^{\prime}} \rho_{\lambda \lambda^{\prime}} d \sigma_{\lambda \lambda^{\prime}}\left(\gamma^{*} p \rightarrow X\right) \tag{2.280}
\end{equation*}
$$

with $\frac{d \sigma_{\gamma^{*} p \rightarrow X}}{d \Pi_{X}}$ the differential photoabsorption cross-section $\gamma^{*} p \rightarrow X$. The elements of the $\rho-$ meson spin density matrix only depend on the angle $\Phi_{h}$ and the photon polarization parameter $\varepsilon \sim \frac{2(1-y)}{1+(1-y)^{2}}$ at small-x, which is different for $\mathrm{H} 1\langle\varepsilon\rangle=0.98$ and for ZEUS $\langle\varepsilon\rangle=0.996$.

Following the analysis of Schilling and Wolf [170], in the s-channel helicity conserving (SCHC) approximation where only the transitions with $\lambda_{\rho}=\lambda_{\gamma}$ are allowed, the tensor $W\left(\cos \left(\theta_{h}\right), \phi_{h}, \Phi_{h}\right)$ can be parameterized by the following spin density matrix elements,

$$
\begin{align*}
r_{00}^{04} & =\frac{\varepsilon}{x_{11}^{2}+\varepsilon}  \tag{2.281}\\
r_{1-1}^{1} & =-\mathcal{I} m\left(r_{1-1}^{2}\right)=\frac{1}{2} \frac{x_{11}^{2}}{x_{11}^{2}+\varepsilon}  \tag{2.282}\\
\mathcal{R} e r_{10}^{5} & =-\mathcal{I} m r_{10}^{6}=\frac{1}{2 \sqrt{2}} \frac{\mathcal{R} e\left(T_{11} T_{00}^{*}\right)}{\left|T_{11}\right|^{2}+\varepsilon\left|T_{00}\right|^{2}}, \tag{2.283}
\end{align*}
$$

with the notation $x_{i j}=\left|T_{i j}\right| /\left|T_{00}\right|$. The analysis of [170] goes beyond the SCHC approximation and involves the full set of the 15 spin density matrix elements.

Note that our calculations of impact factors $\gamma_{T}^{*} \rightarrow \rho_{T}$ are performed in the forward limit so we can access $T_{11}$ only in this limit, while experimental data are integrated over some $t$ range but are dominated by very small values of $t$. The $t$-dependence is given by an exponential falling functions

$$
\frac{d \sigma_{L, T}}{d t} \sim \exp \left(-b_{L, T}|t|\right)
$$

where $b_{L}$ and $b_{T}$ are fitted to HERA data. The difference $b_{L}-b_{T}$ being very small we can assume in a first approximation that the $t$-dependence in the ratios $x_{11}$ cancels out. The influence of the SCHC helicity amplitudes due to the small but non-zero $t$-value can be estimated from the data. For $t \neq t_{m i n}, r_{00}^{04}$ slightly depends on the $s$-channel helicity violating amplitudes $T_{01}, T_{10}$, and $T_{1-1}$. Experimental data are dominated by $\left|t-t_{m i n}\right| \leq 0.4 \mathrm{GeV}^{2}$, for which the significant amplitudes are $\left|T_{00}\right|>\left|T_{11}\right|>\left|T_{01}\right|$. The exact relation beyond SCHC
approximation reads

$$
\begin{equation*}
r_{00}^{04}=\frac{\varepsilon+x_{01}^{2}}{x_{11}^{2}+\varepsilon+x_{01}^{2}+x_{1-1}^{2}+2 \varepsilon x_{10}^{2}} . \tag{2.284}
\end{equation*}
$$

In the next section, we will make predictions for $x_{11}$ and $x_{01}$ based on the impact factor representation of the helicity amplitude using the results obtained in the LCCF scheme.

### 2.8.2 A proton impact factor model

The helicity amplitudes at Born level read,

$$
\begin{equation*}
T_{\lambda_{\rho} \lambda_{\gamma}}=i s \int \frac{d^{2} \underline{k}}{(2 \pi)^{2}} \frac{1}{\underline{k}^{2}(\underline{k}-\underline{\Delta})^{2}} \Phi^{\gamma_{\lambda_{\gamma}}^{*} \rightarrow \rho_{\lambda_{\rho}}}(\underline{k}, \underline{\Delta}) \Phi^{N \rightarrow N}(\underline{k}, \underline{\Delta}) \tag{2.285}
\end{equation*}
$$

with $\underline{\Delta}$ the transverse momentum exchanged in $t$-channel. The nucleon impact factor $\Phi^{N \rightarrow N}(\underline{k}, \underline{k}-$ $\Delta$ ) is not calculable in pQCD and we have to use a model. A simple phenomenological model was provided for hadron-hadron scattering in Ref.[143] by Gunion and Soper (GS), of the form:

$$
\begin{equation*}
\Phi_{N \rightarrow N}\left(\underline{k}, \underline{\Delta} ; M^{2}\right)=A \delta_{a b}\left[\frac{1}{M^{2}+\left(\frac{\Delta}{2}\right)^{2}}-\frac{1}{M^{2}+\left(\underline{k}-\frac{\Delta}{2}\right)^{2}}\right] . \tag{2.286}
\end{equation*}
$$

$A$ and $M$ are free parameters that correspond to soft scales of the proton-proton impact factor. In order to get rid of the normalizations of the helicity amplitudes, we will focus on the descriptions of the ratios of helicity amplitudes. With the impact factor we have computed we can compare two ratios namely $T_{11} / T_{00}$ in the forward limit and $T_{01} / T_{00}$ as a function of $t=-\underline{\Delta}^{2}$.

The above model (2.286) that we will refer as the "GS model" can be interpreted as the interaction of color dipole configurations inside the nucleon with the two $t$-channel gluons. The scale $M$ is then a internal hadronic transverse scale that governs the typical transverse momentum. Such a model was the basis of the dipole approach of high-energy scattering [10] and used successfully to describe DIS at small $x$ [171].

### 2.8.3 Helicity amplitudes $T_{11}$ and $T_{00}$ at $t=t_{\text {min }}$ - Comparison of obtained predictions with H1 data

Inserting the impact factor results $(2.248,2.286)$ in the formula $(2.285)$ for the helicity amplitudes leads to

$$
\begin{equation*}
T_{00}=\frac{i s C_{F} 2 A B}{(2 \pi) Q^{5}} \int_{0}^{1} d y \varphi_{1}\left(y, \mu^{2}\right) \int_{R_{1}^{2}}^{\infty} d \alpha \frac{1}{\alpha^{2}}\left(\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right) \frac{\alpha}{\alpha+y \bar{y}}, \tag{2.287}
\end{equation*}
$$

with $B=2 \pi \alpha_{s} \frac{e}{\sqrt{2}} f_{\rho}, R^{2}=\frac{M^{2}}{Q^{2}}$ and $R_{1}^{2}=\frac{\lambda^{2}}{Q^{2}}$ an infra-red cut-off on the integral over $\alpha$. The infra-red cut-off is not necessary for the convergence of the integral but it allows to see how much the soft gluons contribute to the result. The helicity amplitude $T_{11}$ is split in the WW contribution and the genuine contribution,

$$
T_{11}=T_{11}^{W W}+T_{11}^{g e n}
$$

The WW contribution contains only the two-parton $(q \bar{q})$ contribution to the impact factor and each WW DAs can be expressed as a function of $\varphi_{1}(y)$, as it was explicitly shown in Sec. 2.4.3. After interchanging the integrals over $\alpha, y$ and $u$ in order to fix a specific model for DAs at the last step when performing the $u$ integration, the WW contribution reads

$$
\begin{align*}
T_{11}^{W W} & =\frac{i s C_{F}\left(\epsilon_{\gamma} \cdot \epsilon_{\rho}^{*}\right) m_{\rho} 2 A B}{(2 \pi) Q^{6}} \int_{0}^{1} d u \frac{\varphi_{1}\left(u ; \mu^{2}\right)}{u} \int_{0}^{u} d y \int_{R_{1}^{2}}^{\infty} d \alpha \\
& \times \frac{1}{\alpha^{2}}\left(\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right) \frac{\alpha(\alpha+2 y \bar{y})}{(\alpha+y \bar{y})^{2}} \tag{2.288}
\end{align*}
$$

The genuine $\left(q \bar{q}^{g e n}+q \bar{q} g\right)$ contribution involves two- and three-parton contributions. It reads

$$
\begin{align*}
& T_{11}^{g e n}=\frac{i s C_{F}\left(\epsilon_{\gamma} \cdot \epsilon_{\rho}^{*}\right) m_{\rho} A B}{(2 \pi) Q^{6}} \int_{R_{1}^{2}}^{\infty} d \alpha\left\{\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right\} \\
& \times\left\{-\int_{0}^{1} d y \frac{\alpha(\alpha+2 y \bar{y})}{y \bar{y}(\alpha+y \bar{y})^{2}}\left[(y-\bar{y}) \varphi_{1 T}^{g e n}\left(y ; \mu^{2}\right)+\varphi_{A T}^{g e n}\left(y ; \mu^{2}\right)\right]\right. \\
& \quad+\int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1} M\left(y_{1}, y_{2} ; \mu^{2}\right) \\
& \quad \times \frac{y_{1} \overline{y_{1} \alpha}}{\alpha+y_{1} \overline{y_{1}}}\left[\frac{2-N_{c} / C_{F}}{\alpha\left(y_{1}+\overline{y_{2}}\right)+y_{1} \overline{y_{2}}}-\frac{N_{c}}{C_{F}} \frac{1}{y_{2} \alpha+y_{1}\left(y_{2}-y_{1}\right)}\right] \\
& -\int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1} S\left(y_{1}, y_{2} ; \mu^{2}\right) \\
& \quad \times\left[\frac{2+N_{c} / C_{F}}{\overline{y_{1}}}+\frac{y_{1}}{\alpha+y_{1} \overline{y_{1}}}\left(\frac{\left(2-N_{c} / C_{F}\right) y_{1} \alpha}{\alpha\left(y_{1}+\overline{y_{2}}\right)+y_{1} \overline{y_{2}}}-2\right)\right. \\
& \left.\left.\quad-\frac{N_{c}}{C_{F}} \frac{\left(y_{2}-y_{1}\right) \overline{y_{2}}}{\overline{y_{1}}} \frac{1}{\alpha \overline{y_{1}}+\left(y_{2}-y_{1}\right) \overline{y_{2}}}\right]\right\} . \tag{2.289}
\end{align*}
$$

We interchange the integrals over $\alpha$ and the longitudinal fractions of momentum and we define $I_{1}\left(y ; R^{2}, R_{1}^{2}\right), I_{2}\left(y_{1}, y_{2} ; R^{2}, R_{1}^{2}\right)$ and $I_{3}\left(y_{1}, y_{2} ; R^{2}, R_{1}^{2}\right)$ as the integrands after integration over $\alpha$

$$
\begin{align*}
& I_{1}\left(y ; R^{2}, R_{1}^{2}\right)=\int_{R_{1}^{2}}^{\infty} d \alpha\left(\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right) \frac{\alpha(\alpha+2 y \bar{y})}{y \bar{y}(\alpha+y \bar{y})^{2}},  \tag{2.290}\\
& I_{2}\left(y_{1}, y_{2} ; R^{2}, R_{1}^{2}\right)=\int_{R_{1}^{2}}^{\infty} d \alpha\left\{\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right\}  \tag{2.291}\\
& \times \frac{y_{1} \overline{y_{1} \alpha}}{\alpha+y_{1} \overline{y_{1}}}\left[\frac{2-N_{c} / C_{F}}{\alpha\left(y_{1}+\overline{y_{2}}\right)+y_{1} \overline{y_{2}}}-\frac{N_{c}}{C_{F}} \frac{1}{y_{2} \alpha+y_{1}\left(y_{2}-y_{1}\right)}\right], \\
& I_{3}\left(y_{1}, y_{2} ; R^{2}, R_{1}^{2}\right)=\int_{R_{1}^{2}}^{\infty} d \alpha\left\{\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right\}  \tag{2.292}\\
& \times\left[\frac{2+N_{c} / C_{F}}{\overline{y_{1}}}+\frac{y_{1}}{\alpha+y_{1} \overline{y_{1}}}\left(\frac{\left(2-N_{c} / C_{F}\right) y_{1} \alpha}{\alpha\left(y_{1}+\overline{y_{2}}\right)+y_{1} \overline{y_{2}}}-2\right)\right. \\
&\left.-\frac{N_{c}}{C_{F}} \frac{\left(y_{2}-y_{1}\right) \overline{y_{2}}}{\overline{y_{1}}} \frac{1}{\alpha \overline{y_{1}}+\left(y_{2}-y_{1}\right) \overline{y_{2}}}\right]
\end{align*}
$$

leading to

$$
\begin{align*}
T_{11}^{g e n}=\frac{i s C_{F}\left(\epsilon_{\gamma} \cdot \epsilon_{\rho}^{*}\right) m_{\rho} A B}{(2 \pi) Q^{6}} & \left\{-\int_{0}^{1} d y I_{1}(y)\left[(y-\bar{y}) \varphi_{1 T}^{g e n}\left(y ; \mu^{2}\right)+\varphi_{A T}^{g e n}\left(y ; \mu^{2}\right)\right]\right. \\
& +\int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1} I_{2}\left(y_{1}, y_{2}\right) M\left(y_{1}, y_{2} ; \mu^{2}\right) \\
& \left.-\int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1} I_{3}\left(y_{1}, y_{2}\right) S\left(y_{1}, y_{2} ; \mu^{2}\right)\right\} \tag{2.293}
\end{align*}
$$

where the variables $R^{2}$ and $R_{1}^{2}$ have been omitted for clarity. Using the symmetry property $S\left(y_{1}, y_{2} ; \mu^{2}\right)=-M\left(\overline{y_{2}}, \overline{y_{1}} ; \mu^{2}\right)$, this expression takes the form

$$
\begin{align*}
& T_{11}^{g e n}=\frac{i s C_{F}\left(\epsilon_{\gamma} \cdot \epsilon_{\rho}^{*}\right) m_{\rho} A B}{(2 \pi) Q^{6}}\left\{-\int_{0}^{1} d y I_{1}(y)\left[(y-\bar{y}) \varphi_{1 T}^{g e n}\left(y ; \mu^{2}\right)+\varphi_{A T}^{g e n}\left(y ; \mu^{2}\right)\right]\right. \\
&\left.+\int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1}\left(I_{2}\left(y_{1}, y_{2}\right)+I_{3}\left(\overline{y_{2}}, \overline{y_{1}}\right)\right) M\left(y_{1}, y_{2} ; \mu^{2}\right)\right\} \tag{2.294}
\end{align*}
$$

with

$$
\begin{align*}
& I_{2}\left(y_{1}, y_{2}\right)+I_{3}\left(\overline{y_{2}}, \overline{y_{1}}\right)= \\
& \left(2-\frac{N_{c}}{C_{F}}\right) \int_{R_{1}^{2}}^{\infty} d \alpha \frac{1}{R^{2}\left(\alpha+R^{2}\right)\left(\alpha\left(y_{1}+\overline{y_{2}}\right)+y_{1} \overline{y_{2}}\right)}\left(\frac{{\overline{y_{2}}}^{2}}{\alpha+y_{2} \overline{y_{2}}}+\frac{y_{1} \overline{y_{1}}}{\alpha+y_{1} \overline{y_{1}}}\right) \\
& +\frac{N_{c}}{C_{F}} \int_{R_{1}^{2}}^{\infty} d \alpha \frac{1}{R^{2}\left(\alpha+R^{2}\right)\left(\alpha+y_{1} \overline{y_{1}}\right)\left(\alpha y_{2}+y_{1}\left(y_{2}-y_{1}\right)\right)} \\
& +\frac{2}{y_{2}} \int_{R_{1}^{2}}^{\infty} d \alpha \frac{1}{R^{2}\left(\alpha+R^{2}\right)\left(\alpha+y_{2} \overline{y_{2}}\right)} . \tag{2.295}
\end{align*}
$$

Combining the results (2.287) with (3.132) and (2.294), the ratios $T_{11}^{W W} / T_{00}$ and $T_{11}^{g e n} / T_{00}$ read

$$
\begin{align*}
& \frac{T_{11}^{W W}}{T_{00}}=  \tag{2.296}\\
& -\frac{m_{\rho}}{Q} \frac{\int_{0}^{1} d v \varphi_{1}\left(v ; \mu^{2}\right) \int_{0}^{1} d x \int_{R_{1}^{2}}^{\infty} d \alpha \frac{\alpha+2 x v(1-x v)}{\alpha(\alpha+x v(1-x v))^{2}}\left(\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right)}{\int_{0}^{1} d y \varphi_{1}\left(y, \mu^{2}\right) \int_{R_{1}^{2}}^{\infty} \frac{d \alpha}{\alpha(\alpha+y \bar{y})}\left(\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right)}
\end{align*}
$$

where we took into account that $\epsilon_{\gamma} \cdot \epsilon_{\rho}^{*}=-\underline{e}_{\gamma} \cdot \underline{e}_{\rho}^{*}=-1$, and

$$
\begin{align*}
& \frac{T_{11}^{g e n}}{T_{00}}=\frac{m_{\rho}}{2 Q}  \tag{2.297}\\
& \times \frac{\int_{0}^{1} d y I_{1}(y)\left[(y-\bar{y}) \varphi_{1 T}^{g e n}\left(y ; \mu^{2}\right)+\varphi_{A T}^{g e n}\left(y ; \mu^{2}\right)\right]-\int_{0}^{1} d y_{2} \int_{0}^{y_{2}} d y_{1}\left(I_{2}\left(y_{1}, y_{2}\right)+I_{3}\left(\overline{y_{2}}, \overline{y_{1}}\right)\right) M\left(y_{1}, y_{2}\right)}{\int_{0}^{1} d y \varphi_{1}\left(y ; \mu^{2}\right) \int_{R_{1}^{2}}^{\infty} d \alpha \frac{1}{\alpha^{2}}\left(\frac{1}{R^{2}}-\frac{1}{\alpha+R^{2}}\right) \frac{\alpha}{\alpha+y \bar{y}}} .
\end{align*}
$$

The integration is performed analytically over $\alpha$ and numerically over remaining variables as for example $y$ for $T_{00}, x, v$ for $T_{11}^{W W}$ and $y_{1}, y_{2}$ for $T_{11}^{g e n}$. The measured ratio $T_{11} / T_{00}$ is


Figure 2.27: The WW contribution $T_{11}^{W W} / T_{00}$ in green (dash-dotted line), the genuine contribution $T_{11}^{g e n} / T_{00}$ in red (dashed line), and the sum of the two contributions in blue (solid line), at $M=1 \mathrm{GeV}$ and $\lambda=0 \mathrm{GeV}$, as functions of the virtuality of the photon. The brown (long-dashed) curve is the contribution based on the asymptotic DA of the $\rho$ meson, $\varphi_{1}\left(y, \mu_{F}^{2}=\infty\right)=\varphi_{1}^{a s}(y)=6 y(1-y)$. Our results are compared with the experimental data from H1 [99]. The experimental errors are taken to be the quadratic sum of statistical and systematical errors.
conventionally defined [105] to have an opposite sign with respect to eqs. (2.296) and (2.297), in order to ensure the usual matrix summation in the definition of the density matrix.

In fig. 2.27 we show the different contributions to the ratio $T_{11} / T_{00}$ as a function of $Q^{2}$ and for the nonperturbative parameters $M=1 \mathrm{GeV}$ and $\lambda=0 \mathrm{GeV}$. Unless specified, we take as a factorization scale $\mu_{F}^{2}=Q^{2}$. Note that the factorization scale only appears in the ratios of the amplitudes through the DAs and the coupling constants. We see that the WW contribution dominates over the genuine one. For illustration, we also show the ratio $T_{11} / T_{00}$ using the asymptotic $\varphi_{1}^{a s}=6 y \bar{y} \mathrm{DA}$, which corresponds to $\mu_{F}^{2} \rightarrow \infty$. In this limit, only the WW contribution survives since the three-parton coupling constants $\zeta_{3}^{V}\left(\mu_{F}^{2}\right)$ and $\zeta_{3}^{A}\left(\mu_{F}^{2}\right)$ vanish when $\mu_{F}^{2} \rightarrow \infty$. The small difference between this asymptotic result and the total result (Sum) indicates a weak dependence of this ratio on the factorization scale $\mu_{F}$.

The two parameters $\lambda$ and $M$ have different physical meanings. $M$ is the typical nonperturbative hadronic scale, while $\lambda$ is the minimal virtuality of gluons, which should be bigger than $\Lambda_{Q C D}$ for consistency of our perturbative approach. From fig. 2.28 (left panel), we see that our predictions are stable for $M$ in the range $1-2 \mathrm{GeV}$. The data, when compared with our model, with $\mu=Q$, favor a value of $M$ of the order of $1-2 \mathrm{GeV}$ but exclude a very small value around $\Lambda_{Q C D}$. From fig. 2.28 (right panel), we see that for $\lambda$ around $\Lambda_{Q C D}$, our results are very close to the experimental data and rather stable, whereas for $\lambda=1 \mathrm{GeV}$, i.e. significantly larger than $\Lambda_{Q C D} \simeq 220 \mathrm{MeV}$ in the $\overline{\mathrm{MS}}$ scheme, they notably deviate from the data. Let us stress the fact that our estimate provides the correct sign for the ratio $T_{01} / T_{00}$ when compared to H 1 data is a nontrivial success of our approach.

In figs. 2.29 and 2.30 we show the results of our calculations for the spin density matrix


Figure 2.28: Predictions for the ratio $T_{11} / T_{00}$ as a function of $Q^{2}$, compared to the experimental data from H1 [99]. The experimental errors are taken to be the quadratic sum of statistical and systematical errors. Left panel: Fixed $\lambda=0 \mathrm{GeV}$ cutoff and various values for $M$. Right panel: Fixed scale $M=1 \mathrm{GeV}$, and various values of the cutoff $\lambda$.


Figure 2.29: The spin density matrix element $r_{00}^{04}$ as a function of $Q^{2}$ for $M=0.5 \mathrm{GeV}$ in green (dash-dotted line), $M=1 \mathrm{GeV}$ in blue (solid line), and $M=2 \mathrm{GeV}$ in red (dashed line), and for $\lambda=0 \mathrm{GeV}$. Our results are compared with the experimental data from ZEUS [98] and H1 [99]. The experimental errors are taken to be the quadratic sum of statistical and systematical errors.
element $r_{00}^{04}$. In fig. 2.29 is shown $r_{00}^{04}$ as a function of $Q^{2}$ for different values of the nonperturbative parameter $M$ and for $\lambda=0 \mathrm{GeV}$. In fig. 2.30 is shown our predictions for $M=1 \mathrm{GeV}$ and $\lambda=0 \mathrm{GeV}$ as a function of $W$ for several values of $Q^{2}$ compared to H1 and ZEUS data, of course our predictions are $W$-independent as our calculation is at the Born level. This observable allows a comparison of our predictions with the whole set of HERA data ${ }^{6}$.

[^6]

Figure 2.30: Predictions for $r_{00}^{04} \mathrm{vs} W$ and $Q^{2}$ compared respectively with H1[99] and ZEUS[98] data, the AS (purple dashed lines), WW (blue long dashed lines), Total (red solid lines) contributions are shown separately using the GS-model for $M=1 \mathrm{GeV}$ and $\lambda=0 \mathrm{GeV}$.

### 2.8.4 Helicity amplitudes $T_{00}$ and $T_{01}$ for $t \neq t_{\text {min }}$

The H1 data show that the spin-flip amplitude $T_{01}$ is nonzero, showing an explicit $s$-channel helicity violation. Besides, this amplitude vanishes when the squared momentum exchanged by the proton $t=-\underline{\Delta}^{2}$ is zero. We start with the generalization of eq. (2.287) for $t \neq t_{\text {min }}$,

$$
\begin{align*}
& T_{00}=\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(\underline{\Delta} / 2)^{2}\right)} \int_{0}^{1} d y y \bar{y} \varphi_{1}\left(y ; \mu^{2}\right)  \tag{2.298}\\
& \times \int \frac{d^{2} \underline{k}}{\underline{k}^{2}(\underline{k}-\underline{\Delta})^{2}} \frac{(\underline{k}-\underline{\Delta} / 2)^{2}-(\underline{\Delta} / 2)^{2}}{(\underline{k}-\underline{\Delta} / 2)^{2}+M^{2}} \\
& \times\left\{\frac{1}{(y \underline{\Delta})^{2}+y \bar{y} Q^{2}}+\frac{1}{(\bar{y} \underline{\Delta})^{2}+y \bar{y} Q^{2}}-\frac{1}{(\underline{k}-y \underline{\Delta})^{2}+y \bar{y} Q^{2}}-\frac{1}{(\underline{k}-\bar{y} \underline{\Delta})^{2}+y \bar{y} Q^{2}}\right\} .
\end{align*}
$$

Similarly,

$$
\begin{align*}
& T_{01}=\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(\underline{\Delta} / 2)^{2}\right)} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y ; \mu^{2}\right)  \tag{2.299}\\
& \times \int \frac{d^{2} \underline{k}}{\underline{k}^{2}(\underline{k}-\underline{\Delta})^{2}} \frac{(\underline{k}-\underline{\Delta} / 2)^{2}-(\underline{\Delta} / 2)^{2}}{(\underline{k}-\underline{\Delta} / 2)^{2}+M^{2}} \\
& \times\left\{\frac{y \underline{\Delta} \cdot \underline{e}}{(y \underline{\Delta})^{2}+y \bar{y} Q^{2}}-\frac{\bar{y} \underline{\Delta} \cdot \underline{e}}{(\bar{y} \underline{\underline{\Delta}})^{2}+y \bar{y} Q^{2}}+\frac{(\underline{k}-y \underline{\Delta}) \cdot \underline{e}}{(\underline{k}-y \underline{\Delta})^{2}+y \bar{y} Q^{2}}-\frac{(\underline{k}-\bar{y} \underline{\Delta}) \cdot \underline{e}}{(\underline{k}-\bar{y} \underline{\Delta})^{2}+y \bar{y} Q^{2}}\right\} .
\end{align*}
$$

In eqs. (2.298, 2.299),

- the integrations over $k_{T}$ are performed without infrared cutoff, partially analytically through a residue method,
- the integrations over $k_{T}$ are performed with an infrared cutoff, fully numerically through triangulation coordinates centered at the pole of the two $t$-channel gluons.

In the next part we will detail the integration over $\underline{k}$ with both methods.

## Integration over $\underline{k}$ for $T_{00}$ and $T_{01}$

We describe the method used to evaluate the integrals over $\underline{k}$ in eqs. $(2.298,2.299)$ when no infra-red cutoff is imposed. Let $\left(\underline{u}_{1}, \underline{u}_{2}\right)$ be the orthonormal basis such as $\underline{\Delta}=r \underline{u}_{1}$, and then $\underline{k}-\underline{\Delta}=\left(k_{1}-r, k_{2}\right)$. In that case, a residue method, as described in Ref. [130], can be applied for the $k_{1}$ integration. In this basis, the amplitudes read

$$
\begin{align*}
T_{00} & =\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y y \bar{y} \varphi_{1}\left(y, \mu^{2}\right)  \tag{2.300}\\
& \times \int_{-\infty}^{\infty} d k_{1} \int_{-\infty}^{\infty} d k_{2} \frac{1}{k_{1}^{2}+k_{2}^{2}} \frac{1}{\left(k_{1}-r\right)^{2}+k_{2}^{2}} \frac{\left(k_{1}-r / 2\right)^{2}+k_{2}^{2}-(r / 2)^{2}}{\left(k_{1}-r / 2\right)^{2}+k_{2}^{2}+M^{2}} \\
& \times\left\{\frac{1}{(y r)^{2}+y \bar{y} Q^{2}}+\frac{1}{(\bar{y} r)^{2}+y \bar{y} Q^{2}}\right. \\
& \left.-\frac{1}{\left(k_{1}-y r\right)^{2}+k_{2}^{2}+y \bar{y} Q^{2}}-\frac{1}{\left(k_{1}-\bar{y} r\right)^{2}+k_{2}^{2}+y \bar{y} Q^{2}}\right\}
\end{align*}
$$

and

$$
\begin{align*}
T_{01} & =\frac{i s C_{F} A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y, \mu^{2}\right)  \tag{2.301}\\
& \times \int_{-\infty}^{\infty} d k_{1} \int_{-\infty}^{\infty} d k_{2} \frac{1}{k_{1}^{2}+k_{2}^{2}} \frac{1}{\left(k_{1}-r\right)^{2}+k_{2}^{2}} \frac{\left(k_{1}-r / 2\right)^{2}+k_{2}^{2}-(r / 2)^{2}}{\left(k_{1}-r / 2\right)^{2}+k_{2}^{2}+M^{2}} \\
& \times\left\{\frac{y r e_{1}}{(y r)^{2}+y \bar{y} Q^{2}}-\frac{\bar{y} r e_{1}}{(\bar{y} r)^{2}+y \bar{y} Q^{2}}\right. \\
& \left.+\frac{e_{1}\left(k_{1}-y r\right)+e_{2} k_{2}}{\left(k_{1}-y r\right)^{2}+k_{2}^{2}+y \bar{y} Q^{2}}-\frac{e_{1}\left(k_{1}-\bar{y} r\right)+e_{2} k_{2}}{\left(k_{1}-\bar{y} r\right)^{2}+k_{2}^{2}+y \bar{y} Q^{2}}\right\},
\end{align*}
$$

where $e_{1}$ and $e_{2}$ are the components of the transverse polarization of the $\gamma^{*}$ in the basis $\left(\underline{u}_{1}, \underline{u}_{2}\right)$. We define the integrands $F_{00}$ and $F_{01}$ as

$$
\begin{align*}
T_{00} & =\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y y \bar{y} \varphi_{1}\left(y ; \mu^{2}\right) \\
& \times \int_{-\infty}^{\infty} d k_{1} \int_{-\infty}^{\infty} d k_{2} F_{00}\left(k_{1}, k_{2}, y\right),  \tag{2.302}\\
T_{01} & =\frac{i s C_{F} A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y ; \mu^{2}\right) \\
& \times \int_{-\infty}^{\infty} d k_{1} \int_{-\infty}^{\infty} d k_{2} F_{01}\left(k_{1}, k_{2}, y\right) . \tag{2.303}
\end{align*}
$$

We perform a shift of the variables $\underline{k} \rightarrow\left(\underline{x}+\underline{u}_{1}\right) \frac{r}{2}$ i.e $k_{1} \rightarrow x_{1}, k_{2} \rightarrow x_{2}$. The shift symmetrizes and rescales the momenta of the gluons, which are zeros for $x_{1}= \pm 1$ and $x_{2}=0$. The integrands then read

$$
\begin{align*}
& f_{00}\left(x_{1}, x_{2}, y\right)=\frac{4}{r^{2}} \frac{1}{\left(x_{1}+1\right)^{2}+x_{2}^{2}} \frac{1}{\left(x_{1}-1\right)^{2}+x_{2}^{2}} \frac{x_{1}^{2}+x_{2}^{2}-1}{g\left(M^{2}\right)+x_{1}^{2}}  \tag{2.304}\\
& \times\left\{\frac{1}{(y r)^{2}+y \bar{y} Q^{2}}+\frac{1}{(\bar{y} r)^{2}+y \bar{y} Q^{2}}\right. \\
& \left.-\frac{4}{r^{2}}\left[\frac{1}{\left(x_{1}+(y-\bar{y})\right)^{2}+g\left(y \bar{y} Q^{2}\right)}+\frac{1}{\left(x_{1}-(y-\bar{y})\right)^{2}+g\left(y \bar{y} Q^{2}\right)}\right]\right\}
\end{align*}
$$

and

$$
\begin{align*}
& f_{01}\left(x_{1}, x_{2}, y\right)=\frac{4}{r^{2}} \frac{1}{\left(x_{1}+1\right)^{2}+x_{2}^{2}} \frac{1}{\left(x_{1}-1\right)^{2}+x_{2}^{2}} \frac{x_{1}^{2}+x_{2}^{2}-1}{g\left(M^{2}\right)+x_{1}^{2}}  \tag{2.305}\\
& \times\left\{\frac{y r e_{1}}{(y r)^{2}+y \bar{y} Q^{2}}+\frac{\bar{y} r e_{1}}{(\bar{y} r)^{2}+y \bar{y} Q^{2}}\right. \\
& \left.-\frac{2}{r}\left[\frac{x_{1}+(y-\bar{y})}{\left(x_{1}+(y-\bar{y})\right)^{2}+g\left(y \bar{y} Q^{2}\right)}+\frac{x_{1}-(y-\bar{y})}{\left(x_{1}-(y-\bar{y})\right)^{2}+g\left(y \bar{y} Q^{2}\right)}\right]\right\},
\end{align*}
$$

with

$$
\begin{equation*}
g(v)=\frac{4 v+r^{2} x_{2}^{2}}{r^{2}} \tag{2.306}
\end{equation*}
$$

and $f_{00}, f_{01}$ being defined such that

$$
\begin{align*}
T_{00} & =\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y y \bar{y} \varphi_{1}\left(y, Q^{2}\right)  \tag{2.307}\\
& \times \int_{-\infty}^{\infty} d x_{1} \int_{-\infty}^{\infty} d x_{2} f_{00}\left(x_{1}, x_{2}, y\right)
\end{align*}
$$

and

$$
\begin{align*}
T_{01} & =\frac{i s C_{F} A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y, Q^{2}\right)  \tag{2.308}\\
& \times \int_{-\infty}^{\infty} d x_{1} \int_{-\infty}^{\infty} d x_{2} f_{01}\left(x_{1}, x_{2}, y\right)
\end{align*}
$$

Since the integrands in (2.307) and (2.308) oscillate quickly, we have used a method where the integration over $x_{1}$ can be analytically performed in order to avoid numerical integration issues for the case where there is no infra-red cut-off. We integrate over the variable $x_{1}$ using the residue method. The poles of the integrands are the same. The poles enclosed in the below contour line for $x_{2} \geq 0$ are

$$
\begin{equation*}
x_{1}= \pm(y-\bar{y})-i \sqrt{g\left(Q^{2} y \bar{y}\right)}, \quad x_{1}= \pm 1-i x_{2}, \quad x_{1}=-i \sqrt{g\left(M^{2}\right)} \tag{2.309}
\end{equation*}
$$

As the integrands are symmetric under $x_{2} \leftrightarrow-x_{2}$, the result is the same for $x_{2} \leq 0$. The remaining integrals over $x_{2}$ and $y$ are then

$$
\begin{align*}
T_{00}(r, Q, M) & =\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y y \bar{y} \varphi_{1}\left(y, Q^{2}\right)  \tag{2.310}\\
& \times \int_{-\infty}^{\infty} d x_{2}(-2 i \pi) \sum_{i=1}^{5} \operatorname{Res}_{i}\left[f_{00}\right] \\
T_{01}(r, Q, M) & =\frac{i s C_{F} A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y, Q^{2}\right)  \tag{2.311}\\
& \times \int_{-\infty}^{\infty} d x_{2}(-2 i \pi) \sum_{i=1}^{5} \operatorname{Res}_{i}\left[f_{01}\right]
\end{align*}
$$

where the explicit expressions for the residues $\operatorname{Res}_{i}\left[f_{00}\right]$ and $\operatorname{Res}_{i}\left[f_{01}\right]$ are too lengthy to be displayed here. We then integrate numerically over $x_{2} \in[0, \infty]$ and $y$ and finally multiply the result due to the symmetry of the pole structure by 2 .
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In the case where there is an infra-red cut-off, we cannot use anymore the residue method to simplify the integrals so the integration is performed only numerically but we have to change the variables to get stable numerical results. We will change the variables $x_{1}$ and $x_{2}$ by the distances of the point $\left(x_{1}, x_{2}\right)$ from the singularities in $(-1,0)$ and ( 1,0 ). Let $b_{1}$ and $b_{2}$ be these distances such that

$$
\begin{equation*}
b_{1}^{2}=\left(x_{1}+1\right)^{2}+x_{2}^{2} \quad b_{2}^{2}=\left(x_{1}-1\right)^{2}+x_{2}^{2} . \tag{2.312}
\end{equation*}
$$

We have two solutions for $\left(x_{1}, x_{2}\right)$, one restricted to the upper half-plane,

$$
\begin{equation*}
x_{1}=\frac{1}{4}\left(b_{1}^{2}-b_{2}^{2}\right), x_{2}=\frac{1}{4} \sqrt{\left(b_{1}+b_{2}+2\right)\left(b_{1}+b_{2}-2\right)\left(b_{1}-b_{2}+2\right)\left(-b_{1}+b_{2}+2\right)}, \tag{2.313}
\end{equation*}
$$

and one restricted to the lower half-plane,

$$
\begin{equation*}
x_{1}=\frac{1}{4}\left(b_{1}^{2}-b_{2}^{2}\right), x_{2}=-\frac{1}{4} \sqrt{\left(b_{1}+b_{2}+2\right)\left(b_{1}+b_{2}-2\right)\left(b_{1}-b_{2}+2\right)\left(-b_{1}+b_{2}+2\right)} . \tag{2.314}
\end{equation*}
$$

We can restrain the computations to the upper half-plane because the integrands of (2.308) and (2.307) are invariant in $x_{2} \leftrightarrow-x_{2}$. The existence of both solutions requires that

$$
\begin{equation*}
\left(b_{1}+b_{2}+2\right)\left(b_{1}+b_{2}-2\right)\left(b_{1}-b_{2}+2\right)\left(-b_{1}+b_{2}+2\right) \geq 0 \tag{2.315}
\end{equation*}
$$

or equivalently, at fixed $b_{1}, b_{2} \leq b_{1}+2$ and $b_{2} \geq\left|b_{1}-2\right|$. This is the condition for the two circles centering in $(-1,0)$ and $(1,0)$ and of radius $b_{1}$ and $b_{2}$, respectively, to cross each other. The Jacobian of the transformation is

$$
\begin{equation*}
\frac{2 b_{1} b_{2}}{\sqrt{\left(b_{1}+b_{2}+2\right)\left(b_{1}+b_{2}-2\right)\left(b_{1}-b_{2}+2\right)\left(-b_{1}+b_{2}+2\right)}} \geq 0 \tag{2.316}
\end{equation*}
$$

The infrared cutoff is included by a representation of the Heaviside distribution

$$
\begin{equation*}
\theta\left(b_{1}-\beta_{c u t} ; k\right)=\frac{1}{1+e^{-2 k\left(b_{1}-\beta_{c u t}\right)}}, \tag{2.317}
\end{equation*}
$$

where $\beta_{\text {cut }}$ is the cutoff for $b_{1}$ and $b_{2}$. The link with the infra-red cutoff in GeV is $\lambda=\beta_{\text {cut }} \frac{r}{2}$. This ensures the stability of the numerical evaluation of the $b_{1}$ and $b_{2}$ integrations. Then the amplitudes read

$$
\begin{align*}
& T_{00}(\lambda ; k)=\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y y \bar{y} \varphi_{1}\left(y ; \mu^{2}\right)  \tag{2.318}\\
& \times \int_{0}^{\infty} d b_{1} \int_{\left|b_{1}-2\right|}^{b_{1}+2} d b_{2} \theta\left(b_{1}-\beta_{c u t}(\lambda) ; k\right) \theta\left(b_{2}-\beta_{c u t}(\lambda) ; k\right) \\
& \times \frac{2 b_{1} b_{2}}{\sqrt{\left(b_{1}+b_{2}+2\right)\left(b_{1}+b_{2}-2\right)\left(b_{1}-b_{2}+2\right)\left(-b_{1}+b_{2}+2\right)}} \\
& \times f_{00}\left(y, x_{1}\left(b_{1}, b_{2}\right), x_{2}\left(b_{1}, b_{2}\right)\right), \\
& T_{01}(\lambda ; k)=\frac{i s C_{F} 2 Q A B}{(2 \pi)^{2}\left(M^{2}+(r / 2)^{2}\right)} \int_{0}^{1} d y(y-\bar{y}) \varphi_{1}\left(y ; \mu^{2}\right)  \tag{2.319}\\
& \times \int_{0}^{\infty} d b_{1} \int_{\left|b_{1}-2\right|}^{b_{1}+2} d b_{2} \theta\left(b_{1}-\beta_{c u t}(\lambda) ; k\right) \theta\left(b_{2}-\beta_{c u t}(\lambda) ; k\right) \\
& \times \frac{2 b_{1} b_{2}}{\sqrt{\left(b_{1}+b_{2}+2\right)\left(b_{1}+b_{2}-2\right)\left(b_{1}-b_{2}+2\right)\left(-b_{1}+b_{2}+2\right)}} \\
& f_{01}\left(y, x_{1}\left(b_{1}, b_{2}\right), x_{2}\left(b_{1}, b_{2}\right)\right) .
\end{align*}
$$

The integrations are performed numerically over $b_{1}, b_{2}$, and $y$. The constant $k$ is chosen to be equal to 10 . The width of model (2.317) of the Heaviside distribution equals $r \times \frac{1}{k}=\frac{r}{10} \mathrm{GeV}$. This ensures the stability of the computation without significantly affecting our results.

## Comparison of the results for $T_{01} / T_{00}$ with HERA data

Fig. 2.31 shows the dependence of the ratio $T_{01} / T_{00}$ on the choice of the factorization scale $\mu$ for $M=1 \mathrm{GeV}$ and $\lambda=0 \mathrm{GeV}$. For completeness, we also show the predictions based on the asymptotic DAs. We see that for factorization scales around $\mu^{2}=Q^{2}$ our results are rather insensitive to its values. Nevertheless, the ratio $T_{01} / T_{00}$ seems to be more sensitive to this scale than the ratio $T_{11} / T_{00}$.


Figure 2.31: Predictions for the ratios $T_{01} / T_{00}$ as a function of $|t|$ for $M=1 \mathrm{GeV}$ and $\lambda=0$ GeV , for different values of the factorization scale $\mu^{2}$, compared with H1 data [99]: the blue (solid) line is for $\varphi_{1}\left(y, \mu^{2}=Q^{2}\right)$, the green (dotted) line is for $\varphi_{1}\left(y, \mu^{2}=2 Q^{2}\right)$, the brown (dashed) line is for $\varphi_{1}\left(y, \mu^{2}=Q^{2} / 2\right)$, and the red (dashed) line is for $\varphi_{1}\left(y, \mu^{2}=\infty\right)=$ $\varphi_{1}^{a s}(y)=6 y(1-y)$. The experimental errors are taken to be the quadratic sum of statistical and systematical errors. Left panel: $Q^{2}=3.3 \mathrm{GeV}^{2}$. Right panel: $Q^{2}=8.6 \mathrm{GeV}^{2}$.

Our predictions are based on pQCD and therefore, at small $t$, can only lead to a powerlike or logarithmic $t$ dependence. We can implement the non-perturbative $t$-dependence by using the $b$-slope values extracted from H1 data [99]. Multiplying our predictions for the amplitudes by a factor $e^{-b_{i}\left|t-t_{\text {min }}\right| / 2}$, where $b_{i}(i=L, T)$ corresponds to $\rho$ electroproduction from $\gamma_{L}^{*}$ or $\gamma_{T}^{*}$. H1 measured values of $b_{L}$ and $b_{L}-b_{T}$ [99]. The measured values for the latter are $b_{L}-b_{T}=-0.03 \pm 0.27_{-0.17}^{+0.19} \mathrm{GeV}^{-2}\left(\right.$ for $\left\langle Q^{2}\right\rangle=3.3 \mathrm{GeV}^{2}$ ) and $b_{L}-b_{T}=-0.65 \pm 0.14_{-0.51}^{+0.41}$ $\mathrm{GeV}^{-2}$ (for $\left\langle Q^{2}\right\rangle=8.6 \mathrm{GeV}^{2}$ ). Here we present our results in fig. 2.32. One can see in the right panel of fig. 2.32 that the precision of the data for the $T_{01} / T_{00}$ ratio does not permit us to discriminate between a zero value for the difference of the transverse and the longitudinal slope parameters, $b_{L}-b_{T}$, and a nonzero value of this difference, as measured by H 1 at higher values of $Q^{2}$.

Thus our estimate provides the correct sign and order of magnitude for the ratio $T_{01} / T_{00}$
when compared to H1 data for $M$ of the order of 1 GeV in the whole range of $\langle-t\rangle<1.08$ $\mathrm{GeV}^{2}$.



Figure 2.32: Predictions for the ratio $T_{01} / T_{00}$ as a function of $|t|$ for $\lambda=0 \mathrm{GeV}$, for various values of $M$, compared with H1 data [99]. The experimental errors are taken to be the quadratic sum of statistical and systematical errors. Left panel: $Q^{2}=3.3 \mathrm{GeV}^{2}$. Right panel: $Q^{2}=8.6 \mathrm{GeV}^{2}$.


Figure 2.33: Predictions for the ratios $T_{01} / T_{00}$ as a function of $|t|$ for $M=1 \mathrm{GeV}$, for different values of $\lambda$, compared with H1 data [99]: the blue (solid) line is for $\lambda=0 \mathrm{GeV}$, the red (dashed) line is for $\lambda=0.2 \mathrm{GeV}$, and the green (dash-dotted) line is for $\lambda=0.4 \mathrm{GeV}$. The experimental errors are taken to be the quadratic sum of statistical and systematical errors. Left panel: $Q^{2}=3.3 \mathrm{GeV}^{2}$. Right panel: $Q^{2}=8.6 \mathrm{GeV}^{2}$.

For completeness, as we did for the ratio $T_{11} / T_{00}$, we also display in fig. 2.33 the effect of varying the cutoff $\lambda$ on $k_{T}$ for the ratio $T_{01} / T_{00}$. Again, the prediction does not change significantly when $\lambda$ is around $\Lambda_{Q C D}$. One obtains the same kind of values for $M$ and $\lambda$ when comparing with the data for the two ratios $T_{11} / T_{00}$ and $T_{01} / T_{00}$. However, due to a lack of precision of the data for the ratio $T_{01} / T_{00}$, the parameters $M$ and $\lambda$ are mainly constrained by the ratio $T_{11} / T_{00}$.

### 2.8.5 Discussion of the results

This model provides a fairly good description of the data despite the simplicity of the nucleon impact factor for reasonable values of $M$. Let us sum up the characteristics of this model,

- the predictions are not very sensitive to the typical transverse scale $M$ of the dipole configuration inside the nucleon,
- the predictions are not very sensitive to the choice of the renormalization scale $\mu_{F}$ that we used,
- the $\lambda$-dependence of the predictions shows that the dominant contribution is given by the exchange of hard gluons in $t$-channel $\left(\underline{k}^{2} \gg \Lambda_{Q C D}^{2}\right)$, but also that the effects of soft gluons are sizable.

This last point justifies the QCD twist expansion based on the dominance of the scattering on the target of small transverse-size quark-antiquark and quark-antiquark-gluon colorless states. It also justifies the fact that a sizable contribution is given by large dipole configurations and should be decreased by saturation effects in the nucleon. So what we can learn from this first approach is that we can describe the HERA data with pQCD but this description have to be improved in order to implement the dynamics of larger dipole sizes.

This approach could be generalized to access other scattering amplitude ratios that have also been measured and should be confronted with a $k_{T}$-factorization approach. This requires nontrivial analytical calculations for $t \neq t_{\text {min }}$ of the twist-3 amplitudes (which was not needed for the ratio $T_{01} / T_{00}$ ) which is a hard task, since it involves, in particular, the computation of the $\gamma_{L}^{*} \rightarrow \rho_{T}$ impact factor. This deserves a separate study.

Data also exist for $\phi$ leptoproduction. In this case quark-mass effects should be taken into account, in particular, because this allows the transversely polarized $\phi$ to couple through its chiral-odd twist-2 DA. The fact that the ratio $T_{11} / T_{00}$ is not the same (after trivial mass rescaling) for $\rho$ and $\phi$ mesons suggests that it is an important effect.

In the next chapter we will make the connection of the twist expansion of the impact factor with the color dipole formalism. The color dipole scattering amplitude in the forward limit being well known from models fitting DIS data, this will allow to get a much more sophisticated model including the saturation dynamics of the nucleon, involving no free parameter and able to predict the normalizations and the energy dependences of the helicity amplitudes in the forward limit.
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## Chapter 3

## LCCF in the impact parameter representation

### 3.1 Introduction

In the previous section we have built a phenomenological model for the helicity amplitudes of the process $\gamma^{*}\left(\lambda_{\gamma}\right) p \rightarrow \rho\left(\lambda_{\rho}\right) p$ based on the computations of the impact factors of Refs. [130, 131] in the collinear approximation. This model relies on the models for the DAs given in [142] based on conformal expansion and a model for the proton impact factor [143] with a free parameter $M$. Despite the fact that this model allows to get a fairly good agreement with the data from HERA, this model does not provide the normalizations of the helicity amplitudes as well as their energy dependences. It seems also that the saturation effects could lead to sizable modifications of the predictions when the $t$-channel gluon momenta is smaller than the saturation scale.

In this chapter, we will present a way to improve the previous model by connecting the computation performed in the collinear factorization scheme with the color dipole model approach. As a result, we will get a model without free parameter which is able to,

- predict the normalization of the helicity amplitudes,
- predict the energy dependence of the helicity amplitudes,
- include the saturation dynamics of the nucleon target.

The comparison with HERA data of the normalizations, the $Q^{2}-$ and the $x$-dependencies, is a test for both the dipole models and the collinear factorization beyond the leading twist of the $\rho-$ meson.

This chapter is split in two parts. In the first part of the chapter we present the computation in the impact parameter representation of the two- and three-parton impact factor contributions, factorizing in the impact factor when it is possible, the wave function of the virtual photon. These results in the impact parameter representation are strictly equivalent to the results in momentum space presented in the chap. 2 . We will see however that this
approach is more natural to generalize the twist expansion of the impact factor as it does not involve hard part derivative terms and it makes clearly appear the moments of the $\rho$-meson wave functions which are parameterized by the DAs. A non-trivial result of this approach is that the results are consistent with the dipole picture only after using the EOMs of QCD. It is also shown that the interaction of the two $t$-channel gluons with the quark antiquark gluon intermediate state, involves only color dipole interactions at finite $N_{c}$ (no quadrupole term).

In the second part of the chapter, we present the predictions for the polarized crosssections $\sigma_{L}$ and $\sigma_{T}$ of the processes $\gamma_{L}^{*} p \rightarrow \rho_{L} p$ and $\gamma_{T}^{*} p \rightarrow \rho_{T} p$, obtained from the results of the first part of the chapter, in combination with dipole cross-section models. These predictions are compared with HERA data and we discuss the role of the higher twist corrections and the role of the saturation effects in the predictions of the model. Particularly we compare the distributions of dipole sizes obtained from the twist expansion of the $\rho$-meson, to distributions obtained with $r_{\perp}$-dependent models for the overlap of the wave functions of the virtual photon and the $\rho$-meson.

### 3.2 The $q \bar{q}$ intermediate state contributions

### 3.2.1 Equivalent LCCF procedure in impact parameter representation

In the color dipole picture the dipole scattering amplitude depends on the transverse dipole size $\underline{r}$, while in the LCCF approach described in the chap. 2, the Taylor expansion around the light-cone direction does not exhibit the transverse parton momentum dependence, being Fourier conjugate to $\underline{r}$. We can nevertheless get information about the transverse space due to the presence of the transverse momenta $k_{\perp}$ of the $t$-channel gluons that gives to the quark antiquark pair a transverse size $\underline{r}$ in the hard part of the process. Note that in principle one could take the Fourier transform with respect to $\underline{k}$ of the impact factor results eqs. $(2.276,2.277)$ of chap. 2 to combine them with a dipole model, however one would miss the underlying dynamics of the dipoles behind a complicated Fourier transform. In our approach we first express the hard parts in terms of their Fourier transforms in the transverse impact parameter space and then we perform the Taylor expansion of the hard part around the dominant light-cone direction.

We first factorize spinor and color indices using Fierz identity,

$$
\begin{equation*}
\mathcal{A}_{q \bar{q}}^{\gamma^{*} \rightarrow \rho}=\int \frac{d^{4} \ell}{(2 \pi)^{4}} H_{q \bar{q}}(\ell) S_{q \bar{q}}(\ell)=-\frac{1}{4} \int \frac{d^{4} \ell}{(2 \pi)^{4}} \operatorname{tr}\left(H_{q \bar{q}}(\ell) \Gamma^{\alpha}\right) S_{q \bar{q}}^{\Gamma_{\alpha}}(\ell) . \tag{3.1}
\end{equation*}
$$

Using Sudakov variables for the loop momentum $\ell=\alpha p+\beta n+\ell_{\perp}$ and for its Fourier
conjugate coordinates $z=\alpha_{z} p+\beta_{z} n+z_{\perp}$, the $\ell$ integration reads

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}} & =-\frac{1}{4} \int d y \int \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \operatorname{Tr}\left[H_{q \bar{q}}\left(y, \ell_{\perp}\right) \Gamma^{\alpha}\right] \int \frac{d \alpha_{\ell}}{2 \pi} \int \frac{d \beta_{\ell}}{2 \pi} \int \frac{d \lambda}{2 \pi} e^{i \lambda\left(\alpha_{\ell}-y\right)} \\
& \times \int d^{4} z e^{-i \ell \cdot z}\langle\rho(p)| \bar{\psi}(z) \Gamma_{\alpha} \psi(0)|0\rangle \\
& =-\frac{1}{4} \int d y \int \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \operatorname{Tr}\left[H_{q \bar{q}}\left(y, \ell_{\perp}\right) \Gamma^{\alpha}\right] \int \frac{d \lambda}{2 \pi} e^{-i \lambda y} \int d^{2} z_{\perp} e^{-i \ell_{\perp} \cdot z_{\perp}} \\
& \times\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\alpha} \psi(0)|0\rangle \tag{3.2}
\end{align*}
$$

where we kept the information about the transverse momentum in the hard part. Note that this is the main difference at this point with the steps described in Sec. 2.2.4 of the chap. 2 . The main point is now to keep a trace of this transverse dynamics by expressing the hard part in terms of its Fourier transform in the impact parameter space. We use the same shorthand notations than in chap. 2,

$$
H_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, \ell_{\perp}\right) \equiv \operatorname{tr}\left[H_{q \bar{q}}\left(y, \ell_{\perp}\right) \Gamma^{\alpha}\right]
$$

and we define its Fourier transform in the transverse plane,

$$
\tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, x_{\perp}\right)=\int \frac{d^{2} \underline{\ell}}{(2 \pi)^{2}} H_{q \bar{q}}^{\Gamma^{\alpha}}(y, \underline{\ell}) e^{-i \underline{\ell} \cdot \underline{r}} .
$$

The expression we get for the amplitude reads

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}} & =-\frac{1}{4} \int d y \int \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, x_{\perp}\right) e^{-i x_{\perp} \cdot \ell_{\perp}} \int \frac{d \lambda}{2 \pi} e^{-i \lambda y} \\
& \times \int d^{2} z_{\perp} e^{-i \ell_{\perp} \cdot z_{\perp}}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\alpha} \psi(0)|0\rangle \tag{3.3}
\end{align*}
$$

For now, the integral over $\underline{\ell}$ links the hard and soft parts and in order to factorize the amplitude we use the Taylor expansion of the hard part around the dominant light-cone direction,

$$
\begin{align*}
H_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, \ell_{\perp}\right) & =\sum_{k=0}^{\infty} \frac{1}{k!}\left[(\ell-y p) \cdot \frac{\partial}{\partial \ell}\right]^{k} H_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, 0_{\perp}\right) \\
& \xrightarrow{\text { twist } 3} \sum_{k=0}^{1} \frac{1}{k!}\left[\ell_{\perp} \cdot \frac{\partial}{\partial \ell_{\perp}}\right]^{k} H_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, 0_{\perp}\right) \\
& =\int d^{2} \underline{r} \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, r_{\perp}\right) \sum_{k=0}^{1} \frac{(i \underline{\ell} \cdot \underline{r})^{k}}{k!} \tag{3.4}
\end{align*}
$$

Up to twist 3, the Taylor expansion is truncated at $k=1$. All the information about the twoparton hard part contribution is encoded in $\tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, r_{\perp}\right)$ which involves only the computation of six Feynman diagrams. In the momentum space approach in Sec. 2.2.4, one would need to compute the derivative of the hard part in the limit $\ell \rightarrow y p$,

$$
\frac{\partial^{k}}{\partial \ell_{\perp \mu}^{k}} H_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, 0_{\perp}\right)
$$

which using the collinear Ward identity leads to a number of diagrams to compute which increases with the number of derivatives. The price we pay is the integral over $\underline{r}$ the transverse dipole size and to compute the hard part with the parton transverse momenta.

Replacing the hard part (3.4) in (3.3) leads to

$$
\begin{aligned}
& i \mathcal{A}_{q \bar{q}}=-\frac{1}{4} \int d y \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, x_{\perp}\right) \\
& \times \int^{\ell_{\perp}^{2}<\mu_{F}^{2}} \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \int d^{2} z_{\perp} \sum_{k=0}^{1} \frac{1}{k!}\left(-i \ell_{\perp} \cdot x_{\perp}\right)^{k} e^{-i \ell_{\perp} \cdot z_{\perp}} \\
& \times \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\alpha} \psi(0)|0\rangle
\end{aligned}
$$

Note that the Taylor expansion terms of $\exp \left(-i \ell_{\perp} \cdot x_{\perp}\right)$ are giving the moments of the $\rho-$ meson wave function. After integration by parts with respect to the integral over $z_{\perp}$ the amplitude reads

$$
\begin{aligned}
& i \mathcal{A}_{q \bar{q}}=-\frac{1}{4} \int d y \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, x_{\perp}\right) \int^{\ell_{\perp}^{2}<\mu_{F}^{2}} \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \int d^{2} z_{\perp} e^{-i \ell_{\perp} \cdot z_{\perp}} \\
& \times \sum_{k=0}^{1} \frac{(-1)^{k}}{k!}\left(x_{\perp} \cdot \frac{\partial}{\partial z_{\perp}}\right)^{k} \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\alpha} \psi(0)|0\rangle \\
& =-\frac{1}{4} \int d y \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, x_{\perp}\right) \sum_{k=0}^{1} \frac{1}{k!} \\
& \int^{\ell_{\perp}^{2}<\mu_{F}^{2}} \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \int d^{2} z_{\perp} e^{-i \ell_{\perp} \cdot z_{\perp}} \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right)\left(x_{\perp} \cdot \stackrel{\partial^{\perp}}{ }\right)^{k} \Gamma_{\alpha} \psi(0)|0\rangle .
\end{aligned}
$$

It can be then parameterized by the DAs as

$$
\begin{align*}
& i \mathcal{A}_{q \bar{q}}=-\frac{1}{4} \int d y \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}}\left(y, x_{\perp}\right) \int^{\ell_{\perp}^{2}<\mu_{F}^{2}} \frac{d^{2} \ell_{\perp}}{(2 \pi)^{2}} \int d^{2} z_{\perp} e^{-i \ell_{\perp} \cdot z_{\perp}} \int \frac{d \lambda}{2 \pi} e^{-i \lambda y} \\
& \times\left(\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \Gamma_{\alpha} \psi(0)|0\rangle+x_{\perp}^{\mu}\langle\rho(p)| \bar{\psi}\left(\lambda n+z_{\perp}\right) \overleftrightarrow{\partial_{\mu}^{\perp}} \Gamma_{\alpha} \psi(0)|0\rangle\right) \\
& =-\frac{m_{\rho} f_{\rho}}{4} \int d y \int d^{2} x_{\perp}\left\{\left(e^{*} \cdot n\right) \varphi_{1}\left(y ; \mu_{F}^{2}\right) \tilde{H}_{q \bar{q}}^{p}\left(y, x_{\perp}\right)\right.  \tag{3.5}\\
& \quad+\varphi_{3}\left(y ; \mu_{F}^{2}\right) \tilde{H}_{q \bar{q}}^{q_{\bar{q}}^{*}}\left(y, x_{\perp}\right)+i \varphi_{A}\left(y ; \mu_{F}^{2}\right) \tilde{H}_{q \bar{q}}^{R_{\perp}^{*} \gamma_{5}}\left(y, x_{\perp}\right) \\
& \left.\quad \quad i\left(x_{\perp} \cdot e_{\perp}^{*}\right) \varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right) \tilde{H}_{q \bar{q}}^{p}\left(y ; x_{\perp}\right)+\left(x_{\perp} \cdot R_{\perp}^{*}\right) \varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right) \tilde{H}_{q \bar{q}}^{p \gamma_{5}}\left(y ; x_{\perp}\right)\right\}
\end{align*}
$$

with $\tilde{H}_{q \bar{q}}^{\Gamma^{\alpha}} a_{\alpha} \equiv \tilde{H}_{q \bar{q}}^{\Gamma^{\alpha} a_{\alpha}}$.
In the following part we will compute the hard parts $H_{q \bar{q}}^{\gamma^{\mu}}\left(y, \ell_{\perp}\right)$ and $H_{q \bar{q}}^{\gamma_{5} \gamma^{\mu}}\left(y, \ell_{\perp}\right)$, and then we will derive the expressions of their Fourier transforms in the transverse coordinate space $\tilde{H}_{q \bar{q}}^{\gamma^{\mu}}\left(y, x_{\perp}\right)$ and $\tilde{H}_{q \bar{q}}^{\gamma_{5} \gamma^{\mu}}\left(y, x_{\perp}\right)$.

### 3.2.2 Impact factor calculation for the $q \bar{q}$ contribution

We now compute the hard parts in momentum space $H_{q \bar{q}}^{\gamma^{\mu}}\left(y, \ell_{\perp}\right)$ and $H_{q \bar{q}}^{\gamma_{5} \gamma^{\mu}}\left(y, \ell_{\perp}\right)$ for the $\gamma_{T}^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho_{T}\left(\lambda_{T}\right)$ impact factor. The partons are kept on the mass-shell and in the collinear
limit ( $\ell_{\perp} \rightarrow 0$ ), this kinematics is the same than in the chap. 2 which allows to compare the final results after integration over $\underline{x}$ of the Fourier transforms.

We recall the Sudakov decompositions of the momenta

$$
\begin{align*}
\ell_{1} & =y p_{1}+\ell_{\perp}+\frac{\ell^{2}}{y s} p_{2} \\
\ell_{2} & =\bar{y} p_{1}-\ell_{\perp}+\frac{\ell^{2}}{\bar{y} s} p_{2} \\
p_{\rho} & =p_{1}+\frac{\ell^{2}}{s} \frac{1}{y \bar{y}} p_{2} \tag{3.6}
\end{align*}
$$

The momentum of the incoming photon is

$$
\begin{equation*}
q=p_{1}-\frac{Q^{2}}{s} p_{2} \tag{3.7}
\end{equation*}
$$

while the momenta of the gluons in $t$-channel are

$$
\begin{align*}
& k_{1}=\frac{\kappa+\underline{k}^{2}+Q^{2}}{s} p_{2}+k_{\perp} \\
& k_{2}=\frac{\kappa+\underline{k}^{2}-p_{\rho}^{2}}{s} p_{2}+k_{\perp} \tag{3.8}
\end{align*}
$$

The six diagrams of the hard part involving the $q \bar{q}$ intermediate state are similar than the diagrams of fig. 2.7 in the Sec. 2.2.1 and we use the same labeling. After computing all the 6 diagrams (a), (b), (c), (d), (e), (f), we perform the integral over $\kappa$ by the method of residues to get the contribution to the impact factor, according to the definition of the impact factor (2.237) in sec. 2.7 of chap. 2. Four poles in $\kappa$ appear,

- Diagram (a) and (e) : $\kappa_{1}=\frac{(\underline{\ell}-y \hat{k})^{2}}{y \bar{y}}-i \eta$
- Diagram (b) and (c) : $\kappa_{2}=\frac{(\ell+\bar{y} k)^{2}}{y \bar{y}}-i \eta$
- Diagram (b) and $(\mathrm{e}): \kappa_{3}=\frac{-1}{\bar{y}}\left((\underline{k}+\underline{\ell})^{2}-\underline{\ell}^{2}+\bar{y}\left(\underline{k}^{2}+Q^{2}\right)\right)+i \eta$
- Diagram (d) and (f) : $\kappa_{4}=\frac{-1}{y}\left((\underline{k}-\underline{\ell})^{2}-\underline{\ell}^{2}+y\left(\underline{k}^{2}+Q^{2}\right)\right)+i \eta$.


Figure 3.1: Integral contour $\mathcal{C}^{-}$along the lower $\kappa-$ complex plane.

The hard sub-process amplitudes denoted $i \mathcal{M}$, associated to each diagrams (a), (b), (c) and (e) that will give a non-zero contribution when we integrate over $\kappa$ closing the contour in the lower $\kappa$ plane $\mathcal{C}_{-}$illustrated in fig. 3.1, read for the different structures $\Gamma^{\alpha} \equiv\left\{\gamma^{\mu}, \gamma^{\mu} \gamma^{5}\right\}$

- diagram (a):

$$
\begin{align*}
i \mathcal{M}_{a}^{\Gamma^{\alpha}} & =\frac{i e}{\sqrt{2}} \frac{g^{2} \delta^{a b}}{2 N_{c}} \frac{2}{s} \frac{\operatorname{Tr}\left[\phi_{\gamma}\left(-\bar{y} \not p_{1}+\frac{\ell^{2}+y Q^{2}}{y s} \not p_{2}+\not \ell_{\perp}\right) p_{2}(-\bar{y}) \not p_{1} \not p_{2} \Gamma^{\alpha}\right]}{-\frac{\bar{y}}{y}\left(\underline{\ell}^{2}+\mu^{2}\right)\left(\kappa-\kappa_{1}\right)} \\
& =\frac{2 i e}{\sqrt{2}} \frac{g^{2} \delta^{a b}}{2 N_{c}} y \frac{\operatorname{Tr}\left[\phi_{\gamma}\left(-\bar{y} \not p_{1}+\ell_{\perp}\right) \not p_{2} \Gamma^{\mu}\right]}{\left(\underline{\ell}^{2}+\mu^{2}\right)\left(\kappa-\kappa_{1}\right)} . \tag{3.9}
\end{align*}
$$

- diagram (b)

$$
\begin{align*}
i \mathcal{M}_{b}^{\Gamma^{\alpha}}= & -\frac{i e}{\sqrt{2}} \frac{g^{2} \delta^{a b}}{2 N_{c}} \frac{2}{s} \frac{\operatorname{Tr}\left[\not p_{2}\left(y \not p_{1}+\not k_{\perp}+\not \ell_{\perp}\right) \phi_{\gamma}\left(-\bar{y} \not p_{1}+\not k_{\perp}+\not \ell_{\perp}\right) \not p_{2} \Gamma^{\alpha}\right]}{y \bar{y}\left(\kappa-\kappa_{2}\right)\left(\kappa-\kappa_{3}\right)} \\
= & \frac{2 i e}{\sqrt{2}} \frac{g^{2} \delta^{a b}}{2 N_{c}} \frac{1}{y \bar{y}\left(\kappa-\kappa_{2}\right)\left(\kappa-\kappa_{3}\right)} \\
& \times\left\{\bar{y} \operatorname{Tr}\left(p_{2}\left(\not k_{\perp}+\not \ell_{\perp}\right) \phi_{\gamma} \Gamma^{\alpha}\right)-y \operatorname{tr}\left(\phi_{\gamma}\left(\not k_{\perp}+\not \ell_{\perp}\right) \not p_{2} \Gamma^{\alpha}\right)\right\} . \tag{3.10}
\end{align*}
$$

- diagram (c)

$$
\begin{equation*}
i \mathcal{M}_{c}^{\Gamma^{\alpha}}=-\frac{2 i e}{\sqrt{2}} \frac{g^{2} \delta^{a b}}{2 N_{c}} \bar{y} \frac{\operatorname{Tr}\left[\not p_{2}\left(y p_{1}+\not \ell_{\perp}\right) \phi_{\gamma} \Gamma^{\alpha}\right]}{\left(\underline{\ell}^{2}+\mu^{2}\right)\left(\kappa-\kappa_{2}\right)} \tag{3.11}
\end{equation*}
$$

- diagram (e)

$$
\begin{align*}
i \mathcal{M}_{e}^{\Gamma^{\alpha}}= & -\frac{2 i e}{\sqrt{2}} \frac{g^{2} \delta^{a b}}{2 N_{c}} \frac{1}{y \bar{y}\left(\kappa-\kappa_{1}\right)\left(\kappa-\kappa_{4}\right)} \\
& \times\left\{\bar{y} \operatorname{tr}\left(\not p_{2}\left(k_{\perp}-\ell_{\perp}\right) \phi_{\gamma} \Gamma^{\alpha}\right)-y \operatorname{Tr}\left(\phi_{\gamma}\left(k_{\perp}-\not \ell_{\perp}\right) \phi_{2} \Gamma^{\alpha}\right)\right\} \tag{3.12}
\end{align*}
$$

Computing the impact factor hard part contribution with residue method along the contour $\mathcal{C}_{-}$,

$$
\begin{equation*}
H_{q \bar{q}}^{\Gamma^{\alpha}}=\frac{1}{2 s} \int_{\mathcal{C}_{-}} \frac{d \kappa}{2 \pi} i \mathcal{M}_{q \bar{q}}^{\Gamma^{\alpha}}=-\frac{i}{2 s} \mathcal{R} e s_{\kappa}\left(i \mathcal{M}_{q \bar{q}}^{\Gamma^{\alpha}}\right) \tag{3.13}
\end{equation*}
$$

with

$$
\begin{align*}
& \kappa_{1}-\kappa_{4}=\frac{1}{y \bar{y}}\left((\underline{\ell}-\underline{k})^{2}+\mu^{2}\right),  \tag{3.14}\\
& \kappa_{2}-\kappa_{3}=\frac{1}{y \bar{y}}\left((\underline{\ell}+\underline{k})^{2}+\mu^{2}\right), \tag{3.15}
\end{align*}
$$

leads to

$$
\begin{aligned}
H_{q \bar{q}}^{\Gamma^{\alpha}}(y, \underline{\ell})= & \frac{e g^{2} \delta^{a b}}{\sqrt{2} 2 N_{c} s}\left\{\frac{y \operatorname{tr}\left[\phi_{\gamma}\left(\ell_{\perp}-\bar{y} \not \phi_{1}\right) \not p_{2} \Gamma^{\alpha}\right]-\bar{y} \operatorname{tr}\left[\not \phi_{2}\left(y \not \phi_{1}+\ell_{\perp}\right) \phi_{\gamma} \Gamma^{\alpha}\right]}{\ell^{2}+\mu^{2}}\right. \\
& -\frac{y \operatorname{tr}\left[\phi_{\gamma}\left(\ell_{\perp}-\not k_{\perp}\right) \not \phi_{2} \Gamma^{\alpha}\right]-\bar{y} \operatorname{tr}\left[\not \phi_{2}\left(\ell_{\perp}-\not k_{\perp}\right) \phi_{\gamma} \Gamma^{\alpha}\right]}{(\underline{\ell}-\underline{k})^{2}+\mu^{2}} \\
& \left.-\frac{y \operatorname{tr}\left[\phi_{\gamma}\left(\ell_{\perp}+\not k_{\perp}\right) \not p_{2} \Gamma^{\alpha}\right]-\bar{y} \operatorname{tr}\left[\not \phi_{2}\left(\ell_{\perp}+\not k_{\perp}\right) \phi_{\gamma} \Gamma^{\alpha}\right]}{(\underline{\ell}+\underline{k})^{2}+\mu^{2}}\right\} .
\end{aligned}
$$

The vector and the axial-vector hard parts read respectively

$$
\begin{align*}
H_{q \bar{q}}^{\gamma^{\mu}}(y, \underline{\ell}) & =-4 \frac{e g^{2}}{\sqrt{2}} \frac{\delta^{a b}}{2 N_{c}} e_{\gamma}^{\mu} \frac{y \bar{y}}{\underline{\ell}^{2}+\mu^{2}}-4 \frac{e g^{2}}{s \sqrt{2}} \frac{\delta^{a b}}{2 N_{c}}(y-\bar{y}) p_{2}^{\mu} \\
& \times\left\{\frac{\underline{e}_{\gamma} \cdot \underline{\ell}}{\underline{\ell}^{2}+\mu^{2}}-\frac{\underline{e}_{\gamma} \cdot(\underline{\ell}+\underline{k})}{(\underline{\ell}+\underline{k})^{2}+\mu^{2}}-\frac{\underline{e}_{\gamma} \cdot(\underline{\ell}-\underline{k})}{(\underline{\ell}-\underline{k})^{2}+\mu^{2}}\right\} \tag{3.16}
\end{align*}
$$

and

$$
\begin{align*}
& H_{q \bar{q}}^{\gamma^{\mu} \gamma_{5}}(y, \underline{\ell})=4 i \frac{e g^{2}}{s \sqrt{2}} \frac{\delta^{a b}}{2 N_{c}} \\
& \times \varepsilon^{\mu \nu \rho \sigma}\left(\frac{e_{\gamma \nu} \ell_{\perp \rho} p_{2 \sigma}}{\underline{\ell}^{2}+\mu^{2}}-\frac{e_{\gamma \nu}\left(\ell_{\perp \rho}+k_{\perp \rho}\right) p_{2 \sigma}}{(\underline{\ell}+\underline{k})^{2}+\mu^{2}}-\frac{e_{\gamma \nu}\left(\ell_{\perp \rho}-k_{\perp \rho}\right) p_{2 \sigma}}{(\underline{\ell}-\underline{k})^{2}+\mu^{2}}\right) \tag{3.17}
\end{align*}
$$

The Fourier transforms of propagators in $(3.16,3.17)$ are related to the modified Bessel functions $K_{\nu}(x)$

$$
\begin{align*}
& \frac{1}{\underline{\ell}^{2}+\mu^{2}}=\int \frac{d^{2} \underline{x}}{2 \pi} K_{0}(\mu|\underline{x}|) e^{i \underline{\ell} \cdot \underline{x}}  \tag{3.18}\\
& \frac{\underline{\ell}}{\underline{\ell}^{2}+\mu^{2}}=-i \int \frac{d^{2} \underline{x}}{2 \pi} \mu \frac{\underline{x}}{|\underline{x}|} K_{1}(\mu|\underline{x}|) e^{i \underline{\ell} \cdot \underline{x}} . \tag{3.19}
\end{align*}
$$

The Fourier transforms of the vector and axial-vector hard parts read thus

$$
\begin{align*}
& \tilde{H}_{q \bar{q}}^{\gamma^{\mu}}(y, \underline{x})=4 \frac{e g^{2}}{(2 \pi) \sqrt{2}} \frac{\delta^{a b}}{2 N_{c}}\left(-y \bar{y} K_{0}(\mu|\underline{x}|) e_{\gamma}^{\mu}\right. \\
& \left.+p_{2}^{\mu}(y-\bar{y}) i \mu \frac{\underline{e_{\gamma}} \cdot \underline{x}}{|\underline{x}|} K_{1}(\mu|\underline{x}|)\left[\left(1-e^{i \underline{k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right)-1\right]\right)  \tag{3.20}\\
& \tilde{H}_{q \bar{q}}^{\gamma^{\mu} \gamma_{5}}(y, \underline{x})= \\
& 4 \frac{e g^{2}}{s(2 \pi) \sqrt{2}} \frac{\delta^{a b}}{2 N_{c}} \mu K_{1}(\mu|\underline{x}|)\left[\varepsilon^{\mu \nu \rho \sigma} e_{\gamma \nu} \frac{x_{\perp \rho}}{|\underline{x}|} p_{2 \sigma}\right]\left[\left(1-e^{i \underline{k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right)-1\right] . \tag{3.21}
\end{align*}
$$

The previous results $(3.20,3.21)$ for the hard parts integrated over $\kappa$ can be inserted in eq. (3.5) to obtain the impact factor $q \bar{q}$ contribution as the soft parts are independent of $\kappa$. Decomposing the result into the vector contribution $\Phi_{q \bar{q}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}, V}$ that will lead to term proportional to $\varphi_{3}, \varphi_{1}^{T}$ and, axial-vector contribution $\Phi_{q \bar{q}}^{\gamma_{T}^{*} \rightarrow \rho_{T}, A}$ that leads to term proportional to $\varphi_{A}$ and $\varphi_{A}^{T}$, we get

$$
\begin{align*}
& \Phi_{q \bar{q}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}, V}=-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi}\left\{-2 y \bar{y} \varphi_{3}(y) K_{0}(\mu|\underline{x}|) \underline{e}_{\gamma} \cdot \underline{e}_{\rho}^{*}\right. \\
& \left.\quad+(y-\bar{y}) \varphi_{1}^{T}(y)\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right) \frac{\underline{x} \cdot \underline{e}_{\gamma}}{|\underline{x}|} \mu K_{1}(\mu|\underline{x}|)\left[\left(1-e^{i \underline{i} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right)-1\right]\right\} \tag{3.22}
\end{align*}
$$

and

$$
\begin{align*}
\Phi_{q \bar{q}}^{\gamma_{\bar{q}}^{*} \rightarrow \rho_{T}, A}= & \frac{-C^{a b} Q^{2}}{s} \int d y \int \frac{d^{2} x_{\perp}}{2 \pi} \varphi_{A}^{T}(y) \frac{2}{s} \varepsilon_{x_{\perp} e_{\rho \perp}^{*} p_{1} p_{2}} \varepsilon_{x_{\perp} e_{\gamma \perp} p_{1} p_{2}} \\
& \times \mu K_{1}(\mu|\underline{x}|)\left(\left(1-e^{i \underline{k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right)-1\right), \tag{3.23}
\end{align*}
$$

where we define

$$
\begin{equation*}
C^{a b}=-\frac{e g^{2}}{\sqrt{2}} m_{\rho} f_{\rho} \frac{\delta^{a b}}{2 N_{c}} \frac{1}{Q^{2}} \tag{3.24}
\end{equation*}
$$

Note that the term with $\varphi_{A}$ in eq. (3.5) vanishes due to the structure of the expression (3.21). Using the fact that

$$
\varepsilon_{x_{\perp} e_{\rho \perp}^{*} p_{1} p_{2}} \varepsilon_{x_{\perp} e_{\gamma \perp} p_{1} p_{2}}=\frac{s^{2}}{4}\left(x_{\perp}^{2}\left(e_{\gamma \perp} \cdot e_{\rho \perp}^{*}\right)-\left(e_{\gamma \perp} \cdot x_{\perp}\right)\left(x_{\perp} \cdot e_{\rho \perp}^{*}\right)\right),
$$

the axial-vector contribution takes the form

$$
\begin{align*}
& \Phi_{q \bar{q}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}, A}=-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi} \varphi_{A}^{T}(y)\left[\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}-\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)\left(\underline{x} \cdot \underline{e}_{\gamma}\right)}{|\underline{x}|^{2}}\right] \\
& \quad \times \mu|\underline{x}| K_{1}(\mu|\underline{x}|)\left(\left(1-e^{i \underline{k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right)-1\right) . \tag{3.25}
\end{align*}
$$

The whole 2-parton contribution thus reads

$$
\begin{align*}
\Phi_{q \bar{q}}^{\gamma_{T}^{*} \rightarrow \rho_{T}} & =\Phi_{q \bar{q}}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T}, V}+\Phi_{q \bar{q}}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T}, A}  \tag{3.26}\\
& =-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi}\left\{-2 y \bar{y} \varphi_{3}(y) K_{0}(\mu|\underline{x}|) \underline{e}_{\gamma} \cdot \underline{e}_{\rho}^{*}\right. \\
+[((y & \left.\left.-\bar{y}) \varphi_{1}^{T}(y)-\varphi_{A}^{T}(y)\right) \frac{\left(e_{\rho}^{*} \cdot \underline{x}\right)(\underline{x} \cdot \underline{e}}{\gamma}\right) \\
& \times\left.\underline{x}\right|^{2}  \tag{3.27}\\
& \left.\times \varphi_{A}^{T}(y) \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\right] \\
& \left.(\mu|\underline{x}|)\left(\left(1-e^{i \underline{k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right)-1\right)\right\} .
\end{align*}
$$

This result does not seem to be proportional to the familiar dipole factor

$$
\begin{equation*}
\mathcal{N}(\underline{x}, \underline{k})=\left(1-e^{i \underline{i k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right) \tag{3.28}
\end{equation*}
$$

describing the coupling to the two $t$-channel gluons.
Using the following relations,

$$
\begin{align*}
\int \frac{d^{2} \underline{x}}{2 \pi} \mu|\underline{x}| K_{1}(\mu|\underline{x}|) & =2 \int \frac{d^{2} \underline{x}}{2 \pi} K_{0}(\mu|\underline{x}|)=\frac{2}{\mu^{2}}  \tag{3.29}\\
\int \frac{d^{2} \underline{x}}{2 \pi} \underline{e}_{\rho}^{*} \cdot \underline{x} \frac{\underline{x}}{\frac{e_{\gamma}}{|x|}} \mu K_{1}(\mu|\underline{x}|) & =\underline{e}_{\gamma} \cdot \underline{e}_{\rho}^{*} \int \frac{d^{2} \underline{x}}{2 \pi} K_{0}(\mu|\underline{x}|), \tag{3.30}
\end{align*}
$$

we can rewrite $\Phi_{q \bar{q}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}}$ in the form,

$$
\begin{align*}
& \Phi_{q \overline{\widetilde{q}}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi}  \tag{3.31}\\
& \quad \times\left\{\left[-\left(2 y \bar{y} \varphi_{3}(y)+(y-\bar{y}) \varphi_{1}^{T}+\varphi_{A}^{T}(y)\right)\right] K_{0}(\mu|\underline{x}|) \underline{e}_{\gamma} \cdot \underline{e}_{\rho}^{*}\right. \\
& \quad+\left[\left[(y-\bar{y}) \varphi_{1}^{T}(y)-\varphi_{A}^{T}(y)\right] \frac{e_{\rho}^{*} \cdot \underline{x} \underline{x} \cdot \underline{e}_{\gamma}}{|\underline{x}|^{2}}+\varphi_{A}^{T}(y) \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\right] \\
& \left.\quad \times \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k})\right\} .
\end{align*}
$$

The term in the r.h.s.

$$
\left[-\left(2 y \bar{y} \varphi_{3}(y)+(y-\bar{y}) \varphi_{1}^{T}+\varphi_{A}^{T}(y)\right)\right] K_{0}(\mu|\underline{x}|) \underline{e}_{\gamma} \cdot \underline{e}_{\rho}^{*},
$$

vanishes in the WW approximation. This is due to the EOMs of QCD eqs. (2.129) and (2.130) relating the WW solutions of the DAs as shown in Sec. 2.4.1. Combining eqs. (2.129) and (2.130), one can get the relation,

$$
\begin{equation*}
2 y \bar{y} \varphi_{3}^{W W}(y)+(y-\bar{y}) \varphi_{1}^{T W W}+\varphi_{A}^{T W W}(y)=0 \tag{3.32}
\end{equation*}
$$

This term also vanishes for the genuine twist 3 solutions of the DAs as we will show in Sec. 3.4.1 after computing the $q \bar{q} g$ contributions. At the end the $q \bar{q}$ contribution reads

$$
\begin{align*}
& \Phi_{q \bar{q}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi}  \tag{3.33}\\
& \quad \times\left\{\left[\left[(y-\bar{y}) \varphi_{1}^{T}(y)-\varphi_{A}^{T}(y)\right] \frac{\underline{e}_{\rho}^{*} \cdot \underline{x} \underline{x} \cdot \underline{e}_{\gamma}}{|\underline{x}|^{2}}+\varphi_{A}^{T}(y) \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\right]\right. \\
& \left.\quad \times \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k})\right\},
\end{align*}
$$

where the dipole scattering amplitude factorizes out.

### 3.2.3 Interpretation of the result obtained in the WW approximation

The WW approximation which consists in neglecting all contributions from the $q \bar{q} g$ Fock state, reads

$$
\begin{align*}
& \Phi_{q \bar{q}}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T} W W}=-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi}\left\{\left[(y-\bar{y}) \varphi_{1}^{T W W}(y)-\varphi_{A}^{T W W}(y)\right]\right. \\
& \left.\times \frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)\left(\underline{x} \cdot \underline{e}_{\gamma}\right)}{|\underline{x}|^{2}}+\varphi_{A}^{T W W}(y) \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\right\} \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}) . \tag{3.34}
\end{align*}
$$

Similarly to the momentum space analysis, one can split the result (3.34) into the spin non-flip $\Phi_{q \bar{q}, n . f \text {. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ and the spin flip $\Phi_{q \bar{q}, f .}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ contributions

$$
\begin{align*}
& \Phi_{q \bar{q}, n . f .}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T} W W}=-\frac{C^{a b} Q^{2}}{2} \int d y\left(\varphi_{A}^{T W W}+(y-\bar{y}) \varphi_{1}^{T W W}\right) \\
& \quad \times \int \frac{d^{2} \underline{x}}{2 \pi} \frac{1}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}) \tag{3.35}
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{q \bar{q}, f .}^{\gamma_{T}^{*} \rightarrow \rho_{T} W W}=-\frac{C^{a b} Q^{2}}{2} \int d y\left(\varphi_{A}^{T W W}-(y-\bar{y}) \varphi_{1}^{T W W}\right) \\
& \quad \times \int \frac{d^{2} \underline{x}}{2 \pi}\left(\frac{1}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}-\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)\left(\underline{e}_{\gamma} \cdot \underline{x}\right)}{|\underline{x}|^{2}}\right) \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}) . \tag{3.36}
\end{align*}
$$

Both spin flip and spin non-flip impact factors can be put in an elegant form similar to the overlaps of virtual photon wave functions in the case of DIS,

$$
\begin{align*}
& \Phi_{2-\mathrm{parton}}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(\underline{k}, Q, \mu_{F}^{2}\right)=  \tag{3.37}\\
& \quad \frac{\delta^{a b}}{2} \int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{T}^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho_{T}\left(\lambda_{\rho}\right) W W}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \mathcal{A}(\underline{r}, \underline{k}),
\end{align*}
$$

with,

$$
\begin{equation*}
\mathcal{A}(\underline{r}, \underline{k})=\frac{4 \pi \alpha_{s}}{N_{c}} \mathcal{N}(\underline{x}, \underline{k}) \tag{3.38}
\end{equation*}
$$

the dipole scattering amplitude according to our definition of the impact factors and

$$
\begin{equation*}
\psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right)=\frac{m_{\rho} f_{\rho}}{\sqrt{2}} \sum_{(h, \bar{h})} \phi_{(h, \bar{h})}^{\rho_{T},\left(\lambda_{\rho}\right)}\left(y ; \mu_{F}^{2}\right) \Psi_{(h, \bar{h})}^{\gamma_{\vec{T}}^{*}(\lambda \gamma)}\left(y, \underline{r} ; Q^{2}\right), \tag{3.39}
\end{equation*}
$$

the overlap of the wave function of the virtual photon $\Psi_{(h, \bar{h})}^{\gamma_{T}^{*}(\lambda \gamma)}\left(y, \underline{r} ; Q^{2}\right)$ with the moments of the wave function of the $\rho-\operatorname{meson} \phi_{(h, \bar{h})}^{\rho_{T},\left(\lambda_{\rho}\right), W W}\left(y ; \mu_{F}^{2}\right)$. We remind that the indices $h$ and $\bar{h}$ denote the quark antiquark helicities, spin $\pm 1 / 2$ corresponds to $h= \pm$. Note that we put apart the factor $\frac{\delta^{a b}}{2}=\operatorname{Tr}\left(t^{a} t^{b}\right)$ that will contribute to a global color factor in the helicity amplitude of $\frac{N_{c}^{2}-1}{4}$. The coefficient $\frac{m_{\rho} f_{\rho}}{\sqrt{2}}$, explicitly factorized out, is related to the partonic content of the $\rho^{0}$-meson as a $\frac{u \bar{u}-d \bar{d}}{\sqrt{2}}$ state such that the meson involved below is understood as a one flavor quark-antiquark state. For clarity, we recall the expressions of the virtual photon wave functions following the conventions of Ref. [65] used for the GBW saturation model,

$$
\begin{align*}
\Psi_{(h, \bar{h})}^{\gamma_{L}^{*}}\left(y, \underline{r} ; Q^{2}\right) & =\delta_{\bar{h},-h} \frac{e}{2 \pi} \sqrt{\frac{N_{c}}{\pi}} \frac{\mu^{2}}{Q} K_{0}(\mu|\underline{r}|),  \tag{3.40}\\
\Psi_{(h, \bar{h})}^{\gamma_{T}^{*}\left(\lambda_{\gamma}\right)}\left(y, \underline{r} ; Q^{2}\right) & =\delta_{\bar{h},-h} \frac{i e}{2 \pi} \sqrt{\frac{N_{c}}{\pi}}\left(y \delta_{h, \lambda_{\gamma}}+\bar{y} \delta_{h,-\lambda_{\gamma}}\right) \frac{\left(\underline{r} \cdot \underline{e}^{\left(\lambda_{\gamma}\right)}\right)}{|\underline{r}|} \mu K_{1}(\mu|\underline{r}|) . \tag{3.41}
\end{align*}
$$

We can extract from our result the relevant twist 3 moments of the $\rho$-meson wave function,

$$
\begin{align*}
\phi_{(h, \bar{h})}^{\rho_{T},\left(\lambda_{\rho}\right), W W}\left(y, \underline{r} ; \mu_{F}^{2}\right) & =-\delta_{\bar{h},-h} i \sqrt{\frac{\pi}{4 N_{c}}}\left(\underline{e}^{\left(\lambda_{\rho}\right) *} \cdot \underline{r}\right) \\
& \times\left(\varphi_{A}^{T W W}\left(y ; \mu_{F}^{2}\right)+\left(\delta_{h, \lambda_{\rho}}-\delta_{h,-\lambda_{\rho}}\right) \varphi_{1}^{T W W}\left(y ; \mu_{F}^{2}\right)\right) . \tag{3.42}
\end{align*}
$$

Note that these combinations of " $\varphi_{1}^{T} \pm \varphi_{A}^{T}$ " are directly linked to the auxiliary DAs $g_{\perp}^{\uparrow \downarrow}$ and $g_{\perp}^{\downarrow \uparrow}$ of [142],

$$
\begin{align*}
& -\left(\varphi_{A}^{T W W}(y)+\left(\delta_{h, \lambda_{\rho}}-\delta_{h,-\lambda_{\rho}}\right) \varphi_{1}^{T W W}(y)\right) \\
= & \bar{y}\left(\varphi_{3}^{W W}(y)+\varphi_{A}^{W W}(y)\right) \delta_{h, \lambda_{\rho}}+y\left(\varphi_{3}^{W W}(y)-\varphi_{A}^{W W}(y)\right) \delta_{h,-\lambda_{\rho}} \\
= & \bar{y} g^{\downarrow \uparrow}(y) \delta_{h, \lambda_{\rho}}+y g^{\uparrow \downarrow}(y) \delta_{h,-\lambda_{\rho}} \\
= & 2 y \bar{y} \sum_{n}\left[g_{n}^{\uparrow \downarrow} P_{n}^{(1,0)}(\xi) \delta_{h,-\lambda_{\rho}}+g_{n}^{\downarrow \uparrow} P_{n}^{(0,1)}(\xi) \delta_{h, \lambda_{\rho}}\right], \tag{3.43}
\end{align*}
$$

with $\xi=y-\bar{y}$. As we have decomposed the combination of DAs in the sum of the contributions for each quark and antiquark pair of specific helicity states, it is natural that we found a parameterization proportional to the auxiliary DAs $g_{\perp}^{\uparrow \downarrow}$ and $g_{\perp}^{\downarrow \uparrow}$ which are the twist 3 DAs of fixed spin projection on the light-cone.

We want to emphasize the fact that the results for $\phi_{(h, \bar{h})}^{\rho_{T},\left(\lambda_{\rho}\right), W W}$ are the same for the spin non-flip $\left(\lambda_{\gamma}=\lambda_{\rho}\right)$ and spin flip $\left(\lambda_{\gamma}=-\lambda_{\rho}\right)$ impact factors. This fact is not obvious at all from the results of Sec. 2.7.4 in the chap. 2 for the spin non-flip and spin flip results in
momentum space (see for example below the expressions (3.45, 3.46)). We see again that the results come more naturally in the impact parameter representation. The obtained factorized structures (3.37) are illustrated in fig. 3.2.


Figure 3.2: The 2-parton contribution to the $\gamma^{*} \rightarrow \rho_{T}$ impact factor in the dipole factorized form.

### 3.2.4 Equivalence of momentum and impact parameter calculations

We want now to derive the results in the momentum space representation of Ref. [131] presented in Sec. 2.7.4 in chap. 2, by integrating over the dipole size $\underline{x}$. For this aim, we shall use the following formula,

$$
\begin{equation*}
\int \frac{d^{2} \underline{x}}{2 \pi} \mu \frac{\underline{x}_{i} \underline{x}_{j}}{|\underline{x}|} K_{1}(\mu|\underline{x}|) e^{i \underline{i} \cdot \underline{x}}=\frac{1}{\underline{\ell}^{2}+\mu^{2}}\left(\delta_{i j}-2 \frac{\underline{\ell}_{i} \underline{\ell}_{j}}{\underline{\ell}^{2}+\mu^{2}}\right) \tag{3.44}
\end{equation*}
$$

which leads us to the same results as in eqs (2.276, 2.277), sec. 2.7.4 in the chap. 2,

$$
\begin{gather*}
\Phi_{q \bar{q}, n . f .}^{\gamma_{T}^{*} \rightarrow \rho_{T} W W}=-\frac{C^{a b} Q^{2}}{2} \int d y\left(\varphi_{A}^{T} W W+(y-\bar{y}) \varphi_{1}^{T W W}\right) \\
\times T_{\text {n.f. }} \frac{2}{\mu^{2}} \frac{\underline{k}^{2}\left(\underline{k}^{2}+2 \mu^{2}\right)}{\left(\underline{k}^{2}+\mu^{2}\right)^{2}},  \tag{3.45}\\
\Phi_{q \bar{q}, f .}^{\gamma_{T}^{*} \rightarrow \rho_{T} W W}=-\frac{C^{a b} Q^{2}}{2} \int d y\left(\varphi_{A}^{T W W}-(y-\bar{y}) \varphi_{1}^{T W W}\right) \\
 \tag{3.46}\\
\times T_{\text {f. }} \frac{-4 \underline{k}^{2}}{\left(\underline{k}^{2}+\mu^{2}\right)^{2}}
\end{gather*}
$$

This fact can be seen as a self-consistency check of our calculation.

### 3.2.5 The impact parameter representation of the $\gamma_{L}^{*} \rightarrow \rho_{L}$ impact factor

Using the eq. (3.5), in the case of longitudinally polarized $\rho-$ meson and virtual photon, leads to

$$
\begin{align*}
i \mathcal{A}_{q \bar{q}} & =-\frac{1}{4} \int d y \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\gamma^{\alpha}}\left(y, x_{\perp}\right) \int \frac{d \lambda}{2 \pi} e^{-i \lambda y}\langle\rho(p)| \bar{\psi}(\lambda n) \gamma_{\alpha} \psi(0)|0\rangle_{\mu_{F}^{2}} \\
& =-\frac{m_{\rho} f_{\rho}}{4} \int d y \varphi_{1}\left(y ; \mu_{F}^{2}\right)\left(e^{*} \cdot n\right) \int d^{2} x_{\perp} \tilde{H}_{q \bar{q}}^{\phi_{1}}\left(y, x_{\perp}\right) \tag{3.47}
\end{align*}
$$

The hard part reads

$$
\begin{equation*}
p_{1 \mu} H_{q \bar{q}}^{\gamma^{\mu}}(y, \underline{\ell})=-\frac{4 Q e g^{2} \delta^{a b}}{\sqrt{2} 2 N_{c}} y \bar{y}\left(\frac{2}{\underline{\ell}^{2}+\mu^{2}}-\frac{1}{(\underline{\ell}+\underline{k})^{2}+\mu^{2}}-\frac{1}{(\underline{\ell}-\underline{k})^{2}+\mu^{2}}\right) . \tag{3.48}
\end{equation*}
$$

Its Fourier transform reads

$$
\begin{align*}
\tilde{H}_{q \bar{q}}^{p_{1}}(y, \underline{x}) & =-\frac{4 Q e}{(2 \pi) \sqrt{2} 2 N_{c}} y \bar{y} K_{0}(\mu|\underline{x}|) g^{2} \delta^{a b} \mathcal{N}(\underline{x}, \underline{k}) \\
& =-\frac{\delta^{a b}}{2} \mathcal{A}(\underline{x}, \underline{k}) \sqrt{\frac{2 \pi}{N_{c}}} \sum_{h, \bar{h}} \Psi_{h, \bar{h}}^{\gamma_{\stackrel{\rightharpoonup}{*}}^{*}}(y, \underline{x}) . \tag{3.49}
\end{align*}
$$

The impact factor reads then

$$
\begin{equation*}
\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}}\left(\underline{k}, Q, \mu_{F}^{2}\right)=\left(\frac{\delta^{a b}}{2}\right) \int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{L}^{*} \rightarrow \rho_{L}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \mathcal{A}(\underline{r}, \underline{k}), \tag{3.50}
\end{equation*}
$$

where $\psi_{(q \bar{q})}^{\gamma_{L}^{*} \rightarrow \rho_{L}}$ is the overlap,

$$
\begin{equation*}
\psi_{(q \bar{q})}^{\gamma_{\tilde{L}}^{*} \rightarrow \rho_{L}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right)=\frac{m_{\rho} f_{\rho}}{\sqrt{2}} \sum_{(h, \bar{h})} \phi_{(h \bar{h})}^{\rho_{L}}\left(y ; \mu_{F}^{2}\right) \Psi_{(h, \bar{h})}^{\gamma_{L}^{*}}\left(y, \underline{r} ; Q^{2}\right) . \tag{3.51}
\end{equation*}
$$

The extracted relevant moment of $\rho$-meson longitudinal wave function reads

$$
\begin{equation*}
\phi_{(h, \bar{h})}^{\rho_{L}}\left(y ; \mu_{F}^{2}\right)=\delta_{\bar{h},-h} \sqrt{\frac{\pi}{4 N_{c}}}\left(e_{L}^{*} \cdot n\right) \varphi_{1}\left(y ; \mu_{F}^{2}\right) \tag{3.52}
\end{equation*}
$$

Comparing eqs. (3.52) and (3.42), we can see that the only difference between all these results are the choice of the DAs. This in fact is due to the simple form of eq. (3.5) in the impact parameter space, where the hard parts factorize and are contracted with different Lorentz structures.

Performing the integral over $\underline{x}$ we recover, as expected, the same result as in momentum space

$$
\begin{aligned}
\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}} & =\frac{e g^{2} \delta^{a b} f_{\rho} Q}{\sqrt{2} 2 N_{c}} \int d y y \bar{y} \varphi_{1}(y) \int \frac{d^{2} \underline{x}}{2 \pi} K_{0}(\mu|\underline{x}|)\left(1-e^{i \underline{k} \cdot \underline{x}}\right)\left(1-e^{-i \underline{k} \cdot \underline{x}}\right) \\
& =\frac{2 e g^{2} \delta^{a b} f_{\rho}}{\sqrt{2} 2 N_{c} Q} \int d y \varphi_{1}(y) \frac{\underline{k}^{2}}{\underline{k}^{2}+\mu^{2}}
\end{aligned}
$$

### 3.3 The $q \bar{q} g$ intermediate state contribution to the $\gamma_{T}^{*} \rightarrow$ $\rho_{T}$ impact factor

The $q \bar{q} g$ intermediate state, where the gluon carries a sizable amount of energy of the virtual photon ( $y_{g} \sim y_{1} \sim \bar{y}_{2}$ ), participates to the full twist 3 result of the impact factor. Its contribution involves several color dipole configurations that can interact with the $t$-channel gluons.

In sec. 3.3.1, we first present the factorization procedure to get a factorized form involving the transverse Fourier transforms of the three-parton hard parts and the twist 3 moments of the meson wave function. Then, in sec. 3.3.2 we prove by analyzing the color structure of the diagrams that there are only dipole interactions and no other multipole interactions. After that, we classify in sec. 3.3.2 the hard sub-process Feynman diagrams in order to identify the relevant dipole configuration that interacts with the $t$-channel gluons, we explain in sec. 3.3.3 how the collinear approximation simplifies the computations of the Fourier transforms of the hard parts. Finally, in sec. 3.3.4 the result is split into a spin flip and a spin non-flip contribution as for the two-parton contribution.

### 3.3.1 LCCF in impact parameter representation for the $q \bar{q} g$ amplitude

The steps here are essentially the same as for the $q \bar{q}$ contribution. Using the Fierz decomposition one gets

$$
\begin{align*}
i \mathcal{A}_{q \bar{q} g} & =\int \frac{d^{4} \ell_{1}}{(2 \pi)^{4}} \frac{d^{4} \ell_{g}}{(2 \pi)^{4}} \operatorname{tr}\left[H_{q \bar{q} g}^{\alpha}\left(\ell_{1}, \ell_{g}\right) S_{q \bar{q} g \alpha}\left(\ell_{1}, \ell_{g}\right)\right] \\
& =-\frac{1}{4} \int \frac{d^{4} \ell_{1}}{(2 \pi)^{4}} \frac{d^{4} \ell_{g}}{(2 \pi)^{4}} \operatorname{tr}\left[H_{q \bar{q} g}^{\alpha}\left(\ell_{1}, \ell_{g}\right) \Gamma^{\beta}\right] S_{q \bar{q} g \alpha}^{\Gamma_{\beta}}\left(\ell_{1}, \ell_{g}\right) . \tag{3.53}
\end{align*}
$$

We use the Sudakov decomposition of the momenta of the partons $i, \ell_{i}=\alpha_{i} p+\beta_{i} n+\ell_{i \perp}$ and of the Fourier conjugate coordinates $z_{i}=\alpha_{z_{i}} p+\beta_{z_{i}} n+z_{i \perp}$ in the argument of the non-local correlator defining the soft part $S_{q \bar{q} g}$. We factorize the amplitude in the momentum space, and we reduce it to a convolution in the longitudinal fractions $y_{i}$ of the $\rho$ meson momentum $p$ carried by the partons. It reads

$$
\begin{align*}
i \mathcal{A}_{q \bar{q} g} & =-\frac{1}{4} \int d y_{1} d y_{g} \int \frac{d^{2} \ell_{1 \perp}}{(2 \pi)^{2}} \frac{d^{2} \ell_{g \perp}}{(2 \pi)^{2}} H_{q \bar{q} g}^{\alpha, \Gamma^{\beta}}\left(y_{1}, y_{g}, \ell_{1 \perp}, \ell_{g \perp}\right) \\
& \times \int \frac{d \lambda_{1}}{2 \pi} e^{-i \lambda_{1} y_{1}} \int \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{g} y_{g}} \int d^{2} z_{1 \perp} e^{-i \ell_{1 \perp} \cdot z_{1 \perp}} \int d^{2} z_{g \perp} e^{-i \ell_{g \perp} \cdot z_{g \perp}} \\
& \times\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n+z_{1 \perp}\right) i \Gamma_{\beta} g A_{\alpha}^{\perp}\left(\lambda_{g} n+z_{g \perp}\right) \psi(0)|0\rangle, \tag{3.54}
\end{align*}
$$

with $H_{q \bar{q} g}^{\alpha, \Gamma^{\mu}}\left(y_{i}, y_{j}, \ell_{i \perp}, \ell_{j \perp}\right)$.
Let us introduce its Fourier transform $\tilde{H}_{q \bar{q} g}^{\Gamma^{\beta}}\left(y_{i}, y_{j}, x_{i \perp}, x_{j \perp}\right)$ defined as

$$
\begin{align*}
& H_{q q \bar{q} q}^{\alpha, \Gamma^{\beta}}\left(y_{i}, y_{j}, \ell_{i \perp}, \ell_{j \perp}\right) \\
& =\int d^{2} x_{i \perp} d^{2} x_{j \perp} \tilde{H}_{q \bar{q} g}^{\alpha, \Gamma^{\beta}}\left(y_{i}, y_{j}, x_{i \perp}, x_{j \perp}\right) e^{-i\left(\ell_{i \perp} \cdot x_{i \perp}+\ell_{j \perp} \cdot x_{j \perp}\right)} \tag{3.55}
\end{align*}
$$

At twist 3, the Taylor expansion of the $q \bar{q} g$ hard part around the dominant ligh-cone direction gives the contribution

$$
\begin{equation*}
H_{q \bar{q} g}^{\alpha, \Gamma^{\beta}}\left(y_{i}, y_{j}, 0_{\perp}, 0_{\perp}\right)=\int d^{2} x_{1 \perp} d^{2} x_{g \perp} \tilde{H}_{q \bar{q} g}^{\alpha, \Gamma^{\beta}}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right) \tag{3.56}
\end{equation*}
$$

and the amplitude simplifies as,

$$
\begin{gather*}
i \mathcal{A}_{q \bar{q} g}=-\frac{1}{4} \int d y_{1} d y_{g} \int d^{2} x_{1 \perp} d^{2} x_{g \perp} \tilde{H}_{q \bar{q} g}^{\alpha, \Gamma^{\beta}}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right) \\
\times \int \frac{d \lambda_{1}}{2 \pi} e^{-i \lambda_{1} y_{1}} \int \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{g} y_{g}}\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) i \Gamma_{\beta} g A_{\alpha}^{\perp}\left(\lambda_{g} n\right) \psi(0)|0\rangle_{\mu_{F}^{2}} \tag{3.57}
\end{gather*}
$$

We recall the parameterization of the $q \bar{q} g$ correlators appearing in eq. (3.57),

$$
\begin{align*}
& \int \frac{d \lambda_{1}}{2 \pi} \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{1} y_{1}-i \lambda_{g} y_{g}}\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) i \gamma_{\mu} g A_{\alpha}^{\perp}\left(\lambda_{g} n\right) \psi(0)|0\rangle_{\mu_{F}^{2}} \\
& \quad=-i m_{\rho} f_{\rho} \zeta_{3 \rho}^{V}\left(\mu_{F}^{2}\right) B\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) p_{\mu} e_{\rho \perp \alpha}  \tag{3.58}\\
& \int \frac{d \lambda_{1}}{2 \pi} \frac{d \lambda_{g}}{2 \pi} e^{-i \lambda_{1} y_{1}-i \lambda_{g} y_{g}}\langle\rho(p)| \bar{\psi}\left(\lambda_{1} n\right) i \gamma_{5} \gamma_{\mu} g A_{\alpha}^{\perp}\left(\lambda_{g} n\right) \psi(0)|0\rangle_{\mu_{F}^{2}} \\
& \quad=-i m_{\rho} f_{\rho} \zeta_{3 \rho}^{A}\left(\mu_{F}^{2}\right) i D\left(y_{1}, y_{2} ; \mu_{F}^{2}\right) p_{\mu} \varepsilon_{\alpha e_{\rho \perp} \perp n} \tag{3.59}
\end{align*}
$$

leading to

$$
\begin{align*}
i \mathcal{A}_{q \bar{q} g} & =\frac{i m_{\rho} f_{\rho}}{4} \int d y_{1} d y_{g} \int d^{2} x_{1 \perp} d^{2} x_{g \perp} \\
& \times\left[\tilde{H}_{q \bar{q} g}^{e_{\rho \perp}, p}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right) \zeta_{3 \rho}^{V} B\left(y_{1}, y_{1}+y_{g}\right)\right. \\
& \left.+\tilde{H}_{q \bar{q} g}^{R_{\perp}, p \gamma_{5}}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right) i \zeta_{3 \rho}^{A} D\left(y_{1}, y_{1}+y_{g}\right)\right] \tag{3.60}
\end{align*}
$$

where we use our usual shorthand notation

$$
\begin{equation*}
\tilde{H}_{q \bar{q} g}^{a, \Gamma^{\mu} b_{\mu}} \equiv \tilde{H}_{q \bar{q} g}^{\alpha, \Gamma^{\mu}} a_{\alpha} b_{\mu} \tag{3.61}
\end{equation*}
$$

The 3-parton contribution (3.60) in terms of $S\left(y_{1}, y_{2}\right), M\left(y_{1}, y_{2}\right)$ reads

$$
\begin{align*}
& i \mathcal{A}_{q \bar{q} g}=\frac{i m_{\rho} f_{\rho}}{4} \int d y_{1} d y_{g} \int d^{2} x_{1 \perp} d^{2} x_{g \perp} \\
& \times\left[\frac{S\left(y_{1}, y_{1}+y_{g}\right)}{2}\left(\tilde{H}_{q \bar{q} g}^{e_{\rho \perp}^{*}, p}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right)+i \tilde{H}_{q \bar{q} g}^{R_{\perp}^{*}, p \gamma_{5}}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right)\right)\right. \\
& \left.+\frac{M\left(y_{1}, y_{1}+y_{g}\right)}{2}\left(\tilde{H}_{q \bar{q} g}^{e_{\rho \perp}^{*}, p}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right)-i \tilde{H}_{q \bar{q} g}^{R_{\perp}^{*}, p \gamma_{5}}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right)\right)\right] . \tag{3.62}
\end{align*}
$$

The next section is mainly devoted to the computations of the Fourier transforms

$$
\tilde{H}_{q \bar{q} g}^{e_{\dot{\perp}}^{*}, p p}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right) \pm i \tilde{H}_{q \bar{q} g}^{R_{\perp}^{*}, p \gamma_{5}}\left(y_{1}, y_{g}, x_{1 \perp}, x_{g \perp}\right) .
$$

### 3.3.2 The color dipole configurations of the hard part

## Diagrams and kinematics

The kinematics of the $q \bar{q} g$ intermediate state, illustrated in the fig. 3.3, reads

$$
\begin{align*}
& \ell_{1}=y_{1} p_{1}+\ell_{1 \perp}+\frac{\underline{\ell}_{1}^{2}}{y_{1} s} p_{2}  \tag{3.63}\\
& \ell_{2}=\bar{y}_{2} p_{1}+\ell_{2 \perp}+\frac{\underline{\ell}_{2}^{2}}{\bar{y}_{2} s} p_{2}  \tag{3.64}\\
& \ell_{g}=y_{g} p_{1}+\ell_{g \perp}+\frac{\underline{\ell}_{g}^{2}}{y_{g} s} p_{2} \tag{3.65}
\end{align*}
$$



Figure 3.3: The kinematics for 3-parton contributions.
with $y_{1}+\bar{y}_{2}+y_{g}=1$ and $\ell_{1 \perp}+\ell_{2 \perp}+\ell_{g \perp}=0$. Each parton is on-shell and this kinematics simplifies to the kinematics of the Sec. 2.7.4 in the collinear limit $\underline{\ell}_{i} \rightarrow 0$.

The momentum of the $\rho$ meson which is the sum of the momentum of the partons reads

$$
\begin{equation*}
p_{\rho}=p_{1}+\frac{1}{s}\left(\frac{\underline{\ell}_{1}^{2}}{y_{1}}+\frac{\ell_{2}^{2}}{\bar{y}_{2}}+\frac{\underline{\ell}_{g}^{2}}{y_{g}}\right) p_{2}=p_{1}+\frac{p_{\rho}^{2}}{s} p_{2} \tag{3.66}
\end{equation*}
$$

and the invariant mass squared of the partonic system is

$$
\begin{equation*}
p_{\rho}^{2}=\frac{\underline{\ell}_{1}^{2}}{y_{1}}+\frac{\underline{\ell}_{2}^{2}}{\bar{y}_{2}}+\frac{\underline{\ell}_{g}^{2}}{y_{g}} . \tag{3.67}
\end{equation*}
$$

Note that the collinear limit, $\underline{\ell}_{1}=\underline{\ell}_{2}=\underline{\ell}_{g}=0$, implies that we neglect higher twist effects from the $\rho$-meson mass. The momenta of the $t$-channel gluons and virtual photon are still defined by eqs. (3.7) and (3.8).

The "extended" amplitude defined as function of $\ell_{1 \perp}$ and $\ell_{g \perp}$

$$
\begin{align*}
& i \mathcal{A}_{q \bar{q} g, \text { ext. }}\left(\ell_{1 \perp}, \ell_{g \perp}\right)=\frac{i m_{\rho} f_{\rho}}{4} \int d y_{1} d y_{g} \\
\times & {\left[\frac{S\left(y_{1}, y_{1}+y_{g}\right)}{2}\left(H_{q \bar{q} g}^{e^{*}, p}\left(y_{1}, y_{g}, \ell_{1 \perp}, \ell_{g \perp}\right)+i H_{q \bar{q} g}^{R_{\perp}^{*}, p \gamma_{5}}\left(y_{1}, y_{g}, \ell_{1 \perp}, \ell_{g \perp}\right)\right)\right.} \\
\times & \left.\frac{M\left(y_{1}, y_{1}+y_{g}\right)}{2}\left(H_{q \bar{q} g}^{e_{\rho}^{*}, p}\left(y_{1}, y_{g}, \ell_{1 \perp}, \ell_{g \perp}\right)-i H_{q \bar{q} g}^{R_{\perp}^{*}, p \gamma_{5}}\left(y_{1}, y_{g}, \ell_{1 \perp}, \ell_{g \perp}\right)\right)\right], \tag{3.68}
\end{align*}
$$

gives back the twist 3 contribution of the amplitude $i \mathcal{A}_{q \bar{q} g}$ in the limit $\left\{\ell_{1 \perp}, \ell_{g \perp}\right\} \rightarrow 0$. Note that this extended amplitude $i \mathcal{A}_{q \bar{q} g, \text { ext. }}$ mixes twist 3 terms (which are the only one remaining in the collinear limit $\ell_{1 \perp}=\ell_{g \perp}=0$ ), with higher twist terms induced by the non-vanishing transverse momenta $\ell_{1 \perp}$ and $\ell_{g \perp}$. The computation of $i \mathcal{A}_{q \bar{q} g, \text { ext. }}$ relevant when taking the collinear limit involves all the three-parton diagrams displayed in figs. 2.8, 2.9 and 2.10 in Sec. 2.2.1 of the chap. 2. These diagrams were divided into the following types,

- the 12 "abelian" diagrams (e.g. aG1 shown in fig. 3.4),
- the 12 "non-abelian with a single triple gluon vertex" (e.g. atG1, fig. 3.5),
- the 4 "non-abelian with two triple gluon vertex" (e.g. gttG1, fig. 3.6).

Similarly to the computation in the $q \bar{q}$ intermediate state contribution, we perform the integral over $\kappa$ of $i \mathcal{A}_{q \bar{q} g}$, using the residue method applied to the contour $\mathcal{C}_{-}$to get the impact


Figure 3.4: The detailed structure of the diagram (aG1).


Figure 3.5: The detailed structure of the "non-Abelian" (with one triple gluon vertex) diagram (atG1).
factor contribution of the "extended" impact factor $\Phi_{q \bar{q}, \text { ext. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$, which contains the relevant dependence on the transverse momenta.

We show below the explicit results of the aG1 vector and axial contributions to the


Figure 3.6: The detailed structure of the diagram (gttG1).
extended impact factor $\Phi_{q \bar{q} g, \text { ext. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ after integration over $\kappa$. The aG1 vector contribution reads

$$
\begin{align*}
& \Phi_{a G 1, e x t .}^{V}=\frac{e_{q} g^{2}}{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \int_{0}^{1} d y_{1} d y_{2} B\left(y_{1}, y_{2}\right) \\
& \quad \times\left\{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\left(\bar{y}_{2} \underline{\ell}_{1}^{2}-y_{1} \underline{\ell}_{2} \cdot \underline{\ell}_{1}+y_{1} \bar{y}_{2} Q^{2}\right)+y_{1}\left(\left(\underline{\ell}_{1} \cdot \underline{e}_{\gamma}\right)\left(\underline{\ell}_{2} \cdot \underline{e}_{\rho}^{*}\right)+\left(\underline{\ell}_{1} \cdot \underline{e}_{\rho}^{*}\right)\left(\underline{\ell}_{2} \cdot \underline{e}_{\gamma}\right)\right)\right\} \\
& \quad \times \frac{y_{1} y_{g}}{\left(\underline{\ell}_{1}^{2}+\mu_{1}^{2}\right)\left(y_{g} \bar{y}_{g} \underline{\ell}_{1}^{2}+2 y_{1} y_{g} \underline{\ell}_{1} \cdot \underline{\ell}_{g}+y_{1} \bar{y}_{1} \underline{\ell}_{g}^{2}+y_{1} \bar{y}_{2} y_{g} Q^{2}\right)}, \tag{3.69}
\end{align*}
$$

and the aG1 axial contribution reads

$$
\begin{align*}
& \Phi_{a G 1, e x t .}^{A}=\frac{e_{q} g^{2}}{2} f_{\rho} m_{\rho} \frac{\delta^{a b}}{2 N_{c}} \int_{0}^{1} d y_{1} d y_{2} D\left(y_{1}, y_{2}\right) \\
& \quad \times\left\{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\left(\bar{y}_{2} \underline{\ell}_{1}^{2}+y_{1} \underline{\ell}_{2} \cdot \underline{\ell}_{1}+y_{1} \bar{y}_{2} Q^{2}\right)-y_{1}\left[\left(\underline{\ell}_{1} \cdot \underline{e}_{\gamma}\right)\left(\underline{\ell}_{2} \cdot \underline{e}_{\rho}^{*}\right)+\left(\underline{\ell}_{1} \cdot \underline{e}_{\rho}^{*}\right)\left(\underline{\ell}_{2} \cdot \underline{e}_{\gamma}\right)\right]\right\} \\
& \quad \times \frac{y_{1} y_{g}}{\left(\underline{\ell}_{1}^{2}+\mu_{1}^{2}\right)\left(y_{g} \bar{y}_{g} \underline{\ell}_{1}^{2}+2 y_{1} y_{g} \underline{\ell}_{1} \cdot \underline{\ell}_{g}+y_{1} \bar{y}_{1} \underline{\ell}_{g}^{2}+y_{1} \bar{y}_{2} y_{g} Q^{2}\right)} . \tag{3.70}
\end{align*}
$$

## Classification of the diagrams in color dipole configurations



Figure 3.7: The $\{q \bar{q}\},\{\bar{q} g\}$ and $\{q g\}$ dipoles interacting with the $t$-channel gluons.
We want to extract the relevant color dipoles made of a color-anticolor singlet pair in the fundamental representation, constructed either from a $q \bar{q}$ pair, denoted by $\{q \bar{q}\}$, or from a quark and the "antiquark part" of the gluon (denoted by $\{q g\}$ ), or from an antiquark and the "quark part" of the gluon (denoted by $\{\bar{q} g\}$ ), as the gluon belongs to the adjoint representation of $S U\left(N_{c}\right)$.

The diagrams are collected depending on the pair of partons that interacts with the $t$-channel gluons, see fig. 3.7. Due to the topology of the associated diagrams, the dipole $\{q \bar{q}\}$ is suppressed by $1 / N_{c}^{2}$, the corresponding diagram being non-planar. The 6 diagrams corresponding to the interaction of the $\{\bar{q} g\}$ system with the $t$-channel gluons are the contributions in $\frac{\delta^{a b}}{2 N_{c}} \frac{N_{c}}{C_{F}}$ of aG1, httG1, atG1, etG1, dtG1, btG2, shown in fig. 3.8. The results of the diagrams associated to the $\{q g\}$ system, cG1, gttG1, ctG1, ftG1, btG1, dtG2 are obtained from the diagrams of the $\{\bar{q} g\}$ system by exchanging the role of the quark and the anti-quark. The diagrams associated to the $\{q \bar{q}\}$ system are the contributions in $\frac{\delta^{a b}}{2 N_{c}}\left(\frac{N_{c}}{C_{F}}-2\right)$ of aG1, bG2, dG1 and the symmetric diagrams under exchange of the quark and the anti-quark, cG1, dG2, bG1, shown in fig. 3.9.

## Dipole interactions

We will show that the color structure of the diagrams associated to the factorized hard part of the $q \bar{q} g$ intermediate state can be simplified into the color structure of a single dipole that


Figure 3.8: The $\{\bar{q} g\}$ dipole content.


Figure 3.9: The $\{q \bar{q}\}$ dipole content.
interacts with two $t$-channel gluons. We need for this to consider the abelian diagrams and the non-abelian diagrams. For the abelian type of diagram, one gets

while the non-abelian structure reduces to


This second identity can be easily derived based on the relation

$$
\begin{equation*}
\operatorname{Tr}\left(\left[t^{a}, t^{b}\right] t^{c}\right)=\frac{i}{2} f_{a b c} \tag{3.73}
\end{equation*}
$$

which can be represented graphically as

$$
\begin{equation*}
\frac{i}{2} f_{a b c}=b_{b}-b_{c}^{a} \text {, } \tag{3.74}
\end{equation*}
$$

thus allowing to pass from the adjoint representation to the fundamental one. We thus conclude from eqs. $(3.71,3.72)$ that in color space we only expect color dipole contributions even at finite $N_{c}$.

### 3.3.3 Fourier transforms of the 3-parton diagrams in the collinear limit

In the following parts, we respectively denote $\underline{x}_{i}$ and $\underline{\ell}_{i}$ the transverse position and momentum of the parton $i$. Using the analogy that exists [53] between a Lorentz sub-group in the infinite momentum frame that leaves invariant the hypersurface orthogonal to the dominant lightcone direction with the Galilean transformations in two-dimensional mechanics, the idea to simplify the computation is to make a change of variables dictated by the two-body problem in classical mechanics. The $q \bar{q} g$ system defined by $\left\{y_{1}, \underline{\ell}_{1}\right\},\left\{\bar{y}_{2}, \underline{\ell}_{2}\right\}$ and $\left\{y_{g}, \underline{\ell}_{g}\right\}$ can be simplified by considering the center of mass

$$
G_{i j} \equiv\left\{y_{i}+y_{j}, \underline{L}_{i j}=\underline{\ell}_{i}+\underline{\ell}_{j}\right\}
$$

and the reduced particle

$$
R_{i j} \equiv\left\{m_{i j}=\frac{y_{i} y_{j} Q}{y_{i}+y_{j}}, \underline{\ell}_{i j}=\frac{y_{i} \underline{\ell}_{j}-y_{j} \underline{\ell}_{i}}{\left(y_{i}+y_{j}\right)}\right\}
$$

variables, where $i$ and $j$ are the partons forming the system that interacts with the $t$-channel gluons. This simplifies the expressions of the extended impact factor results. It turns out that in the collinear limit the relevant momentum is associated to the reduced particle of the two-parton system that interacts with the $t$-channel gluons. As an example, the Fourier transform of the hard part associated to the 2-parton system $\{\bar{q} g\}$, reads

$$
\begin{align*}
\tilde{H}^{\{\bar{q} q\}}\left(\underline{x}_{1}, \underline{x}_{2}, \underline{x}_{g}\right)= & \int \frac{d^{2} \underline{L}}{(2 \pi)^{2}} \frac{d^{2} \underline{\ell}_{2}}{(2 \pi)^{2}} \frac{d^{2} \underline{\ell}_{g}}{(2 \pi)^{2}} H^{\{\bar{q} g\}}\left(\underline{L}, \underline{\ell}_{2}, \underline{\ell}_{g}\right) \delta^{2}(\underline{L}) \\
& \times \exp \left(-i\left(\left(\underline{L}-\underline{\ell}_{2}-\underline{\ell}_{g}\right) \cdot \underline{x}_{1}+\underline{\ell}_{2} \cdot \underline{x}_{2}+\underline{\ell}_{g} \cdot \underline{x}_{g}\right)\right) \\
= & \int \frac{d^{2} \underline{\ell}_{2}}{(2 \pi)^{2}} \frac{d^{2} \underline{\ell}_{g}}{(2 \pi)^{2}} H^{\{\bar{q} g\}}\left(\underline{\ell}_{2}, \underline{\ell}_{g}\right) \\
& \times \exp \left(-i\left(\underline{L}_{\bar{q} g} \cdot\left(\underline{x}_{G_{\bar{q} g}}-\underline{x}_{1}\right)+\underline{\ell}_{\bar{q} g} \cdot \underline{x}\right)\right), \tag{3.75}
\end{align*}
$$

with $\underline{L}=\underline{\ell}_{1}+\underline{\ell}_{2}+\underline{\ell}_{g}$ and $\underline{x}_{G}=y_{1} \underline{x}_{1}+\bar{y}_{2} \underline{x}_{2}+y_{g} \underline{x}_{g}$ the momentum and the position of the center of mass $G$ of the 3 -parton system. We now perform the change of variables $\left(\underline{\ell}_{2}, \underline{\ell}_{g}\right) \rightarrow$ $\left(\underline{\ell}_{\bar{q} g}, \underline{L}_{\bar{q} g}\right)$, which involves the Jacobian $\left(\bar{y}_{2}+y_{g}\right) / \bar{y}_{1}=1$, leading to

$$
\begin{equation*}
\tilde{H}^{\{\bar{q} g\}}\left(\underline{x}_{1}, \underline{x}_{2}, \underline{x}_{g}\right)=\int \frac{d^{2} \underline{\ell}_{\bar{q} g}}{(2 \pi)^{2}} \frac{d^{2} \underline{L}_{\bar{q} g}}{(2 \pi)^{2}} H^{\{\bar{q} g\}}\left(\underline{\ell}_{\bar{q} g}, \underline{L}_{\bar{q} g}\right) \exp \left(-i\left(\underline{L}_{\bar{q} g} \cdot\left(\underline{x}_{G_{\bar{q} g}}-\underline{x}_{1}\right)+\underline{\ell}_{\bar{q} g} \cdot \underline{x}\right)\right) \tag{3.76}
\end{equation*}
$$

Let us denote $F_{\text {Diagr, } V}^{\{i j\}}\left(\underline{\ell}_{i j}, \underline{L}_{i j}, y_{i}, y_{j}\right)$ and $F_{\text {Diagr, } A}^{\{i j\}}\left(\underline{\ell}_{i j}, \underline{L}_{i j}, y_{i}, y_{j}\right)$ respectively the integrands of the vector and axial-vector contributions of the diagram 'Diagr' related to the 2-parton system $\{i j\}$, to the "extended" impact factor.

Taking the diagram atG1 as an example for clarity, its vector contribution $F_{a t G 1, V}^{\{\bar{q}\}}$ and
its axial vector contribution $F_{a t G 1, A}^{\{\bar{q} g\}}$ read explicitly,

$$
\begin{align*}
& F_{a t G 1, V}^{\{\bar{q} g\}}\left(\underline{\ell}_{\bar{q} g}, \underline{L}_{\bar{q} g}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b} Q^{2}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)+M\left(y_{1}, y_{2}\right)\right) \frac{1}{4 \bar{y}_{1} Q} \\
& \times\left\{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\left(\frac{\underline{L}_{\bar{q} g}^{2}}{2 \mu_{1}^{2} / Q}+\frac{Q}{2}+\frac{\underline{L}_{\bar{q} g} \cdot\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)}{2 \bar{y}_{1} \bar{y}_{2} Q}\right)\right. \\
& \left.-\frac{\left.\left(\underline{L}_{\bar{q} g} \cdot \underline{e}_{\gamma}\right)\left(\underline{e}_{\rho}^{*} \cdot\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)\right)\right)}{2 \bar{y}_{2} y_{g} Q /\left(\bar{y}_{1}+\bar{y}_{2}\right)}-\frac{\left(\underline{L}_{\bar{q} g} \cdot \underline{e}_{\rho}^{*}\right)\left(\underline{e}_{\gamma} \cdot\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)\right)}{2 \bar{y}_{2} Q}\right\} \\
& \times \frac{1}{\left(\frac{L_{\bar{q} g}^{2}}{2 \mu_{1}^{2} / Q}+\frac{Q}{2}\right)\left(\frac{L_{\bar{q} g}^{2}}{2 \mu_{1}^{2} / Q}+\frac{Q}{2}+\frac{\left(\underline{C}_{\bar{q} q}+\underline{k}\right)^{2}}{2 \mu_{\bar{q} g}^{2} / Q}\right)},  \tag{3.77}\\
& F_{a t G 1, A}^{\{\bar{q} g\}}\left(\underline{\ell}_{\bar{q} g}, \underline{L}_{\bar{q} g}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b} Q^{2}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)-M\left(y_{1}, y_{2}\right)\right) \frac{1}{4 \bar{y}_{1} Q} \\
& \times\left\{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\left(\frac{\underline{L}_{\bar{q} g}^{2}}{2 \mu_{1}^{2} / Q}+\frac{Q}{2}-\frac{\underline{L}_{\bar{q} g} \cdot\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)}{2 \bar{y}_{2} y_{g} Q /\left(\bar{y}_{1}+\bar{y}_{2}\right)}\right)\right. \\
& \left.+\frac{\left(\underline{L}_{\bar{q} g} \cdot \underline{e}_{\rho}^{*}\right)\left(\underline{e}_{\gamma} \cdot\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)\right)}{2 \bar{y}_{2} y_{g} Q /\left(\bar{y}_{1}+\bar{y}_{2}\right)}+\frac{\left(\underline{L}_{\bar{q} g} \cdot \underline{e}_{\gamma}\right)\left(\underline{e}_{\rho}^{*} \cdot\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)\right)}{2 \bar{y}_{2} Q}\right\} \\
& \times \frac{1}{\left(\frac{L_{\bar{q}}^{2}}{2 \mu_{1}^{2} / Q}+\frac{Q}{2}\right)\left(\frac{L_{\bar{q}}^{2}}{2 \mu_{1}^{2} / Q}+\frac{Q}{2}+\frac{\left(\ell_{\bar{q} q}+\underline{k}\right)^{2}}{2 \mu_{q}^{2} / Q}\right)}, \tag{3.78}
\end{align*}
$$

with $\mu_{1}^{2}=y_{1} \bar{y}_{1} Q^{2}, \mu_{\bar{q} g}^{2}=\frac{y_{g} \bar{y}_{2}}{y_{g}+\bar{y}_{2}} Q^{2}$. We will denote for an arbitrary pair of partons $i, j$,

$$
\mu_{i j}^{2}=\frac{y_{i} y_{j}}{y_{i}+y_{j}} Q^{2}
$$

As our treatment aims to get the proper result only in the collinear approximation, we cannot have access to the full transverse information about the dipoles dynamics but only about dynamics of the dipole which is probed by the $t$-channel gluons. In other words, the information carried by $\underline{L}_{\bar{q} g}$ is only partial and not relevant in the collinear approximation so we can send the non-interacting dipole momentum $\underline{L}_{\bar{q} g}$ to zero to simplify the result of the extended impact factor. This gives,

$$
\begin{align*}
F_{a t G 1, V}^{\{\bar{q} g\}}\left(\underline{\ell}_{\bar{q} g}, \underline{0}, \bar{y}_{2}, y_{g}\right)= & \frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)+M\left(y_{1}, y_{2}\right)\right) \\
& \times \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} \frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2\left(\mu_{\bar{q} g}^{2}+\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)^{2}\right)},  \tag{3.79}\\
F_{a t G 1, A}^{\{\bar{q} g\}}\left(\underline{\ell}_{\bar{q} g}, \underline{0}, \bar{y}_{2}, y_{g}\right)= & \frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)-M\left(y_{1}, y_{2}\right)\right) \\
& \times \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2\left(\mu_{\bar{q} g}^{2}+\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right)^{2}\right)} . \tag{3.80}
\end{align*}
$$

We can now express eqs. $(3.79,3.80)$ in terms of their Fourier transforms to get the


Figure 3.10: The relevant momentum $\underline{\ell}_{\bar{q} g}$ of the interaction with $t$-channel gluons in the collinear approximation.
information about the interacting dipole dynamics,

$$
\begin{aligned}
& F_{a t G 1, V}^{\{\bar{q} g\}}\left(\underline{\ell}_{\bar{q} g}, \underline{0}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)+M\left(y_{1}, y_{2}\right)\right) \\
& \times \frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right) e^{i\left(\underline{\ell}_{\bar{q} g}+\underline{k}\right) \cdot \underline{x}}, \\
& F_{a t G 1, A}^{\{\bar{q} q\}}\left(\underline{\ell}_{\bar{q} g}, \underline{0}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)-M\left(y_{1}, y_{2}\right)\right) \\
& \times \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right) e^{i\left(\ell_{\bar{q} g}+\underline{k}\right) \cdot \underline{x}} .
\end{aligned}
$$

Finally, what remains in the collinear limit is

$$
\begin{aligned}
& F_{a t G 1, V}^{\{\bar{q} g\}}\left(\underline{0}, \underline{0}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)+M\left(y_{1}, y_{2}\right)\right) \\
& \times \frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right) e^{i \underline{k} \cdot \underline{x}}, \\
& F_{a t G 1, A}^{\{\bar{q}\}}\left(\underline{0}, \underline{0}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \frac{1}{2}\left(S\left(y_{1}, y_{2}\right)-M\left(y_{1}, y_{2}\right)\right) \\
& \times \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right) e^{i \underline{k} \cdot \underline{x}} .
\end{aligned}
$$

The total contribution of the diagram atG1 is the sum of the above vector and axial vector contributions

$$
\begin{equation*}
F_{a t G 1}^{\{\bar{q} g\}}\left(\underline{0}, \underline{0}, \bar{y}_{2}, y_{g}\right)=\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} S\left(y_{1}, y_{2}\right) \frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{\mu_{\bar{q} g}^{2}}{\bar{y}_{1}} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right) e^{i \underline{k} \cdot \underline{x}} . \tag{3.81}
\end{equation*}
$$

Let us emphasize that the integral over $\bar{y}_{2}$ and $y_{g}$ of $F_{a t G 1}^{\{\bar{q} g\}}\left(\underline{0}, \underline{0}, \bar{y}_{2}, y_{g}\right)$ given in eq. (3.81) is the twist 3 impact factor contribution of the diagram atG1 for the $\{\bar{q} g\}$ dipole, where we have extracted the relevant information about the interacting dipole of size $\underline{x}$.

The computations of contributions of all the other 3-parton diagrams proceed in the same way. We first compute the diagrams associated to a dipole configuration, in terms of the center of mass and the reduced particle momenta and masses, to obtain $F^{\{i j\}}\left(\underline{\ell}_{i j}, \underline{L}_{i j}, y_{i}, y_{j}\right)$. We compute then the Fourier transform $\tilde{f}^{\{i j\}}\left(\underline{x}, y_{i}, y_{j}\right)$ of $F^{\{i j\}}\left(\underline{\ell}_{i j}, \underline{L}_{i j}=\underline{0}, y_{i}, y_{j}\right)$ as $\underline{L}_{i j}$ is never shifted by the $t$-channel gluon transverse momenta $\underline{k}$. Finally, the impact factor is
expressed in terms of $\tilde{f}^{\{i j\}}\left(\underline{x}, y_{i}, y_{j}\right)$, where $\underline{x}=\underline{x}_{i}-\underline{x}_{j}$ is the size of the dipole $\{i j\}$, i.e. the variable conjugated to the momentum $\underline{\ell}_{i j}$. The impact factor has thus the general form

$$
\begin{align*}
\Phi_{q \bar{q} g}^{\gamma_{T}^{*} \rightarrow \rho_{T}} & =\sum_{\{i j\}} \Phi_{q \bar{q} g}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T}\{i j\}}  \tag{3.82}\\
& =\sum_{\{i j\}} \int d y_{i} d y_{j} \int \frac{d^{2} \underline{x}}{(2 \pi)^{2}} \tilde{f}^{\{i j\}}\left(\underline{x}, y_{i}, y_{j}\right) \tag{3.83}
\end{align*}
$$

The results of the diagrams in momentum space exhibit two kinds of structure denoted by $S_{1}(\underline{\ell}, \mu)$ and $S_{2 m n}\left(\underline{\ell}, \mu_{A}, \mu_{B}\right)$

$$
\begin{align*}
S_{1}(\underline{\ell}, \mu) & =\frac{\mu^{2}}{\underline{\ell}^{2}+\mu^{2}}  \tag{3.84}\\
S_{2 m n}\left(\underline{\ell}, \mu_{A}, \mu_{B}\right) & =\frac{\underline{\ell}_{m} \underline{\ell}_{n}}{\left(\underline{\ell}^{2}+\mu_{A}^{2}\right)\left(\underline{\ell}^{2}+\mu_{B}^{2}\right)} \tag{3.85}
\end{align*}
$$

where $m$ and $n$ are 2-dimensional euclidean indices and $\mu, \mu_{A}, \mu_{B}$ are the energies scales at stake. The Fourier transforms of formulas (3.84) and (3.85) are

$$
\begin{equation*}
S_{1}(\underline{\ell}, \mu)=\int \frac{d^{2} \underline{x}}{(2 \pi)} \mu^{2} K_{0}(\mu|\underline{x}|) e^{i \underline{i \underline{x}} \cdot \underline{x}} \tag{3.86}
\end{equation*}
$$

and

$$
\begin{align*}
& S_{2 m n}\left(\underline{\ell}, \mu_{A}, \mu_{B}\right)=\int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{e^{-i \underline{i} \cdot \underline{x}}}{\mu_{A}^{2}-\mu_{B}^{2}} \frac{\partial}{\partial \underline{x}_{m}} \frac{\partial}{\partial \underline{x}_{n}}\left(K_{0}\left(\mu_{A}|\underline{x}|\right)-K_{0}\left(\mu_{B}|\underline{x}|\right)\right) e^{i \underline{\ell} \cdot \underline{x}} \\
& \quad=\int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{1}{\mu_{A}^{2}-\mu_{B}^{2}}\left\{\frac { \delta _ { m n } } { 2 } \left[\mu_{A}^{2}\left(\frac{K_{0}^{\prime}\left(\mu_{A}|\underline{x}|\right)}{\mu_{A}|\underline{x}|}+K_{0}^{\prime \prime}\left(\mu_{A}|\underline{x}|\right)\right)\right.\right. \\
& \left.\quad-\mu_{B}^{2}\left(\frac{K_{0}^{\prime}\left(\mu_{B}|\underline{x}|\right)}{\mu_{B}|\underline{x}|}+K_{0}^{\prime \prime}\left(\mu_{B}|\underline{x}|\right)\right)\right] \\
& +\left(\frac{\delta_{m n}}{2}-\frac{\underline{x}_{m} \underline{x}_{n}}{|\underline{x}|^{2}}\right)\left[\mu_{A}^{2}\left(\frac{K_{0}^{\prime}\left(\mu_{A}|\underline{x}|\right)}{\mu_{A}|\underline{x}|}-K_{0}^{\prime \prime}\left(\mu_{A}|\underline{x}|\right)\right)\right. \\
& \left.\left.\quad-\mu_{B}^{2}\left(\frac{K_{0}^{\prime}\left(\mu_{B}|\underline{x}|\right)}{\mu_{B}|\underline{x}|}-K_{0}^{\prime \prime}\left(\mu_{B}|\underline{x}|\right)\right)\right]\right\} . \tag{3.87}
\end{align*}
$$

This expression can be simplified by noting that the modified Bessel function $K_{\nu}(\lambda)$ satisfies the equation

$$
\begin{equation*}
\lambda^{2} K_{\nu}^{\prime \prime}(\lambda)+\lambda K_{\nu}^{\prime}(\lambda)=\left(\lambda^{2}+\nu^{2}\right) K_{\nu}(\lambda) \tag{3.88}
\end{equation*}
$$

The expression (3.87) thus reads

$$
\begin{align*}
& S_{2 m n}\left(\underline{\ell}, \mu_{A}, \mu_{B}\right)=\int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{e^{i \underline{i} \cdot \underline{x}}}{\mu_{A}^{2}-\mu_{B}^{2}} \\
& \left\{\frac{\delta_{m n}}{2}\left[\mu_{A}^{2} K_{0}\left(\mu_{A}|\underline{x}|\right)-\mu_{B}^{2} K_{0}\left(\mu_{B}|\underline{x}|\right)\right]\right. \\
& \left.-\left(\frac{\delta_{m n}}{2}-\frac{\underline{x}_{m} \underline{x}_{n}}{|\underline{x}|^{2}}\right)\left[\mu_{A}^{2} K_{2}\left(\mu_{A}|\underline{x}|\right)-\mu_{B}^{2} K_{2}\left(\mu_{B}|\underline{x}|\right)\right]\right\} \tag{3.89}
\end{align*}
$$

where we have used the relation

$$
\begin{equation*}
-\frac{1}{\lambda} K_{0}^{\prime}(\lambda)+K_{0}^{\prime \prime}(\lambda)=K_{2}(\lambda) \tag{3.90}
\end{equation*}
$$

implied by the standard Bessel recursion formulas [172]. Let us note that the Fourier transforms in eqs. $(3.86,3.89)$ lead to the appearance of two functions in the 3-parton impact factor, one associated with the spin non-flip transition $\Phi_{q \bar{q} g, n f}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ and one associated to the spin flip transition $\Phi_{q \bar{q} g, \mathrm{f}}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ :

$$
\begin{align*}
& \Phi_{q \overline{q q, n . \mathrm{f.}}}^{\gamma_{T}^{*} \rightarrow \rho_{T}} \propto \mu^{2} K_{0}(\mu \mid \underline{x}),  \tag{3.91}\\
& \Phi_{q \bar{q}, \text {, f. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}} \tag{3.92}
\end{align*} \propto \mu^{2} K_{2}(\mu \mid \underline{x}) .
$$

### 3.3.4 Spin non-flip and spin flip $q \bar{q} g$ impact factor

In this section we show the results we obtain for each color dipole configuration interacting with the gluons in $t$-channel.

The sum of the contributions in $\frac{\delta^{a b}}{2 N_{c}} \frac{N_{c}}{C_{F}}$ of the diagrams (cG1), (ctG1), (ftG1), (httG1), (btG1) and (dtG2), associated with the scattering amplitude of the $\{q g\}$ system on the $t$-channel gluons, leads to the impact factor

$$
\begin{align*}
\Phi_{q \bar{q} g}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T},\{q g\}}= & \frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \\
\times & \left\{\frac { \underline { e } _ { \rho } ^ { * } \cdot \underline { e } _ { \gamma } } { 2 } \left[\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)-\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)\right.\right. \\
+ & \left.\frac{\bar{y}_{1}}{y_{1} \bar{y}_{2}} M\left(y_{1}, y_{2}\right)\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right]\right] \\
+ & \left(\frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}-\frac{\underline{e}_{\rho}^{*} \cdot \underline{x} \underline{x} \cdot \underline{e_{\gamma}}}{|\underline{x}|^{2}}\right)\left(\frac{S\left(y_{1}, y_{2}\right)}{y_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{\bar{y}_{2}}\right) \\
& \left.\times\left[\mu_{q g}^{2} K_{2}\left(\mu_{q g}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right]\right\} \\
+ & \frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} T_{\text {n.f. }} \frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right) \tag{3.93}
\end{align*}
$$

with $\mu_{2}^{2}=y_{2} \bar{y}_{2} Q^{2}$. Note that $\frac{\mu_{2}^{2}}{Q}=y_{2} \bar{y}_{2} Q$ is associated to the analogous reduced mass of the 2-body system constituted by the antiquark and the center of mass of the quark and the gluon. We show in the tab. 3.1, the kinematic variables associated to the center of mass $G$ and the reduced particle $R$ of the system $\{q g\}$ that we use to obtain, after simplifications described previously, the result (3.93).

The result for the $\{\bar{q} g\}$ dipole is straightforward by exchanging the role of the quark and the antiquark i.e. exchanging $y_{1}$ and $\bar{y}_{2}$ in (3.93). Adding the results for the $\{q g\}$ and for the $\{\bar{q} g\}$ dipoles and using the symmetry properties of $S\left(y_{1}, y_{2}\right)$ and $M\left(y_{1}, y_{2}\right)$ under the exchange

| $\{q g\}$ | Center of mass $G$ | Reduced particle $R$ |
| :---: | :---: | :---: |
| momenta | $\underline{L}_{q g}=\underline{\ell}_{1}+\underline{\ell}_{g}=-\underline{\ell}_{2}$ | $\underline{\ell}_{q g}=\frac{y_{1} \underline{\ell}_{g}-y_{g} \underline{\ell}_{1}}{y_{g}+y_{1}}=\frac{y_{1} \underline{\ell}_{g}-y_{g} \underline{\ell}_{1}}{y_{2}}$ |
| positions | $\underline{x}_{G}=\frac{y_{1} \underline{x}_{1}+y_{g} \underline{x}_{g}}{y_{2}}$ | $\underline{x}=\underline{x}_{g}-\underline{x}_{1}$ |
| masses | $m_{G}=y_{2} Q$ | $m_{R}=\frac{\mu_{q}^{2}}{Q}=\frac{y_{1} y_{g} Q}{y_{2}}$ |

Table 3.1: Kinematic variables of the center of mass $G$ and of the reduced particle $R$ of the system $\{q g\}$
of $y_{1} \rightarrow \bar{y}_{2}$, the spin non-flip part $\Phi_{q \bar{q} g, \text { n.f. }}^{\gamma_{T}^{*} \rightarrow \rho_{T},\{q g\}+\{\bar{q} g\}}$ and the spin flip part $\Phi_{q \bar{q} g, \mathrm{f} .}^{\gamma_{T}^{*} \rightarrow \rho_{T},\{q g\}+\{\bar{q} g\}} \mathrm{read}$

$$
\begin{align*}
& \Phi_{q \bar{q} g, \text { n.f. }}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T},\{q g\}+\{\bar{q} g\}}=\frac{-C^{a b}}{2} \frac{N_{c}}{C_{F}} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \\
& \times\left\{\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)+\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right]\right. \\
&-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)+\mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right] \\
&+\left(\frac{y_{2} \bar{y}_{1}}{y_{1} \bar{y}_{2}}\right) \frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right] \\
&\left.-\left(\frac{y_{2} \bar{y}_{1}}{y_{1} \bar{y}_{2}}\right) \frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right]\right\} \\
&+\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \\
& \times\left[\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)\right], \tag{3.94}
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{q \bar{q} g, \text { f. }}^{\gamma_{T}^{*} \rightarrow \rightarrow \rho_{T},\{q g\}+\{\bar{q} g\}}=\frac{C^{a b}}{2} \frac{N_{c}}{C_{F}} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k})\left(\frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}-\frac{\underline{e}_{\rho}^{*} \cdot \underline{x} \underline{x} \cdot \underline{e_{\gamma}}}{|\underline{x}|^{2}}\right) \\
& \times\left(\frac{S\left(y_{1}, y_{2}\right)}{y_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{\bar{y}_{2}}\right)\left[\mu_{q g}^{2} K_{2}\left(\mu_{q g}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right. \\
& \left.\quad+\mu_{\bar{q} g}^{2} K_{2}\left(\mu_{\bar{q} g}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right] \tag{3.95}
\end{align*}
$$

The spin non-flip and spin flip impact factors associated to the scattering amplitude of the dipole $\{q \bar{q}\}$ on the $t$-channel gluons are given by the contributions of type $\frac{\delta^{a b}}{2 N_{c}}\left(\frac{N_{c}}{C_{F}}-2\right)$ from
the diagrams (aG1), (cG1), (bG1), (dG2), (bG2), (dG1). The results read

$$
\begin{align*}
& \Phi_{q \bar{q} g, \text { n.f. }}^{\gamma_{T}^{*} \rightarrow \rho_{T},\{q \bar{q}\}}=\frac{C^{a b}}{2}\left(\frac{N_{c}}{C_{F}}-2\right) \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k})^{\frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}} \\
& \times\left\{\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)\right. \\
& -\frac{S\left(y_{1}, y_{2}\right)}{y_{g}}\left[\left(\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right)\right. \\
& \left.+\frac{y_{2}}{\bar{y}_{2}}\left(\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right)\right] \\
& +\frac{M\left(y_{1}, y_{2}\right)}{y_{g}}\left[\left(\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right)\right. \\
& \left.\left.+\frac{\bar{y}_{1}}{y_{1}}\left(\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right)\right]\right\} \\
& -\frac{C^{a b}}{2}\left(\frac{N_{c}}{C_{F}}-2\right) \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \\
& \times\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)\right), \tag{3.96}
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{q \bar{q} g, f .}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T},\{q \bar{q}\}}=\frac{C^{a b}}{2}\left(\frac{N_{c}}{C_{F}}-2\right) \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k})\left(\frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}-\frac{\underline{e}_{\rho}^{*} \cdot \underline{x} \underline{x} \cdot \underline{e}_{\gamma}}{|\underline{x}|^{2}}\right) \\
& \times\left(\frac{S\left(y_{1}, y_{2}\right)}{y_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{\bar{y}_{2}}\right)\left[\frac{\bar{y}_{2}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right)\right. \\
& \left.\quad+\frac{y_{1}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right)\right] . \tag{3.97}
\end{align*}
$$

We show in tab. 3.2 the kinematic variables associated to the system $\{q \bar{q}\}$. The total 3-parton

| $\{q \bar{q}\}$ | Center of mass $G$ | Reduced particle $R$ |
| :---: | :---: | :---: |
| momenta | $\underline{L}_{q \bar{q}}=\underline{\ell}_{1}+\underline{\ell}_{2}=-\underline{\ell}_{g}$ | $\underline{\ell}_{q \bar{q}}=\frac{\bar{y}_{2} \underline{\ell}_{1}-y_{1} \underline{\ell}_{2}}{y_{1}+\bar{y}_{2}}=\frac{\bar{y}_{2} \underline{\ell}_{1}-y_{1} \ell_{2}}{\bar{y}_{g}}$ |
| positions | $\underline{x}_{G}=\frac{y_{1} \underline{x}_{1}+\bar{y}_{2} \underline{x}_{2}}{\bar{y}_{g}}$ | $\underline{x}=\underline{x}_{1}-\underline{x}_{2}$ |
| masses | $m_{G}=\bar{y}_{g} Q$ | $m_{R}=\frac{\mu_{q \bar{q}}^{2}}{Q}=\frac{y_{1} \bar{y}_{2} Q}{\bar{y}_{g}}$ |

Table 3.2: Kinematic variables of the center of mass $G$ and of the reduced particle $R$ of the system $\{q \bar{q}\}$
results for the spin non-flip amplitude is thus

$$
\begin{align*}
& \Phi_{q \bar{q} g, \text { n.f. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b}}{2} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \frac{\underline{e_{\rho}^{*}} \cdot \underline{e_{\gamma}}}{2} \\
& \times\left\{2\left[\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)\right]\right. \\
& +\frac{N_{c}}{C_{F}}\left[\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right. \\
& +\left(\frac{y_{2} \bar{y}_{1}}{\bar{y}_{2} y_{1}}\right) \times\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right]\right. \\
& \left.\left.-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right]\right)\right] \\
& +\left(\frac{N_{c}}{C_{F}}-2\right)\left[\frac { S ( y _ { 1 } , y _ { 2 } ) } { y _ { g } } \left(\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right.\right. \\
& \left.+\frac{y_{2}}{\bar{y}_{2}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right) \\
& -\frac{M\left(y_{1}, y_{2}\right)}{y_{g}}\left(\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right. \\
& \left.\left.\left.+\frac{\bar{y}_{1}}{y_{1}}\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right)\right]\right\} \\
& +\frac{C^{a b}}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} \int d y_{1} d y_{2}\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\right), \tag{3.98}
\end{align*}
$$

while the spin flip 3-parton impact factor is

$$
\begin{align*}
& \Phi_{q \bar{q} \bar{q}, \mathrm{f.}}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=\frac{C^{a b}}{2} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k})\left(\frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}-\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)\left(\underline{x} \cdot \underline{e}_{\gamma}\right)}{|\underline{x}|^{2}}\right) \\
& \times\left(\frac{S\left(y_{1}, y_{2}\right)}{y_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{\bar{y}_{2}}\right)\left\{\frac { N _ { c } } { C _ { F } } \left[\mu_{q g}^{2} K_{2}\left(\mu_{q g}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right.\right. \\
& \left.\quad+\mu_{\bar{q} g}^{2} K_{2}\left(\mu_{\bar{q} g}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right] \\
& \quad+\left(\frac{N_{c}}{C_{F}}-2\right)\left[\frac{\bar{y}_{2}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right)\right. \\
& \left.\left.\quad+\frac{y_{1}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right)\right]\right\} . \tag{3.99}
\end{align*}
$$

In the formula (3.98), the last line is not proportional to the dipole factor $\mathcal{N}(\underline{x}, \underline{k})$. In the following part, we will show that putting together the 2-parton result (beyond WW approximation) and the 3-parton result, all parts of the impact factor which do not have the dipole form cancel each others using the QCD EOM. This will extend to the full twist 3 result, the reasoning leading in the WW approximation from eq. (3.31) to eq. (3.34).

### 3.4 The twist $3 \gamma_{T}^{*} \rightarrow \rho_{T}$ impact factor in the dipole picture

In the sec. 3.4.1, we show that the EOMs of QCD are essential to get a factorized form of the impact factor at the full twist 3 level. Next, in sec. 3.4.2, we show that the spin non-flip and spin flip results are equivalent to the treatment in momentum space presented in sec. 2.7.4 and finally, in sec. 3.4.3, we combine two- and three-parton impact factor contributions leading to the final full twist 3 result.

### 3.4.1 The dipole picture arising from the equations of motion of QCD

Let us recall the two relations $(2.113,2.114)$ between DAs due to the QCD EOMs,

$$
\begin{align*}
& \bar{y} \varphi_{3}\left(y ; \mu_{F}^{2}\right)+\bar{y} \varphi_{A}\left(y ; \mu_{F}^{2}\right)+\varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right) \\
& =-\int_{y}^{1} d y_{2} S\left(y, y_{2} ; \mu_{F}^{2}\right)  \tag{3.100}\\
& y \varphi_{3}\left(y ; \mu_{F}^{2}\right)-y \varphi_{A}\left(y ; \mu_{F}^{2}\right)-\varphi_{1}^{T}\left(y ; \mu_{F}^{2}\right)+\varphi_{A}^{T}\left(y ; \mu_{F}^{2}\right) \\
& =\int_{y}^{1} d y_{2} M\left(y, y_{2} ; \mu_{F}^{2}\right) . \tag{3.101}
\end{align*}
$$

Adding (3.100) multiplied by $y$ and (3.101) multiplied by $\bar{y}$, gives the relation

$$
\begin{align*}
& y \bar{y} \varphi_{3}(y)+(y-\bar{y}) \varphi_{1}^{T}(y)+\varphi_{A}^{T}(y) \\
& =-y \int d y_{2} S\left(y, y_{2}\right)+\bar{y} \int d y_{2} M\left(y, y_{2}\right) . \tag{3.102}
\end{align*}
$$

Multiplying (3.102) by $1 /(y \bar{y})$ and integrating over $y$ gives finally the relation

$$
\begin{align*}
\int \frac{d y}{y \bar{y}}\left(2 y \bar{y} \varphi_{3}(y)\right. & \left.+(y-\bar{y}) \varphi_{1}^{T}(y)+\varphi_{A}^{T}(y)\right) \\
& +\int d y_{1} \int d y_{2}\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\right)=0 \tag{3.103}
\end{align*}
$$

with $\varphi(y)=\varphi^{W W}(y)+\varphi^{g e n}(y)$ being the complete DAs, i.e. which include both the WW and the genuine twist 3 contributions. The 2-parton impact factor (3.31), before using the relations due to QCD EOMs, reads

$$
\begin{align*}
& \Phi_{q \bar{q}}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T}}=\frac{-C^{a b} Q^{2}}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} \int d y \int \frac{d^{2} \underline{x}}{2 \pi} \mu K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}) \\
\times & \left(\left[(y-\bar{y}) \varphi_{1}^{T}(y)-\varphi_{A}^{T}(y)\right] \underline{e}_{\rho}^{*} \cdot \underline{x} \frac{\underline{x} \cdot \underline{e}_{\gamma}}{|\underline{x}|}+\varphi_{A}^{T}(y) \underline{\underline{x}^{2}}\right. \\
|\underline{x}| & \left.e_{\rho}^{*} \cdot \underline{e}_{\gamma}\right)  \tag{3.104}\\
+ & \frac{C^{a b}}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} \int \frac{d y}{y \bar{y}}\left[\left(2 y \bar{y} \varphi_{3}(y)+(y-\bar{y}) \varphi_{1}^{T}+\varphi_{A}^{T}(y)\right)\right] .
\end{align*}
$$

Collecting all terms arising from eqs. (3.98) and (3.104) which are not proportional to the dipole factor we obtain

$$
\begin{align*}
\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} \frac{C^{a b}}{2}\left[\int\right. & \frac{d y}{y \bar{y}}\left(2 y \bar{y} \varphi_{3}(y)+(y-\bar{y}) \varphi_{1}^{T}(y)+\varphi_{A}^{T}(y)\right) \\
& \left.+\int d y_{1} \int d y_{2}\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\right)\right]=0 \tag{3.105}
\end{align*}
$$

i.e. we observe that they cancel due to the relation (3.103). The final 2-parton impact factor is thus

$$
\begin{align*}
& \Phi_{q \overline{\bar{q}}}^{\gamma_{\vec{T}}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b} Q^{2}}{2} \int d y \int \frac{d^{2} \underline{x}}{2 \pi}\left\{\left[(y-\bar{y}) \varphi_{1}^{T}(y)-\varphi_{A}^{T}(y)\right]\right. \\
& \left.\times \frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)(\underline{x} \cdot \underline{e}}{|\underline{x}|^{2}}+\varphi_{A}^{T}(y) \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}\right\} \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}), \tag{3.106}
\end{align*}
$$

and it can be decomposed into the spin non-flip and the spin-flip parts

$$
\begin{align*}
& \Phi_{q \bar{q}, n . f .}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b} Q^{2}}{2} \int d y\left(\varphi_{A}^{T}+(y-\bar{y}) \varphi_{1}^{T}\right) \\
& \quad \times \int \frac{d^{2} \underline{x}}{2 \pi} \frac{1}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}) \tag{3.107}
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{q \bar{q}, f .}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b} Q^{2}}{2} \int d y\left(\varphi_{A}^{T}-(y-\bar{y}) \varphi_{1}^{T}\right) \\
& \quad \times \int \frac{d^{2} \underline{x}}{2 \pi}\left(\frac{1}{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}-\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)\left(\underline{e}_{\gamma} \cdot \underline{x}\right)}{|\underline{x}|^{2}}\right) \mu|\underline{x}| K_{1}(\mu|\underline{x}|) \mathcal{N}(\underline{x}, \underline{k}) . \tag{3.108}
\end{align*}
$$

The results $(3.106,3.107,3.108)$ are the extension of the formula $(3.34,3.35,3.36)$ to the full solution of the QCD EOMs for the DAs, including the genuine twist 3 solutions.

The 3-parton spin non-flip result after using the relation (3.103) is thus

$$
\begin{align*}
& \Phi_{q \bar{q} g, \text { n.f. }}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T}}=-\frac{C^{a b}}{2} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \\
& \times \quad\left\{2\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)\right)\right. \\
& +\frac{N_{c}}{C_{F}}\left[\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}} \mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}} \mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right. \\
& +\left(\frac{y_{2} \bar{y}_{1}}{\bar{y}_{2} y_{1}}\right) \times\left(\frac{S\left(y_{1}, y_{2}\right)}{\bar{y}_{1}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right]\right. \\
& \left.\left.\quad-\frac{M\left(y_{1}, y_{2}\right)}{y_{2}}\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q g}^{2} K_{0}\left(\mu_{q g}|\underline{x}|\right)\right]\right)\right] \\
& +\quad\left(\frac{N_{c}}{C_{F}}-2\right)
\end{aligned} \begin{aligned}
& \frac{S\left(y_{1}, y_{2}\right)}{y_{g}}\left(\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right. \\
& \left.+\frac{y_{2}}{\bar{y}_{2}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right) \\
& \quad-\frac{M\left(y_{1}, y_{2}\right)}{y_{g}}\left(\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right. \\
& \left.\left.\left.+\frac{\bar{y}_{1}}{y_{1}}\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right)\right]\right\} \tag{3.109}
\end{align*}
$$

and it can be rewritten in a more compact way, using the symmetry properties of the DAs under exchange of $y_{1}$ and $\bar{y}_{2}$, as

$$
\begin{align*}
& \Phi_{q \bar{q}, \text { n.f. }}^{\gamma_{\bar{T}}^{*} \rightarrow \rho_{T}}=-C^{a b} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \frac{e_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} S\left(y_{1}, y_{2}\right) \\
& \times\left\{\frac { 1 } { \overline { y } _ { 1 } } \left(2 \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)+\frac{N_{c}}{C_{F}}\left[\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right.\right.\right. \\
& \left.\left.\quad+\left(\frac{y_{2} \bar{y}_{1}}{\bar{y}_{2} y_{1}}\right) \times\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right]\right]\right) \\
& +\frac{1}{y_{g}}\left(\frac{N_{c}}{C_{F}}-2\right)\left[\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right. \\
& \left.\left.\quad+\frac{y_{2}}{\bar{y}_{2}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right]\right\} \tag{3.110}
\end{align*}
$$

### 3.4.2 Equivalence with the results obtained in momentum space in the light-cone collinear factorization scheme

The integration of the spin non-flip result over $\underline{x}$ is straightforward by using the relation

$$
\begin{equation*}
\int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \mu^{2} K_{0}(\mu|\underline{x}|)=\frac{2 \underline{k}^{2}}{\underline{k}^{2}+\mu^{2}} . \tag{3.111}
\end{equation*}
$$

The result after integration over $\underline{x}$ is

$$
\begin{align*}
& \Phi_{q \bar{q} g, \text { n.f. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=-C^{a b} \int d y_{1} d y_{2} \underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma} S\left(y_{1}, y_{2}\right) \\
\times & \left\{\left(2-\frac{N_{c}}{C_{F}}\right) \frac{\alpha}{\bar{y}_{g} \alpha+y_{1} \bar{y}_{2}}\left(\frac{y_{1}^{2}}{\alpha+y_{1} \bar{y}_{1}}+\frac{y_{2} \bar{y}_{2}}{\alpha+y_{2} \bar{y}_{2}}\right)\right. \\
& \left.+\frac{N_{c}}{C_{F}} \frac{\alpha}{\alpha \bar{y}_{1}+\bar{y}_{2} y_{g}} \frac{\alpha}{\alpha+y_{2} \bar{y}_{2}}+\frac{2}{\bar{y}_{1}} \frac{\alpha}{\alpha+y_{1} \bar{y}_{1}}\right\} \tag{3.112}
\end{align*}
$$

with $\alpha=\underline{k}^{2} / Q^{2}$. The result (3.112) is, as expected, identical to the one obtained in Ref. [131] using the light-cone collinear factorization in the momentum space representation.

For the spin flip result, using the symmetry of the amplitude under the exchange of $y_{1}$ and $\bar{y}_{2}$, we get

$$
\begin{gather*}
\Phi_{q \bar{q} g, \mathrm{f.}}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=C^{a b} \int d y_{1} d y_{2} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k})\left(\frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}-\frac{\left(\underline{e_{\rho}^{*}} \cdot \underline{x}\right)\left(\underline{x} \cdot \underline{e}_{\gamma}\right)}{|\underline{x}|^{2}}\right) \\
\times\left(\frac{S\left(y_{1}, y_{2}\right)}{y_{1}}\right)\left\{\frac { N _ { c } } { C _ { F } } \left[\mu_{q g}^{2} K_{2}\left(\mu_{q g}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right.\right. \\
\left.\quad+\mu_{\bar{q} g}^{2} K_{2}\left(\mu_{\bar{q} g}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right] \\
+\left(\frac{N_{c}}{C_{F}}-2\right)\left[\frac{\bar{y}_{2}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right)\right. \\
\left.\left.\quad+\frac{y_{1}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right)\right]\right\} . \tag{3.113}
\end{gather*}
$$

We now integrate over $\underline{x}=(|\underline{x}| \cos (\theta),|\underline{x}| \sin (\theta))$, with $\underline{k}=(|\underline{k}| \cos (\phi),|\underline{k}| \sin (\phi))$. Using the fact that only the spin flip contributions are non zero, and based on the following identities

$$
\begin{align*}
& \frac{\left[\left(\underline{e}_{\rho}^{-}\right)^{*} \cdot \underline{x}\right]\left[\underline{x} \cdot \underline{e}_{\gamma}^{+}\right]}{|\underline{x}|^{2}}=\left(-i \frac{|\underline{x}| e^{i \theta}}{\sqrt{2}}\right)\left(-i \frac{|\underline{x}| e^{i \theta}}{\sqrt{2}}\right) \frac{1}{|\underline{x}|^{2}}=-\frac{1}{2} e^{i 2 \theta}  \tag{3.114}\\
& \frac{\left[\left(\underline{e}_{\rho}^{+}\right)^{*} \cdot \underline{x}\right]\left[\underline{x} \cdot \underline{e}_{\gamma}^{-}\right]}{|\underline{x}|^{2}}=\left(i \frac{|\underline{x}| e^{-i \theta}}{\sqrt{2}}\right)\left(i \frac{|\underline{x}| e^{-i \theta}}{\sqrt{2}}\right) \frac{1}{|\underline{x}|^{2}}=-\frac{1}{2} e^{-i 2 \theta} \tag{3.115}
\end{align*}
$$

resulting from the explicit definitions of the polarizations in eq. (2.241), we obtain

$$
\begin{align*}
& \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \mu^{2} K_{2}(\mu|\underline{x}|)\left(\frac{\left(\left(e_{\rho}^{\mp}\right)^{*} \cdot \underline{x}\right)\left(\underline{x} \cdot \underline{e}_{\gamma}^{ \pm}\right)}{|\underline{x}|^{2}}\right) \\
= & -\int d \lambda \lambda K_{2}(\lambda) \int \frac{d \theta}{2 \pi} 2\left(1-\cos \left[\frac{k \lambda}{\mu} \cos (\theta-\phi)\right]\right) \frac{1}{2} e^{ \pm i 2 \theta} \\
= & -\frac{1}{2} e^{ \pm i 2 \phi} \int d \lambda \lambda K_{2}(\lambda) \int \frac{d \theta}{2 \pi} 2\left(1-\cos \left[\frac{k \lambda}{\mu} \cos (\theta)\right]\right) e^{ \pm i 2 \theta} \\
= & -\frac{1}{2} e^{ \pm i 2 \phi} 2 \int d \lambda \lambda K_{2}(\lambda) J_{2}\left(\frac{k \lambda}{\mu}\right) \\
= & \frac{\left(\left(\underline{e}_{\rho}^{\mp}\right)^{*} \cdot \underline{k}\right)\left(\underline{k} \cdot \underline{e}_{\gamma}^{ \pm}\right)}{|\underline{k}|^{2}} \frac{2 \underline{k}^{2}}{\underline{k}^{2}+\mu^{2}}, \tag{3.116}
\end{align*}
$$

with $\lambda=\mu|\underline{x}|$. Hence the spin flip impact factor integrated over $\underline{x}$ reads

$$
\begin{align*}
& \Phi_{q \bar{q} g, \mathrm{f}}^{\gamma_{\gamma}^{*} \rightarrow \rho_{T}}=-2 C^{a b} T_{f} \int d y_{1} d y_{2} S\left(y_{1}, y_{2}\right) \\
\times & \left\{\frac{N_{c}}{C_{F}}\left[\alpha \bar{y}_{2}\left(\frac{y_{1}}{\left(\alpha+y_{1} \bar{y}_{1}\right)\left(y_{2} \alpha+y_{1} y_{g}\right)}+\frac{\bar{y}_{2}}{\left(\alpha+y_{2} \bar{y}_{2}\right)\left(\bar{y}_{1} \alpha+\bar{y}_{2} y_{g}\right)}\right)\right]\right. \\
& \left.+\left(\frac{N_{c}}{C_{F}}-2\right)\left[\frac{\alpha \bar{y}_{2}}{\bar{y}_{g} \alpha+y_{1} \bar{y}_{2}}\left(\frac{y_{1}}{\alpha+y_{1} \bar{y}_{1}}+\frac{\bar{y}_{2}}{\alpha+y_{2} \bar{y}_{2}}\right)\right]\right\}, \tag{3.117}
\end{align*}
$$

which is the same result as the one obtained in Ref. [131].

### 3.4.3 Complete twist 3 result of the $\gamma_{T}^{*} \rightarrow \rho_{T}$ impact factor

Combining all the 2-parton and 3-parton results for the spin non-flip and spin flip impact factors $\Phi_{\text {n.f. }}^{\gamma^{*} \rightarrow \rho}, \Phi_{\text {f. }}^{\gamma^{*} \rightarrow \rho}$ of the $\gamma_{T}^{*} \rightarrow \rho_{T}$ transition, we finally obtain

$$
\begin{align*}
& \Phi_{\text {n.f. }}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=-C^{a b} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k}) \frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2} \\
& \times\left\{\begin{array}{l}
\left\{\frac{Q^{2}}{2} \int d y\left(\varphi_{A}^{T}(y)+(y-\bar{y}) \varphi_{1}^{T}(y)\right) \mu|\underline{x}| K_{1}(\mu|\underline{x}|)\right. \\
+\int d y_{1} d y_{2} S\left(y_{1}, y_{2}\right)\left(\frac { 1 } { \overline { y } _ { 1 } } \left(2 \mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)+\frac{N_{c}}{C_{F}}\left[\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right.\right.\right. \\
\left.\left.\quad+\left(\frac{y_{2} \bar{y}_{1}}{\bar{y}_{2} y_{1}}\right) \times\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{\bar{q} g}^{2} K_{0}\left(\mu_{\bar{q} g}|\underline{x}|\right)\right]\right]\right) \\
+\frac{1}{y_{g}}\left(\frac{N_{c}}{C_{F}}-2\right)\left[\left[\mu_{1}^{2} K_{0}\left(\mu_{1}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right. \\
\left.\left.\left.\quad+\frac{y_{2}}{\bar{y}_{2}}\left[\mu_{2}^{2} K_{0}\left(\mu_{2}|\underline{x}|\right)-\mu_{q \bar{q}}^{2} K_{0}\left(\mu_{q \bar{q}}|\underline{x}|\right)\right]\right]\right)\right\}
\end{array}\right.
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{\mathrm{f} .}^{\gamma_{T}^{*} \rightarrow \rho_{T}}=C^{a b} \int \frac{d^{2} \underline{x}}{(2 \pi)} \mathcal{N}(\underline{x}, \underline{k})\left(\frac{\underline{e}_{\rho}^{*} \cdot \underline{e}_{\gamma}}{2}-\frac{\left(\underline{e}_{\rho}^{*} \cdot \underline{x}\right)\left(\underline{x} \cdot \underline{e}_{\gamma}\right)}{|\underline{x}|^{2}}\right) \\
& \times\left\{-\frac{Q^{2}}{2} \int d y\left(\varphi_{A}^{T}(y)-(y-\bar{y}) \varphi_{1}^{T}(y)\right) \mu|\underline{x}| K_{1}(\mu|\underline{x}|)\right. \\
& \\
& +\int d y_{1} d y_{2}\left(\frac{S\left(y_{1}, y_{2}\right)}{y_{1}}\right)\left[\frac { N _ { c } } { C _ { F } } \left[\mu_{q g}^{2} K_{2}\left(\mu_{q g}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right.\right. \\
& \left.\quad+\mu_{\bar{q} g}^{2} K_{2}\left(\mu_{\bar{q} g}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right] \\
& +\left(\frac{N_{c}}{C_{F}}-2\right)\left[\frac{\bar{y}_{2}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{1}^{2} K_{2}\left(\mu_{1}|\underline{x}|\right)\right)\right.  \tag{3.119}\\
& \left.\left.\left.\quad+\frac{y_{1}}{y_{g}}\left(\mu_{q \bar{q}}^{2} K_{2}\left(\mu_{q \bar{q}}|\underline{x}|\right)-\mu_{2}^{2} K_{2}\left(\mu_{2}|\underline{x}|\right)\right)\right]\right]\right\} .
\end{align*}
$$

The eqs. (3.118) and (3.119) are the full twist 3 results the $\gamma_{T}^{*}\left(\lambda_{\gamma}\right) \rightarrow \rho_{T}\left(\lambda_{\rho}\right)$ impact factors, in the forward limit. These results are consistent with the dipole picture, as the coupling with the $t$-channel gluons with a dipole of transverse size $\underline{x}$ factorizes out.

Note that the three-parton contribution could, in principle, be rewritten in a factorized form with a photon wave function characterizing the dissociation of the photon into a quark antiquark gluon intermediate state, and the $\rho-$ meson DAs. Unfortunately, to the best of our knowledge, the 3-body wave function of the photon is unknown.

### 3.5 Helicity amplitudes and polarized cross-sections

The full twist 3 results eqs. (3.118) and (3.119) of the previous section allow us to build a model for the helicity amplitude $T_{11}$ based on one hand on the previous twist expansion calculations and on the other hand on a dipole model for the dipole scattering amplitude which is known from the fit of DIS data.

We are interested in the two dominant helicity amplitudes $T_{00}$ and $T_{11}$ in the forward limit. $T_{00}$ and $T_{11}$ involve respectively the $\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}}$ given by eq. (3.120) and $\Phi^{\gamma^{*} \rightarrow \rho \text {, n.f. given }}$ by eq. (3.118). We can put the two results in the compact form,

$$
\begin{align*}
\Phi^{\gamma_{L}^{*} \rightarrow \rho_{L}}\left(\underline{k}, Q, \mu_{F}^{2}\right) & =\left(\frac{\delta^{a b}}{2}\right) \int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{L}^{*} \rightarrow \rho_{L}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \mathcal{A}(\underline{r}, \underline{k}),  \tag{3.120}\\
\Phi^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(\underline{k}, Q, \mu_{F}^{2}\right) & =\left(\frac{\delta^{a b}}{2}\right) \int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \mathcal{A}(\underline{r}, \underline{k})  \tag{3.121}\\
& +\left(\frac{\delta^{a b}}{2}\right) \int d y_{2} \int d y_{1} \int d \underline{r} \psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y_{1}, y_{2}, \underline{r} ; Q, \mu_{F}^{2}\right) \mathcal{A}(\underline{r}, \underline{k}) .
\end{align*}
$$

The functions $\psi_{(q \bar{q})}^{\gamma_{L}^{*} \rightarrow \rho_{L}}, \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}}, \psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}$ are respectively the amplitudes of production of a $\rho-$ meson from a quark-antiquark (quark-antiquark gluon) system produced far upstream the target in the fluctuations of the virtual photon. We recall their expressions,

$$
\begin{align*}
\psi_{(q \bar{q})}^{\gamma_{L}^{*} \rightarrow \rho_{L}}\left(y, \underline{r} ; \mu_{F}^{2}\right)= & \frac{m_{\rho} f_{\rho}}{\sqrt{2}} \sum_{(h, \bar{h})} \phi_{(h \bar{h})}^{\rho_{L}}\left(y ; \mu_{F}^{2}\right) \Psi_{(h, \bar{h})}^{\gamma_{L}^{*}}\left(y, \underline{r} ; Q^{2}\right),  \tag{3.122}\\
\psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y, \underline{r} ; \mu_{F}^{2}\right)= & \frac{m_{\rho} f_{\rho}}{\sqrt{2}} \sum_{(h, \bar{h})} \phi_{(h, \bar{h})}^{\rho_{T},\left(\lambda_{\rho}\right)}\left(y ; \mu_{F}^{2}\right) \Psi_{(h, \bar{h})}^{\gamma_{T}^{*}(\lambda \gamma)}\left(y, \underline{r} ; Q^{2}\right) .  \tag{3.123}\\
\psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y, \underline{r} ; \mu_{F}^{2}\right)= & \frac{m_{\rho} f_{\rho}}{\sqrt{2}}\left[\left(\sqrt{\frac{\pi}{4 N_{c}}} \frac{S\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)}{2}\right) \mathcal{F}^{\gamma_{T}^{*}}\left(y_{1}, y_{2}, \underline{r} ; Q\right)\right. \\
& \left.-\left(\sqrt{\frac{\pi}{4 N_{c}}} \frac{M\left(y_{1}, y_{2} ; \mu_{F}^{2}\right)}{2}\right) \mathcal{F}^{\gamma_{T}^{*}}\left(\bar{y}_{2}, \bar{y}_{1}, \underline{r} ; Q\right)\right], \tag{3.124}
\end{align*}
$$

where the function $\mathcal{F}^{\gamma_{T}^{*}}$ describes the fluctuations of the transversely polarized photon into a quark-antiquark-gluon color singlet. The function $\mathcal{F}^{\gamma_{T}^{*}}$ can be expressed in terms of the longitudinally polarized photon wave function

$$
\begin{equation*}
\Psi^{\gamma_{L}^{*}}\left(\mu_{i}, \underline{r} ; Q\right)=\sum_{(h, \bar{h})} \Psi_{(h, \bar{h})}^{\gamma_{\gamma^{*}}} \equiv 2 \frac{e}{2 \pi} \sqrt{\frac{N_{c}}{\pi}} \frac{\mu_{i}^{2}}{Q} K_{0}\left(\mu_{i}|\underline{r}|\right), \tag{3.125}
\end{equation*}
$$

as

$$
\begin{align*}
& \mathcal{F}^{\gamma_{T}^{*}}\left(y_{1}, y_{2}, \underline{r} ; Q\right)=\frac{1}{2}\left\{2\left[\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{1}, \underline{r} ; Q\right)}{\bar{y}_{1} Q}\right]\right. \\
&+\frac{N_{c}}{C_{F}}\left[\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{\bar{q} g}, \underline{r} ; Q\right)}{\bar{y}_{1} Q}+\left(\frac{y_{2} \bar{y}_{1}}{\bar{y}_{2} y_{1}}\right) \times\left(\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{2}, \underline{r} ; Q\right)}{\bar{y}_{1} Q}-\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{\bar{q} g}, \underline{r} ; Q\right)}{\bar{y}_{1} Q}\right)\right] \\
&+\left(\frac{N_{c}}{C_{F}}-2\right) {\left[\left(\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{1}, \underline{r} ; Q\right)}{y_{g} Q}-\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{q \bar{q}}, \underline{r} ; Q\right)}{y_{g} Q}\right)\right.} \\
&\left.\left.\quad+\frac{y_{2}}{\bar{y}_{2}}\left(\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{2}, \underline{r} ; Q\right)}{y_{g} Q}-\frac{\Psi^{\gamma_{L}^{*}}\left(\mu_{q \bar{q}}, \underline{r} ; Q\right)}{y_{g} Q}\right)\right]\right\} . \tag{3.126}
\end{align*}
$$

Note, that in the large $N_{c}$ limit $\mathcal{F}^{\gamma_{T}^{*}}$ simplifies as

$$
\begin{align*}
& \mathcal{F}^{\gamma_{T}^{*}}\left(y_{1}, y_{2}, \underline{r} ; Q\right) \xrightarrow[N_{c} \rightarrow \infty]{ } \frac{1}{\overline{y_{1} y_{1} \bar{y}_{2} Q}}  \tag{3.127}\\
& \times\left\{y_{1} \bar{y}_{2} \Psi^{\gamma_{L}^{*}}\left(\mu_{1}, \underline{r} ; Q\right)+y_{2} \bar{y}_{1} \Psi^{\gamma_{L}^{*}}\left(\mu_{2}, \underline{r} ; Q\right)-y_{g} \Psi^{\gamma_{L}^{*}}\left(\mu_{\bar{q} g}, \underline{r} ; Q\right)\right\}
\end{align*}
$$

In our convention, the helicity amplitudes within the impact factor representation read

$$
\begin{equation*}
\frac{T_{\lambda_{\rho} \lambda_{\gamma}}}{s}=\frac{\delta^{a b}}{2} \int \frac{d^{2} \underline{k}}{\underline{k}^{4}} \Phi_{a b}^{\gamma_{\lambda \gamma}^{*} \rightarrow \rho_{\lambda_{\rho}}}\left(\underline{k}, Q, \mu_{F}^{2}\right) \mathcal{F}(x, \underline{k}), \tag{3.128}
\end{equation*}
$$

with $\mathcal{F}(x, \underline{k})$ is the unintegrated gluon distribution as defined in Ref. [22]. Note that we have adapted the coefficient of the dipole scattering amplitude in the impact factor such as that the dipole cross-section defined in Ref. [22] is simply

$$
\begin{equation*}
\hat{\sigma}(x, \underline{r})=\frac{N_{c}^{2}-1}{4} \int \frac{d^{2} \underline{k}}{\underline{k}^{4}} \mathcal{F}(x, \underline{k}) \mathcal{A}(\underline{k}, \underline{r}) . \tag{3.129}
\end{equation*}
$$

Inserting the expressions for the impact factor $\Phi^{\gamma_{\lambda_{\gamma}}^{*} \rightarrow \rho_{\lambda_{\rho}}}$ of eqs. (3.120, 3.122), one gets

$$
\begin{align*}
\frac{T_{00}}{s} & =\int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{L}^{*} \rightarrow \rho_{L}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \hat{\sigma}(x, \underline{r})  \tag{3.130}\\
\frac{T_{11}}{s} & =\int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \hat{\sigma}(x, \underline{r})  \tag{3.131}\\
+ & \int d y_{2} \int d y_{1} \int d \underline{r} \psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y_{1}, y_{2}, \underline{r} ; Q, \mu_{F}^{2}\right) \hat{\sigma}(x, \underline{r}) .
\end{align*}
$$

We can separate $T_{11}$ in the WW contribution and the genuine contribution

$$
\begin{align*}
\frac{T_{11}^{W W}}{s} & =\int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}, W W}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \hat{\sigma}(x, \underline{r})  \tag{3.132}\\
\frac{T_{11}^{g e n}}{s} & =\int d y \int d \underline{r} \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}, g e n}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right) \hat{\sigma}(x, \underline{r})  \tag{3.133}\\
& +\int d y_{2} \int d y_{1} \int d \underline{r} \psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y_{1}, y_{2}, \underline{r} ; Q, \mu_{F}^{2}\right) \hat{\sigma}(x, \underline{r})
\end{align*}
$$

As announced, the formulas $(3.130,3.131)$ allow us to combine various models of the scattering amplitude of a dipole on a nucleon with the results obtained by the twist expansion of
the $\gamma^{*} \rightarrow \rho$ impact factor. We will use the GBW-model and the AAMQS-models described in the chap. 1.3.4.

At $t=t_{\text {min }}$ the contributions to the longitudinal and transverse differential cross-sections $\frac{d \sigma_{L}}{d t}$ and $\frac{d \sigma_{T}}{d t}$ are respectively related to the helicity amplitudes $T_{00}$ and $T_{11}$

$$
\begin{align*}
\frac{d \sigma_{L}}{d t}(t=0) & =\frac{\left|T_{00}(s, t=0)\right|^{2}}{16 \pi s^{2}}  \tag{3.134}\\
\frac{d \sigma_{T}}{d t}(t=0) & =\frac{\left|T_{11}(s, t=0)\right|^{2}}{16 \pi s^{2}} \tag{3.135}
\end{align*}
$$

The $t$-dependency is expected to be governed by non-perturbative effects of the nucleon which can be phenomenologically parameterized by an exponential dependence of the differential cross-sections

$$
\begin{equation*}
\frac{d \sigma_{L, T}}{d t}(t)=e^{-b\left(Q^{2}\right) t} \frac{d \sigma_{L, T}}{d t}(t=0) \tag{3.136}
\end{equation*}
$$

Integrating over $t$ leads to the following results in the polarized cross-sections

$$
\begin{align*}
\sigma_{L} & =\frac{1}{b\left(Q^{2}\right)} \frac{\left|T_{00}(s, t=0)\right|^{2}}{16 \pi s^{2}}  \tag{3.137}\\
\sigma_{T} & =\frac{1}{b\left(Q^{2}\right)} \frac{\left|T_{11}(s, t=0)\right|^{2}}{16 \pi s^{2}} \tag{3.138}
\end{align*}
$$

The $b\left(Q^{2}\right)$ slope has been measured by ZEUS and H1. We will use here quadratic fits of the $b\left(Q^{2}\right)$ slope data of Ref. [99] shown in fig. 3.11 to determine the cross-section. Note that this $t$-dependence is obtained by fitting the differential cross-section by the factor $\exp (-b|t|)$ for several values of $Q^{2}$ giving the dependence $b\left(Q^{2}\right)$. The agreement of the fits with the H1 data in shown in fig. 3.12.


Figure 3.11: Quadratic fits of the $b$-slope H1 data.
Note that the $t$-dependence being given by a decreasing exponential function, we can estimate from the $b$-slope values that the differential cross-section is dominated by the range

$$
|t| \lesssim \frac{1}{b\left(Q^{2}\right)} \approx \frac{1}{6} \mathrm{GeV}^{2}
$$



Figure 3.12: $t$-dependence of the differential cross-section measured by H1 collaboration [99] for several $Q^{2}$ values and with a center of mass energy $W=75 \mathrm{GeV}$.

### 3.6 Comparison with the HERA data

In this section, we compare to H1 [99] and ZEUS [98] data our predictions for,

$$
\sigma_{T}, \sigma_{L}, R=\frac{\sigma_{L}}{\sigma_{T}} \text { and } r_{00}^{04}=\frac{\varepsilon}{x_{11}^{2}+\varepsilon} .
$$

We denote $\sigma$ the total cross-section, $\sigma=\sigma_{L}+\sigma_{T}$ according to ZEUS convention in ref. [98] or $\sigma=\varepsilon \sigma_{L}+\sigma_{T}$ following H1 notation [99]. We recall that $\varepsilon$ is the photon polarization parameter, $\langle\varepsilon\rangle=0.98$ for H 1 and $\langle\varepsilon\rangle=0.996$ for ZEUS. We remind that the dipole models we will use are the GBW and the AAMQS dipole models.

We prefer to present $r_{00}^{04}$ instead of the ratio $T_{11} / T_{00}$ as the data are available from both H1 and ZEUS collaborations. As the difference between the $b$-slopes of $\sigma_{L}\left(b_{L}\right)$ and $\sigma_{T}\left(b_{T}\right)$ is small compared to the value of the $b$-slope measured by fitting the $t$-dependence of the total differential cross-section, we will assume that $b=b_{L}=b_{T}$. The direct consequence of this is that the ratios of differential cross-sections are constant functions of $t$. This assumption on the $b$-slopes allows to relate $r_{00}^{04}$ to the polarized cross-sections,

$$
r_{00}^{04} \equiv \frac{\sigma_{L}}{\sigma}
$$

As it is shown in fig. 3.13, the data of $r_{00}^{04}$ as a function of $|t|$, support this assumption as they are weakly sensitive to the $t$-value.

The results for $\sigma_{T}$ and $\sigma_{L}$ are shown in figs. 3.14(a), 3.14(b). As one can see the normalizations of the cross-sections are in very good agreement with the data for large $Q^{2}$,

## ZEUS



Figure 3.13: Ratio $r_{00}^{04}$ as a function of $|t|$ for different values of $Q^{2}$ from ZEUS collaboration Ref. [98].
independently of the dipole model used. This is a non trivial result as the overall normalizations of the predictions are on one hand due to the normalization of the dipole cross-section and on the other hand, based on the coupling constants evaluated from QCD sum rules. The success to reproduce the right normalization at large $Q^{2}$ indicates that the factorization procedure we used works properly. The fact that at low $Q^{2}$ there is a discrepancy appearing between the data and the predictions, is due to higher twist effects. Indeed, the twist expansion is justified only up to certain value of $Q^{2}$ as the neglected terms are expected to be of the order $m_{\rho} / Q$. It is also interesting to observe that thanks to HERA data we can evaluate when the higher twist corrections become important. We see that for $Q^{2} \sim Q_{\min }^{2} \sim 5 \mathrm{GeV}^{2}$, the leading twist corrections are not enough to describe the data. Unfortunately the saturation regime which in this kinematics is expected for $Q^{2}<Q_{s}^{2} \sim 1 \mathrm{GeV}^{2}$ is not accessible with our twist expansion, but as it is shown in fig. 3.15, the dipole models are giving the good $x$-dependence. We recall that the $s$ dependence of the amplitude is only given by the dipole scattering amplitude as the impact factors are $s$-independent.

The different contributions, namely the WW (for $\sigma_{T}$ only) contribution, the total contributions at,

$$
\mu_{F}^{2}=\frac{Q^{2}+m_{\rho}^{2}}{4},
$$

and the asymptotic contributions $\mu_{F}^{2} \rightarrow \infty$ are displayed for $\sigma_{T}$ and $\sigma_{L}$ in figs. 3.17(a), 3.17 (b). As in the GS-model of the chap. 2, the WW contribution dominates the genuine contribution and the AS contribution is close to the other contributions. Comparing the curves of the AS and the total contributions allows to get a good estimation of the dependence of the results in the choice of the factorization scale. Indeed we will see in the next part that


Figure 3.14: Predictions for $\sigma_{T}$ and $\sigma_{L}$ vs $Q^{2}$, for $W=75 \mathrm{GeV}$, using the AAMQSa (red solid line), AAMQSb (blue large dashed line) and GBW (green dashed line) models compared to the data of H1[99].
this dependence is quite important at the level of the overlap of the $\gamma^{*}$ and $\rho$-meson wave functions but it is hidden by the convolution with the dipole cross-section which filters the range of dipole size where this $\mu_{F}$-dependence is important.

In figs. 3.18(a), 3.18(b) are shown the total and AS results with the uncertainty due to the error bars on the $b$-slope values in fig. 3.11.

The results with the AAMQSa dipole model for the ratios $R$ and $r_{00}^{04}$ are shown in figs. 3.19, 3.20. The predictions are compared with both H 1 with $W=75 \mathrm{GeV}$ and ZEUS with $W=90 \mathrm{GeV}$ collaborations. The ratios are independent of the normalization of the dipole cross-section, we can thus only check if we get the good scaling between the transverse, longitudinal and total cross-sections.

The results with the other dipole models are fairly close to the results obtained with the


Figure 3.15: Total contribution to the total cross-section $\sigma$ as the function of $W$ compared to H1 data [99] obtained with the AAMSQa dipole model. The uncertainty due to the $b$-slope error bars is taken into account.


Figure 3.16: Total contribution to the total cross-section $\sigma$ as the function of $W$ compared to ZEUS data [98] obtained with the AAMSQa dipole model. The uncertainty due to the $b$-slope error bars in taken into account.

AAMQSa model, they are shown in Ref. [20].

### 3.7 Interacting dipole distributions

In this section we study the radial distributions of dipoles in the intermediate states that interact with the nucleon via the dipole scattering amplitude.

(a) AS (purple dashed line), WW (blue long dashed line) and Total (red solid line) contributions to $\sigma_{T}$.

(b) AS (purple dashed line) and Total (red solid line) contributions to $\sigma_{L}$.

Figure 3.17: Predictions for $\sigma_{T}$ and $\sigma_{L}$ vs $Q^{2}$, for $W=75 \mathrm{GeV}$, using the AAMQSa-model, compared to the data of H1[99].

### 3.7.1 Overlaps and distributions

In Sec. 3.5 we have found the factorized expressions eqs. (3.130, 3.131) for the helicity amplitudes, that we can rewrite as

$$
\begin{equation*}
\frac{T_{\lambda_{\rho} \lambda_{\gamma}}}{s}=\mathcal{N}_{\lambda_{\rho} \lambda_{\gamma}} \int_{0}^{\infty} d r \mathcal{P}_{\lambda_{\rho} \lambda_{\gamma}}\left(r, Q^{2}, \mu_{F}^{2}\right) \hat{\sigma}(x, r) \tag{3.139}
\end{equation*}
$$

with $\mathcal{P}_{\lambda_{\rho} \lambda_{\gamma}}\left(r, Q^{2}, \mu_{F}^{2}\right)$ being the amplitude of probability to find an intermediate state with a dipole configuration of size $r=|\underline{r}|$ that can interact with the two $t$-channel gluons and $\mathcal{N}_{\lambda_{\rho} \lambda_{\gamma}}$ is a normalization factor. The distribution $\mathcal{P}_{\lambda_{\rho} \lambda_{\gamma}}\left(r, Q^{2}, \mu_{F}^{2}\right)$ reads

$$
\begin{equation*}
\mathcal{P}_{\lambda_{\rho} \lambda_{\gamma}}\left(r, Q^{2}, \mu_{F}^{2}\right)=\frac{1}{\mathcal{N}_{\lambda_{\rho} \lambda_{\gamma}}} r \int d y\left|\mathcal{W}_{\lambda_{\rho} \lambda_{\gamma}}\left(y, r ; \mu_{F}^{2}, Q^{2}\right)\right| \tag{3.140}
\end{equation*}
$$



Figure 3.18: Full twist 3 and asymptotic predictions with the $b$-slope uncertainty, using AAMQSa model.
and

$$
\begin{equation*}
\mathcal{N}_{\lambda_{\rho} \lambda_{\gamma}}=\int_{0}^{\infty} d r r \int d y\left|\mathcal{W}_{\lambda_{\rho} \lambda_{\gamma}}\left(y_{1}, y, r ; \mu_{F}^{2}, Q^{2}\right)\right| \tag{3.141}
\end{equation*}
$$

where the function $\left|\mathcal{W}_{\lambda_{\rho} \lambda_{\gamma}}\left(y, r ; \mu_{F}^{2}, Q^{2}\right)\right|$ is the overlap of the wave functions of the incoming virtual photon state and the final $\rho$-meson state. The functions $\mathcal{W}_{00}$ and $\mathcal{W}_{11}$ read explicitly,

$$
\begin{align*}
\mathcal{W}_{00}\left(y, r ; \mu_{F}^{2}, Q^{2}\right)= & \psi_{(q \bar{q})}^{\gamma_{\tilde{q}}^{*} \rightarrow \rho_{L}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right),  \tag{3.142}\\
\mathcal{W}_{11}\left(y, r ; \mu_{F}^{2}, Q^{2}\right)= & \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right)  \tag{3.143}\\
& +\int_{0}^{y} d y_{1} \psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y_{1}, y, \underline{r} ; Q, \mu_{F}^{2}\right) .
\end{align*}
$$



Figure 3.19: The full twist 3 contribution to the ratio of the cross-sections $R=\sigma_{L} / \sigma_{T}$ in the limit $t=0$ versus $W$ and $Q^{2}$ compared to the data of H1 [99] in figure (a) and ZEUS [98] in figure (b).

(a) Asymptotic (purple dashed line), WW (blue long dashed line), Total (red solid line) contributions using AAMQSa-model vs H1 data.

(b) Asymptotic (purple dashed line), WW (blue long dashed line), Total (red solid line) contributions using AAMQSa-model vs ZEUS data.

Figure 3.20: Predictions for $r_{00}^{04}$ vs $W$ and $Q^{2}$ compared respectively with H1[99] data (figure (a)) and ZEUS[98] data (figure (b)), using the AAMQSa-model.

The overlap $\mathcal{W}_{11}$ can be split in the WW and the genuine contributions

$$
\begin{align*}
\mathcal{W}_{11}^{W W}\left(y, r ; \mu_{F}^{2}, Q^{2}\right)= & \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T} W W}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right)  \tag{3.144}\\
\mathcal{W}_{11}^{g e n}\left(y, r ; \mu_{F}^{2}, Q^{2}\right)= & \psi_{(q \bar{q})}^{\gamma_{T}^{*} \rightarrow \rho_{T} \operatorname{gen}}\left(y, \underline{r} ; Q, \mu_{F}^{2}\right)  \tag{3.145}\\
& +\int_{0}^{y} d y_{1} \psi_{(q \bar{q} g)}^{\gamma_{T}^{*} \rightarrow \rho_{T}}\left(y_{1}, y, \underline{r} ; Q, \mu_{F}^{2}\right)
\end{align*}
$$

As the $r$ and the $Q$ dependences of the radial distributions enter the amplitudes only through the variable " $\lambda=r Q^{\prime}$. We can rescale the distribution by changing the variable $r$ by $\lambda$,

$$
\begin{equation*}
P_{\lambda_{\rho} \lambda_{\gamma}}\left(\lambda, \mu_{F}^{2}\right) \equiv \frac{\mathcal{P}_{\lambda_{\rho} \lambda_{\gamma}}\left(\frac{\lambda}{Q}, Q^{2} ; \mu_{F}^{2}\right)}{Q} \tag{3.146}
\end{equation*}
$$

The distribution $P_{\lambda_{\rho} \lambda_{\gamma}}\left(\lambda, \mu_{F}^{2}\right)$ only depends on $Q$ by the choice of the renormalization scale

$$
\mu_{F}^{2}\left(Q^{2}\right)=\frac{Q^{2}+m_{\rho}^{2}}{4} .
$$

So in the asymptotic case, $P_{\lambda_{\rho} \lambda_{\gamma}}(\lambda, \infty) \equiv P_{\lambda_{\rho} \lambda_{\gamma}}^{A S}(\lambda)$ depends only on $\lambda$.
Helicity amplitudes read,

$$
\begin{equation*}
\frac{T_{\lambda_{\rho} \lambda_{\gamma}}}{s}=\mathcal{N}_{\lambda_{\rho} \lambda_{\gamma}} \int_{0}^{\infty} d \lambda P_{\lambda_{\rho} \lambda_{\gamma}}\left(\lambda, \mu_{F}^{2}\right) \tilde{\sigma}(x, \lambda) \tag{3.147}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\sigma}(x, \lambda)=\hat{\sigma}\left(x, \frac{\lambda}{Q}\right) \tag{3.148}
\end{equation*}
$$

the rescaled dipole cross-section.


Figure 3.21: Full twist 3 (Total) $P_{00}\left(\lambda, \mu_{F}^{2}\left(Q^{2}\right)\right)$ for $Q^{2}=1 \mathrm{GeV}^{2}$ (solid red) and $Q^{2}=$ $10 \mathrm{GeV}^{2}$ (dashed blue), AS $P_{00}^{(A S)}(\lambda)$ (dotted purple) and $\tilde{\sigma}(x, \lambda)$ at $W=90 \mathrm{GeV}^{2}$ for $Q^{2}=1 \mathrm{GeV}^{2}$ (dotted-dashed black) and $Q^{2}=10 \mathrm{GeV}^{2}$ (dashed black).


Figure 3.22: The Total $P_{11}\left(\lambda, \mu_{F}^{2}\left(Q^{2}\right)\right)$ (red solid lines) results and their WW (blue dot-dashed lines) and genuine (Gen) (orange dashed lines) contributions, as well as the AS (purple longdashed line) result $P_{11}^{(A S)}(\lambda)$ and the dipole cross-sections $\tilde{\sigma}(x, \lambda)$ (black dot-dot-dashed lines) at $W=90 \mathrm{GeV}^{2}$, for $Q^{2}=1 \mathrm{GeV}^{2}$ (thick lines) and $Q^{2}=10 \mathrm{GeV}^{2}$ (thin lines).

In figs. 3.21 and 3.22 are shown the different contributions to the distributions $P_{00}$ and $P_{11}$ for two different values of $Q^{2}, Q^{2}=Q_{a}^{2}=10 \mathrm{GeV}^{2}$ and $Q^{2}=Q_{b}^{2}=1 \mathrm{GeV}^{2}$. As $Q_{s}(x)=R_{0}^{-1}(x) \sim 1 \mathrm{GeV}$, the case $Q^{2}=Q_{a}^{2}$ corresponds to the diluted regime while the case $Q^{2}=Q_{b}^{2}$ is at the boundary with the saturation regime.

The dipole cross-section from the GBW-model is also shown in order to see which dipole sizes are filtered by the interaction with the nucleon. We will refer to the "dipole bandwidth" for the range of dipole which have a size above $2 R_{0}(x)$, i.e. $r>2 R_{0}(x)$, or equivalently by multiplying both sides by $Q, \lambda>\lambda^{\text {Sat. }}\left(Q^{2}, W\right) \equiv 2 R_{0}(x) Q$. Indeed we can see that the dipole cross-section will play the role of a filter for the large dipoles and as one can note looking at the figs. 3.21 and $3.22, \lambda^{\text {Sat. }}\left(Q^{2}, W\right)$ are good estimates of the inferior bounds of the dipole cross-section bandwidth.

In fig. 3.21, the AS and the total contributions to $P_{00}$ for both virtualities $Q_{a}$ and $Q_{b}$ are shown and we can see that the distribution $P_{00}$ is not sensitive to the factorization scale. We can then consider only the AS case as it has a simple analytic form,

$$
\begin{equation*}
P_{00}^{(A S)}(\lambda)=\frac{1}{Q} \mathcal{P}_{00}^{(A S)}\left(\frac{\lambda}{Q}, Q^{2}\right)=6 \int d y(y \bar{y})^{2} \lambda K_{0}(\sqrt{y \bar{y}} \lambda) . \tag{3.149}
\end{equation*}
$$

For the distribution $P_{11}$ we see in fig. 3.22 that the distribution is sensitive to the factorization scale. For the small values, $\mu_{F}^{2}=\mu_{F}^{2}\left(Q_{b}^{2}\right)$, the genuine contribution is as important as the WW-contribution. This fact is not visible on the results for helicity amplitudes because the genuine distribution selects mostly small dipoles that are not in the bandwidth of the dipole cross-section compared to dipoles produced by the WW-contribution. This analysis of the dipole distributions indicates that the genuine contribution, i.e. the quark antiquark gluon intermediate state contribution, should not be omitted in the production
of a transversely polarized $\rho$-meson at the level of the overlap of the wave functions. This is in contradiction with the usual assumptions of dipole models to assume the transversely polarized $\rho$-meson state to be saturated by the valence quark antiquark degrees of freedom, leading to the normalization relation (3.150) [55, 145] and the electronic decay width relation eq. (3.151) [115, 145],

$$
\begin{align*}
1 & =\sum_{h, \tilde{h}} \int d y \int d^{2} \underline{r}\left|\Psi_{h, \tilde{h}}^{\rho_{T}}(y, \underline{r})\right|^{2}  \tag{3.150}\\
e f_{\rho} m_{\rho}\left(e_{\gamma}^{*} \cdot e_{\rho}\right) & =\sum_{h, \tilde{h}} \int d y \int d^{2} \underline{r} \Psi_{h, \tilde{h}}^{\rho_{T}}(y, \underline{r}) \Psi_{h, \tilde{h}}^{\gamma_{T}^{*}}(y, \underline{r}) . \tag{3.151}
\end{align*}
$$

Indeed, the r.h.s. of eq. (3.151), if one expands at large $Q^{2}$ the $\rho$ meson wave function around $\underline{r}=0$, is our WW result, which therefore misses the genuine contributions arising from three-parton correlators, which can have a significant effect even for large $Q^{2}$ values.

We give in tab. 3.3 the average $\lambda$ defined as,

$$
\begin{equation*}
\langle\lambda\rangle_{\lambda_{\rho} \lambda_{\gamma}}\left(\mu_{F}^{2}\left(Q^{2}\right)\right)=\int_{0}^{\infty} d \lambda \lambda P_{\lambda_{\rho} \lambda_{\gamma}}\left(\lambda ; \mu_{F}^{2}\right) \tag{3.152}
\end{equation*}
$$

Comparing these values with $\lambda^{\text {Sat. }}\left(Q^{2}, W\right)$, allows to determine which contribution will

|  | Total | WW | genuine | AS |
| :--- | :---: | :---: | :---: | ---: |
| $\langle\lambda\rangle_{00}\left(\mu_{F}^{2}\right)$ | $\sim 3.7$ | x | x | $\frac{3 \pi^{2}}{8} \approx 3.7$ |
| $\langle\lambda\rangle_{11}\left(\mu_{F}^{2}\left(1 \mathrm{GeV}^{2}\right)\right)$ | 6.3 | 8.7 | 3.2 | $\frac{27 \pi^{2}}{32} \approx 8.3$ |
| $\langle\lambda\rangle_{11}\left(\mu_{F}^{2}\left(10 \mathrm{GeV}^{2}\right)\right)$ | 7.3 | 8.5 | 3.5 | $\approx 8.3$ |

Table 3.3: Average values of $\langle\lambda\rangle=\langle r Q\rangle$ for the different contributions to the radial distribution for two values of $\mu_{F}^{2}\left(Q^{2}\right)$.
dominate when convoluted with the dipole cross-section. We can also give an estimation, see tab. 3.4, of the percentages $N_{\lambda_{\rho \lambda_{\gamma}}}$ of dipoles for a given distribution that are in the bandwidth of the dipole cross-section,

$$
\begin{equation*}
N_{\lambda_{\rho} \lambda_{\gamma}}\left(Q^{2}, W\right)=\int_{\lambda^{S a t .}\left(Q^{2}, W\right)}^{\infty} d \lambda P_{\lambda_{\rho} \lambda_{\gamma}}(\lambda) \tag{3.153}
\end{equation*}
$$

|  | AS |
| :---: | :---: |
| $N_{00}(1,90)$ | $70 \%$ |
| $N_{00}(10,90)$ | $10 \%$ |
| $N_{11}(1,90)$ | $90 \%$ |
| $N_{11}(10,90)$ | $35 \%$ |

Table 3.4: Estimation of the percentages of dipoles that have sizes above the saturation scale $2 R_{0}(x)$.

As expected, the more the virtuality $Q$ is high, the weaker is the overlap between the dipole cross-section bandwidth with the distributions leading to a decreasing $N_{\lambda_{\rho} \lambda_{\gamma}}$ with $Q^{2}$. The fact that the $N_{\lambda_{\rho} \lambda_{\gamma}}$ 's vary from $\sim 90 \%$ to $\sim 10 \%$ on the range $Q^{2} \in\left[Q_{b}^{2}, Q_{a}^{2}\right]$, indicates that the dipole cross-section is scanning the dipoles distributions with a high sensitivity. This means that the result is very sensitive to the dipole cross-section $\hat{\sigma}(x, r)$ and to the radial distributions $\mathcal{P}_{\lambda_{\rho}, \lambda_{\gamma}}\left(r, Q^{2} ; \mu_{F}^{2}\right)$ profiles.

It is interesting to get information on the longitudinal fraction of momentum dependences of the overlaps of the wave functions. In other words, do we get more symmetric jet ( $y \sim$ $\bar{y} \sim \frac{1}{2}$ ) or aligned jet ( $y \sim 1$ or $\bar{y} \sim 1$ ) configurations? The overlaps of the wave functions are given in figs. 3.23, 3.24. We restrict ourselves to the study of the AS case. We can


Figure 3.23: Profile of the overlap of the wave functions for the $\gamma_{L}^{*} \rightarrow \rho_{L}$ transition as function of $y$ and $\lambda$.
see that we have a symmetric configuration for the $\gamma_{L}^{*} \rightarrow \rho_{L}$ transition while the $\gamma_{T}^{*} \rightarrow \rho_{T}$ transition involves more aligned jet configurations. Note that the aligned jet configurations are important for large values of $\lambda$ and the oscillations for these large $\lambda$-values in the fig. 3.24 are surely due to numerical instabilities. For fixed $\lambda$, the $y$-shape of the overlap is in part due to the shape of the DAs. It is then good to remind that the oscillatory shape of the DAs is due to the fact that the conformal expansion is truncated up to a given conformal spin [142].

In figs. 3.25 and 3.26 are respectively shown the product of the dipole cross-section with the distributions $P_{00}$ and $P_{11}$. The integrands of $T_{00}$ and $T_{11}$ are globally close to the saturation radius $r \sim 2 R_{0}(x)$ and the peaks are moving on larger dipole sizes when $Q^{2}$ decreases. These plots are giving an important information about the $k_{\perp}$-behavior of the integrands. Indeed the dipole size $r$ is the Fourier conjugate of the momentum $k_{\perp}$ meaning that the dominant $k_{\perp}$ are of the order $1 / r$, with $r$ the size corresponding to the maximal value of the integrands shown in figs. 3.25 and 3.26. We can see that the range of $k_{\perp}$ that gives a significant contribution to the amplitude is of order $1 / R_{0}(x)$ for large $Q^{2}$ and of order $Q$ for $Q \sim 1 / R_{0}(x)$. This behavior indicates that within our assumptions, the process is dominated


Figure 3.24: Profile of the overlap of the wave functions for the $\gamma_{T}^{*} \rightarrow \rho_{T}$ transition as a function of $y$ and $\lambda$.
by some effective scale $k_{\perp}$ contained in the range $\left[Q_{s}, Q\right]$.


Figure 3.25: The normalized integrand of $T_{00}$, i.e. $\mathcal{P}_{00}\left(r, Q^{2}, \mu_{F}^{2}\right) \hat{\sigma}(x, r)$. The Total integrands at $\mu_{F}^{2}\left(Q^{2}\right)$ for $Q^{2}=1 \mathrm{GeV}^{2}$ (blue long-dashed line) and $Q^{2}=10 \mathrm{GeV}^{2}$ (red solid line), and the AS integrands for $Q^{2}=1 \mathrm{GeV}^{2}$ (blue dot-dashed line) and $Q^{2}=10 \mathrm{GeV}^{2}$ (red dashed line) integrands of $T_{00}$ for $W=90 \mathrm{GeV}$.

### 3.7.2 Comparison of overlaps

The overlaps we have considered above involve the $\rho-$ meson DAs. Let us compare our model for the wave function overlaps to two other models,

- the "Boosted Gaussian" (BG) model [118],


Figure 3.26: The Total contributions at $\mu_{F}^{2}\left(Q^{2}\right)$ for $Q^{2}=1 \mathrm{GeV}^{2}$ (blue long-dashed line) and $Q^{2}=10 \mathrm{GeV}^{2}$ (red solid line), and the AS contributions for $Q^{2}=1 \mathrm{GeV}^{2}$ (blue dotdashed line) and $Q^{2}=10 \mathrm{GeV}^{2}$ (red dashed line) to the normalized integrands of $T_{11}$, i.e. $\mathcal{P}_{11}\left(r, Q^{2}, \mu_{F}^{2}\right) \hat{\sigma}(x, r)$, for $W=90 \mathrm{GeV}$.

- the "Gaus-LC" model [74].

The $\rho-$ meson wave functions are separated in spinor parts and scalar parts $\phi_{T}$ and $\phi_{L}$,

$$
\begin{align*}
\Psi_{h \bar{h}, \lambda_{\rho}= \pm 1}^{\rho}(y, r)= & \pm \sqrt{2 N_{c}} \frac{1}{y \bar{y}}\left\{i e^{ \pm i \theta_{r}}\left[y \delta_{h, \pm} \delta_{\bar{h}, \mp}-\bar{y} \delta_{h, \mp} \delta_{\bar{h}, \pm}\right] \partial_{r}\right.  \tag{3.154}\\
& \left.+m_{f} \delta_{h, \pm} \delta_{\bar{h}, \pm}\right\} \phi_{T}(y, r), \\
\Psi_{h \bar{h}, \lambda_{\rho}=0}^{\rho}(y, r)= & \sqrt{N_{c}} \delta_{h,-\bar{h}}\left[m_{\rho}+\delta \frac{m_{f}^{2}-\nabla_{r}^{2}}{m_{\rho} y \bar{y}}\right] \phi_{L}(y, r) . \tag{3.155}
\end{align*}
$$

The scalar parts read

$$
\begin{align*}
\phi_{T}^{\mathrm{Gauss}-\mathrm{LC}}(y, r) & =N_{T}(y \bar{y})^{2} e^{-\frac{r^{2}}{2 R_{T}^{2}}}  \tag{3.156}\\
\phi_{L}^{\mathrm{Gauss}-\mathrm{LC}}(y, r) & =N_{L} y \bar{y} e^{-\frac{r^{2}}{2 R_{L}^{2}}}  \tag{3.157}\\
\phi_{L, T}^{\mathrm{BG}}(y, r) & =N_{L, T} y \bar{y} \exp \left(-\frac{m_{f}^{2} R_{L, T}^{2}}{8 y \bar{y}}-\frac{2 y \bar{y} r^{2}}{R_{L, T}^{2}}+\frac{m_{f}^{2} R_{L, T}^{2}}{2}\right) . \tag{3.158}
\end{align*}
$$

We follow here the conventions and take the values for the parameters of ref. [76]. The values of the parameters are given in tab. 3.5. The overlaps with the virtual photon wave function

| Model | $N_{T}$ | $R_{T}^{2} \mathrm{GeV}^{-2}$ | $N_{L}$ | $R_{L}^{2} \mathrm{GeV}^{-2}$ | $f_{\rho}^{T}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Gaus-LC | 4.47 | 21.9 | 1.79 | 10.4 | $f_{\rho}$ |
| Boosted Gaussian | 0.911 | 0.853 | 12.9 | $R_{L}^{2}$ | 0.182 |

Table 3.5: Parameters of the "Gaus-LC" and the "Boosted Gaussian" models taken from ref.[76], for $M_{\rho}=0.776 \mathrm{GeV}, f_{\rho}=0.156 \mathrm{GeV}, m_{f}=0.14 \mathrm{GeV}$ and with $f_{\rho}^{L}=f_{\rho}$.
are

$$
\begin{align*}
& \sum_{h, \bar{h}} \Psi_{h, \tilde{h}}^{\rho_{T *}^{*}}(y, \underline{r}) \Psi_{h, \tilde{h}}^{\gamma_{T}^{*}}(y, \underline{r}) \propto \\
& \quad m_{f}^{2} K_{0}(\mu r) \phi_{T}(y, r)-\left(y^{2}+\bar{y}^{2}\right) \mu K_{1}(\mu r) \partial_{r} \phi_{T}(y, r),  \tag{3.159}\\
& \sum_{h, \bar{h}} \Psi_{h, \tilde{h}}^{\rho_{L} *}(y, \underline{r}) \Psi_{h, \tilde{h}}^{\gamma_{L}^{*}}(y, \underline{r}) \propto \\
& \quad y \bar{y} K_{0}(\mu r)\left(m_{\rho} \phi_{L}(y, r)+\delta \frac{m_{f}^{2}-\nabla_{r}^{2}}{m_{\rho} y \bar{y}} \phi_{L}(y, r)\right) \tag{3.160}
\end{align*}
$$

with $\delta=0$ for the Gaus-LC model and $\delta=1$ for the BG model. The longitudinal and transverse radial distributions thus read

$$
\begin{equation*}
\mathcal{P}_{L, T}(r)=\frac{1}{\mathcal{N}_{L, T}} r \int d y \sum_{h, \bar{h}} \Psi_{h, \bar{h}}^{\rho_{L, T^{*}}}(y, \underline{r}) \Psi_{h, h}^{\gamma_{L, T}^{*}}(y, \underline{r}), \tag{3.161}
\end{equation*}
$$

where the factors $\mathcal{N}_{L, T}$ normalize the distributions $\mathcal{P}_{L, T}(r)$. The comparison of our results


Figure 3.27: The Gauss-LC (green, long dashed), BG (blue, dot-dot-dashed), Total (red, solid) and AS (red, dashed) radial distributions for the $\gamma_{L}^{*} \rightarrow \rho_{L}$ transition (top) and for the $\gamma_{T}^{*} \rightarrow \rho_{T}$ transition (bottom), vs $r$ for $Q^{2}=1 \mathrm{GeV}^{2}$ (left) and $Q^{2}=10 \mathrm{GeV}^{2}$ (right), as well as the dipole cross-section $\hat{\sigma}(x, r)$ rescaled by the factor $5 \sigma_{0}$ for $W=90 \mathrm{GeV}$ (black, dot-dashed).
with the phenomenological models "Gaus-LC" and "BG" allows to understand the role of higher twist corrections on the distributions. We see for example in figs. 3.27(b) that all the results are quite close to each other for $Q^{2}=Q_{a}^{2}$, leading all to a good description of
the data. For $Q^{2}=Q_{b}^{2}$, we see in fig. 3.27(a) that the distribution $P_{00}$ spreads more than the distributions from the two other models. The difference is certainly due to higher twist corrections which should be needed for such small virtualities. In fig. 3.27 (d) the overlaps are in good agreement for large dipoles in the bandwidth of the cross-section, which means that higher twist corrections are washed out by the dipole cross-section. At small $Q^{2}$, we see in fig. 3.27(c) that the choice $\mu_{F}^{2} \sim Q^{2}$ allows to get closer from the Gaus-LC an BG models compared to the AS result. Note that the higher twist corrections would play also a role on the normalizations $\mathcal{N}_{\lambda_{\rho} \lambda_{\gamma}}$ values.

### 3.8 Discussion

We have presented a phenomenological model for the helicity amplitudes and the polarized cross-sections of the diffractive $\rho$-meson electroproduction. The $x$-dependence of our predictions is encoded in the dipole cross-section model while the $Q^{2}$-dependence comes from the twist 2 and twist 3 calculations of the $\gamma^{*} \rightarrow \rho$ impact factors. Finally the $t$-dependence of the differential cross-section is taken from the more recent fits of HERA data. This model does not have free parameter as the dipole cross-section model we use is completely determined by the DIS structure functions. The results have a weak dependence in the factorization scale choice. As expected from many studies (see for example [113] where it is argued that pQCD treatment should be valid for $Q^{2} \gtrsim 20-30 \mathrm{GeV}^{2}$ ), the model matches the data at large $Q^{2}$ and the process can be described in terms of pQCD. Two different effects could generate the discrepancy with the data, the skewness effects which are not included in our study as we took the dipole cross-section from inclusive processes, and the higher twist effects in the $\rho-$ meson factorization. As our predictions are in good agreement with the data at large $Q^{2}$ where higher twist corrections can be neglected, we can expect that skewness effects does not change dramatically the predictions. Indeed, the skewness is expected to become large for large $Q^{2} / m_{\rho}^{2}$ ratio and our predictions agree with data for large $Q^{2}$ which indicates that these effects are negligible. Our guess is then that the higher twist corrections should be the dominant corrections to our treatment and thanks to HERA data we can identify the virtuality $Q^{2 \text { min }} \sim 5 \mathrm{GeV}^{2}$ where the higher twist corrections become important. The fact that this scale is larger than the saturation scale $Q_{s}^{2}(x) \sim 1 \mathrm{GeV}^{2}$, indicates that we cannot yet get information on the genuine saturation regime because of higher twist corrections.

The $t$-dependence of the polarized cross-sections includes the contributions of the other helicity amplitudes that violate the SCHC. The study of the $t$-dependence of the impact factors would be nice in order to combine the results of dipole models with impact parameter dependence [85, 76] as the DVMP allows to probe the proton shape [145], in particular through local geometric scaling [173, 174].

The next-to-leading order effects - both on the evolution and on the impact factor - should be studied, since it is now known that both may have an important phenomenological effect [175, 176, 177, 178, 179].

On the experimental side, the future Electron-Ion Collider [180] and Large Hadron Electron Collider [181] with a high center-of-mass energy and high luminosities, as well as the International Linear Collider $[182,183,184]$ will hopefully open the opportunity to study in more detail the hard diffractive production of mesons [185, 186, 175, 187, 176, 188, 177, 189].

## Conclusions

We have presented different techniques used to unravel the hadronic properties uncovered in exclusive processes. The interesting aspect of the approach we pursued here is that it combines two different schemes to model the $\rho$-meson interactions and the nucleon interactions. The first one involves an extended collinear factorization approach with regularization of the end-point singularities by the transverse momenta $k_{\perp}$ of the $t$-channel gluons. It provides an interesting way to study the moments of the $\rho$-meson wave functions. The second one involves dipole models and confirms the factorization of the interaction of color dipole configurations with the nucleon target. The extension up to twist 3, involving an additional gluon which can take a large amount of energy of the virtual photon, can be interesting in order to study interactions beyond the quark antiquark pair intermediate state approximation.

The new results obtained in this thesis are,

- predictions for the ratios of helicity amplitudes $T_{01} / T_{00}$ and $T_{11} / T_{00}$ [18] combining the twist 2 and twist $3 \gamma^{*} \rightarrow \rho$ impact factors with a model of impact factor for the nucleon,
- expressions in impact parameter space representation for the $\gamma_{L}^{*} \rightarrow \rho_{L}$ and $\gamma_{T}^{*} \rightarrow \rho_{T}$ impact factors that are shown to be consistent with the color dipole picture [19],
- predictions for the helicity amplitudes $T_{00}$ and $T_{11}$ as well as for the polarized crosssections $\sigma_{L}$ and $\sigma_{T}[20]$, combining the impact parameter representation of the $\gamma^{*} \rightarrow \rho$ impact factors with dipole cross-section models.

While the first set of predictions using a nucleon impact factor model depends on one free parameter, which is the transverse scale of the nucleon target dynamics $M$, the second set of predictions has no free parameters and is in good agreement with data for large virtualities. Within this model, we can learn that the $q \bar{q} g$ Fock state plays an important role at the level of the overlap of the virtual photon and the $\rho$-meson wave functions, while it can be neglected at the level of the helicity amplitude $T_{11}$ due to the convolution with the dipole cross-section.

Many perspectives in order to extend this study are possible. We can make predictions for the future collider projects EIC and LHeC. This study offers also the perspective to combine higher twist calculations of the vector meson productions with impact parameter dependent dipole models, by extending the kinematics to the non-forward limit $t \neq t_{\text {min }}$. Indeed the diffractive production of vector meson is a very good process to probe the impact parameter dependence of the dipole-target scattering amplitude and the photon wave function is wellknown in the non-forward limit [145]. Another perspective would be also to extend this treatment to the violating s-channel helicity conserving helicity amplitudes that are measured at HERA. A higher twist calculation could be performed to get information on the higher twist corrections in the model presented in chap. 3 for the low values of $Q^{2}$. One could also repeat the calculations including quark mass effects and consequently chiral odd and chiral even DAs to get a similar analysis of other vector mesons such as the $\phi$-meson. Another interesting perspective, which we have left for a further study, is to relate the combinations
of DAs that appear in this first principle treatment of the impact factor, to the numerous models that exist for the $\rho$-meson wave functions. It would provide a test for these models of $\rho-$ meson wave functions.

## Appendix

## QED and QCD lagrangians, Feynman rules

In our studies we work at energy scales where we can mostly neglect the weak interaction contributions compared to electromagnetic and strong interactions. The weak interaction could contribute for example through the exchange of a $Z^{0}$-boson instead of a virtual photon in $e-p$ collisions but these kinds of contributions can be safely neglected in our present study. We then restrict ourselves to the strong and the electromagnetic interactions involving QCD and QED Lagrangian terms.

Let us recall the Lagrangians and the Feynman rules which are used all along this thesis, we choose to follow the conventions of the Peskin and Schroeder book [190].

## QED Feynman rules

Let us consider the QED lagrangian for a theory with only electron, of electric charge $e=$ $-|e|$, and photon fields. The generalization of the following Lagrangian terms and Feynman rules for fermions with electric charge $Q|e|$ is straightforward and consists in replacing $e \rightarrow$ $Q|e|$. The covariant derivative reads

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i e A_{\mu} \tag{3.162}
\end{equation*}
$$

with $A_{\mu}$ the gauge field of the photon.
The abelian Yang-Mills Lagrangian in the covariant gauge reads

$$
\begin{equation*}
\mathcal{L}_{Q E D}=-\frac{1}{4}\left(F_{\mu \nu}\right)^{2}-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2}+\bar{\psi}(i \not D-m) \psi \tag{3.163}
\end{equation*}
$$

where $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ is the field strength tensor of the photon, the term $-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2}$ is the gauge fixing term, where $\xi$ is an arbitrary finite number. The choices to fix $\xi=0$ and $\xi=1$ correspond respectively to the Landau and the Feynman gauges. The lagrangian can be decomposed in:

- the photon kinematic term,

$$
\begin{equation*}
-\frac{1}{4}\left(F_{\mu \nu}\right)^{2}-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2}, \tag{3.164}
\end{equation*}
$$

- the electron kinematic term,

$$
\begin{equation*}
\bar{\psi}(i \not \partial-m) \psi \tag{3.165}
\end{equation*}
$$

- the interaction term,

$$
\begin{equation*}
-\bar{\psi}\left(e A_{\mu}\right) \psi \tag{3.166}
\end{equation*}
$$

This leads to the following Feynman rules for the propagators of the photon and the electron,

$$
\begin{align*}
& \sim_{\varkappa_{p}}^{\mu} \sim^{\nu} \frac{-i}{p^{2}+i \varepsilon}\left[g_{\mu \nu}-(1-\xi) \frac{p_{\mu} p_{\nu}}{p^{2}}\right] \text {, }  \tag{3.167}\\
& \xrightarrow{\mathrm{p}} \quad \frac{i}{\not p-m}, \tag{3.168}
\end{align*}
$$

and for the vertex

$$
\begin{equation*}
\sum_{\leftarrow}^{\mu} \leftarrow-i e \gamma^{\mu} \tag{3.169}
\end{equation*}
$$

The external lines of the Feynman diagrams for fields of fermions and photons are respectively given by the spinors $u^{(s)}(p)$ for particles and $v^{(s)}(p)$ for antiparticles of spin $s$ and momentum $p$ and polarization vectors $\varepsilon^{\lambda}(p)$ with $\lambda$ the polarization,
incoming fermion
outgoing fermion


$$
u^{(s)}(p)
$$

incoming antifermion


$$
\bar{v}^{(s)}(p)
$$

outgoing antifermion


$$
\bar{u}^{(s)}(p)
$$

incoming photon


$$
\varepsilon_{\mu}^{(\lambda)}(p)
$$

outgoing photon


$$
\varepsilon_{\mu}^{*(\lambda)}(p)
$$

which comes from the projection of the free fields on the incoming and outgoing states.

## QCD Lagrangian

The strong interaction is described by QCD which is a local gauge field theory based on the non-abelian $\operatorname{SU}(3)$-color symmetry ${ }^{1}$, involving quarks, antiquarks and gluons as elementary constituents of the hadronic matter. The quarks and the antiquarks belong to the fundamental representation of the $\mathrm{SU}(\mathrm{N})$-color group and are carrying a color charge. They couple with the $N^{2}-1$ gauge boson fields (gluons) of $\mathrm{SU}(\mathrm{N})$-color $A^{\mu a} t^{a}$ that belong to the adjoint representation of $\mathrm{SU}(\mathrm{N}),\left\{t^{a}\right\}_{a=1 . . N^{2}-1}$ being the generators of $\mathrm{SU}(\mathrm{N})$. The matrices $t^{a}$ are traceless hermitian $N \times N$ matrices. Note that the gluons are carrying color charges of the adjoint representation which means that contrary to the abelian case of QED where the photons do not care an electric charge, the gluons can interact between themselves. This fact will lead to new terms in the Yang-Mills lagrangian of QCD compared to the one of QED. The generators $t^{a}$ verify the Lie algebra structure relation

$$
\begin{equation*}
\left[t^{a}, t^{b}\right]=i f^{a b c} t^{c} \tag{3.171}
\end{equation*}
$$

where $f^{a b c}$ are the structure constants which are completely antisymmetric under the exchange of the indices $a, b, c$. The field strength tensor for the gluon fields is given by,

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f_{a b c} A_{\mu}^{b} A_{\nu}^{c}, \tag{3.172}
\end{equation*}
$$

and the covariant derivative reads

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-i g t^{a} A_{\mu}^{a} \tag{3.173}
\end{equation*}
$$

In the covariant gauge the Yang-Mills QCD Lagrangian reads

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F_{\mu \nu}^{a} F^{a \mu \nu}-\frac{1}{2 \xi}\left(\partial_{\mu} A_{a}^{\mu}\right)^{2}+\bar{\psi}\left(i \gamma^{\mu} D_{\mu}-m\right) \psi+\bar{c} \square c+g \partial^{\mu} \bar{c}_{b} f_{b c a} A_{\mu}^{a} c_{c}, \tag{3.174}
\end{equation*}
$$

where the fields denoted $c$ are the fields of the Fadeev Popov ghosts that are introduced to represent the functional determinant that appears when inserting in the Lagragian the gaugefixing condition. These fields are not associated to physical particles as they are Grassmann fields, i.e. they anticommute as fermionic fields, but in the same time they are scalar fields, i.e. bosons of spin zero. As a consequence they are appearing only when computing loops. The Feynman rules in the covariant gauge are

[^7]

$+f^{a c e} f^{b d e}\left(g^{\nu_{1} \nu_{2}} g^{\nu_{3} \nu_{4}}-g^{\nu_{1} \nu_{4}} g^{\nu_{2} \nu_{3}}\right)$
$\left.+f^{a d e} f^{b c e}\left(g^{\nu_{1} \nu_{2}} g^{\nu_{3} \nu_{4}}-g^{\nu_{1} \nu_{3}} g^{\nu_{2} \nu_{4}}\right)\right]$

p
where the dotted lines are the Fadeev-Popov ghosts.
In this thesis we work in most of the cases in the light-cone gauge instead of the covariant gauge. Let us define first the general case of axial gauge where the gauge fixing term is given by
\[

$$
\begin{equation*}
\mathcal{L}_{\text {gauge fix. }}=-\frac{1}{2 \xi}\left(n^{\mu} A_{\mu}^{a}\right)^{2}, \tag{3.175}
\end{equation*}
$$

\]

with $n$ an arbitrary fixed vector. In this gauge there is no ghost but the price to pay is that the gluonic propagator $D_{\mu \nu}^{a b}(p)$ expression is more complicated

$$
\begin{equation*}
D_{\mu \nu}^{a b}(p)=\frac{-i \delta^{a b}}{p^{2}+i \epsilon}\left(g_{\mu \nu}-\frac{n_{\mu} p_{\nu}+n_{\nu} p_{\mu}}{n \cdot p}+\frac{\xi p^{2}+n^{2}}{(n \cdot p)^{2}} p_{\mu} p_{\nu}\right) \tag{3.176}
\end{equation*}
$$

The light-cone gauge corresponds to the choice $\xi=0$ and $n^{2}=0$, i.e. $n$ is a light cone vector.

In this case the gluonic propagator simplifies in

$$
\begin{equation*}
D_{\mu \nu}^{a b}(p)=\frac{-i \delta^{a b}}{p^{2}+i \epsilon}\left(g_{\mu \nu}-\frac{n_{\mu} p_{\nu}+n_{\nu} p_{\mu}}{n \cdot p}\right) \tag{3.177}
\end{equation*}
$$

which verifies, $n_{\mu} D^{\mu \nu}(p)=0$ and the on-shell transversity condition when $p^{2}=0, p_{\mu} D^{\mu \nu}(p)=$ 0 . Note that the off-shell transversity condition appears clearly when writing $D_{\mu \nu}^{a b}(p)$ as

$$
\begin{equation*}
D_{\mu \nu}^{a b}=\frac{-i}{p^{2}+i \epsilon}\left(g_{\mu \nu}^{\perp}-p^{2} \frac{n_{\mu} n_{\nu}}{(p \cdot n)^{2}}\right), \tag{3.178}
\end{equation*}
$$

where are appearing the transverse polarizations of the gluons

$$
g_{\mu \nu}^{\perp}=-\sum_{\lambda=1}^{2} \varepsilon_{\mu}^{*(\lambda)} \varepsilon_{\nu}^{(\lambda)}
$$
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[^0]:    ${ }^{1}$ Note that we got a overall minus sign in (1.139) compared to [32].

[^1]:    ${ }^{1}$ The flavor of the $q \bar{q}$ pairs involved in the $\rho^{0}$-meson wave function $\left|\rho^{0}\right\rangle=\frac{1}{\sqrt{2}}(|\bar{u} u\rangle-|\bar{d} d\rangle)$, is restored by considering a flavorless $q \bar{q}$ pair of electric charge $\frac{e}{\sqrt{2}}$. The fields $\bar{\psi}$ and $\psi$ here are then associated to a flavorless $q \bar{q}$ pair with an electric charge $\frac{e}{\sqrt{2}}$.

[^2]:    ${ }^{2}$ The convention taken is $\gamma_{5}=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$.

[^3]:    ${ }^{3}$ The Fierz coefficients from color space factorization $1 / N_{c}$ and $2 /\left(N_{c}^{2}-1\right)$ are implicitly put in the hard part expressions for conciness of the formulas.

[^4]:    ${ }^{4}$ The convention taken for the Levi-Civita tensor is $\varepsilon^{0123}=-\varepsilon_{0123}=1$.

[^5]:    ${ }^{5}$ For the sake of conciseness, we will omit the dependence in $\mu_{F}^{2}$ of the DAs as it is not needed in this part.

[^6]:    ${ }^{6}$ We predict ratios of amplitudes, while ZEUS made available the spin density matrix elements; H1 extracted both spin density matrix elements and ratios of amplitudes.

[^7]:    ${ }^{1}$ We work from now with $N$ colors instead of 3 in order to keep more general formulas.

