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1.1 Context

How to make the most out of medical images to support diagnosis in the best possible way? Clinicians are confronted to this question every time they analyse an X-Ray, or browse a volumetric computed tomography (CT) or magnetic resonance (MR) scans. Current clinical protocols rely on extensive imaging modalities to drive the diagnosis. Because of the large size of acquired images, clinicians spend a long time parsing them before reaching the region of interest. Computer scientists and clinicians are collaborating to develop ergonomic tools that automatically extract the valuable information out of the image. This thesis is a humble contribution towards this goal.

The focus is set on the segmentation of brain lesions in multi-sequence MR images (MRIs). More specifically, we will focus on multiple sclerosis (MS) lesions, low and high grade gliomas. For these pathologies, however, visual assessment has important limitations. In general, this result from the fact that the underlying bio-physiological mechanisms, and its mapping to MR intensities, are not fully understood. However, MRIs play a critical role to localize lesions and monitor their evolution during treatment.

In clinical datasets, lesions are often delineated by clinicians for these reasons. However, annotating brain lesions is a tedious task which sometimes requires to make arbitrary decisions, even when using semi-automatic methods. Unfortunately, resulting segmentations are reliable but contain an unsuitable expert-driven bias. In the last years, the merged efforts of computer science and medical imaging communities opened the way to a novel approach for segmentation: supervised methods. Supervised methods make use of already exhaustive expert-annotated datasets to train classifiers to automatically solve task-specific segmentation problems. In this work, we focus on random decision forests.

Random forests are discriminative classifiers. They generate a hierarchical representation of the training data which is optimized for testing. Additionally, they provide the huge advantage of being highly parallelizable which lead to number of
real-time applications. Unlike state-of-the-art classifiers, such as SVMs, the hierarchical compression of the training data is easy to interpret and provides the user with informative uncertainty measures on the segmentation results.

1.2 Contributions

In this thesis, we investigate three different problems related to brain lesions segmentation in MRIs using the powerful random forest framework. They are developed in chapters 2, 3 and 4, respectively:

- **Spatial random forests for MS lesions segmentation** [Geremia 2010, Geremia 2011]. First, we focus on segmentation of brain lesions which is an essential task to diagnosis, prognosis and therapy planning. A context-aware random forest is designed for the automatic multi-class segmentation of MS lesions in MR images. It uses multi-channel MRIs, prior knowledge on tissue classes, symmetrical and long-range spatial context to discriminate lesions from background. Quantitative evaluation was carried out on publicly available labelled datasets from the MICCAI 2008 MS Lesion Segmentation Challenge. It demonstrated state-of-the-art performance.

- **Multi-variate regression forests for glioma cell density extrapolation** [Geremia 2012b]. Then, we investigate the promising perspective of estimating the brain tumor cell density from MRIs. A generative-discriminative framework is presented to learn the latent and clinically unavailable tumor cell density from model-based estimations associated with synthetic MRIs. The generative model is a state-of-the-art publicly available biophysiological tumor growth simulator. The discriminative model builds on multi-variate regression random forests to estimate the voxel-wise distribution of the tumor cell density from input MRIs. The method was evaluated on a large dataset of synthetic cases and a reduced set of clinical cases from the German Center for Cancer Research (DKFZ) with promising results.

- **Spatially Adaptive Random Forests for Classification Problems in Medical Imaging.** Finally, we present the “Spatially Adaptive Random Forest” which merges the benefits of multi-scale and random forest methods. Thanks to multi-scale data representation, the computation effort focuses on challenging regions of large medical volumes rather than uniformly processing the whole image. SARF is demonstrated in the context of multi-class gliomas segmentation in multi-modal MR images. Quantitative evaluation was carried out on publicly available labelled datasets from the MICCAI 2012 BRATS Challenge and demonstrated top segmentation results.

Recently, two articles inspired on the spatial random forest approach were published as part of the MICCAI 2012 Workshop on Multimodal Brain Tumor Segmentation Challenge [Menze 2012, Geremia 2012a]. This work lead to co-write a
1.3. Related work

The motivation of this work arises from an inspirational bibliography which is over viewed here.

A large variety of methods were proposed for MS lesion. Generative methods were proposed consisting in a tissue classification by means of an expectation maximization (EM) algorithm. The EM algorithm can be modified to be robust against lesion affected regions, its outcome is then parsed in order to detect outliers which, in this case, coincide with MS lesions [Van Leemput 2001]. Another approach consists in adding to the EM a partial volume model between tissue classes and combining it with a Mahalanobis thresholding which highlights the lesions [Dugas-Phocion 2004]. Morphological postprocessing on resulting regions of interest was shown to improve the classification performance [Souplet 2008]. For multi-class glioma segmentation, a segmentation framework based on outlier detection was proposed to discriminate the tumor core from the edema, only using the T2-weighted MRI [Prastawa 2004]. More recently, segmentation approaches based on supervised random forests were applied to brain tissue segmentation in MRIs [Yi 2009], and delineation of the myocardium in real-time 3D echocardiography [Lempitsky 2009].

In the case of gliomas, segmentation results, however, give limited insight into the underlying bio-physiological tumor growth process. Indeed, it is widely accepted in the oncological community that tumor cells diffuse in the brain tissue. The long tails of the tumor cell density is invisible in MRIs. Clinicians speculate on this when they delineate radiotherapy margins 2 cm beyond the visible margins of MRIs. A recent method presented a way of modelling the invisible tumor cell distribution from a segmentation of the the edema surrounding the glioma [Konukoglu 2010b]. In parallel, a generative model was proposed to brain tumor appearance in MRIs from simulated tumor cell distributions [Prastawa 2009]. This approach provides useful training data to learn the tumor cell density distribution directly from the MRIs. This was made possible by the rise of multi-variate random forests which were also being applied to organ localization in CT scans [Criminisi 2009].

Many works described the random forest framework from a more methodological perspective [Criminisi 2011b]. These highlight the ability of the random forests to partition the feature space with respect to a task-specific optimality criterion. A similar partition can be driven directly from the image by using efficient ag-
gregation algorithms [Corso 2008] or supervoxel formulations [Achanta 2012]. The spatial partition of the MRIs can then be used to feed a multi-scale discriminative classifier [Akselrod-Ballin 2006]. This type of approach demonstrated significant improvement over the state of the art [dos Santos 2012].
CHAPTER 2
Spatial Decision Forests for Lesion Segmentation
in Multi-Channel MRIs of the Brain
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Chapter 2 focuses on segmentation which is an essential task to diagnosis, prog-
nosis and therapy planning of brain lesions. A general and efficient framework for
automatic segmentation is presented with applications to MS lesions, low grade and
high grade gliomas in MR images. It builds on supervised learning of discriminative
random decision forests to provide a voxel-wise probabilistic classification of image
volumes. Interestingly, a ranking of the most discriminative features used during
classification can be derived. The method uses multi-channel MR intensities (T1,
T1C, T2, Flair), knowledge on tissue classes and long-range spatial context to dis-
 criminate lesions from background. A symmetry feature is introduced accounting
for the fact that some lesions tend to develop in an asymmetric way. Quantitative
evaluation of the proposed method carried out on publicly available labeled datasets
demonstrates state of the art performance.
Chapter 2. Spatial Decision Forests for Lesion Segmentation in Multi-Channel MRIs of the Brain

2.1 Introduction

Multiple Sclerosis (MS) is a chronic, inflammatory and demyelinating disease that primarily affects the white matter of the central nervous system. Automatic detection and segmentation of MS lesions can help diagnosis and patient follow-up. It offers an attractive alternative to manual segmentation which remains a time-consuming task and suffers from intra- and inter-expert variability. MS lesions, however, show a high variability in appearance and shape which makes automatic segmentation a challenging task. MS lesions lack common intensity and texture characteristics, their shapes are variable and their location within the white matter varies across patients.

A variety of methods have been proposed for the automatic segmentation of MS lesions. For instance, in [Anbeek 2004] and [Admiral-BeIoli 2005], the authors propose to segment white matter signal abnormalities by using an intensity-based \textit{k}-nearest neighbors method with spatial prior and a fuzzy inference system, respectively. A similar classifier combined with a template-driven segmentation was proposed in [Wu 2006] to segment MS lesions into three different subtypes (enhancing lesions, T1 black holes, T2 hyperintense lesions). A false positive reduction based on a rule-based method, a level set method and a support vector machine classifier is presented in [Yamamoto 2010] along with a multiple-gray level thresholding technique.

Generative methods were proposed consisting in a tissue classification by means of an expectation maximization (EM) algorithm. For instance, the method presented in [Datta 2006] aims at segmenting and quantifying black holes among MS lesions. The EM algorithm can be modified to be robust against lesion affected regions, its outcome is then parsed in order to detect outliers which, in this case, coincide with MS lesions [Van Leemput 2001]. Another approach consists in adding to the EM a partial volume model between tissue classes and combining it with a Mahalanobis thresholding which highlights the lesions [Dugas-Phiation 2004]. Morphological postprocessing on resulting regions of interest was shown to improve the classification performance [Souplet 2008]. In [Freifeld 2009], a constrained Gaussian mixture model is proposed, with no spatial prior, to capture the tissue spatial layout. MS lesions are detected as outliers and then grouped in an additional tissue class. Final delineation is performed using probability-based curve evolution. Multi-scale segmentation can be combined with discriminative classification to take into account regional properties [Akselrod-Ballin 2006]. Beyond the information introduced via the spatial prior atlases, these methods are limited in their ability to take advantage of long-range spatial context in the classification task.

To overcome this shortcoming, we propose the use of an ensemble of discriminative classifiers. Our algorithm builds on the random decision forest framework which has multiple applications in bioinformatics [Menz 2009], and, for example, more recently also in the image processing community [Andres 2008, Yi 2009, Criminisi 2010b]. Adding spatial and multi-channel features to this classifier proved effective in object recognition [Shotton 2009], brain tissue segmentation in MR im-
2.2. Materials

This section describes the data, algorithms and notations which are referred to in the rest of the article.

2.2.1 MICCAI Grand Challenge 2008 dataset

The results in this article rely on a strong evaluation effort. This section presents the MICCAI\textsuperscript{1} Grand Challenge 2008 datasets, which is the largest dataset publicly available, and explains the way our method is compared against the winner of the challenge [Souplet 2008].

2.2.1.1 Presentation

The MICCAI Grand Challenge 2008 [Styner 2008] aims at evaluating and comparing algorithms in an independent and standardized way for the task of MS lesion segmentation. The organizers make publicly available two datasets through their website. A dataset of labeled MR images which can be used to train a segmentation algorithm, and an unlabeled dataset on which the algorithm should be tested. The website offers to quantitatively evaluate the segmentation results on the unlabeled dataset using the associated private ground truth database, and to publish the resulting scores. This project is an original initiative to provide an unbiased comparison between MS lesions segmentation algorithms. In the rest of the article, the dataset for which labels are publicly available will be referred to as \textit{public} dataset, whereas the dataset for which data is not available will be referred to as \textit{private} dataset.

2.2.1.2 Data

The public dataset contains 20 cases, 10 from the Children’s Hospital in Boston (CHB) and 10 from the University of North Carolina (UNC), which are labeled by a CHB expert rater. The private dataset contains 25 cases, 15 from CHB and 10 from

\begin{small}
\begin{itemize}
\item[MICCAI is the annual international conference on Medical Image Computing and Computer Assisted Intervention.]
\end{itemize}
\end{small}
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<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Unit</th>
<th>Best</th>
<th>Worse</th>
</tr>
</thead>
<tbody>
<tr>
<td>TNR</td>
<td>( \frac{TN}{FP + TN} ) %</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>TPR</td>
<td>( \frac{TP}{FP + FN} ) %</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>FPR</td>
<td>( \frac{FP}{FP + TN} ) %</td>
<td>0</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>PPV</td>
<td>( \frac{TP}{TP + FP} ) %</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>VO</td>
<td>( \frac{Vol(Seg \cap GT)}{Vol(Seg \cup GT)} ) %</td>
<td>0</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>VD</td>
<td>( \frac{Vol(Seg) - Vol(GT)}{Vol(GT)} ) %</td>
<td>0</td>
<td>&lt; \infty</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>( \frac{\sum_{v \in \partial(Seg)} \min_{u \in \partial(GT)} d(u, v) + \sum_{v \in \partial(GT)} \min_{u \in \partial(Seg)} d(u, v)}{\text{card}(Seg \cup GT)} ) mm</td>
<td>0</td>
<td>&lt; \infty</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: The evaluation metrics true negative rate (TNR), true positive rate (TPR), false positive rate (FPR) and positive predictive value (PPV) are defined using the following notations: true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). The volume overlap (VO) and the relative absolute volume difference (VD) evaluates the differences between the segmentation (Seg) and the ground truth (GT) by computing their volume (Vol). The average symmetric surface distance (SD) measures how close the segmentation and the ground truth are from each other using the Euclidean distance d on the set of boundary voxels noted \( \partial \). The best, respectively worse, column contains the metric score of the perfect segmentation, respectively of a completely-off segmentation.

UNC. The private dataset was annotated by a single expert rater at CHB and jointly by 2 expert raters UNC. For each case, the centers provided 3 MR volumes: a T1-weighted image, a T2-weighted image and a Flair image. These were co-registered and sampled to fit the isotropic 0.5 × 0.5 × 0.5 mm³ resolution.

2.2.1.3 Evaluation

Quantitative evaluation is carried out on the private dataset using a set of known metrics defined in [Styner 2008] and summed up in Table 2.1. The two full sets of expert segmentations were used as reference for method comparison.

2.2.1.4 Top-ranked methods

The challenge results highlight three top-ranked methods reflecting three different approaches to the task of MS lesion segmentation. A k-nearest neighbor classification of brain tissue relying on spatial location and intensity value was proposed in [Anbeek 2008]. This method provides a voxel-wise probabilistic classification of MS lesions. Alternatively, the iterative method proposed in [Shiee 2008, Shiee 2010] jointly performs brain tissue classification and MS lesion segmentation by combining statistical and topological atlases. Finally, in [Souplet 2008], the authors show that a global threshold on the Flair MR sequence, inferred using an EM brain tissue classification, suffices to detect most MS lesions. The final segmentation is then
2.2. Materials

constrained to appear in the white matter by applying morphological operations.

The method proposed in [Souplet 2008] won the MICCAI MS Segmentation Challenge 2008. It will be referred to as winner method in the rest of the article. The segmentation results on public and private datasets were made available by the authors and will be used as reference.

2.2.2 Data preprocessing

We sub-sample and crop the images so that they all have the same size, $159 \times 207 \times 79$ voxels, and the same resolution, $1 \times 1 \times 2 \ m m^3$. Sub-sampling and cropping intend to reduce the time spent learning the classifier. RF acquisition field inhomogeneities are corrected [Prima 2001] and inter-subject intensity variations are normalized [Rey 2002]. The images are then aligned on the mid-sagittal plane [Prima 2002]. Spatial prior is added by registering the MNI atlas [Evans 1993] to the anatomical images, each voxel of the atlas providing the probability of belonging to the white matter (WM), the grey matter (GM) and the cerebro-spinal fluid (CSF) (cf. Figure 2.1).

![Figure 2.1: Case CHB07 from the public Grand Challenge dataset. From top to bottom: three axial slices of the same patient. From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$), the associated ground truth $GT$ and the registered white matter atlas ($P_{WM}$).]
2.2.3 Notations

The multi-channel aspect of the method presented in this article requires to carefully define and name each channel. MR images from the Grand Challenge dataset will be noted $I_s$ where the index $s \in \{T1, T2, Flair\}$ stands for an MR sequence. Registered spatial priors will be noted $P_t$ where the index $t \in \{WM, GM, CSF\}$ stands for a brain tissue class.

Although having different semantics, anatomical images and spatial priors will be treated under the unified term signal channel and denoted $C \in \{I_{T1}, I_{T2}, I_{Flair}, P_{WM}, P_{GM}, P_{CSF}\}$.

The data consists of a collection of voxel samples $v = (x, C)$ where $x = (x, y, z)$ is the spatial position of the voxel and where

$$C = (I_{T1}, I_{T2}, I_{Flair}, P_{WM}, P_{GM}, P_{CSF})$$

is the multi-channel image the voxel belongs to.

2.3 Methods

This section describes our adaptation of the random decision forests to the segmentation of MS lesions and illustrates the visual features employed.

2.3.1 Context-rich decision forest

Our detection and segmentation problem can be formalized as a binary classification of voxel samples into either background or lesions. This classification problem is addressed by a supervised method: discriminative random decision forest, an ensemble classifier using decision trees as base classifiers. Decision trees are discriminative classifiers which are known to suffer from over-fitting. A random decision forest [Amit 1997] achieves better generalization by growing an ensemble of many independent decision trees on a random subset of the training data and by randomizing the features made available to each node during training [Breiman 2001].

2.3.1.1 Forest training

The training data consists of a set of labeled voxels $T = \{v_k, Y(v_k)\}$ where the label $Y(v_k)$ is given by an expert. When asked to classify a new image, the classifier aims to assign every voxel $v$ in the volume a label $y(v)$. In our case, $y(v) \in \{0, 1\}$, 1 for lesion and 0 for background.

The forest has $T$ components with $t$ indexing each tree. During training, all observations (voxels) $v_k$ are pushed through each of the trees. Each internal node applies a binary test [Shotton 2009, Yi 2009, Lempitsky 2009, Criminisi 2010b] as follows:

$$t_{\text{low}, \text{up}, \theta}(v_k) = \begin{cases} \text{true}, & \text{if } \tau_{\text{low}} \leq \theta(v_k) < \tau_{\text{up}} \\ \text{false}, & \text{otherwise} \end{cases}$$
where \( \theta \) is a function identifying the visual feature extracted at position \( x_k \). There are several ways of defining \( \theta \), either as a local intensity-based average, local spatial prior or context-rich cue. These are investigated in more detail in the next section. The value of the extracted visual feature is thresholded by \( \tau_{\text{low}} \) and \( \tau_{\text{up}} \). The voxel \( v_k \) is then sent to one of the two child nodes based on the outcome of this test.

During training, each node \( p \) is optimized using the partition of the training data \( T_p \) it receives as input. At the end of the training process, each node \( p \) is assigned to the optimal binary test \( t^*_p \), where \( \lambda^*_p = (\tau^*_\text{low}, \tau^*_\text{up}, \theta^*_p) \). The optimality criterion is the information gain, denoted \( IG \), as defined in [Quinlan 1993]

\[
IG(\lambda, T_p) = H(T_p) - H(T_p | (t^\lambda(v_k))_k)
\]

where \( T_p \subset T \) and where \( H \) denotes the entropy. More precisely, the term \( H(T_p | (t^\lambda(v_k))_k) \) measures the error made when approximating the expert labeling \( Y \) by the binary test \( t^\lambda \). The optimal parameter \( \lambda^*_p \) maximizes the information gain

\[
\lambda^*_p = \arg \max_{\lambda} IG(\lambda, T_p)
\]

for node \( p \). As a result, the optimal binary test is the test discriminating lesion from background voxels such as maximizing the information gain.

Only a randomly sampled subset \( \Theta \) of the feature space is available at each node for optimization, while the threshold space is uniformly discretized. The optimal \( \lambda^* = (\tau^*_\text{low}, \tau^*_\text{up}, \theta^*) \) is found by exhaustive search jointly over the feature and threshold space. Random sampling of the features leads to increased inter-node and inter-tree variability which improves generalization [Breiman 2001].

Trees are grown to a maximum depth \( D \). At the node level, a leaf node is generated when the information gain is below a minimal value \( IG_{\text{min}} \).

As a result of the training process, each leaf node \( l_t \) of every tree \( t \) receives a partition \( T^b_{l_t} \) of the training data. The partition \( T^b_{l_t} \) can be divided into two sets respectively containing background and lesion voxels and defined as

\[
T^b_{l_t} = \{(v, Y(v)) \in T_{l_t} | Y(v) = b\}
\]

where \( b \in \{0, 1\} \) stands for the background and lesion class, respectively. Subsequently, the following empirical posterior probability is defined

\[
p_{l_t}(Y(v) = b) = \frac{|T^b_{l_t}|}{|T_{l_t}|}
\]

and stored at the leaf node.

Figure 2.2 illustrates how the decision trees partition the data in the feature space and how resulting probabilities are stored in leaf nodes.
Figure 2.2: **Decision trees encode feature space partitions.** (a) A decision tree of depth $D = 2$ is considered in this example. Decision node 1 and leaf nodes 5 and 6 are colored to track the partitions of the training data in the feature space. The black cross stands for an unseen sample (voxel) which is classified while propagated down the tree. (b) A zoom on node 2 shows that its binary test, denoted by $t_{\text{test}}$, is optimized over a partition of the training data, denoted by $T_2 = \{v_{k,2}, Y(v_{k,2})\}$. The leaf node 6 encloses the class distribution of the set of voxels reaching it during training. Two classes are considered background and lesion. (c) The dots stand for the training voxels and are colored according to their class. The black cross denotes a voxel from an unseen volume considered for prediction. Every decision node in the forest applies an axis-aligned feature test. Here we focus on decision nodes 0 and 2 using features $\theta_0$ and $\theta_2$, respectively.

### 2.3.1.2 Prediction

When applied to a new test volume $T_{\text{test}} = \{v_k\}$, each voxel $v_k$ is propagated through all the trees by successive application of the relevant binary tests. When reaching the leaf node $l_t$ in all trees $t \in [1..T]$, posteriors $p_l(Y(v) = b)$ are gathered in order to compute the final posterior probability defined as follows:

$$p(y(v) = b) = \frac{1}{T} \sum_{t=1}^{T} p_l(Y(v) = b)$$

which is a mean over all the trees in the forest. This probability may be thresholded at a fixed value $\tau_{\text{posterior}}$ if a binary segmentation is required.

A posterior map $P_b$ is obtained by applying the same prediction procedure to all voxels. Thus for every voxel $v$, $P_b(v) = p(y(v) = b)$ is the posterior probability of belonging to the class $b$. This probability map can be thresholded at a fixed
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Figure 2.3: Posterior maps learned from two distinct synthetic training sets. In both cases, the training data consists of two classes, green and red, and is used to learn a large forest, here \( T = 350 \). The posterior map is obtained by classifying a dense grid in the feature space and is then overlayed with the associated training data (shown as points). Larger opacities indicate larger probability of a pixel belonging to a class while uncertain regions are indicated by less saturated colours. The white line plots the locus of points for which \( p(y(v) = \text{green}) = p(y(v) = \text{red}) \). We observe that 1) forest posteriors mimic the maximum-margin behaviour, 2) uncertainty increases when moving away from the training data.

value to obtain a segmentation. Choosing \( \tau_{\text{posterior}} = 0.5 \) is equivalent to looking for \( b^* = \arg \max_b P_b(v) \).

Probability maps learned by random forests exhibit a maximum-margin like behavior, which is known to be a property of support vector machines (cf. Figure 2.3). In addition random forests provide a confidence measure for a voxel to belong to a given class. Along with their ability to rank the most discriminative features (cf. Section 2.5.4), these properties motivate the use of random forests for the task of MS lesion segmentation.

2.3.2 Visual features

Two kinds of visual features are computed:

1) local features:

\[
\theta_{C}^{\text{loc}}(v) = C(x)
\]

where \( C \) is an intensity or a prior channel;

2) context-rich features comparing the voxel of interest with distant regions.

The first context-rich feature compares the local voxel value in channel \( C_1 \) with the mean value in channel \( C_2 \) over two 3D boxes \( R_1 \) and \( R_2 \) within an extended
neighborhood:
\[ \theta_{cont}^{C_1, C_2, R_1, R_2}(v) = C_1(x) - \frac{1}{\text{Vol}(R_1)} \sum_{x' \in R_1} C_2(x') - \frac{1}{\text{Vol}(R_2)} \sum_{x' \in R_2} C_2(x') \]

where \( C_1 \) and \( C_2 \) are both intensity or prior channels. The regions \( R_1 \) and \( R_2 \) are sampled randomly in a large neighborhood of the voxel \( v \) (cf. Figure 2.4). The sum over these regions is efficiently computed using integral volume processing [Shotton 2009].

The second context-rich feature compares the voxel of interest at \( x \) with its symmetric counterpart with respect to the mid-sagittal plane, noted \( S(x) \):

\[ \theta_{sym}^C(v) = C(x) - C \circ S(x) \]

where \( C \) is an intensity channel. Instead of comparing with the exact symmetric \( S(x) \) of the voxel, we consider, respectively, its 6, 26 and 32 neighbors in a sphere \( S \) (cf. Figure 2.4), centered on \( S(x) \). We obtain a softer version of the symmetric feature which reads:

\[ \theta_{sym}^{C,S}(v) = \min_{x' \in S} \{ C(x) - C(x') \} \]

which loosens the hard symmetric constrain.

When encoded in additional channels, new precomputed visual features can be taken into account in a straightforward way [Yi 2009].

![Figure 2.4: 2D view of context-rich features.](image)

(a) A context-rich feature depicting two regions \( R_1 \) and \( R_2 \) with constant offset relatively to \( x \). (b-d) Three examples of randomly sampled features in an extended neighborhood. (e) The symmetric feature with respect to the mid-sagittal plane. (f) The hard symmetric constraint. (g-i) The soft symmetry feature considering neighboring voxels in a sphere of increasing radius. See text for details.

### 2.4 Experiments and results

Results presented in this section aim at evaluating the segmentation results and comparing the context-rich random forest approach to the challenge winner [Souplet 2008]. Experiments described here are discussed in Section 2.5.
2.4. Experiments and results

Exhaustive segmentation results are available for both public and private datasets under the following url:
ftp://ftp-sop.inria.fr/asclepios/Published-Material/Ezequiel Geremia/

2.4.1 Results on the public Grand Challenge dataset

For quantitative evaluation, the 20 available cases from the public dataset are classified and compared to the winner method [Souplet 2008]. A three-fold cross-validation is carried out on this dataset: the forest is trained on $\frac{2}{3}$ of the cases and tested on the other $\frac{1}{3}$; this operation is repeated 3 times in order to collect test errors for each case.

The binary classification is evaluated using two measures, true positive rate ($TPR$) and positive predictive value ($PPV$), both equal 1 for perfect segmentation (cf. Table 2.1).

Forest parameters are fixed to the following values: number of random regions $|\Theta| \approx 950$, number of trees $T = 30$, tree depth $D = 20$, lower bound for the information gain $IG_{min} = 10^{-5}$, posterior threshold $\tau_{posterior} = 0.5$. Parameters $T$ and $D$ are set here to maximum values, Section 2.5.3 explains how these parameters can be optimized in order to improve segmentation results.

Tables 2.4 and 2.2 reports extensive results allowing comparison on every case of the Grand Challenge public dataset. It shows that the learned context-rich random forest achieves better $TPR$ in all cases (cf. top bar plot), and better $PPV$ in 70% of the cases (cf. center bar plot). Computed $p$-values for the pair-sample $t$-test show that these improvements are significative for both $TPR$ ($p = 1.3 \cdot 10^{-7}$) and $PPV$ ($p = 0.0041$) scores.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Challenge winner [Souplet 2008]</th>
<th>Context-rich RF</th>
<th>$RI$ [%]</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TPR$</td>
<td>$19.21 \pm 13.68$</td>
<td>$39.39 \pm 18.40$</td>
<td>105</td>
<td>$1.3 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>$PPV$</td>
<td>$29.55 \pm 16.26$</td>
<td>$39.78 \pm 20.19$</td>
<td>35</td>
<td>0.0041</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of context-rich random forests with the challenge winner method on the public dataset. Relative improvement over the challenge winner algorithm [Souplet 2008], defined as $RI = (score_{RF} - score_{winner})/score_{winner}$, are significative for both $TPR$ ($p = 1.3 \cdot 10^{-7}$) and $PPV$ ($p = 0.0041$) scores. Significant improvements over the challenge winner algorithm are highlighted in bold.

2.4.2 Results on the private Grand Challenge dataset

A context-rich random forest was learned on the whole public dataset from the MS Lesion Challenge, i.e. 20 labeled cases. Forest parameters are fixed to the following values: number of random regions $|\Theta| \approx 950$, number of trees $T = 30$, tree depth $D = 20$, lower bound for the information gain $IG_{min} = 10^{-5}$, posterior threshold $\tau_{posterior} = 0.5$. Considerations that lead to these parameter values are detailed in Section 2.5.3.
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The Grand Challenge 2008 website carried out a complementary and independent evaluation of our algorithm on the previously unseen private dataset. The results, reported in Tables 2.3 to 2.6, confirm a significant improvement over the challenge winner algorithm [Souplet 2008]. The presented spatial random forest achieves, on average, slightly larger true positive (TPR), which is beneficial (cf. Table 2.1), and comparable false positive (FPR) rates but lower volume difference (V\(D\)) and surface distance (S\(D\)) values (cf. Table 2.3). Pair-sample p-values were computed for the t-test on the private dataset. Results show significant improvement over the winner method [Souplet 2008] on SD (\(p = 4.2 \cdot 10^{-6}\)) for the CHB rater, and on SD (\(p = 6.1 \cdot 10^{-3}\)) for the UNC rater.

<table>
<thead>
<tr>
<th>Rater</th>
<th>Metric [%]</th>
<th>Challenge winner [Souplet 2008]</th>
<th>Context-rich RF</th>
<th>RI [%]</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHB</td>
<td>(VD)</td>
<td>86.48 ± 104.9</td>
<td>52.94 ± 28.63</td>
<td>−38.7</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(SD)</td>
<td>(8.20 \pm 10.89)</td>
<td>(5.27 \pm 9.54)</td>
<td>−35.7</td>
<td>(4.2 \cdot 10^{-6})</td>
</tr>
<tr>
<td></td>
<td>TPR</td>
<td>57.45 ± 23.22</td>
<td>58.08 ± 20.03</td>
<td>+1.0</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td>68.97 ± 19.38</td>
<td>70.01 ± 16.32</td>
<td>+1.5</td>
<td>0.70</td>
</tr>
<tr>
<td>UNC</td>
<td>(VD)</td>
<td>55.76 ± 31.81</td>
<td>50.56 ± 41.41</td>
<td>−9.4</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>(SD)</td>
<td>(7.4 \pm 8.28)</td>
<td>(5.6 \pm 6.67)</td>
<td>−24.3</td>
<td>(6.1 \cdot 10^{-3})</td>
</tr>
<tr>
<td></td>
<td>TPR</td>
<td>49.34 ± 15.77</td>
<td>51.35 ± 19.98</td>
<td>+3.9</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td>76.18 ± 17.07</td>
<td>76.81 ± 11.70</td>
<td>+0.1</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 2.3: Average results computed by the Grand Challenge on the private dataset. The relative improvement on the winner algorithm [Souplet 2008] on the private dataset is defined as follows \(RI = (score_{RF} - score_{winner})/score_{winner}\). The \(RI\) and the p-values are reported on top for each metric of the Grand Challenge, associated p-values are reported below. Independent quantitative evaluation confirms improvement on the winner algorithm [Souplet 2008]. Boldface highlights significant improvements. The spatial random forest achieves, on average, slightly larger true positive (TPR), which is beneficial and comparable false positive (FPR) rates but lower volume difference (VD) and surface distance (SD) values.

2.5 Discussion

2.5.1 Interpreting segmentation results

Quantitative evaluation of segmentation results, for both public (cf. Tables 2.2 and 2.4) and private (cf. Tables 2.3 to 2.6) datasets, shows significant improvement on the challenge winner method [Souplet 2008]. Although segmentation results include most MS lesions delineated by the expert, we observe that some MS lesions are missing. Missed MS lesions are located in specific locations which are not represented in the training data, e.g. in the corpus callosum (cf. Figure 2.5, slice 38). This is a limitation of the supervised approach. In this very case, however, the posterior map highlights the missed lesion in the corpus callosum as belonging to the lesion class with high uncertainty. Low confidence (or high uncertainty) reflects the incorrect spatial prior inferred from an incomplete training set. Indeed, in the
training set, there is no example of MS lesions appearing in the corpus callosum.

On the contrary, the random forest is able to detect suspicious regions with high certainty. Suspicious regions are visually very similar to MS lesions and widely represented in the training data, but they are not delineated by the expert, e.g. the left frontal lobe lesion again in Figure 2.5, slice 38. The appearance model and spatial prior implicitly learned from the training data points out that hyper-intense regions in the FLAIR MR sequence which lay in the white matter (cf. Section 2.5.4) can be considered as MS lesions with high confidence.

Recent histopathological studies have shown that grey matter regions are also heavily affected by the MS disease [Geurts 2008]. In our case, the public dataset does not show any MS lesion in the grey matter of the brain. Subsequently, the decision forest learns that MS lesions preferably appear in the white matter. Adding new cases showing grey matter MS lesions in the training set would allow the forest to automatically adapt the segmentation to include this kind of lesions. This observation stresses the necessity of gathering large and heterogeneous datasets for training purposes.

When focusing on quantitative measures, we observe that cases UNC01 and UNC06 from the public dataset show surprisingly low scores (cf. Tables 2.2 and 2.4). The labels by the CHB expert for these two cases are abnormal: the ground truth is mirrored with respect to the anatomical images. This may be considered as a label error and explains the low scores for these two specific cases. The Grand Challenge website confirmed this observation and subsequently corrected the online database. We also observe that learning on the whole public dataset and testing on the private dataset (cf. Table 2.3) produces better average results than the three-fold cross-validation carried out on the public dataset (cf. Tables 2.2 and 2.4). Again this illustrates the benefit of learning the classifier on large enough datasets capturing better the variability of the data.

2.5.2 Influence of preprocessing

Data normalization is critical. Spatial normalization affects the evaluation of context-rich features, \( \theta^{cont} \), which are sensitive to rotation. Moreover, all intensity-based features require inter-case intensity normalization.

The trees are generated in parallel on 30 nodes and gathered to form the forest. Cropping and sub-sampling the training images aims at reducing, by a factor larger than 10, the execution time spent to learn a single tree. On IBM e325 dual-Opterons 246 at a maximum frequency of 2Ghz, learning a tree on 20 sub-sampled images and with parameters fixed in Section 2.4.2 on a single CPU takes, on average, 8 hours.

2.5.3 Influence of forest parameters

The number of the trees and their depth, respectively denoted \( T \) and \( D \), characterize the generalization power and the complexity of the non-parametric model learned by the forest. This section aims at understanding the contribution of each of these
Figure 2.5: Segmenting Case CHB05 from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$) overlayed with the associated ground truth $GT$, the posterior map $Posterior = (P_{\text{lesion}}(v_k))^k$ and the Flair sequence overlayed with the segmentation ($Seg = (Posterior \geq \tau_{\text{posterior}})$ with $\tau_{\text{posterior}} = 0.5$). Segmentation results show that most of lesions are detected. Although some lesions are not detected, e.g. peri-ventricular lesion in slice 38, they appear enhanced in the posterior map. Moreover the segmentations of slices 38 and 42 show peri-ventricular regions, visually very similar to MS lesions, but not delineated in the ground truth.
2.5. Discussion

Figure 2.6: Segmenting case CHB01 from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$) overlayed with the associated ground truth $GT$, the posterior map $Posterior = (P_{lesion}(v_k))_k$ and the Flair sequence overlayed with the segmentation ($Seg = (Posterior \geq \tau_{posterior})$ with $\tau_{posterior} = 0.5$).
Figure 2.7: Segmenting case CHB07 from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$) overlayed with the associated ground truth $GT$, the posterior map $Posterior = (P_{lesion}(v_k))_k$ and the Flair sequence overlayed with the segmentation ($Seg = (Posterior \geq \tau_{posterior})$ with $\tau_{posterior} = 0.5$).
2.5. Discussion

Figure 2.8: **Influence of forest parameters on segmentation results.** Both curves were plotted using mean results from a 3-fold cross validation on the public dataset. Left: the figure shows the influence of forest parameters on the area under the precision-recall curve. Right: the figure shows the influence of forest parameters on the area under the ROC curve. The ideal classifier would ensure area under the curve to be equal to 1 for both curves. We observe that 1) for a fixed depth, increasing the number of trees leads to better generalization; 2) for a fixed number of trees, low depth values lead to underfitting while high values lead to overfitting; 3) overfitting vanishes by increasing the number of trees.

meta-parameters.

A 3-fold cross-validation on the public dataset is carried out for each parameter combination. Segmentation results are evaluated for each combination using two different metrics: the area under the receiver operating characteristic (ROC) curve and the area under the precision-recall curve. The ROC curve plots $TPR$ vs. $FPR$ scores computed on the test data for every value of $\tau_{posterior} \in [0,1]$. The precision-recall curve plots $PPV$ vs. $TPR$ scores computed on the test data for every value of $\tau_{posterior} \in [0,1]$. Results are reported in Figure 2.8.

We observe that 1) for a fixed depth, increasing the number of trees leads to better generalization; 2) for a fixed number of trees, low depth values lead to underfitting while high depth values lead to overfitting; 3) overfitting is reduced by increasing the number of trees.

This analysis was carried out *a posteriori*. Tuning the meta-parameters of the forest on the training data is not a valid practice. Using out-of-bag samples for forest parametrization is indeed preferable. Due to the fact that little training data is available for the MS lesion class, available labeled data was exclusively used to train the forest. From this perspective, the forest parameters were set to arbitrary but high enough values to avoid under- and overfitting: $T = 30$ and $D = 20$.

2.5.4 Analysis of feature relevance

During training, features considered for node optimization form a large and heterogeneous set (cf. Section 2.3.2). Unlike other classifiers, random forests provide an elegant way of ranking these features according to their discriminative power.
In this section, we aim at better understanding which are the most discriminative channels and visual cues (local, context-rich or symmetric) used in the classification process.

2.5.4.1 Most discriminative visual features

The first approach consists in counting the nodes in which a given feature was selected. We observe that local features were selected in 24% of the nodes, context-rich features were selected in 71% of the nodes whereas symmetry features were selected in 5% of the nodes (cf. Figure 2.9). In this case, no distinction is made as for the depth at which a given feature was selected.

Context-rich features exhibit high variability (900 of them are randomly sampled at every node). This variability combined with their ability to highlight regions which differ from their neighborhood explains why they were chosen. Together with local features, context-rich features learn a multi-channel appearance model conditioned by tissue spatial priors. Symmetry features are under-represented in the forest and thus prove to be the least discriminative ones. This is due to the fact that a large proportion of peri-ventricular MS lesions tend to develop in a symmetric way. Nevertheless, symmetric features appear in top levels of the tree (up to third level) which indicates that they provide an alternative to local and context-rich features when these two fail.

2.5.4.2 Most discriminative channels

The second approach focuses on the depth at which a given feature was selected. For every tree in the forest, the root node always applies a test on the Flair sequence ($\theta_{Flair}^{loc}$). It means that out of all available features, containing local, context-rich and symmetry multi-channel features, $\theta_{Flair}^{loc}$ was found to be the most discriminative.
Figure 2.10: **Combination of features and channels learned by the forest to discriminate MS lesions.** The first layer of all trees in the forest performs a threshold on the FLAIR MR sequence. The second one discards all voxels which do not belong to the white matter. The posterior map is obtained by using a forest with trees of depth 2 and thus highlights hyper-intense FLAIR voxels which lie in peri-ventricular regions.

At the second level of the tree, a context-rich feature on spatial priors \( (\theta_{WM,GM}) \) appears to be the most discriminative over all trees in the forest. It aims at discarding all voxels which do not belong to the white matter.

The optimal decision sequence found while training the context-rich forest can thus be thought as a threshold on the FLAIR MR sequence followed by an intersection with the white matter mask (cf. Figure 2.10). Interestingly, this sequence matches the first and second steps of the pipeline proposed by the challenge winner method [Souplet 2008]. Note that in our case, it is automatically generated during the training process. Deeper layers in the trees, then, refine the segmentation of MS lesions by applying more accurate decisions.

### 2.6 Conclusion

We demonstrated the power of the RF formulation applied to the difficult task of MS lesion segmentation in multi-channel MR images. We presented three kinds of 3D features based on multi-channel intensity, prior and context-rich information. These features are part of a context-rich random decision forest classifier which demonstrated improved results on one of the state of the art algorithms on the public MS challenge dataset. In addition, the random decision forest framework provided a means to automatically select the most discriminative features to achieve the best possible segmentation. Future work could include the use of more sophisticated features to reduce even further the preprocessing requirements. One could also explore the application of our approach to the segmentation of brain tumors in multi-sequence MR images of the brain. Finally, one could investigate an extension of the proposed approach to larger multi-class problems in order to try to simultaneously segment brain tissues (WM, GM, CSF) along with MS lesions.
Appendix: Exhaustive results on public and private datasets

In this section, we provide exhaustive quantitative results on the public and private datasets in Tables 2.4, 2.5 and 2.6. In Figures 2.11, 2.12, 2.13 and 2.14, we also provide additional visual evidence of the performance of the presented algorithm.

<table>
<thead>
<tr>
<th>Patient</th>
<th>Ch. winner [Souplet 2008]</th>
<th>Context-rich RF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPR</td>
<td>PPV</td>
</tr>
<tr>
<td>CHB01</td>
<td>21.14</td>
<td>40.79</td>
</tr>
<tr>
<td>CHB02</td>
<td>17.53</td>
<td>28.71</td>
</tr>
<tr>
<td>CHB03</td>
<td>16.42</td>
<td>20.71</td>
</tr>
<tr>
<td>CHB04</td>
<td>11.58</td>
<td>54.74</td>
</tr>
<tr>
<td>CHB05</td>
<td>21.60</td>
<td>41.97</td>
</tr>
<tr>
<td>CHB06</td>
<td>12.38</td>
<td>45.76</td>
</tr>
<tr>
<td>CHB07</td>
<td>12.42</td>
<td>38.06</td>
</tr>
<tr>
<td>CHB08</td>
<td>12.17</td>
<td>54.45</td>
</tr>
<tr>
<td>CHB09</td>
<td>2.03</td>
<td>17.49</td>
</tr>
<tr>
<td>CHB10</td>
<td>4.68</td>
<td>17.02</td>
</tr>
<tr>
<td>UNC01</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>UNC02</td>
<td>36.43</td>
<td>38.65</td>
</tr>
<tr>
<td>UNC03</td>
<td>11.12</td>
<td>15.90</td>
</tr>
<tr>
<td>UNC04</td>
<td>37.47</td>
<td>53.05</td>
</tr>
<tr>
<td>UNC05</td>
<td>37.80</td>
<td>7.61</td>
</tr>
<tr>
<td>UNC06</td>
<td>8.07</td>
<td>8.81</td>
</tr>
<tr>
<td>UNC07</td>
<td>56.70</td>
<td>17.26</td>
</tr>
<tr>
<td>UNC08</td>
<td>26.97</td>
<td>29.82</td>
</tr>
<tr>
<td>UNC09</td>
<td>15.68</td>
<td>43.00</td>
</tr>
<tr>
<td>UNC10</td>
<td>22.00</td>
<td>27.24</td>
</tr>
</tbody>
</table>

Table 2.4: Quantitative results on the public dataset comparing the challenge winner [Souplet 2008] to the context-rich random forest we propose. Boldface highlights improvements over the challenge winner.
### Table 2.5: Quantitative results computed by the Grand Challenge on the private dataset using the CHB rater as reference. Boldface highlights improvements over the challenge winner [Souplet 2008].

<table>
<thead>
<tr>
<th>Patient (private)</th>
<th>Ch. winner ([Souplet 2008])</th>
<th>Context-rich random forests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VD</td>
<td>SD</td>
</tr>
<tr>
<td>CHB01</td>
<td>57.6</td>
<td>2.6</td>
</tr>
<tr>
<td>CHB02</td>
<td>71.3</td>
<td>2.3</td>
</tr>
<tr>
<td>CHB03</td>
<td>75.3</td>
<td>12.2</td>
</tr>
<tr>
<td>CHB04</td>
<td>76.1</td>
<td>3.8</td>
</tr>
<tr>
<td>CHB05</td>
<td>74.0</td>
<td>3.2</td>
</tr>
<tr>
<td>CHB06</td>
<td>68.6</td>
<td>6.6</td>
</tr>
<tr>
<td>CHB07</td>
<td>77.3</td>
<td>4.8</td>
</tr>
<tr>
<td>CHB08</td>
<td>66.3</td>
<td>2.3</td>
</tr>
<tr>
<td>CHB09</td>
<td>63.1</td>
<td>2.6</td>
</tr>
<tr>
<td>CHB10</td>
<td>49.4</td>
<td>3.9</td>
</tr>
<tr>
<td>CHB11</td>
<td>72.9</td>
<td>3.6</td>
</tr>
<tr>
<td>CHB12</td>
<td>86.1</td>
<td>6.8</td>
</tr>
<tr>
<td>CHB13</td>
<td>69.3</td>
<td>4.6</td>
</tr>
<tr>
<td>CHB14</td>
<td>62.9</td>
<td>1.9</td>
</tr>
<tr>
<td>UNC01</td>
<td>36.5</td>
<td>5.3</td>
</tr>
<tr>
<td>UNC02</td>
<td>87.8</td>
<td>3.5</td>
</tr>
<tr>
<td>UNC03</td>
<td>30.5</td>
<td>1.3</td>
</tr>
<tr>
<td>UNC04</td>
<td>85.5</td>
<td>7.1</td>
</tr>
<tr>
<td>UNC05</td>
<td>5.3</td>
<td>6.4</td>
</tr>
<tr>
<td>UNC06</td>
<td>15.5</td>
<td>19.4</td>
</tr>
<tr>
<td>UNC07</td>
<td>26.2</td>
<td>6.4</td>
</tr>
<tr>
<td>UNC08</td>
<td>28.9</td>
<td>10.6</td>
</tr>
<tr>
<td>UNC09</td>
<td>263.9</td>
<td>53.0</td>
</tr>
<tr>
<td>UNC10</td>
<td>525.2</td>
<td>22.5</td>
</tr>
</tbody>
</table>

2.6. Conclusion
## Table 2.6: Quantitative results computed by the Grand Challenge on the private dataset using the UNC rater as reference. Boldface highlights improvements over the challenge winner [Souplet 2008].

<table>
<thead>
<tr>
<th>Patient (private)</th>
<th>Ch. winner ([Souplet 2008])</th>
<th>Context-rich random forests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$VD$ $SD$ $TPR$ $FPR$</td>
<td>$VD$ $SD$ $TPR$ $FPR$</td>
</tr>
<tr>
<td>CHB01</td>
<td>70.3 3.9 52.0 27.6</td>
<td>58.5 5.1 26.7 74.2</td>
</tr>
<tr>
<td>CHB02</td>
<td>32.7 6.2 63.6 84.1</td>
<td>5.5 4.8 50.0 83.8</td>
</tr>
<tr>
<td>CHB03</td>
<td>48.9 11.6 50.0 87.7</td>
<td>56.7 3.0 71.4 84.6</td>
</tr>
<tr>
<td>CHB04</td>
<td>50.2 5.2 72.7 81.0</td>
<td>28.3 3.8 100.0 84.5</td>
</tr>
<tr>
<td>CHB05</td>
<td>36.8 8.8 48.1 92.5</td>
<td>14.7 9.3 48.2 92.7</td>
</tr>
<tr>
<td>CHB06</td>
<td>69.9 6.7 16.7 93.0</td>
<td>78.3 2.7 27.8 60.4</td>
</tr>
<tr>
<td>CHB07</td>
<td>62.7 5.5 48.3 85.6</td>
<td>1.9 3.1 58.3 77.0</td>
</tr>
<tr>
<td>CHB08</td>
<td>49.6 2.1 81.5 74.8</td>
<td>2.0 1.3 92.6 77.9</td>
</tr>
<tr>
<td>CHB09</td>
<td>56.3 3.6 34.9 69.6</td>
<td>34.2 4.0 30.9 70.8</td>
</tr>
<tr>
<td>CHB10</td>
<td>3.4 7.4 68.4 93.4</td>
<td>58.4 5.1 73.7 87.4</td>
</tr>
<tr>
<td>CHB01</td>
<td>16.3 6.0 47.7 91.4</td>
<td>74.9 6.1 38.6 92.8</td>
</tr>
<tr>
<td>CHB12</td>
<td>86.0 7.1 12.0 81.7</td>
<td>49.4 1.6 42.2 64.8</td>
</tr>
<tr>
<td>CHB13</td>
<td>50.0 5.4 50.0 85.4</td>
<td>22.0 6.3 80.0 87.0</td>
</tr>
<tr>
<td>CHB15</td>
<td>71.9 2.6 53.4 44.6</td>
<td>51.2 2.5 45.2 53.6</td>
</tr>
<tr>
<td>UNC01</td>
<td>56.6 4.8 51.2 75.7</td>
<td>6.4 4.5 55.8 74.1</td>
</tr>
<tr>
<td>UNC02</td>
<td>7.7 4.1 54.4 72.5</td>
<td>168.5 6.1 55.9 79.7</td>
</tr>
<tr>
<td>UNC03</td>
<td>46.2 1.5 53.5 49.4</td>
<td>54.9 3.5 26.1 57.9</td>
</tr>
<tr>
<td>UNC04</td>
<td>90.6 8.6 34.2 86.4</td>
<td>63.8 2.5 55.3 76.7</td>
</tr>
<tr>
<td>UNC05</td>
<td>53.4 6.0 52.4 75.2</td>
<td>63.8 3.5 42.9 66.7</td>
</tr>
<tr>
<td>UNC06</td>
<td>81.1 7.0 41.4 71.4</td>
<td>84.4 6.3 41.4 60.6</td>
</tr>
<tr>
<td>UNC07</td>
<td>45.6 2.6 55.7 58.3</td>
<td>1.0 3.3 52.5 74.3</td>
</tr>
<tr>
<td>UNC08</td>
<td>21.1 3.9 63.8 65.2</td>
<td>38.4 2.9 48.9 79.9</td>
</tr>
<tr>
<td>UNC09</td>
<td>157.9 44.0 33.3 96.6</td>
<td>24.5 35.3 33.3 98.4</td>
</tr>
<tr>
<td>UNC10</td>
<td>73.0 13.0 45.0 85.2</td>
<td>41.9 9.9 35.0 83.6</td>
</tr>
</tbody>
</table>
Figure 2.11: **Segmenting case CHB02 from the public Grand Challenge dataset.** From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$) overlayed with the associated ground truth $GT$, the posterior map $Posterior = (P_{lesion}(v_k))_k$ and the Flair sequence overlayed with the segmentation $Seg = (Posterior \geq \tau_{posterior})$ with $\tau_{posterior} = 0.5$.
Figure 2.12: Segmenting case CHB08 from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$) overlayed with the associated ground truth $GT$, the posterior map $Posterior = (P_{lesion}(v_k))_k$ and the Flair sequence overlayed with the segmentation ($Seg = (Posterior \geq \tau_{posterior})$ with $\tau_{posterior} = 0.5$).
2.6. Conclusion

Segmenting case UNC02 from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted \(I_{T1}\), T2-weighted \(I_{T2}\) and Flair MR images \(I_{Flair}\) overlayed with the associated ground truth \(GT\), the posterior map \(Posterior = (P_{lesion(v_k)})_k\) and the Flair sequence overlayed with the segmentation \(Seg = (Posterior \geq \tau_{posterior})\) with \(\tau_{posterior} = 0.5\).
Figure 2.14: Segmenting case UNC04 from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted ($I_{T1}$), T2-weighted ($I_{T2}$) and Flair MR images ($I_{Flair}$) overlayed with the associated ground truth $GT$, the posterior map $Posterior = (P_{lesion}(\mathbf{v}_k))_k$ and the Flair sequence overlayed with the segmentation ($Seg = (Posterior \geq \tau_{posterior})$ with $\tau_{posterior} = 0.5$).
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Chapter 3 investigates the promising perspective of estimating the brain tumor cell density from MR images. A generative-discriminative framework is presented to learn model-based estimations of missing cues, such as the tumor cell density which is very difficult to obtain. The generative model is validated and publicly available biophysical tumor growth simulator. It outputs synthetic multi-modal MR images, tissue class annotation and the tumor cell density for which clinical ground truth is very difficult to obtain. The discriminative model builds on multivariate regression random forests to estimate the voxel-wise distribution of tumor cell density from input MR images. The random forest is learnt on a large dataset of 500 synthetic cases and their associated ground truth generated by the brain tumor simulator. On real clinical cases from the low-grade glioma DKFZ dataset, the method provides realistic tumor cell density estimations closely related to the multi-modal image information. A binary tumor segmentation is derived from the tumor cell density distribution and compared against the state of the art as a consistency check. Quantitative evaluation on the low-grade glioma DKFZ dataset demonstrates tissue class accuracy comparable with the state of the art with the added benefit of providing the latent tumor cell density.

3.1 Introduction

Brain tumors are complex patho-physiological processes representing a series of pathological changes to brain tissue [Angelini 2012]. Increasing effort is invested
in modelling the underlying biological processes involved in brain tumor growth [Cristini 2010, Deisboeck 2010]. As brain tumors show a large variety of different appearances in multi-modal clinical images, the accurate diagnosis and analysis of these images remains a significant challenge. We show in the example of gliomas, the most frequent brain tumor [Angelini 2007], how a generative patho-physiological model of tumor growth can be used in conjunction with a discriminative tumor recognition algorithm, based on random regression forests. Applied to real data the random forest is capable of predicting the precise location of the tumor and its substructures. In addition, our model can also infer the spatial distribution of (unobservable) latent physiological features such as tumor cell densities, thus avoiding the need for expensive patho-physiological model inversion [Menze 2011].

Generative probabilistic segmentation models of spatial tissue distribution and appearance proved to generalize well to previously unseen images [Prastawa 2004, Zou 2002, Menze 2010, Riklin-Raviv 2010]. In [Prastawa 2004], tumors are modeled as outliers relative to the expected appearance of healthy tissue following a related approach for MS lesion detection [Van Leemput 2001]. Other methods [Zou 2002, Menze 2010] provide explicit models for the tumor class. For instance, [Menze 2010] builds a tumor appearance model for channel specific segmentation of the tumor, combining a tissue appearance model with a latent tumor class prior from [Riklin-Raviv 2010]. Tumor growth models (e.g. reaction-diffusion models) have been used repeatedly to improve image registration [Cabezas 2011] and, hence, atlas-based tissue segmentation [Gooya 2011b]. Similarly, [Zacharaki 2009] relies on a bio-mechanical tumor growth model to estimate brain tissue loss and displacement. Generative approaches require a detailed formal description of the image generation process and may need considerable modifications when applied to slightly different tasks. These approaches also tend to be computationally inefficient.

In contrast, discriminative techniques focus on modeling the difference between e.g. a lesion and healthy tissues, directly [Lee 2008, Wels 2008, Corso 2008]. A number of recent techniques based on decision tree ensembles have shown strong generalization capabilities and computational efficiency, even when applied to large data sets [Criminisi 2010b, Montillo 2011, Gray 2011]. In [Geremia 2011], for example, a classification forest is used for segmenting multiple sclerosis lesions using long-range spatial features. In [Wels 2008], the authors derived a constrained minimization problem suitable for min-cut optimization that incorporates an observation model provided by a discriminative Probabilistic Boosting Trees classifier into the process of segmentation. For multi-modal brain lesion segmentation, [Corso 2008] propose a hierarchical segmentation framework by weighted aggregation with generic local image features. Unfortunately, fully supervised discriminative approaches may require large expert-annotated training sets. Obtaining such data is often prohibitive in many clinical applications.

This paper proposes a new way of combining the best of the generative and discriminative world. We use a generative model of glioma [Prastawa 2009] to synthesize a large set of heterogeneous MR images complete with their ground truth annotations. Such images are then used to train a multi-variate regression forest
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3.2. Learning to estimate tissue cell density from synthetic training data

Thus given a previously unseen image the forest can perform an efficient, per-voxel estimation of both tumor infiltration density and tissue type. The general idea of training a discriminative predictor (a classifier or a regressor) on a large collection of synthetic training data is inspired by the recent success of the Microsoft Kinect for XBox 360 system [Shotton 2011]. This approach has great potential in different domains and especially for medical applications where obtaining extensive expert-labelled is nearly impossible.

3.2 Learning to estimate tissue cell density from synthetic training data

This section describes the two basic steps of our algorithm: i) synthesizing heterogeneous MR images showing tumors, and ii) training a tumor detector which works on real patient images.

3.2.1 Generative tumor simulation model

The automatic generation of our synthetic training dataset relies on the publicly available brain tumor simulator presented in [Prastawa 2009]. It builds on an anisotropic glioma growth model [Clatz 2005b] with extensions to model the induced mass-effect and the accumulation of the contrast agents in both blood vessels and active tumor regions. Then, multi-sequence MR images are synthesized using characteristic image textures for healthy and pathological tissue classes (cf. Fig. 3.1 and 3.2).

We generate synthetic pathological cases with varying tumor location, tumor count, levels of tumor expansion and extent of edema. The resulting synthetic cases successfully reproduce mass-effect, contrast enhancement and infiltration patterns similar to what observed in the real cases. The synthetic dataset contains 740 synthetic cases. It includes a large variability of brain tumors ranging from very diffusive tumors, showing a large edema-infiltration pattern without necrotic core, to bulky tumors with a large necrotic core surrounded by an enhanced vascularization pattern. For each case, the simulation provides four MR sequences (cf. Fig. 3.1 and 3.2) which offer different views of the same underlying tumor density distribution.

This synthetic ground truth provides a diverse view of the pathological process including mass-effect and infiltration, but also very detailed annotations for the healthy structures of the brain. The ground truth consists of voxel-wise annotations on the data that are: white matter (WM), gray matter (GM), cerebrospinal fluid (CSF), edema, necrotic tumor core, active tumor rim and blood vessels. Unlike binary annotations which provide a mask for each tissue class, the ground truth consists of a continuous scalar map for each tissue class. Each scalar map provides, for every voxel in the volume, the density of every tissue class.
Figure 3.1: **Synthetic MR images.** From left to right: T1, T1+Gad, T2, and FLAIR MR images. They show a bulky tumor characterized by a large necrotic and a surrounding vascularization pattern.

Figure 3.2: **Synthetic MR images.** From left to right: T1, T1+Gad, T2, and FLAIR MR images. They show a very infiltrating tumor characterized by the extended of the edema.
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3.2.2 Regression forests for estimating tissue cell density

**Problem setting** We adapt a regression forests similar to the one of [Criminisi 2010b] to train an estimator of tissue cell densities from visual cues in the multi-channel MR images. For each voxel \( \mathbf{v} \), the ground truth provides the density \( R_c(\mathbf{v}) \in [0, 1] \) of each tissue class \( c \in \mathcal{C} \). The density distribution \( R \) is normalized so that it satisfies \( \sum_{c \in \mathcal{C}} R_c(\mathbf{v}) = 1 \) in every voxel \( \mathbf{v} \).

**Feature representation** To calculate the local image features – both during training and for predictions – we sub-sample or interpolate all images to \( 1 \times 1 \times 2 \) mm\(^3 \) resolution. We perform a skull-stripping and an intensity normalization [Coltuc 2006] so that real MR images match the intensity distribution of synthetic MR sequences. Then image features are calculated for each voxel \( \mathbf{v} \). Features include local multi-channel intensity (T1, T1+Gad, T2, Flair) as well as long-range displaced box features such as in [Geremia 2011]. In addition we also incorporate symmetry features, calculated after estimating the mid-sagittal plane [Prima 2002]. In total, every voxel is associated with a 213-long vector of feature responses.

**Regression forest training** The forest consists of \( T \) trees indexed by \( t \). During training observations of all voxels \( \mathbf{v} \) are pushed through each of the trees. Each internal node \( p \) applies a binary test \( t_p = \tau_{\text{low}} \leq \theta(\mathbf{v}) < \tau_{\text{up}} \) implementing a double thresholding \( (\tau_{\text{low}}, \tau_{\text{up}}) \) of the visual feature \( \theta(\mathbf{v}) \) evaluated at voxel \( \mathbf{v} \). The voxel \( \mathbf{v} \) is then sent to one of the two child nodes based on the outcome of this test. As a result, each node \( p \) receives a partition of the input training data \( \mathcal{T}_p = \{ \mathbf{v}, R(\mathbf{v}) \}_p \), composed of a voxel \( \mathbf{v} \) and a vector \( R(\mathbf{v}) \in [0, 1]^{\mathcal{C}} \) storing the cell density value for each tissue class. We model the resulting distribution via a multi-variate Gaussian \( \mathcal{N}_p(\mu_p, \Gamma_p) \) where \( \mu_p \) and \( \Gamma_p \) are the mean and covariance matrix of all \( R(\mathbf{v}) \in \mathcal{T}_p \), respectively. During training, the parameters \( (\tau_{\text{low}}, \tau_{\text{up}}) \) of the node test function and the employed visual feature \( \theta \) are optimized to maximize the information gain.

We define the information gain \( IG(t_p) \) to measure the quality of the test function \( t_p \) which splits \( \mathcal{T}_p \) into \( \mathcal{T}_p^{\text{left}} \) and \( \mathcal{T}_p^{\text{right}} \). The information gain is defined as \( IG(t_p) = - \sum_{k \in \{\text{left, right}\}} \omega_k \log p_k \) with \( \omega = |\mathcal{T}_p^{\text{left}}|/|\mathcal{T}_p| \) and \( p_k = \max\{\text{eig}(\Gamma_k)\} \) where \( \text{eig} \) denotes all matrix eigenvalues. In contrast to the more conventional information gain used in [Criminisi 2010b], our formulation gives a robust estimate of the dispersion. Indeed, the information gain presented in [Criminisi 2010b] models the dispersions as \( |\Gamma_k| \) which evaluates to 0 in the case a tissue class is missing from the input partition \( \mathcal{T}_p \). Our definition of the information gain focuses on the direction showing maximum dispersion, i.e. \( p_k \), and ignores the missing information on tissue classes.

At each node \( p \), the optimal test \( t_p^* = \arg \max_{\Lambda} IG(t_p) \) is found by exhaustive search over a random subset of the feature space \( \Lambda = \{\tau_{\text{low}}, \tau_{\text{up}}, \theta\} \). Maximizing the information gain encourages minimizing \( p_p \), thus decreasing the prediction error when approximating \( \mathcal{T}_p \) with \( \mathcal{N}_p \). The trees are grown to a maximum depth \( D \), as long as \( |\mathcal{T}_p| > 100 \).
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After training, the random forest embeds a hierarchical piece-wise Gaussian model which captures the multi-modality of the training data. In fact, each leaf node \( l_t \) of every tree \( t \) stores the Gaussian distribution \( \mathcal{N}_{l_t} \) associated with the partition of the training data arrived at that leaf \( T_{l_t} \).

The employed random regression forest approximates the multi-variate distribution \( R \) by a piece-wise Gaussian distribution \( \hat{R} \).

**Regression forest prediction** When applied to a previously unseen test volume \( T_{test} = \{v\} \), each voxel \( v \) is propagated through all the trained trees by successive application of the relevant binary tests. When reaching the leaf node \( l_t \) in all trees \( t \in [1..T] \), estimated cell densities \( r_t(v) = \mu_{l_t} \) are averaged together to compute the forest tissue cell density estimation \( r(v) = (\sum_{t \in [1..T]} r_t(v))/T \). Note that in each leaf \( l_t \) we maintain an estimate of the confidence \( \Gamma_{l_t} \) associated to the cell density estimation \( \mu_{l_t} \).

**Active learning and volume subsampling** In order to make the training phase computationally tractable, we subsample the training volumes. We constrain the sampling to embed a balanced representation of all tissue classes in the training set.

Previously, we splitted the synthetic dataset in three disjoint subsets: two training sets, denoted \( T_{train}^1 \) and \( T_{train}^2 \), and one test set denoted \( T_{test} \). These different subsets contain \( |T_{train}^1| = |T_{train}^2| = 250 \) cases and \( |T_{test}| = 240 \) cases, respectively.

First, we train a forest \( F^1 \) (\( T = 80 \) trees of depth \( D = 20 \)) on a random, but balanced, subset of voxels extracted from \( T_{train}^1 \). Then, we use the forest \( F^1 \) to predict the tissue cell density at a voxel level for all the cases in the dataset \( T_{train}^2 \). The results show high error margins in regions showing high appearance ambiguities, e.g. regions around the GM-WM boundary (cf. Fig. 3.3 and 3.4) which strongly resembles edema. The forest \( F^1 \) fails at discriminating the GM-WM boundary from edema because the boundary regions were sampled in a very sparse way from \( T_{train}^1 \). In order to address this issue, we propose to use a fully automatic sampling method based on active learning.

The sampling method consists of creating a new training set from the regions in which the forest \( F^1 \) made significant errors. The error made by the prediction with respect to the ground truth is computed using the norm of the difference \( \|R(v) - r(v)\| \). A fixed proportion (50\%) of the voxels with highest error values in \( T_{train}^2 \) are added to the original random sampling to train a new forest \( F^2 \) (\( T = 80 \) trees of depth \( D = 20 \)).

Finally, we merge the obtained forests into a larger one \( F = \{F^1, F^2\} \), and use it to predict the tissue cell densities on the synthetic cases from \( T_{test} \). Results are reported in the next section.
3.3 Experiments

We conducted two main experiments. First, as a proof of concept, we tested how well the learned forest reproduces the tissue cell densities in the synthetic model. In a second experiment we applied our method to real, previously unseen, clinical images and measured accuracy by comparing the detected and ground truth tumor outlines.

We evaluate the predictions for every test case using two complementary metrics: a segmentation metric and a robust regression metric. The segmentation metric compares binary versions of the physiological maps, independently normalized for each tissue class. The binary masks are obtained by thresholding the prediction and the ground truth at the same value. Then, we evaluate the true positive rate \( TPR = TP/(TP + FN) \), the false positive rate \( FPR = TP/(TP + FP) \) and the positive predictive value \( PPV = TP/(TP + FP) \), where \( TP \), \( FP \), and \( FN \) are the number of true positives, false positives, and false negatives, respectively. Finally, we compute the area under the ROC and the one precision-recall curves to measure how well the prediction fits the ground truth.

The robust regression metric evaluates the estimation error between the predicted continuous map and the ground truth. For every tissue class \( c \), we compute the mean over the voxels \( v \) of the estimation error, defined as \( E_c(v) = |R_c(v) - r_c(v)| \). In order to avoid artificial decrease of the mean error, we make this metric robust by only considering regions of the physiological map showing at least 10% signal in either the prediction or the ground truth.

In both experiments, we used the same forest containing \( T = 160 \) trees of depth \( D = 20 \) trained on 500 synthetic cases. The values of these meta-parameters were tuned by training and testing on a different synthetic set.

3.3.1 Experiment 1: Estimating cell density in synthetic cases

We tested the random forest on a previously unseen synthetic dataset with 240 cases. Results (Fig. 3.3 and 3.4) show a good qualitative match between predicted and ground truth physiological maps. As a segmentation metric we calculate the true and false positive rates as well as the positive predictive value for each possible threshold jointly on \( r \) and \( R \) and summarize it through ROC and precision-recall curves. For every tissue class \( c \), we also compute the mean approximation error, defined as \( E_c(v) = |R_c(v) - r_c(v)| \) (integrating over voxels with \( > .001 \) tumor cell density for tumor classes). Results in Fig. 3.3, 3.4, 3.6, 3.5 and show excellent results for WM, GM, CSF. The predicted tumor cell density is in good agreement with ground truth, although a systematic bias leads to a slightly larger variance in the error metric (cf. Fig. 3.2 and 3.1). This effect is stable over all data sets and we can correct for it.
Figure 3.3: Estimation of tissue cell densities. From left to right: T1+Gadolinium, FLAIR image, the ground truth provided by the simulator, the estimation of our random regression forest. Each voxel of the ground truth maps displays the mixed density between predefined tissue classes: WM (dark blue), GM (light blue), CSF (cyan), edema (green), blood vessels (orange), and necrotic core (yellow).
3.3. Experiments

Figure 3.4: **Estimation of tissue cell densities.** From left to right: T1+Gadolinium, FLAIR image, the ground truth provided by the simulator, the estimation of our random regression forest. Each voxel of the ground truth maps displays the mixed density between predefined tissue classes: WM (dark blue), GM (light blue), CSF (cyan), edema (green), blood vessels (orange), and necrotic core (yellow).
Figure 3.5: **Prediction of the cell densities along a section of the tumor.** Top, from left to right: T1+Gadolinium, FLAIR image, the intensity profile along the section (yellow). Bottom, from left to right: prediction of the cell density for the edema, necrotic core and active rim, respectively, compared to the ground truth (dotted line).
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Figure 3.6: **Prediction of the cell densities along a section of the tumor.** Top, from left to right: T1+Gadolinium, FLAIR image, the intensity profile along the section (yellow). Bottom, from left to right: prediction of the cell density for the edema, necrotic core and active rim, respectively, compared to the ground truth (dotted line).
Figure 3.7: Evaluation of the predictions on the synthetic dataset for each cell density map. Each row represents a tissue class: WM, GM, CSF, edema, necrotic core, blood vessels, respectively. Top, from left to right: area under the precision-recall curve, and area under the ROC curve. Each point of the ROC and precision-recall curves is built by thresholding the prediction and the ground truth at the same value. Bottom, from left to right: estimation of the mean prediction error, and the dice score. The ground truth and the prediction density maps were thresholded at the same value, i.e. 0.3.
3.4. Discussion

In Section 3.3.1, we showed that the regression random forest successfully tackles the multi-regression problem on the synthetic cases. Interestingly, the regression random forest succeeded in recovering the tumor cell density from the image information. As a result, we obtained a collection of continuous cell density maps retrieving the semantics behind the MR images.

In Section 3.3.2, we show that our method achieves state of the art brain tumor segmentation with the added benefit of providing a tumor cell estimate which can be used to initialize and, hence, to speed up more expensive model inversion schemes, such as [Menze 2011]. We observed that for high grade gliomas the cell densities associated with the necrotic core and the active rim were mixed. This is due to the fact that the intensity normalization step only partially matches the appearance of real tumors to the appearance of synthetic tumors. We expect that updating the simulator to generate images that match a specific scanner and scanner protocol would significantly improve the results of our method.
Figure 3.9: **Segmentation and tumor cell distribution.** From left to right: preprocessed Flair MR image, FLAIR MR image overlayed with the segmentation of an expert, the normalized tumor cell density, and the predicted tumor segmentation (threshold at 0.3).
Figure 3.10: Segmentation and tumor cell distribution. From left to right: preprocessed Flair MR image, FLAIR MR image overlayed with the segmentation of an expert, the normalized tumor cell density, and the predicted tumor segmentation (threshold at 0.3).
Figure 3.11: Prediction of the cell densities along a section of the tumor. Top, from left to right: T1+Gadolinium, FLAIR image, the intensity profile along the section (yellow). Bottom, from left to right: prediction of the cell density for the edema, necrotic core and active rim, respectively, compared to the ground truth (dotted line).
3.4. Discussion

Figure 3.12: **Prediction of the cell densities along a section of the tumor**. Top, from left to right: T1+Gadolinium, FLAIR image, the intensity profile along the section (yellow). Bottom, from left to right: prediction of the cell density for the edema, necrotic core and active rim, respectively, compared to the ground truth (dotted line).
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3.5 Conclusions

This paper presented a new generative-discriminative algorithm for the automatic detection of glioma tumors in multi-modal MR brain images. A regression forest model was trained on multiple synthetically-generated labelled images. Then the system demonstrated to work accurately on previously unseen synthetic cases. It showed promising results on real patient images which led to state of the art tumor segmentation results. Our algorithm can estimate continuous tissue cell densities both for healthy tissues (WM, GM, CSF) as well as tumoral ones.

In the future, the employed generative-discriminative model can be extended to include other imaging modalities such as DTI and MR Spectroscopic (MRS) images. MRS images give a complementary macroscopic view on the biological processes underlying tumor growth. It is of great interest at the time of predicting the tumor cell density tails invisible from MR images.

The idea of combining complex image synthesis models with data-driven inference is of a general nature and can be extended to other diseases where obtaining expert labels is laborious or expensive or even impossible.

Appendix: Additional qualitative results on synthetic and real cases

In this section, we illustrate obtained results with a serie of additional synthetic (cf. Fig. 3.13, 3.14 and 3.15) and real cases (cf. Fig. 3.16, 3.17 and 3.18).
3.5. Conclusions

Figure 3.13: Estimation of tissue cell densities. From left to right: T1+Gadolinium, FLAIR image, the ground truth provided by the simulator, the estimation of our random regression forest. Each voxel of the ground truth maps displays the mixed density between predefined tissue classes: WM (dark blue), GM (light blue), CSF (cyan), edema (green), blood vessels (orange), and necrotic core (yellow).
Figure 3.14: Estimation of tissue cell densities. From left to right: T1+Gadolinium, FLAIR image, the ground truth provided by the simulator, the estimation of our random regression forest. Each voxel of the ground truth maps displays the mixed density between predefined tissue classes: WM (dark blue), GM (light blue), CSF (cyan), edema (green), blood vessels (orange), and necrotic core (yellow).
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Figure 3.15: Estimation of tissue cell densities. From left to right: T1+Gadolinium, FLAIR image, the ground truth provided by the simulator, the estimation of our random regression forest. Each voxel of the ground truth maps displays the mixed density between predefined tissue classes: WM (dark blue), GM (light blue), CSF (cyan), edema (green), blood vessels (orange), and necrotic core (yellow).
Figure 3.16: **Segmentation and tumor cell distribution.** From left to right: preprocessed Flair MR image, FLAIR MR image overlayed with the segmentation of an expert, the normalized tumor cell density, and the predicted tumor segmentation (threshold at 0.3).
Figure 3.17: **Segmentation and tumor cell distribution.** From left to right: preprocessed Flair MR image, FLAIR MR image overlayed with the segmentation of an expert, the normalized tumor cell density, and the predicted tumor segmentation (threshold at 0.3).
Figure 3.18: **Segmentation and tumor cell distribution.** From left to right: preprocessed Flair MR image, FLAIR MR image overlayed with the segmentation of an expert, the normalized tumor cell density, and the predicted tumor segmentation (threshold at 0.3).
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Chapter 4 shows how multi-scale image parsing can benefit previously presented classification and regression methods. A general and efficient supervised discriminative algorithm is presented to merge the benefits of multi-scale approaches and random forest methods. “Spatially Adaptive Random Forests” (SARF) find the optimal image sampling associated to a given classification or regression task. Thanks to multi-scale data representation, the computation effort focuses on challenging regions rather than uniformly processing the whole image. SARF is applied to multi-class glioma segmentation from multi-modal MR images. The experiments show state of the art results on the publicly available MICCAI 2012 BRATS dataset. Unlike competing methods, SARF finds the optimal observation scale using a coarse-to-fine strategy, and hence avoids time consuming parsing of the image at the voxel level which is.

4.1 Introduction

Medical imaging protocols produce large amounts of multi-modal volumetric images. The large size of the datasets contributes to the success of supervised discriminative methods for semantic label extraction. Automatic classification of semantically relevant structures in medical images is challenging due to (a) the large size of data
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volumes, and (b) the severe class overlap in the feature space. Our study focuses on multi-scale segmentation methods which address these issues.

Using multi-scale image representations, relying for example on spectral representations [Cour 2005], helps speeding up segmentation algorithms and apply them to data sets that were previously considered to be of prohibitive. Interestingly, adaptive multi-resolution hierarchies have also been shown to efficiently encode image information for compression and rendering [Lefebvre 2007]. In medical applications, recent work focused learning hierarchical anatomical representations explicitly from expert annotations. Alternatively, a generative model can be learnt from expert labelled ground truth and incorporated to a multi-level affinity-based segmentation [Corso 2008]. The approach in [Wolz 2012] builds on a hierarchical registration and weighting scheme to retrieve organ-specific atlases at different scales. Although, these methods can be adapted to take into account additional image channels, they exclude the use of high dimensional features.

Hierarchical representations can be integrated into discriminative supervised learning algorithms. For instance, boosting weak classifiers that are hierarchically trained on different scales showed to significantly reduce training time [dos Santos 2012]. A similar approach was proposed for the segmentation of multiple sclerosis lesions in multi-channel MRIs using random forests [Akselrod-Ballin 2009]. In the latter, segmentations from multiple scales are merged to increase the robustness of the algorithm. In both methods, the image is relabelled at coarse scales to discard regions containing heterogeneous label distributions. As a result, the classifiers miss critical coarse-scale cues which penalizes the performance of the final segmentation. Other supervised approaches build on context-rich random forests for segmentation of brain lesions in MRIs [Geremia 2011, Zikic 2012]. Still, their excellent performance requires a careful tuning of class weights during training, and is highly sensitive to the spatial sub-sampling of the training data for the different classes.

We present the novel “Spatially Adaptive Random Forest” (SARF) to address these shortcomings. SARF is a supervised learning algorithm which aims at automatic semantic label extraction in multi-modal medical images. It builds on discriminative random forests, an efficient multi-scale 3D image representation, and structured labelling. SARF learns the optimal image sampling associated to the segmentation task from the training data. The ground truth, which is provided at the voxel level, is extrapolated to coarse levels by using label histograms. During both training and testing, the algorithm quickly handles background regions of the image, and focuses on more challenging ones to refine the segmentation. This is made possible by adding a scale transition condition to the random forest algorithm.

We demonstrate SARF in the context of multi-class glioma segmentation in multi-modal MR images. SARF ranked in the top three when applied to the publicly available MICCAI 2012 BRATS Challenge dataset.
4.2 Data representation

We derive a hierarchical data representation to efficiently browse the image, and its associated ground truth, at different scales. Fig. 4.1 illustrates the visual results obtained for a representative case in the BRATS glioma dataset.

4.2.1 Multi-scale image tree

A multi-scale hierarchical tree is presented for encoding multi-channel volumetric images. It builds on the volumetric counterpart of SLIC superpixels [Achanta 2012] to iteratively generate a compressed representation of the image at different scales. Similarly to spatial trees presented in [Siskind 2007], each layer of the final tree embeds a different scale of the image. The generation of the multi-scale data representation is fast and does not require any parameter tuning. It inherits the strengths of the SLIC algorithm which showed outstanding performance compared to the state-of-the-art [Achanta 2012].

Multi-channel images are defined as the vectorial map $I : \Omega \subset \mathbb{R}^3 \rightarrow \mathbb{R}^{|\Gamma|}$ where $\Gamma$ is the set of image channels. Thus, every voxel is associated a spatial position $x \in \Omega$ and a multi-channel intensity vector $I(x)$. A spatial partition is a set of disjoint supervoxels $P_k^I = \{v_i^k\} \subset P(\Omega)$ partitioning the image domain $\Omega$ at scale $k$. As presented in [Achanta 2012], the generation of $P_k^I$ is exclusively based on the image information $I$. At the finest scale, $P_1^I$ is the set of singletons formed by the individual image voxels. We adapt the SLIC algorithm to recursively cluster supervoxels from $P_k^I$ into a coarser partition noted $P_{k+1}^I$. In practice, a scalar value $s^k$ controls the maximum size of supervoxels at scale $k$.

This procedure is repeated for an increasing sequence of supervoxel sizes $\{s^k\}_{k \leq K}$ until the whole image is contained in a single supervoxel. In the rest of the article, we set $K = 7$ and $\{s^k\}_{k \leq 7}$ to a fixed set of scalars. The resulting sequence $\{P_k^I\}$ is encoded in the layers of a multi-resolution tree noted $\mathcal{M}_I = \{M_k^I\}$. At layer $k > 1$, $M_k^I$ maps every supervoxel $v \in P_k^I$ to a set of disjoint finer supervoxels $M_{k-1}^I(v) = \{w_i\} \subset P_{k-1}^I$ satisfying $v = \bigcup_i w_i$. Inter-scale relationships are illustrated in Fig. 4.2.

4.2.2 Visual features

Supervoxels provide a convenient primitive from which to compute local image features. A visual feature at scale $k$ is a map defined by $\theta^k : P_k^I \rightarrow \mathbb{R}$. Arbitrary large amounts of task-specific features can be derived in a straightforward way from the multi-scale representation of the image [Geremia 2011, Zikic 2012, Akselrod-Ballin 2009].

Here, we provide three examples of possible features. A local feature $\theta_{med}^{k,\gamma}$ which maps the supervoxel $v$ to the median intensity in channel $\gamma$ of the voxels it contains, noted $\theta_{med}^{k,\gamma}(v) = \mu_2 \{I_\gamma(x) | x \in v\}$. A prior feature $\theta_{prior}^{k,\delta} = \theta_{med}^{k,\delta}$ where the channel $\delta$ maps the spatial distribution of healthy tissues including white matter (WM), grey matter (GM) and cerebro-spinal fluid (CSF). The prior feature is obtained by
affinely registering the MNI atlases on each patient. A long-range feature defined by \( \theta^{k,\gamma}(v) = \max\{S \circ I_\gamma(x) | x \in v\} \), where \( S \) is a reflection of \( \mathbb{R}^3 \). The symmetry feature was specifically designed for the detection of abnormal regions in brain MRIs which are often asymmetrical with respect to the mid-sagittal plane.

### 4.2.3 Ground truth

At the voxel level, the ground truth associated to the image \( I \) is defined by \( G_I : \Omega \rightarrow \mathcal{C} \), each voxel \( x \) being associated a class label \( G_I(x) \in \mathcal{C} \). Here, we consider the tissue classes \( \mathcal{C} = \{\text{back, edema, core}\} \) standing for background healthy brain, edema and tumor core, respectively. The generalization of \( G_I \) to coarser scales reads \( G_I = \{G_{I_k}^k\} \) where \( G_{I_k}^k : \mathcal{P}_{I_k}^k \rightarrow \mathcal{C} \).

In previous work [dos Santos 2012, Akselrod-Ballin 2009], each supervoxel \( v \) was affected the class label \( G_{I_k}^k(v) = c \in \mathcal{C} \) satisfying \( |\{x \in v | G_I(x) = c\}| > \tau_{\text{hom}} \). When such label did not exist, the supervoxel was removed from the training set. The threshold \( \tau_{\text{hom}} = 70 \) or 80\% aims at selecting homogeneous supervoxels, while discarding those showing severe label mixture. In multi-class segmentation, this means discarding challenging, but often critical, image regions, and thus indirectly penalizing the prediction performance.

To address this flaw, we introduce an unambiguous labelling function \( H_{I_k}^k \) with values in \( \mathbb{N}^{[\mathcal{C}]} \). The histogram \( H_{I_k}^k(v) = (h[c])_{c \in \mathcal{C}} = (|\{x \in v | G_I(x) = c\}|)_{c \in \mathcal{C}} \) counts the class label occurrences in the supervoxel \( v \). Consequently at scale \( k \), the ground truth is defined as \( G_{I_k}^k(v) = \arg\max_{c \in \mathcal{C}} h[c] \). Unlike [dos Santos 2012, Akselrod-Ballin 2009], our labelling method \( H_I = \{H_{I_k}^k\} \) keeps track of the class mixture in every supervoxel. In Section 4.3.3, we explain how this is integrated to the random forest framework to help refining the segmentation in challenging image regions.

### 4.3 Spatially adaptive random forest

The random forest framework [Breiman 2001] is extended to benefit from the presented multi-scale image representation. In the following, we provide a sound formulation of SARF applicable to the general problem of multi-class image segmentation. Fig. 4.3 provides a schematic illustration on the multi-scale aspect of the tree and feature space.

#### 4.3.1 Training data

The SARF is an ensemble of trees, each processing the multi-scale data hierarchy from coarse to fine. During training, the data entering the root node of each tree consists of all supervoxels \( v_j \in \bigcup_n \mathcal{P}_{I_n}^K \), where \( n \) indexes the case, considered at the coarsest scale \( K \). In the following, \( \mathcal{M}, \mathcal{G} \) and \( \mathcal{H} \), denote the extensions to the dataset \( \{I_n\} \) of \( \mathcal{M}_I, \mathcal{G}_I \), and \( \mathcal{H}_I \), respectively. Every supervoxel \( v_j \) is associated the
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Figure 4.1: Data representation. Top: the multi-channel MRI noted $I$, including (T1, $T_1+gadolinium$, T2, FLAIR) overlayed with the expert annotations for the edema (yellow) and the tumor core (red). Bottom left: the affinely registered MNI atlas (WM, GM, CSF), and the image partitions at three different scales ($P^1_I, P^2_I, P^3_I$). The arrows point out the necrotic core (NC), the active proliferative rim (AR) of the tumor and the surrounding edema (Ed) in the intermediate supervoxel decomposition of the image.
Figure 4.2: **Partition refinement.** Top: a schematic illustration of supervoxel refinement at three different scales. Bottom: the associated image partitions considered ($P_1^0, P_1^1, P_1^2$).
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class label \( c_j = \mathcal{G}^k(v_j) \), and the label histogram \( h_j = \mathcal{H}^k(v_j) \). The resulting training data reads \( \mathcal{T} = \{(v_j, c_j, h_j)\} \) with \( j \in J \).

4.3.2 Decision node representation

Each internal node \( p \) applies a binary test \( t_p^{k,\theta,\tau} \) to the data it receives \( \mathcal{T}_p^k = \{(v_j, h_j)\}_{j \in J_p} \). The binary test is defined by \( t_p^{k,\theta,\tau}(v_j) = \theta^k(v_j) > \tau \). It is parametrized by the scale \( k \), the type of visual feature \( \theta \) and the threshold \( \tau \). Based on the outcome of this test, \( \mathcal{T}_p^k \) is split into \( \mathcal{T}_{l(p)}^k \) and \( \mathcal{T}_{R(p)}^k \), which are propagated to the left and right child node receptively.

During training, every node \( p \) stores the scale \( k \), the optimal parameters \( \theta \) and \( \tau \) used to split the data. Additionally, it saves the label distribution \( d_{\mathcal{T}_p^k} = (||j \in J_p | c_j = c||)_{c \in C} \), and the class mixture \( h_{\mathcal{T}_p^k} = \sum_{j \in J_p} h_j \) considered on \( \mathcal{T}_p^k \).

4.3.3 Training

For each node \( p \), the parameter \( \lambda = (\theta, \tau) \) is optimized using the input training data \( \mathcal{T}_p^k \). The optimality criterium is the information gain defined as \( IG(\lambda, \mathcal{T}_p^k) = H(d_{\mathcal{T}_p^k}) - \sum_{c \in C} w_B \cdot H(d_{\mathcal{T}_{l(p)}^k}^c) \), where \( w_B = |\mathcal{T}_{l(p)}^k|/|\mathcal{T}_p^k| \). The entropy \( H \) satisfies \( H(d_{\mathcal{T}_p^k}) = - \sum_{c \in C} P(c) \cdot \log P(c) \) with \( P(c) = d_{\mathcal{T}_p^k}[c]/\sum_{c' \in C} d_{\mathcal{T}_p^k}[c'] \). The optimal parameters satisfy \( \lambda_p^* = \arg \max_\lambda IG(\lambda, \mathcal{T}_p^k) \).

This procedure is repeated recursively for the derived nodes. The tree is grown down to scale \( k = 1 \) until every leaf node \( p \) is pure, i.e. \( H(\mathcal{T}_p^1) = 0 \). Unlike previous work [Akselrod-Ballin 2009, Geremia 2011, Zikic 2012], we introduce spatial refinement in the random forest framework to capture fine structures. Indeed, when the supervoxels are too large to properly describe annotated image regions, the scale \( k \) is decremented. Formally, this occurs when \( H(d_{\mathcal{T}_p^k}) = 0 \) and \( H(h_{\mathcal{T}_p^k}) \neq 0 \). In this case, \( \mathcal{T}_p^k = \{(v_j, h_j)\}_{j \in J_p} \) is replaced by its decomposition into finer supervoxels \( \mathcal{T}_p^{k-1} = \{(w_i, c_i', h_i')\}_{i \in I_p} \) where \( w_i \in \bigcup_{j} \mathcal{M}^{k}(v_j) \), \( c_i' = \mathcal{G}^{k-1}(w_j) \), and \( h_i' = \mathcal{H}^{k-1}(w_j) \). The node is then optimized at the scale \( k - 1 \).

We solve the optimization problem by exhaustive search over a random set of thresholds and the whole set of feature \{\( \theta_{med}, \theta_{prior}, \theta_{sym} \). To further decorrelate the weak classifiers, we train each tree with a different partition of the same image. This is done by randomizing the initial position of the seeds in the SLIC algorithm [Achanta 2012].

4.3.4 Prediction

When applied to an unseen test volume \( I_{test} \), a different image partition \( \mathcal{P}_{I_{test}}^{K,t} \) is computed for every tree \( t \in [1..T] \). In every tree, each node \( p \) applies the binary test \( t_p^{k,\theta,\tau} \) to the input data, after having refined it to scale \( k \), if necessary. As a result, for every voxel \( v \in \mathcal{P}_{I_{test}}^{1,t} \) there is a tree-specific sequence of supervoxels \( \{v_p^k\}_{k \in [k_{min}, K]} \) of decreasing size such that \( v_p^k \in \mathcal{P}_{I_{test}}^{k,t} \). The finest supervoxel
Figure 4.3: **Schematic representation of the SARF algorithm.** Right: Each tree of the forest successively refines the scale of observation. Left: at each node, the feature space is partitioned by considering the supervoxels at a fixed scale. The class labels of coarse supervoxels (here blue and red) are defined by majority voting of finer scales.

\[ w_t = v_t^{k_{\min}} \] reaches the leaf node \( p_t \), and is affected the associated posterior class distribution \( d_t(w_t) = \frac{d_{T_{p_t}}}{\sum_{c \in C} d_{T_{p_t}}[c]} \in \mathcal{L} \). For every voxel \( v \in \mathcal{P}_{\text{test}}^{1} \), posteriors from all trees are averaged to from the forest posterior such that \( d_f(v) = \sum_t d_t(w_t) / T \). Finally, the predicted class label affected to \( v \) is \( \hat{G}_{\text{test}}(v) = \arg \max_{c \in C} d_f(v)[c] \).

### 4.4 Experiments and results

We demonstrate SARF in the specific context of multi-class glioma segmentation in multi-modal MRIs. For training purposes, we rely on the publicly available MICCAI BRATS Challenge 2012 dataset which contains 80 cases. Our method was then applied to a test dataset of 30 cases which ground truth was kept secret. After independent evaluation of the results by the challenge website, SARF ranked third among eight state-of-the-art methods. Obtained results are illustrated in Fig. 4.4 and 4.5.

---

1. Brain tumor image data used in this work were obtained from the MICCAI 2012 Challenge on Multimodal Brain Tumor Segmentation (http://www.imm.dtu.dk/projects/BRATS2012) organized by B. Menze, A. Jakab, S. Bauer, M. Reyes, M. Prastawa, and K. Van Leemput. The challenge database contains fully anonymized images from the following institutions: ETH Zurich, University of Bern, University of Debrecen, and University of Utah.
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Figure 4.4: **Challenge results and scale map.** The image displays the FLAIR and T1+gadolinium images overlayed with the predicted tumor core + edema contour in yellow. The right most image is the scale map, displaying for each voxel the finest scale used to classify it. Dark blue stands for the finest scales while red stands for the coarsest ones.

<table>
<thead>
<tr>
<th>HG0117</th>
<th>HG0119</th>
<th>HG0120</th>
<th>HG0130</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="FLAIR HG0117" /></td>
<td><img src="image2" alt="FLAIR HG0119" /></td>
<td><img src="image3" alt="FLAIR HG0120" /></td>
<td><img src="image4" alt="FLAIR HG0130" /></td>
</tr>
<tr>
<td><img src="image5" alt="T1C HG0117" /></td>
<td><img src="image6" alt="T1C HG0119" /></td>
<td><img src="image7" alt="T1C HG0120" /></td>
<td><img src="image8" alt="T1C HG0130" /></td>
</tr>
</tbody>
</table>

Figure 4.5: **Challenge qualitative results on four different cases.** The figure displays the FLAIR and T1+gadolinium (T1C) images overlayed with the predicted edema (yellow) and tumor core after morphological closure (red).
4.5 Discussion and conclusion

The presented SARF framework shows promising results still limited by the small size of the employed feature set. Indeed, it would greatly benefit from richer visual features designed for glioma segmentation, and subsequent regularization as used in top-ranked methods [Zikic 2012, Bauer 2011].

Fig. 4.4 shows that the SARF focuses on challenging image regions by processing them at finer scales. Interestingly, SARF automatically finds the average optimal scale used to segment gliomas, here \( k = 3 \). This supports the fact that parsing the image at the voxel level is often unnecessary. These findings arise from the novelty of the multi-scale classification approach implemented in SARF, and result in significantly reducing training and testing times.
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Random Forest is an example of a tool that is useful in doing analyses of scientific data. But the cleverest algorithms are no substitute for human intelligence and knowledge of the data in the problem. Take the output of random forests not as absolute truth, but as smart computer generated guesses that may be helpful in leading to a deeper understanding of the problem. Leo Breiman and Adele Cutler

5.1 Conclusions

This chapter goes over the partial conclusions of previous chapters and brings them together to answer the introductory question: How to make the most out of medical images to support diagnosis in the best possible way?

- **Spatial random forests for MS lesions segmentation.** We demonstrated the power of the RF formulation applied to the difficult task of MS lesion segmentation in multi-channel MR images. We presented three kinds of 3D features based on multi-channel intensity, prior and context-rich information. Those features are part of a context-rich random decision forest classifier which demonstrated improved results on one of the state of the art algorithms on the public MS challenge dataset. In addition, the random decision forest framework provided a means to automatically select the most discriminative features to achieve the best possible segmentation. Future work could include the use of more sophisticated features to reduce even further the preprocessing requirements. One could also explore the application of our approach to the segmentation of brain tumors in multi-sequence MR images of the brain. Finally, one could investigate an extension of the proposed approach to larger multi-class problems in order to try to simultaneously segment brain tissues (WM, GM, CSF) along with MS lesions.

- **Multi-variate regression forests for glioma cell density extrapolation.** This paper presented a new generative-discriminative algorithm for the automatic detection of glioma tumors in multi-modal MR brain images. A regression forest model was trained on multiple synthetically-generated labelled

\[1\] http://www.stat.berkeley.edu/~breiman/RandomForests/cc01_philosophy.htm
images. Then the system demonstrated to work accurately on previously unseen synthetic cases. It showed promising results on real patient images which led to state of the art tumor segmentation results. Our algorithm can estimate continuous tissue cell densities both for healthy tissues (WM, GM, CSF) as well as tumoral ones. The idea of combining complex image synthesis models with data-driven inference is of a general nature and can be extended to other diseases where obtaining expert labels is laborious or expensive or even impossible.

- **Spatially Adaptive Random Forests for Classification Problems in Medical Imaging.** The presented SARF framework focuses on challenging image regions by processing them at finer scales. Interestingly, SARF automatically finds the average optimal scale used to segment gliomas. This supports the fact that parsing the image at the voxel level is often unnecessary. These findings arise from the novelty of the multi-scale classification approach implemented in SARF, and result in significantly reducing training and testing times.

Random forests offer an efficient tool to process MRIs and demonstrated excellent performance when applied to challenging segmentation tasks. More importantly, they provide an elegant way of ranking the visual information MRIs contain. Interestingly, in the case of MS lesions segmentation, the algorithm emphasizes the importance of the FLAIR image which is the preferred MR sequence for glioma segmentation in current clinical practice. Spatially Adaptive Random Forest is able to retrieve the optimal spatial scale to perform a specific task. This is made possible by automatically recognizing characteristic visual features and successively refining the observation scale.

With these complementary approaches, we proposed a method to segment brain lesions in MRIs which mimics the human visual search process. A human observer would, indeed, parse the image from coarse shapes to fine details, successively focusing on interesting image regions. Because they mimic a natural and intuitive process, the resulting hierarchical classifiers are easy to interpret and to tune. This insight is essential to improve our understanding of the data and to tackle new challenges.

### 5.2 Perspectives

The work presented in this thesis is a humble step contribution to the development of reliable tools to support clinical diagnosis. Here, we detail promising research directions towards this goal:

- **Multi-scale random forests with spatial context.** Spatially adaptive random forests provide a general formulation for multi-scale classification of large image volumes. The hierarchical supervoxel image decomposition provides, without any computational overhead, a fast way to compute geodesic
trees in the image space [Criminisi 2011a]. Long-range features [Geremia 2011, Zikic 2012] and normalized intensity-based features [Akselrod-Ballin 2009] associated to geodesic proximity [Criminisi 2010a] might positively impact segmentation results by reducing the dependance on intensity calibration. Recent works [Kim 2011, Jagadeesh 2012] pointed out to the benefits of considering powerful high-order data representations: hypergraphs. We believe that these improvements can lead to a very competitive supervised algorithm for the general purpose of image segmentation.

- **Learning complex tasks from realistic generative models.** In the future, the employed generative-discriminative model can be extended to include other imaging modalities such as DTI and MR Spectroscopic (MRS) images. MRS images give a complementary macroscopic view on the biological processes underlying tumor progression. They provide low resolution cues on infiltrated regions which are invisible from MR sequences. This information can be used to estimate the invisible tumor cell density beyond the tumor margins. This approach would be highly relevant in the context of radiotherapy, which aims at targeting cancerous tumor cells infiltrated beyond the tumor margins. We also generate information about the location of major blood vessels, which is critical for surgical planning and can have impact in designing effective treatment.

- **Semantic segmentation and cell density estimation for glioma grade characterization.** Semantic labelling of gliomas and cell density estimation is a preliminary step in the way of glioma characterization. Indeed, they provide case-specific estimations of the cell density and the tissue class for every voxel in the image. This information can be used to initialize and, hence, to speed up more expensive model inversion schemes, such as [Menze 2011]. It can also be used to initialize complex simulation algorithms [Bresch 2010] which require the tumor cell distribution map as input.
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APPENDIX B

Layered spatio-temporal forests for left ventricle segmentation from 4D cardiac MRI data

In this appendix, we present a new method for fully automatic left ventricle segmentation from 4D cardiac MR datasets. To deal with the diverse dataset, we propose a machine learning approach using two layers of spatio-temporal decision forests with almost no assumptions on the data nor explicitly specifying the segmentation rules. We introduce 4D spatio-temporal features to classification with decision forests and propose a method for context aware MR intensity standardization and image alignment. The second layer is then used for the final image segmentation. We present our first results on the STACOM LV Segmentation Challenge 2011 validation datasets. This work was published in [Margeta 2011].

B.1 Introduction

The left ventricle plays a fundamental role in circulation of oxygenated blood to the body. To assess its function, several indicators are often calculated in clinical practice. Many of these are based on ventricular volume and mass measurements at reference cardiac phases. To calculate these an accurate delineation of the myocardium and the cavity is necessary. To remove the bias and variance of manual segmentation, and obtain reproducible measurements, an automatic segmentation technique is desirable.

Compared to computed tomography (CT), cardiac magnetic resonance imaging (cMRI) offers superior temporal resolution, soft tissue contrast, no ionizing radiation, and a vast flexibility in image acquisition characteristics. As a disadvantage, cMRI scans often yield significantly lower resolution in the plane orthogonal to the plane of acquisition, the images can suffer from magnetic field inhomogeneities and respiration artifacts can manifest as slice shifts. Moreover, the lack of standard units (compared to the Hounsfield scale in CT) makes it difficult to directly apply most of the intensity based segmentation techniques.

Motivated by the success of Lempitsky et al. [Lempitsky 2009] in myocardium segmentation from 3D ultrasound sequences in near real time and Geremia et al.[Geremia 2011] for multiple sclerosis lesion segmentation, we propose a fully automated voxel-wise segmentation method based on decision forests (DF) with no assumptions on shape, appearance, motion (except for periodicity and temporal ordering) or knowledge about the cardiac phase of the images in the sequence. The left ventricle segmentation problem is defined as the classification of voxels into myocardium and background.

Instead of robustly registering to an atlas [Shi 2011], building a model [Lu 2011]
or running a highly specialized segmentation algorithm we leave the learning algorithm to automatically decide the relevant features for solving the segmentation problem using the provided ground-truth only. In principle, any pathology can be learnt once a similar example is represented within the training dataset. The previously used decision forests [Lempitsky 2009][Geremia 2011] rely on features that work best when image intensities and orientations are very similar. To tackle the highly variable dataset, we propose a layered learning approach, where the output of each layer serves a different purpose. The first layer is used to prepare the data for a more semantically meaningful and accurate segmentation task in the second layer.

The main contributions of this paper are: a method to use decision forests to solve the MR intensity standardization problem (Section B.3.1) and, similarly, perform a context sensitive rigid registration (Section B.3.2) to align all images to a reference pose. We also suggest a way to introduce temporal dimension into the currently used 3D random features (Section B.2.2). Using the intensity standardized and pose normalized images, which we add spatial information to, we then train a second forest layer (Section B.4). This helps the trees to automatically build their own latent shape representation.

B.1.0.1 Dataset.

STACOM 2011 LV segmentation challenge data [Fonseca 2011] were divided into two sets. Training set (100 3D+t short axis (SA) volumes with manually delineated myocardia at each cardiac phase) and validations sets (5 × 20 3D+t SA volumes with no delineation provided).

This dataset clearly shows the anatomical variability of heart shape and appearance and some of the main issues of cMRI mentioned above.

B.2 Layered spatio-temporal decision forests

Decision forests are an ensemble supervised learning method consisting of a set of binary decision trees. The training set contains a set of feature measurements and associated labels (myocardium/background) for each of the voxels in the set.

The trees are built in a top-down fashion, from the root, down to the leaves. At each node, local features and a randomly sampled subset of context-rich features are considered for feature selection. Random sampling of the features leads to increased inter-node and inter-tree variability and improved generalization. Each feature \( \theta \) can be regarded as a binary decision (in our case \( \tau_1 < \theta < \tau_h \)) that splits the original set into two disjoint subsets. The trees then select the most discriminative features for each split such that the information gain is maximized. The data division then recursively continues until a significant part of the voxels at the node belongs to a single class or no significant information gain can be obtained by further splitting. The node then becomes a leaf. The averaged class distributions of all the leaves in the forest reached by the voxel then represent the posterior probabilities of it belonging
to either the myocardium or the background. See Geremia et al. [Geremia 2011] for more details.

B.2.1 Strategy to learn from spatio-temporal data

In our approach, we serially train two layers of decision forests, each with the aim to learn to segment, but using slightly modified training data and features. Training with all the 3D+t data was not feasible within the time limits of the challenge, therefore a reduced strategy was designed. This strategy is repeated for each tree:

1. Select a random subset of $k$ 4D volumes from the whole training set
2. Randomly choose a reference 3D frame $I^c$ for each selected 4D volume
3. Select two frames $I^{c-o}$, $I^{c+o}$ with a fixed offset $o$ on both sides from the reference cardiac image $I^c$ (with periodic wrapping at sequence boundaries)
4. Train the tree using a set of $k$ triplets ($I^c$, $I^{c-o}$, $I^{c+o}$)

To reduce the computational time, the size of the subset for each tree was set to $k = 15$, and only one fixed offset $o = 4$ is currently used. The choice of $o$ was made such that the motion between the selected frames is significant even when more stable cardiac phases (end systole or end diastole) are selected as the reference frame and that almost a half of the cardiac cycle could be covered.

B.2.2 Features

We use several features families to generate the random feature pool operating on the triplets of frames. Their overview can be seen on Figure B.2.2).

B.2.2.1 Local features.

Proposed in [Geremia 2011] as an average of intensities in the vicinity of the tested voxel to deal with noise in magnetic resonance imaging:

$$\theta_{I^c}^{loc}(x) = \theta_{I^c}^{loc}([x, y, z]) = \sum_{x'=x-1}^{x+1} \sum_{y'=y-1}^{y+1} \sum_{z'=z-1}^{z+1} I^c([x', y', z'])$$

(B.1)

Although these features are not intensity invariant, they can still quite well reject some highly improbable intensities.

B.2.2.2 Context rich features.

Defined also in [Geremia 2011], for multichannel MR acquisitions as a difference between the local source image intensity $I^S$ and box averages of remote regions in image $I^R$:

$$\theta_{I^S, I^R}^{CR}(x) = I^S(x) - \frac{1}{Vol(R_1)} \sum_{x' \in R_1} I^R(x') - \frac{1}{Vol(R_2)} \sum_{x' \in R_2} I^R(x')$$

(B.2)
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Figure B.1: Illustration of image based features extracted from the images. a) Local features ($3 \times 3 \times 3$ box average $S$ around the source voxel in the current frame $F$) [Geremia 2011]. b) Context rich features [Geremia 2011] measuring the difference between source box average $S$ and the sum of remote region averages $R1$ and $R2$. c) Components $x, y, z$ of voxel coordinates as features [Lempitsky 2009]. d) Spatio-temporal context rich features with the current frame as the source image and offset frame $F^{\pm o}$ as the remote. e) Spatio-temporal context rich features with one of the offset frames as the source image and the other as remote.

The 3D regions $R_1$ and $R_2$ are randomly sampled in a large neighborhood around the origin voxel. These capture strong contrast changes and long-range intensity relationships. In our case we define context-rich features as $\theta_{f_c, f_o}^{CR}(x)$.

### B.2.2.3 Spatio-temporal context rich features.

The domain of the moving heart can be coarsely extracted by just thresholding the temporal difference magnitude of the image. We propose to exploit this wealth of information and extend the previous context-rich features into the temporal domain by comparing the "current" 3D frame $F$ and another frame offset from $c$ by $\pm o$. The temporal context-rich features can be defined as $\theta_{f_c, f_{c+o}}^{T_{CR}} = \theta_{f_c, f_{c+o}}^{CR}(x)$ and $\theta_{f_c, f_{c-o}}^{T_{CR}} = \theta_{f_c, f_{c-o}}^{CR}(x)$.

Similarly, we measure the differences between the symmetrically offset frames contained in the triplet as $\theta_{f_c}^{T_{CR2}}(x) = \theta_{f_{c+o}, f_{c-o}}^{CR}(x)$ and $\theta_{f_{c+o}, f_{c-o}}^{T_{CR2}}(x) = \theta_{f_{c+o}, f_{c-o}}^{CR}(x)$. These spatio-temporal features can be seen as an approximation of a temporal differentiation around the center frame. Note that we use both $+o$ and $-o$ to keep some symmetry of the remote region distribution.

### B.2.2.4 Voxel coordinates.

Finally, as in [Lempitsky 2009], we can insert absolute voxel coordinates: $\theta_{c}^{x}(x) = x, \theta_{c}^{y}(x) = x, \theta_{c}^{z}(x) = x$ into the feature pool. However, not until these coordinates have a strong anatomical meaning. This happens later, in the second forest layer when the images are recoriented into the standard pose.
B.3. First layer: Decision forests for image intensity standardization and position normalization

Figure B.2: Short (top) and long (bottom) axis views of the posterior probabilities after the first layer. Brighter value means higher probability.

B.2.3 Data preprocessing

To use fast evaluation of previously defined features based on integral images [Viola 2001], it is necessary to have consistent spacing. Therefore, all the volumes were resampled to one of the most common spatial spacings in the dataset (1.56, 1.56, 7.42 mm) and temporal sequence length (20 frames).

Intensity ranges of the images were all linearly rescaled to a fixed range. Similarly to Nyúl et al. [Nyúl 1999], we clamp intensities beyond the 99.8 percentile as they usually do not convey much useful information.

B.3 First layer: Decision forests for image intensity standardization and position normalization

Following the above mentioned training subset selection strategy we can train the first layer of the forests. This is done directly on the images after intensity rescaling i.e. images are brought into the same intensity range but have their original poses. Although short axis scans are often acquired close to a position where the ventricular ring is centered, slice orientation is chosen manually during the acquisition, and precise alignment cannot be guaranteed. Therefore we skip the usage of absolute voxel coordinate features at this step.

Several authors (e.g. Shi 2011) have proposed to use Haar like features to detect the heart and crop the heart region. Images can be then registered using the cropped volumes. This removes the influence of background structures and improves the success rate for the registration. However, an extraction of the cropped region will not be necessary to perform a robust registration in our case. We train the first layer of the forests on a rather general scenario, to end up with at least a very rough classification performance (see Figure B.2). As we show in the next two sections, using the rough posterior probability map of a tissue belonging to a ventricle this performance can be already good enough for ventricle detection, intensity standardization and alignment onto a reference orientation without any
prior knowledge of the data apart from the ground-truth.

### B.3.1 Intensity standardization

MR intensity value differences of the same tissue are significant not only between scanners and acquisition protocols [Shah 2010] but also for the same follow-up patients [Nyúl 1999]. Therefore good intensity standardization is crucial for any intensity based segmentation algorithm. The variance in median intensities of the myocardia between different cases in the STACOM training set is quite large. There is no unique mode and the distribution is fairly spread in the whole intensity range (0,65535). Median myocardial intensities span range (1954,36430), with standard deviation of 5956 and inter-quantile range 7663). This is a serious problem for any intensity based segmentation method.

Many of the intensity standardization algorithms [Bergeest 2008] used today are based on the methods of Nyúl et al. [Nyúl 1999][Nyúl 2000] and the alignment of histogram based landmarks (e.g. modes, percentiles or statistics of homogeneous connected regions) by rescaling image intensities with a piecewise linear mapping. Many of these methods do work reasonably well for brain images where the white matter is clearly the most dominant tissue. In cMRI, the largest homogeneous regions would most of the time belong to the lungs, liver or cavities, rather than the myocardium.

However, from the rough image first layer classification we already obtain some information about the strength of the belief in the foreground and background object. We propose to remap the source image intensities by a piecewise linear function such that the weighted median (as median is more robust to outliers than the mean) $M_{source}$ of the images is transformed to a reference value $M_{ref}$. The weighted median is defined as follows:

$$M_{source}^c = \arg \min_{\mu} \sum_{x \in I^c} w(x) |I^c(x) - \mu|$$  \hspace{1cm} (B.3)

Where $x$ is the voxel iterator and $w(x)$ are the weights (first layer posterior probabilities). We avoid sorting all volume intensities by approximating the weighted median with the weighted version of the $P^2$ algorithm [Jain 1985][Egloff 2005]. This algorithm dynamically approximates the cumulative probability density function with a piece-wise quadratic polynomial by adjusting positions of just five markers as the weighted samples are streamed in. Each of these markers are associated with their position, percentile and an intensity value corresponding to that percentile. The positions are updated such that they correspond to the sum of weights of samples whose intensity value is smaller than the value the markers hold.

### B.3.2 Orientation normalization

In the approach of Lempitsky et al. [Lempitsky 2009] voxel absolute coordinates are used as features directly. This choice cannot be justified without aligning the
images onto a reference pose. Moreover, features we use for classification are not rotation invariant. Therefore if all the volumes could be registered to have the same orientation, the classification would certainly benefit from it. The interpatient cardiac registration is generally a difficult problem due to the high variability in the thoracic cage. Shi et al. [Shi 2011] do first learning based heart detection and then apply a locally affine registration method which they claim to be robust for large differences.

A robust learning based linear inter-patient organ registration was proposed by Konukoglu et al.[Konukoglu 2011]. Here, each organ is represented with a smooth probability map fit to the bounding boxes obtained as a result of a regression forest. Then, registration of these probability maps is performed.

This sigmoid representation is however rather limiting since it disregards the orientation that we would like to correct for. Without any assumptions on the shape of the distribution, we propose to rigidly align the myocardium enhanced first layer posterior probability maps instead. For this step we propose to use a fast and robust rigid block matching registration technique [Ourselin 2000]. The reference we used was chosen randomly among the images where the apex was at least partially closed. A better choice of the reference, is currently out of scope of this paper. However, an algorithm similar to Hoogendoorn et al.[Hoogendoorn 2010] or a generative technique similar to [Iglesias 2011] could be used.

To reduce the computational time, only probability maps of frames from the middle of the sequence are used to estimate the intensity and pose transformations. The same transformations are then applied for all the frames and ground truths in the sequence which will be needed to train the second layer.

### B.4 Second layer: Learning to segment with the shape

#### B.4.1 Using voxel coordinates

Once the images are registered to a reference volume, the voxel coordinates start to encode spatial relationships with respect to the reference coordinate frame and the coordinate features can be now included in training of the second decision forest layer. Moreover, if the intensity standardization step succeeds, the intensities have more tissue specific meaning (at least for the myocardium).

Thanks to the incorporation of coordinate based features, the tree can completely automatically learn its own latent representation of the possible set of shapes, regularize the classification, and help to remove objects far away from the ventricle. However, this step strongly relies on the success of the previous registration step. Currently, only one reference image is used. Registration to multiple targets should therefore improve robustness and alleviate this problem.
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Figure B.3: Short (top) and long (bottom) axis views of the posterior probabilities after the second layer and segmentation results (isocountur of the probability map at 0.5).

B.4.2 Transforming the volumes back

After the classification is done in the reference space, the posterior probability maps can be transformed back to the original reference frame and resampled accordingly. This shows the advantage of a soft classification technique where the final binary mask is obtained by thresholding the transformed non-integer posterior map, thus avoiding some of the interpolation artifacts.

B.5 Results

Here we show the preliminary results of our method. The forest parameters for the first layer were fixed as follows: 20 trees with depth 20 each. To train each tree, 15 triplets of frames were randomly selected from different volumes of the training set (91 volumes in total). For the second layer: 27 trees each with depth 20. For each tree 12 triplets were randomly selected from different volumes of the training set (91 volumes in total). This leads to usage of only 8% triplets from the whole training set. Hence, there is a vast reserve in utilisation of the training data and setting optimal forest sizes. These parameters were chosen rather empirically to fit into the time limits of the challenge.

The following results were obtained after blind evaluation of our classifications on 90 previously unseen test volumes i.e. 25415 slices from the validation dataset
B.5. Results

<table>
<thead>
<tr>
<th>sensitivity</th>
<th>specificity</th>
<th>accuracy</th>
<th>PPV</th>
<th>NPV</th>
<th>dice</th>
<th>jaccard</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{TP}{TP+FN}$</td>
<td>$\frac{TN}{FP+TN}$</td>
<td>$\frac{TP+TN}{P+N}$</td>
<td>$\frac{TP}{TP+FP}$</td>
<td>$\frac{TN}{TN+FN}$</td>
<td>$\frac{2</td>
<td>A\cap B</td>
</tr>
<tr>
<td>mean</td>
<td>0.6857</td>
<td>0.9897</td>
<td>0.9861</td>
<td>0.4791</td>
<td>0.9962</td>
<td>0.5045</td>
</tr>
<tr>
<td>median</td>
<td>0.8099</td>
<td>0.9907</td>
<td>0.9875</td>
<td>0.5234</td>
<td>0.9978</td>
<td>0.5995</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.3137</td>
<td>0.0077</td>
<td>0.0077</td>
<td>0.2069</td>
<td>0.0046</td>
<td>0.2571</td>
</tr>
</tbody>
</table>

Table B.1: Statistics on the per-slice measures of our segmentation results on 90 volumes from the validation dataset calculated from the entire slices with no region of interest specified. The basal and apical slices contribute to the large differences between the mean and median values and also contribute to the higher variance.

by the STACOM LV segmentation workshop organisers (See Table B.1).

In most of the cases, the algorithm was able to correctly identify the left ventricle myocardium (with median specificity of 0.81). This was possible without the need to explicitly define the segmentation rules and problem specific assumptions (e.g. circularity of the myocardium or cavity contrast). It was also not necessary to include additional information into the training set (e.g. mitral valve plane position or manual segmentation of a frame in the sequence) nor to rely on a robust non-rigid registration technique.

All the measures were calculated per-slice. This way of calculating the measures caused some of them (specificity, accuracy and NPV) to reach high values but also to have less explicative power since the number of the background voxels (TN) dominates the expression. Some of these measures (sensitivity and PPV) strongly penalize any voxel misclassifications in the apical and basal areas where the slices contain only very few true myocardial voxels. Performance of our algorithm is currently rather mediocre at basal and apical slices (with median specificity as low as 0.23 at the apex). This is partly due to limited feature evaluation at image borders and the pose standardization step, where voxels at boundaries can get transformed out of the classified volume. The poor performance at these regions results in increased variance of the measures and helps to explain the significant differences between mean and the median values of the measures.

Compared to the state of the art algorithms for left ventricle segmentation, slightly lower segmentation performance was achieved. It should be noted that the classification is run independently for each voxel. No smoothness, connectivity nor temporal consistency constraints are enforced to demonstrate the performance of the pure machine learning approach. Therefore, isolated segmentation islets or holes in the resulting binary segmentation can occur as a result of misclassification. However, thanks to the coordinate features, most of the voxels far from the myocardium are usually well discarded and also the solution becomes more regular as a result of the latent cardiac shape model built by the forests. In the soft classification, the holes are represented as a drop in the segmentation confidence but rarely fall to zero. This information could be easily considered in a subsequent postprocessing step to further improve the segmentation. However, adding these was not the goal of this
Figure B.4: a) Automatically calculated volume curve from patient DET0026701 during a single cardiac cycle with detected end systole (ES) and end diastole (ED) frames at the volume maximum and minimum respectively. b) Long axis crosssection through the binarized segmentations at ED and ES.

### B.6 Conclusions

We aimed to present a fully automatic machine learning based algorithm for left ventricle segmentation with no explicit definition of task specific segmentation rules, model creation, user interaction nor post-processing. The algorithm learnt to automatically select the most discriminative features for the task using the ground-truth only. The only assumptions we make is that the motion of the object to be segmented is periodic for the construction of frame triplets and that the tissue intensity mapping between two different cases can be roughly approximated by a piecewise linear function. We also introduced a machine learning based intensity standardization method that allows to do tissue specific remapping of intensities and obtain a more CT like behaviour.

Finally, using a curvature-based iterative hole filling algorithm [Krishnan 2009] on the binarized segmentation, we could automatically calculate volumetric measurements and detect the main cardiac phases as the volume curve extremas (see Figure B.4).
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In this appendix, we propose a method for estimating the location of glioma recurrence after surgical resection. This method consists of a pipeline including the registration of images at different time points, the estimation of the tumor infiltration map, and the prediction of tumor regrowth using a reaction-diffusion model. A data set acquired on a patient with a low-grade glioma and post surgery MRIs is considered to evaluate the accuracy of the estimated recurrence locations found using our method. We observed good agreement in tumor volume prediction and qualitative matching in regrowth locations. Therefore, the proposed method seems adequate for modeling low-grade glioma recurrence. This tool could help clinicians anticipate tumor regrowth and better characterize the radiologically non-visible infiltrative extent of the tumor. Such information could pave the way for model-based personalization of treatment planning in a near future. This work was published in [Stretton 2011].

C.1 Introduction

Glioma surgical resection has shown to be a critical therapeutic modality and is usually the first type of therapy given to patients. Resections are part of a standard treatment that has demonstrated increased patients’ survival time [Sanai 2008]. However, gliomas are a diffuse, infiltrative and resilient form of brain cancer. Most low-grade glioma patients have a tumor recurrence after the first tumor resection. The tumor tends to reoccur most often immediately adjacent to the site of resection despite how extensive the resection [Sawaya 1999]. Treatment then includes a second surgery, chemotherapy or radiation therapy, and there is no consensus regarding the best option in this setting. We present a biomathematical tool that would estimate the radiologically non-visible part of the tumor from a longitudinal set of images. Such virtual imaging could potentially guide the clinician in the decision making process (intuitively, surgery should be prefered for a tumor without a large non-visible extent, i.e., the so called "bulky" tumors).

Mathematicians and computer scientists have proposed various methods to tackle portions of this problem [Cobzas 2009, Gooya 2011a, Harpold 2007, Hoga 2008, Konukoglu 2010a, Menze 2011, Swanson 2007, Zacharaki 2009]. Clatz et al. [Clatz 2005a] and Jbabdi et al. [Jbabdi 2005] proposed DTIIs construction methods that estimate the tumor cell diffusion in white matter based on water diffusion in white matter. Konukoglu et al. [Konukoglu 2010a] built upon these models to personalize a tumor growth model to estimate the product of $d_{w,g} \cdot p$ (tumor diffusion in white and gray matter multiplied by the tumor proliferation rate). These
models allow us to reasonably capture the progression of a tumor for a given patient before a resection or therapy.

The latest work on modeling glioma regrowth following brain tumor surgery was by Swanson et al. [Swanson 2007]. They developed a 3D model of tumor growth accounting for the heterogeneity of brain tissue. In a post mortem study, they investigated the effectiveness of using different types of brain resections. However, their model was limited to personalization using patient T1 Gad and T2 MRIs, without taking into account the anisotropy in white matter fiber tracts visible in diffusion tensor imaging (DTI). In addition, they ran their simulations on virtual controls instead of on patient data.

The pipeline approach that we present in this paper introduces several new features. First, the 3-D simulation results from using our pipeline estimates the most likely location of tumor progression after surgery since tumors do not typically grow at the same rate in all directions. Tumors grow faster in the white matter than in the gray matter of the brain [Giese 2001]. Therefore, simulating future tumor growth would be very helpful for therapy planning. Second, it estimates the profile of the tumor regrowth, thus informing about the radiologically non-visible extent of the tumor. Third, the simulation results from using our pipeline helps to differentiate hyper-intense voxels between scarring tissue, edema or tumor recurrence. The areas bordering the resection cavity could be flagged as high and low risk of tumor recurrence areas. Our problem requires solving complex registration problems between pre-op and post-op, combining a tail extrapolation algorithm (to estimate the invisible part of the tumor) with a tumor progression algorithm (to predict future extension). To our knowledge, modeling tumor recurrence after a brain tumor resection using a patient DTI and patient data has not been done before.

This paper is organized into four sections. In Section 2, we describe a method for estimating the location of glioma recurrence. In Section 3, we present the results of our experiments, which show that this method is feasible. In Section 4, we discuss these results and future work.

C.2 Materials and Method

The proposed method for estimating the location of glioma recurrence after a resection consists of several interconnected steps. The first step entails segmenting the images. The second step consists of a sequence of registrations. The third step is estimating the tumor’s infiltration tail on the date of surgery, and the fourth step uses a simulation method to predict the location of tumor regrowth at future time instances. The fifth step allows us to tell if the tumor is a bulky or diffuse tumor. Both the tail extrapolation algorithm and the prediction algorithm use the same model framework. We tested the proposed approach on data from a clinical study.
C.2. Materials and Method

Figure C.1: Day -3 DTI: (1) anisotropic white matter tensors and (2) isotropic gray matter tensors. Region of red box in Figure C.2.


$$\frac{\partial u}{\partial t} = \nabla \cdot (D(x)\nabla u) + \rho \cdot u \cdot (1 - u) ; \; \eta \cdot (D \nabla u) = 0$$

(C.1)

where $u$ is the tumor cell density, $D$ is the diffusion tensor for tumor cells using the tumor diffusion tensor construction method described below, $\rho$ is the proliferation rate and $\eta$ are the normal directions of the boundaries of the brain surface.

To use this framework, we need a tensor image constructed from a DTI to form $D(x)$, an estimate on parameter values $(d_w, d_g, \rho)$, and segmentations of several areas of the brain. $d_w$ and $d_g$ are scalars that multiply the diffusion tensors.

There are several tensor construction methods that have been proposed to model anisotropic diffusion [Clatz 2005a, Jbabdi 2005]. We used a tensor construction method, proposed by Clatz et al. [Clatz 2005a], that uses global scaling on the DTI:

$$D(x) = \begin{cases} d_g I & \text{if } x \text{ is in grey matter} \\ d_w D_{water} & \text{if } x \text{ is in white matter} \end{cases}$$

(C.2)

where $D(x)$ is the inhomogeneous diffusion term, which takes into account that tumor cells are thought to move faster along anisotropic white matter fiber tracts, estimated by $d_w D_{water}$, than in isotropic gray matter $d_g I$. $D_{water}$ is the water diffusion tensor in the brain measured by the DTI and $I$ is the identity matrix which can be seen as an isotropic diffusion tensor (see Figure C.1).

Estimating the parameter values is detailed in the Optimizing $d_w$ and $\rho$ Algorithm paragraph.
### Table C.1: Patient MRI acquisition dates.

<table>
<thead>
<tr>
<th>Interval from Surgery Date in Days</th>
<th>MRIs</th>
<th>Modalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>-49</td>
<td>Flair</td>
<td></td>
</tr>
<tr>
<td>-3</td>
<td>DTI</td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>T1 &amp; Flair</td>
<td></td>
</tr>
<tr>
<td>+1</td>
<td>Flair</td>
<td></td>
</tr>
<tr>
<td>+74</td>
<td>T1 &amp; Flair</td>
<td></td>
</tr>
<tr>
<td>+172</td>
<td>T1 &amp; Flair</td>
<td></td>
</tr>
</tbody>
</table>

### Assumption.

Gliomas appear as hyper-intense voxels in Flair MRIs in which edema appears bright. We assume that where there is edema, there is 20% or more tumor cell density threshold of visibility. In reality, there might be edema without tumor cells close by and vice versa. Tracqui et al. [Tracqui 1995] proposed 40% maximal tumor cell density to be visible in T2 MRIs, Konukoglu et al. [Konukoglu 2010a] used Tracqui’s value, and Swanson et al. [Swanson 2007] used a value of 2%. Menze et al. [Menze 2011] suggested the maximal tumor cell density that is visible in Flair MRIs to be 9.5%. We chose the tumor cell density threshold of visibility value as 20% because it is an intermediate value in literature for T2 MRIs, which includes Flair. Currently, Flair is the imaging modality that shows the most glioma tumor cell density threshold of visibility extents, although distinction with scar tissue or edema is not possible with this sequence.

### Data.

Our data consists of a current patient with a supra-complete resection and long post-operation (post-op) follow-ups, complements of our collaborating neurosurgeon with informed consent from the patient. It is difficult to acquire this type of longitudinal data, particularly due to limited availability of DTIs. For this reason, the pipeline was only tested on 1 data set. However, this is the first time this data set is being used for research and is not the same data set used by Konukoglu et al. [Konukoglu 2010a] and Clatz et al. [Clatz 2005a]. This patient had MRIs acquired on three different dates before surgery and three dates after surgery (see Figure C.1). The tumor, resection cavity and tumor regrowth for all of the dates were segmented by the neurosurgeon from Flair MRIs.

The voxel size of our MRIs range from $0.5 \times 0.5 \times 2.0 \ mm^3$ to $0.5 \times 0.5 \times 5.5 \ mm^3$. All images were re-sampled to be $1 \times 1 \times 1 \ mm^3$ by resampling the baseline using an in house tool and then registering all images (see Figure C.3) to the baseline.

### Segmentation.

The areas of the brain that need to be segmented to clearly define their boundaries are the white and gray matters, the cerebrospinal fluid (CSF) and the tumor at each time point.

The segmentations of white and gray matter are used to mark out the inhomogeneous tissue boundaries used by $d_w$ and $d_g$. The CSF segmentation is used to
define the no flux boundary conditions of the model, i.e., tumor cells cannot enter these masks. To create these segmentations we thresholded white matter and brain parenchyma (white matter + gray matter) probability maps from MNI 152 (Atlas) [Fonov 2009] into binary masks, which recovered all of the necessary sulci structure and separated lobes. This conversion was achieved with the help of the neurosurgeon, who decided the best threshold values for the CSF, gray and white matter probability maps.

The tumor segmentations can be used for three purposes. First, a tumor segmentation is used as the starting boundary where the tumor growth simulation begins. Second, two tumor segmentations at two different time points can be used in a minimization algorithm to find the FK parameters: $d_w$, $d_g$, and $\rho$. Third, the following acquisition time point tumor segmentations are used to validate that the simulation results, which were grown from the first time point tumor segmentation, were reasonable.

Registration. The registration sequence employed has several interrelated steps (see Figure C.3). The most important part of our registration pipeline is the method we use for nonlinear registration of the images, where there exists no one-to-one correspondence between both images due to the tumor resection or growth. The non-linear deformation between the pre-op images and the post-op images can be assessed with the ventricles swelling and brain tissue shifting position after surgery (even several months after surgery). The idea of the nonlinear registration algorithm employed is to use local confidence weights and to model pathological regions with zero confidence. Lamecker et al. [Lamecker 2010] added this algorithm as an extension to the efficient and publicly available diffeomorphic demons registration framework. The algorithm requires a mask to cover the areas that cannot be matched between the images (i.e., resection cavity plus tumor volume). This mask volume is excluded from the registration. An inpainting step is used to estimate the
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registration in the areas covered by the mask.

The registration sequence can be divided into two parts: (1) registration of the atlas-based white matter and brain segmentations (segmentation details are in the Segmentation paragraph), and (2) registration of all patient images and segmentations to the baseline MRI. This registration sequence is depicted in Figure C.3 and the results can be seen in Figure C.2.

Registering the atlas-based white matter and brain segmentations required two steps. First, we non-linearly registered the Atlas T1 MRI to the patient’s baseline MRI (Day -1 T1 re-sampled). Lastly, we applied this displacement field transformation to the white matter and brain binary segmentations.

Registering all of the patient images and segmentations involved three main steps. First, we rigidly registered all pre-op MRIs to the baseline. Next, we removed the skull and did histogram matching on the post-op T1 MRIs before non-linearly registering them to the baseline (the manually segmented mask consisted of the combined pre-op Day -1 tumor and post-op Day +74 resection cavity). Finally, we applied the transformations found registering the post-op T1 MRIs to the post-op Flair MRIs and segmentations.

Tail Extrapolation Algorithm. The third step in the method we are proposing uses the FK equation and the tensor construction method. Konukoglu et al. [Konukoglu 2010a] proposed a static model to overcome the problem of estimating the tumor infiltration tail by extrapolating the tumor invasion margins. The non-linear reaction term in Equation 1 is linearized around $u = 0$ and the tail distribution is shown to be asymptotically described by a Hamilton-Jacobi equation of the tumor cell density function. Using a Fast Marching method, an efficient algorithm was proposed that estimates the tumor cell invasion profile outside the visible boundaries in MRIs. For this step, we used the neurosurgeon’s Day -1 rigidly registered tumor segmentation, the non-linearly registered white matter and brain segmentations, the rigidly registered DTI, and parameters $d_w$, $d_g$ and $\rho$ (see Optimizing $d_w$ and $\rho$ Algorithm paragraph for FK parameter choice). As the initial condition to this model, we make the assumption of 20% tumor cell density threshold of visibility (see Assumption paragraph).
C.2. Materials and Method

Prediction Algorithm. For the fourth step in our method we used this estimated tumor infiltration tail as the initial condition to the FK model (developed by Clatz [Clatz 2005a] and Konukoglu et al. [Konukoglu 2010a]) to simulate the location and predicted tumor cell density of recurrence for a given date [Clatz 2005a, Konukoglu 2010a]. This is done by propagating u by the time defined from MRI acquisition dates. We used two acquisition dates before surgery and one after surgery (-49, -1 and +74) to predict where the tumor will grow at the 4th acquisition date (2nd after surgery). The $d_w$, $d_g$ and $\rho$ parameters that were estimated with the first three acquisition times were used.

Optimizing $d_w$ and $\rho$ Algorithm. The fifth step in our method was determining which $d_w$ and $\rho$ fit each particular patient’s data (personalization) since previous algorithms were only able to estimate the velocity constant ($v = 2\sqrt{\rho d_w}$), but not $d_w$ and $\rho$ separately [Konukoglu 2010a, Menze 2011]. For example, if $d_w/\rho$ is low, the tumor is said to be bulky (not very infiltrative); where as if $d_w/\rho$ is high, the tumor is said to be diffuse. We created a tool to sweep through the physically feasible values, proposed by Harpold et al. [Harpold 2007], of $d_w$ and $\rho$ keeping $d_w \cdot \rho$ constant. There are two parts to this process: find $v$, and solve for $d_w$ and $\rho$.

First, finding $v$ can be done in two different ways. Konukoglu et al. [Konukoglu 2010a] proposed a minimization method for estimating the FK parameters: $d_w \cdot \rho$ (differential speed), $d_g$, $T_0$ (initial tumor start date). However, for this patient, the tumor does not visibly change volume or shape between Day -49 and Day -1 (possibly due to an overestimation of the tumor extent at Day -49, which was performed soon after a generalized seizure). We used the second way of finding $v$, which was to assume that the diameter velocity of the tumor was $4 \text{ mm/year}$, which was proposed by Mandonnet et al. in [Mandonnet 2003] for low grade glioma tumor growth.

Then, to solve for $d_w$ and $\rho$, we swept through the possible parameter values of $d_w$ (4 to 10 $\text{ mm}^2/\text{year}$) and $\rho$ (0.4 to 1.0 $1/\text{year}$), keeping $v$ constant at $4 \text{ mm/year}$, iterating through steps 2 and 3 of our method. We started the Tail Extrapolation Algorithm from Flair segmentation Day -1 with resection cavity removed from the image to compare with Flair segmentation Day +74. We found the value of $d_w = 6 \text{ mm}^2/\text{year}$ and $\rho = 0.667 1/\text{year}$ to be the most appropriate by qualitative analysis. These values of $d_w$ and $\rho$ were used to predict Flair segmentation Day +172 and the results are discussed in the Results section (also see Figure C.4).

The parameters that determine the shape of the tumor, which are perceptible only locally in white matter, are the tensor construction method and the ratio $d_w/d_g$, where $d_w/d_g = 1$ is isotropic growth and $d_w/d_g = 100$ is highly anisotropic growth. There are two ways of finding $d_g$: using a minimization algorithm, such as the one proposed by Konukoglu et al. [Konukoglu 2010a], or sweeping through the possible values of $d_g$, once you have found $d_w$ and $\rho$, by iterating through steps 2 and 3 of our method. Since we were not able to use a minimization algorithm on this patient’s data, due to a likely seizure-induced overestimation of real tumor size at
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Figure C.4: For Day +74, there is an agreement in volume for 3 of the segmentations. For Day +172, both the neurosurgeon's estimation of tumor growth and the FK prediction match in volume.

first MRI, we swept through the the values of \(d_g\) (1 to 6 \(mm^2/year\)). We found \(d_g = 1 \ mm^2/year\) to be the most appropriate value by qualitative analysis.

C.3 Results

In this paper, we have proposed a method to predict where tumor regrowth will occur for glioma resection patients.

Quantitatively, Figure C.4 shows the chronological progression of the patient’s possible tumor regrowth. Due to the large amount of brain shift plus tumor evolution in the post-op MRIs, the non-linear registration compresses and stretches the tissues surrounding the resection cavity. For this reason we believe matching volumes and not surfaces is reasonable. Using overlap measures would imply to perform voxel to voxel comparison between pre-op and post-op images. This is a very challenging registration problem due to the large deformations caused by the tumor removal. As the registration errors are still large in those areas, we chose to compare the tumor segmentation and prediction by using global measures (volumes) rather than local measures like overlap. We use two criteria for evaluating our method's accuracy: the neurosurgeon’s segmentations and hyper-intense signal segmentations. The hyper-intense signal segmentation shows all the voxels that could possibly be tumor due to their intensity in the image. Results show that for Day +74, there is a good volume agreement for 3 of the segmentations. For Day +172, both the neurosurgeon’s estimation of tumor growth and the FK simulated prediction (thresholded at 20% tumor infiltration) match in volume. This demonstrates that the model includes the visible part of the tumor in its prediction, but also flags areas which are not visible with current MRI technology (shown in magenta). Additionally, the agreement in
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Figure C.5: Compare this figure with Figure C.1 and C.2. (a) Shows the estimated tumor infiltration tail in yellow. This tail cannot be distinguished with current MRI technology. In (b) and (c), the simulated tumor regrowth predictions are shown in yellow. Observe that the hyper-intense regions do not exactly cover the same regions as were flagged by the neurosurgeon (blue). However, both areas are covered by the prediction of 1% tumor infiltration.

The volume between the neurosurgeon’s segmentation and the model’s results signifies that the tumor location outlined by the neurosurgeon is not a simple function of signal intensity.

Qualitatively, we show in Figure C.5 that our model provides a reasonable estimate of the tumor infiltration tail after resection. Figures C.2 and C.1 display the same axial slice and should be used to aid interpretation of this figure. In Figure C.5(a) we show the estimated tumor infiltration tail that cannot be seen in MRI images (step 2 of our method). In Figure C.5(b) and (c), the predicted tumor regrowth is displayed in yellow (step 3 of our model). We can see from Figure C.5(a) that the tumor tail (1% tumor infiltration) was not removed with the brain resection. This tail was the seed of regrowth, which is evident in the Day +74 and Day +172 MRIs. If we compare Figure C.5(b) and (c) with Figure C.1, we can see that the patient’s white matter tensors, which are bordering the resection cavity, are anisotropic. These tensor shapes were a large contributor to dictating the speed and direction in which the tumor was simulated to grow. The green lines outline the hyper-intense voxels in the Flair MRIs. These regions could be scarring and/or edema caused by surgery and/or tumor recurrence cell density above or equal to 20% of maximal cell density. The blue line was classified by the neurosurgeon as possible tumor. Observe that the hyper-intense regions do not exactly cover the same regions as were flagged by the neurosurgeon. However, both areas are covered by the FK simulated prediction at the tumor cell density threshold of visibility value of 1%.

Depending on the size and resolution of the image, the automated process of registration, estimating the tumor infiltration map and simulating future tumor regrowth sites for one future time instance can take about 20 hours on a single CPU running at 2.2 GHz. The main time-consuming step is the non-linear registration.
with inpainting.

C.4 Discussion and Conclusion

We presented an approach to predict tumor regrowth after a brain tumor resection. We used a novel pipeline combining image registration with a static model for estimating the tumor infiltration tail and a dynamic simulation model for predicting future tumor regrowth. Our results show that predicting is possible for future tumor regrowth using a reaction-diffusion-type model that employs a patient DTI.

The non-linear registration step that we employed was key in making our method possible. Other non-linear registration methods, such as demons (without extensions) or pyramidal block-matching algorithms that use masks, were not able to deal with the resection cavity to tumor registration. The non-linear registration step that we used was designed to work with an atlas to patient registration in the presence of pathologies in the patient image. Although it worked quite well for the tumor resection application, we could improve the registration results if we extended this algorithm to use more specific prior information for resection images.

In the future, we intend to study more glioma resection patients having regrowth after surgery using this method. We will study all of the parameter interactions of our method, as well as explore using other tensor construction techniques for the tail extrapolation algorithm and prediction algorithm parts of our method, e.g. Jbabdi et al. [Jbabdi 2005]. Since glioma growth modeling is patient-specific, we intend to improve our method and validate it using a large patient data set. This data set will help us analyze the best way to improve the registration, minimization of parameters and investigate if the tumor growth rate stays constant after a tumor resection, as seen previously among numerous patients. With a large number of patients studied, we will develop a method to predict more precisely these parameters separately, prior to a glioma resection. This will enable the model to more precisely predict where the tumor could reoccur after surgery.
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Random Decision Forests for
Brain Lesions Segmentation in MRIs
and Model-based Tumor Cell Extrapolation

Abstract: The large size of the datasets produced by medical imaging protocols contributes to the success of supervised discriminative methods for semantic labelling of images. Our study makes use of a general and efficient emerging framework, discriminative random forests, for the detection of brain lesions in multi-modal magnetic resonance images (MRIs). The contribution is three-fold. First, we focus on segmentation of brain lesions which is an essential task to diagnosis, prognosis and therapy planning. A context-aware random forest is designed for the automatic multi-class segmentation of MS lesions in MR images. It uses multi-channel MRIs, prior knowledge on tissue classes, symmetrical and long-range spatial context to discriminate lesions from background. Then, we investigate the promising perspective of estimating the brain tumor cell density from MRIs. A generative-discriminative framework is presented to learn the latent and clinically unavailable tumor cell density from model-based estimations associated with synthetic MRIs. The generative model is a validated and publicly available biophysiological tumor growth simulator. The discriminative model builds on multi-variate regression random forests to estimate the voxel-wise distribution of tumor cell density from input MRIs. Finally, we present the aSpatially Adaptive Random Forests which merge the benefits of multi-scale and random forest methods and apply it to previously cited classification and regression settings. Quantitative evaluation of the proposed methods are carried out on publicly available labeled datasets and demonstrate state of the art performance.

Keywords: machine learning, classification, regression, random forest, segmentation, MRI