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CHAPTER I: BACKGROUND AND OBJECTIVES 

 

 

 This chapter is devoted to the scientific and economic context of this thesis. In the first 

part, the main aspects related to the increasing use of Hydrogen as energy carrier will be 

presented. A general overview of the fuel cell technologies will be given in the second section 

while the last part will be focused on a detailed description of the design issues related to the 

Proton Exchange Membrane (PEM), key component of the Proton Exchange membrane Fuel 

Cells (PEMFCs) and object of the present theoretical study. 

1. The Hydrogen Economy  

Most of the environmental issues such as acid rain, stratospheric ozone depletion and global 

climate change are related to the production, transformation and use of energy. For instance, the 

global warming magnitude is strongly dependant on emissions of the so-called greenhouse gases 

(GHG)1 such as carbon dioxide, methane and nitrous oxide. Furthermore, it is expected that the 

increasing of population with the consequent augmented request of food and energy could lead 

to an even increased dependency of the European Union and the US on oil imports. Notably, 

a�…�…�‘�”�†�‹�•�‰�� �–�‘�� ������ ���•�‡�”�‰�›�� ���•�ˆ�‘�”�•�ƒ�–�‹�‘�•�� ���†�•�‹�•�‹�•�–�”�ƒ�–�‹�‘�•�ï�•�� ���•�–�‡�”�•�ƒ�–�‹�‘�•�ƒ�Ž�� ���•�‡�”�‰�›�� ���—�–�Ž�‘�‘�•�� �t�r�s�s,2 the 

global market for Energy consumption is estimate to grow almost 55% by 2035 (figure I-1). 

 In the last years, these aspects have led to an increasing interest in renewable energies. 

In particular, one of the most promising alternatives to fossil fuel is Hydrogen. Indeed, Hydrogen 

energy systems are emerging as the one of the most successful solutions which can play a 

significant role in providing better sustainability and environment. Importantly, the use of 

Hydrogen to create the so called Hydrogen Economy (a future energy system based on Hydrogen 

and electricity) only requires technology, not political access. However, although hydrogen 

atoms are abundant and widely distributed throughout the world , they do not occur in nature as 

fuel H2 but in chemical compounds like water or hydrocarbons that must be chemically 

transformed to produce it. Obviously, the hydrogen production from fossil fuels would deprive 

the hydrogen economy of much of its "raison d'être": it does not reduce the use of fossil fuels but 

rather shifts them from end use to an earlier production step still releasing carbon to the 

environment in the form of CO2. However, when made from non-fossil resources like water or 

using other renewable energy sources�á�����›�†�”�‘�‰�‡�•���‹�•���†�‡�ˆ�‹�•�ƒ�„�Ž�‡���ƒ���òforever fuel�ó���ƒ�•���…�ƒ�Ž�Ž�‡�†���„�›�����‡�–�‡�”��
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Hoffman in his book "Tomorrow's Energy: Hydrogen, Fuel Cells and the Prospects for a Cleanest 

Planet".3   

 

Figure I-1: World marketed energy consumption,  hystory ( 1990-2008) and projections (2015 -2035). 

All data are in quadrillion Btu  (British thermal unit). Source: US Energy Information Administration , 

International Energy Outlook 2011 . 

 As depicted in the figure I-2, the Hydrogen economy relies on a network composed of 

three functional steps: production, storage and use.4 Despite the great effort devoted in the last 

few years, none of the several technical means used to achieve these steps can yet compete with 

fossil fuel in performance, cost and reliability. In this context, the possible future conversion of 

the world economy to the hydrogen will be possible only if a more and more in-depth basic 

research will be done in the next years. 

1.1. Hydrogen  production  

 Molecular hydrogen is an energy carrier but not an energy resource, and therefore it 

must be produced first. Hydrogen can be produced using different methods. Currently the most 

widely used concern the electrolysis of water and the steam reforming of methane and other 

natural gasses.5 Biological production of H2 (biohydrogen) using microorganisms is an area of 

technology development that offers the potential production of renewable H2  from biomass.6  

Nevertheless, at the present about 50% of the global demand for H2 is produced by steam 

reforming of natural gas, a process that is not considered sustainable since it leads to emissions 

of GHG.  On the contrary, only a low percentage is made through green methods.7 Since this limit 

depends on the low-efficiency and high-cost of the low-emission methodologies, a great effort 

has been made by both academic and industrial research to increase the rule of the green 
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hydrogen production. In this context, some examples are represented by recent methodologies 

such as water electrolysis plus concentrated solar power (CSP), Ocean Thermal Energy 

Conversion (OTEC) power or wind power.8 

 

 

Figure I-2: The Hydrogen Economy as a system of primary energy sources linked to multiple uses 

(adapted from  4). 

 Despite these efforts, the most promising and fascinating strategy to produce hydrogen 

seems to reside in biological methods which are able to produce H2 miming biochemical 

reactions performed by plants of microorganisms and without any emission of GHG. For 

instance, some green algae convert sunlight into water, hydrogen and oxygen while through 

microorganisms such as some Cyanobacteria, H2 is made by two photosynthesis reactions: 

i)12H2O + 6CO2 �\�� C6H12O6 + 6O2 

ii) C6H12O6 + 12H2O�\��12H2 + 6CO2 

  Even though these attractive technologies are still far to be competitive due to their high 

cost, a great progress has been achieved in the last few years. For instance, a molecular 

biodevice capable to use an enzyme to produce adenosine tri-phosphate (ATP, which is able to 

produce hydrogen directly from the substrate) through an artificial photosynthetic membrane 

(Figure I-3) has been developed at the Arizona State University9 whereas Levin and Chanine in a 

recent review10 evidence the importance of methods mainly based on fermentation, such as 

photo and dark-fermentations, pointing out that "although biohydrogen technologies are still in 

their infancy, developing technologies offer potential for practical application". 
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Figure I-3: Schematic representation of an artificial photosynthetic membrane obtained i n a 

liposome vesicle (adapted from 9). 

1.2. Hydrogen storag e 

 Obtaining a safe technology for hydrogen storage at room temperature is nowadays 

considered one of the major obstacles in the Hydrogen Economy, especially for the development 

of fuel cells for automobiles.  Although different methods of hydrogen storage have been applied 

in the last years, none of them have completely satisfied the indicated standard of the US 

Department of energy considering economic as well as environmental parameters.11  

 Today the available technologies permit directly to store hydrogen through chemical or 

physical combination with several materials or by modifying its physical state in gaseous 

(pressurized gas) or liquid (cryogenic liquid). Nevertheless, these last two methods are hindered 

by the H2 physico-chemical properties. Indeed, because of the low boiling point (20.28 K) liquid 

hydrogen requires addition of a refrigeration unit to maintain a cryogenic state, a process which 

is very expensive. Concerning the storage in gaseous phase, the very low density (0.08988 g/L at 

1 atm) makes necessary the use of high-pressures, a process complicated by the weight of the 

canisters and the possible leaks. For these reasons, a great effort has been done in the last years 

to develop methods able to store hydrogen through the combination with other materials so that 

today different methodologies can be used: 1) adsorption on materials with a large specific 

surface area,12 2) adsorption in interstitial sites in a host metal,13 3) bonding in covalent and 

ionic compounds14 and 4) oxidation of reactive metals (Zn, Li, Mg, Al, Na) with water.15,16 This 

last method allows for the highest densities of hydrogen and offers a very safe and efficient way 

to store it. For instance, 6.5 H atoms are stored in each cm3 of MgH216 in spite of 0.99 in hydrogen 

gas and 4.2 in liquid hydrogen.17 It is believed that further scientific research and technical 

developments will lead to new materials with values of hydrogen density close to 300 kg/m3 

which is almost two times the best materials knows till date (Mg2FeH6 and Al(BH4)3). 
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1.3. Hydrogen use 

 After being produced and properly stored, Hydrogen is ready to be utilized. Notably, it 

can provide energy in two different ways: i) combustion ii) through fuel cells.18,19 

 The combustion is mainly used for transport applications. Hydrogen can be, in fact, 

burned in an internal combustion engine in the same way as non-renewable fuels such as petrol 

or diesel in order to power vehicles.  This process produces water as the main byproduct, but 

also small amounts of oxides of nitrogen which is an air pollutant. 

 In contrast, fuel cells are suitable for a wide range of applications going from stationary 

power generators to laptops and mobile phones. Furthermore they assure higher efficiency with 

respect to combustion based devices (45% vs 25%19). This technology is, therefore, considered 

of choice for a possible future Hydrogen Economy.  

2. Fuel cells: working principle  

 The fuel cells are devices used to produce electricity from different fuels. In spite of their 

recent development, they represent one of the oldest electrical energy conversion system known 

to man. Their invention is attributed, indeed, to Sir William Grove, a Professor at the university 

�‘�ˆ�����”�ƒ�•�Ž�‡���™�Š�‘���‹�•���s�z�w�t���•�—�•�•�ƒ�”�‹�œ�‡�†���–�Š�‡���ˆ�—�‡�Ž���…�‡�Ž�Ž���’�”�‹�•�…�‹�’�Ž�‡���‹�•���–�Š�‡���ˆ�‘�Ž�Ž�‘�™�‹�•�‰���ˆ�ƒ�•�‘�—�•���™�‘�”�†�•�ã���òEvery 

chemical synthetic action may by a proper disposition of the constituents be made to produce a 

voltaic current�ó�ä�� 

 All fuel cells have the same basic operating principle and their core consists of two 

electrodes and one electrolyte. At the negative anode the fuel is oxidized while at the positive 

cathode the oxygen is reduced and ions are transported from one side to the other through the 

electrolyte (Figure I-4). In other words, a fuel cell operates as a galvanic cell in which the free 

energy of a chemical reaction is converted into electrical energy. Notably, if we consider n 

electrons involved in the reaction, the Gibbs free energy change is related to the cell voltage via: 

                                                                                                                                        (I -1) 

where F is the Faraday constant and �ÃUo is the voltage of the cell for thermodynamic equilibrium 

in the absence of a current flow. 

 The electrochemical reactions occurring in a fuel cell (oxidation at the anode and 

reduction at the cathode) would occur very slowly in absence of a catalyst which is therefore 

critical to ensure the correct operation of these devices.20 Such a catalyst, which covers each of 

the electrodes, is usually made of platinum powder very thinly coated onto carbon paper or 

cloth. Furthermore, in order to have the maximum surface area of the platinum exposed to the 

hydrogen or oxygen, the catalyst is porous and rough.21 However, the efficiency of a catalyst in a 

fuel cell can be strongly affected by the low degree of purity of the fuel.22 This can arise some 
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problems especially when the fuel is hydrogen since high levels of purity are obtained only after 

very expensive and difficult processes. 

 The key component of a fuel cell is the electrolyte which determines the temperature 

window of operation. Consequently fuel cells are named after their electrolyte material and are 

commonly classified into two main groups depending on the temperature operation: 

- Low-temperature fuel cells operating at temperatures < 250°C such as alkaline (AFCs), polymer 

electrolyte membrane (PEMFCs) and phosphoric acid (PAFCs) fuel cells. 

- High-temperature fuel cells operating at > 500 °C such as solid oxide (SOFCs) and molten 

carbonate (MCFCs).  

 

 

Figure I-4: Working principle of a generic fuel cell (the solid electrolyte is here represented by a 

membrane).  

 As shown in table I-1, all fuel cells operate through reactions in which ion species 

migrate through the electrolyte membrane: protons (H+) in PEMFC and PAFC, hydroxyl ions (OH-

) in AFC, oxide ions (O2-) in SOFC and carbonate ions (CO32-) in MCFC.  

 The growing interest of the last few years in these devices has been due to their capacity 

to convert Hydrogen in electricity without any GHG emission and producing only water as by-

product. Nevertheless, after more than 150 years from their invention, a strong technical 

progress able to reduce the cost is still necessary for a large scale commercialization which can 
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be optimistically  obtained in the near future. Obviously, the high cost can be reduced only if 

substantial investments and strong research effort in fuel cell development will be made in the 

next years.  

Table I-1: Electrolyte, operative tem perature and transferred ion for each of the 
different types of fuel cells (Adapted from 23). 

fuel cell electrolyte 
operative 

temperature, °C 
transferred ions 

PEMFC polymer membrane  70-110 H+ 

PAFC phosphoric acid 150-250 H+ 

AFC alkaline 100-250 OH- 

SOFC solid oxide 700-1000 O2- 

MCFC molten carbonate 500-700 CO32- 

 

 The different suitability for particular applications depends on different characteristics 

mainly due to the operative temperatures. PEMFC and PAFC are well matched to transport and 

mobile applications thanks to the fast start-up, whereas high-temperatures fuel cells are better 

suites as stationary power generators because of the longer time to arrive at operating 

temperature. A brief overview of the different fuel cells technologies will be given in the 

following with particular attention devoted to advantages and disadvantages relative to each 

other as well as on their different suitability. 

 

2.1. High temperature  fuel cells   

SOFC 

 The solid oxide fuel cells (SOFCs) are the oldest devices of the family. The solid oxide 

electrolyte, basic component from which they were conceived, was discovered in 1899 by 

Nernst who reported the different conductivity between pure metal oxides (very low even at 

high temperatures) and the mixtures of metal oxides which can possess dramatically higher 

conductivity.24 Notably, he pointed out the coherence of these results with the behavior of liquid 

electrolyte where the conductivities of aqueous salt solutions are much higher than pure water 

and pure common salt. Mixed oxides which exhibit high conductivity at elevated temperatures 

were therefore identified including the composition 85% zirconium oxide and 15% yttrium 

oxide, particularly favorable as patented by Nernst himself. Only six years later the first patent 

on fuel cells with a solid electrolyte (using porcelain and glass) was filed by Haber.25 
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  In the following years, the development of SOFC was significantly hampered by serious 

materials problems especially related to the high operating temperature and to the reducing 

nature of the fuel gas. A renewed interest in this technology is evident only after 1960 due to 

various factors such as the progress in preparation and production of ceramic materials and the 

general interest in fuel cell technology as "environmental friendly". 

 

Figure I -5: Concept diagram of SOFC (adapted from 26).  

 SOFC are also the only fuel cell in which the charge transport in the electrolyte involves  

negatively oxygen ions (O2-) (Figure I-5). Notably, in the case of pure H2 as fuel, the chemical 

reactions occurring during the operation are the following: 

i) Anode reaction: 2H2 + 2O2- �\���t�� 2O + 4e�� 

ii) Cathode reaction: O2 + 4e�� �\���t�� 2- 

iii)Overall cell reaction: 2H2 + O2 �\���t�� 2O 

 At the cathode the oxygen gas reacts with electrons to create oxygen ions which then 

cross the electrolyte to react with hydrogen gas at the anode where electricity and water is 

produced. It is worth to underline that also carbon dioxide (CO2) can be a product of SOFC for 

instance using hydrocarbons which are converted into carbon monoxide (CO) and hydrogen (H2) 

at the anode. In this case the reactions can be expressed as in the following:  

i) Anode reaction: CO + H2  +  2O2- �\������ 2 + H2O + 4e��  

ii) Cathode reaction: O2 + 4e�� �\���t�� 2- 

iii) Overall cell reaction: H2 + CO + O2 �\���� 2O + CO2 

Nevertheless, the carbon emissions from an SOFC system are less than those from a fossil fuel 

combustion.27 
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 Concerning the technological aspects of this device, the peculiarity is represented by the 

high temperatures used (conventionally between 700-1000°C) which leads to several effects. 

For instance, in case of using hydrocarbon fuel, thanks to the high temperatures, an internal 

reforming of the fuel is possible so that the hydrocarbon is catalytically converted to carbon 

monoxide and hydrogen within SOFC. This reduces the costs and the complexity of the system. 

The tolerance to carbon monoxide and in general to impurities represent another advantage of 

SOFC which markedly contrasts with other types of fuel cells like PEMFC which for instance 

requires expensive and complex systems to contrast the CO poisoning (for a short discussion on 

that see section 3.3).  

 Despite these advantages, since high temperatures are necessary, SOFCs are not suitable 

for a large range of applications where a rapid start up and cool down is essential such as mobile 

devices and transportation. In contrast, they represent the most suitable fuel cells for 

applications in the distributed generation market (stationary power) because of their high 

conversion efficiency.28,29   

MCFC  

 Like SOFCs, the molten carbonate fuel cells (MOFCs) are high-temperature fuel cells, with 

an operative temperature of about 600°C. In such devices the electrolyte is a molten lithium 

potassium carbonate salt suspended in a ceramic matrix of beta-alumina solid (BASE) which is 

porous and chemically inert. Figure I-6 illustrates the working principle of a MOFC. 

The molten state of the electrolyte allows for the movement of the negative carbonate ions 

within the cell. Notably, the chemical reactions occurring during the operation are the following: 

i)Anode reaction: 2CO3-2 + 2H2 �\��2H2O + 2CO2 + 4e- 

ii) Cathode reaction: 2CO2 + O2 + 4e- �\��2CO3-2 

iii) Overall cell reaction: 2H2 + O2 �\��2H2O 

 The hydrogen fuel reacts with the carbonate ions available in the electrolyte to give 

carbon dioxide, water and electrons while the reduction happening at the cathode produce new 

carbons ions which are then transferred to the anode. As in SOFCs, since the high operating 

temperature dramatically improves reaction kinetics, a non-expansive catalyst can be used. The 

elevated operative temperature also makes the cell less prone to carbon monoxide poisoning 

than other fuel cells systems and prevent the need for an external reformer. One disadvantage 

associated with MCFCs concerns the necessity to inject carbon dioxide at the cathode as 

carbonate ions are consumed in reactions occurring at the anode. Furthermore, the presence of 

carbonate ions together with the high temperatures lead to a fast corrosion at the MCFC 

components and to a consequent very short cell life, considered one of the mayor limits of these 

devices.30 Regarding the applications, like SOFCs, MCFCs are used in large stationary power 
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generation whereas they are not suitable for mobile applications because of the high operative 

temperature.29 

 

Figure I -6: Concept diagram of MOFC (adapted from 26). 

2.2. An example of low temperature fuel cell: the proton exchange membrane 

fuel cell (PEMFC) 

Working principle and applications  

 The distinguish features of a PEMFC are the use of a polymer membrane (PEM) as 

electrolyte and the low operative temperature range (50-100°C). The occurring reactions can be 

expressed as in the following: 

i) Anode reaction: 2H2 �\���v��+ + 4e- 

ii) Cathode reaction: 02 + 4H+ + 4e-  �\���t�� 2O 

iii) Overall reaction: 2H2 + 02 �\���t�� 2O 

 The Hydrogen is activated by a catalyst to form electrons and protons. These last are the 

charge carriers of the system: they permeate through the polymer membrane from the anode to 

the cathode side. Here they react with the liberated stream of oxygen and the electrons arriving 

through the external circuit to give water as product (figure I-7) 

 Basically the PEMFC is comprised of (i) electrode-bipolar plates (ii) catalyst and (iii) PEM 

(figure I-8).  The electrode-bipolar plates act as anode for one cell and as cathode for the 

adjacent cell and can be made by different materials such as metal, graphite, carbon-polymer 

composites and others.31 Moreover they usually incorporate flow channels for the fluids feeds.  

The core of the system is represented by the so called membrane electrolyte assembly (MEA) 

which consist of the proton conducting membrane between two carbon papers coated with the 
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catalyst. Thanks to the presence of a immobilized electrolyte these devices are shock and 

vibration tolerant. This feature together with the fast startup and the instantaneous response to 

changes in demand for power make them the most promising type of fuel cell for transportation 

and mobile applications.32 

 

 

Figure I -7: Concept diagram of PEMFCs (adapted from 26) 

Nowadays most of the motor companies using fuel cells technology use solely PEMFC. Notably, 

automakers such as General Motors (GM), Hyundai, Honda, Daimler and Toyota, have 

proclaimed plans for commercializing their PEMFC vehicles by 2015.34 Figure I-9 shows some 

prototypes using PEMFC technology. Considering the fast-growing energy demand of the 

modern portable electric devices such as laptops or cell phones as well as the limited energy 

capacity of the current batteries, another promising area for PEMFCs is the portable electronics. 

Major electronics companies, such as Toshiba, Sony, Motorola, LG, and Samsung, have set up 

research units for portable fuel cells. The main advantage in this field concerns the ability of 

PEMFCs to provide continuous power as long as hydrogen fuel efficiency loss.32  

 Despite these efforts, barriers to their world -wide commercialization still exist mainly 

because of the low durability and the high cost.34 Further scientific breakthroughs in the field are 

therefore required mainly in material development and in improved understanding of PEMFC 

operation principles. Much of the current research topics in PEMFCs can be classified following 

few objectives: 

- reducing the poisoning of the catalyst by impurities gas. 

- obtaining materials with higher catalyst activity than the standard platinum particle catalyst. 
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- obtaining  high temperature PEMFCs (HT-PEMFCs). 

 

Figure I -8: The PEMFC components (adapted from33)  

 

Figure I -9: Fuel cell vehicles by various automakers (adapted from 32) 
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Reducing catalyst poisoning  

 As above mentioned, the hydrogen gas is produced mainly using steam reforming light 

hydrocarbons. This makes a mixture which also contains CO (1��3%), CO2 (19��25%), and 

N2 (25%)35. Since they combine both activity and stability in the fuel cell environment, Platinum-

based electrocatalysts are still the only used catalyst materials. Nevertheless, the sensitivity of 

the platinum to the impurities (especially to carbon monoxide) strongly reduce the catalyst 

performance during the operation.36  Therefore, reduction of the concentration of CO in the fuel 

and development of CO-tolerant electrocatalysts are considered among the most important 

factors to improve the performance of PEMFCs. Notably, current research is focusing on few 

ways to overcome the CO poisoning such as the use of CO tolerant catalysts, the oxidant bleeding 

into the fuel feed stream and the develop of membranes for the CO separation.37,38 

Increasing the catalyst activity  

 Because of his high cost, the large amount of platinum needed for a PEMFCs is today 

considered one of the reasons for which PEMFCs are excluded from commercialization. As a 

consequence, one of the main aims of catalyst design consist of improving his catalytic activity. 

In this sense, one of the most investigated strategy consist of modifying the size and the shape of 

the platinum particles in order to maximize the available surface to participate in reactions.39 

Another strategy concerns the synthesis of platinum nanocrystals with high-index planes which 

exhibit much higher catalytic activity than that of the most common stable planes.21  

Increasing operative temperature  

 Several technical advantages can be obtained working at temperatures beyond the 

typical temperature range (50-100 °C).40 Indeed, It has been shown that the catalyst poisoning 

effect strongly depends on the operative temperature.41 For instance, at CO concentration of 100 

ppm, a cell temperature of at least 100 °C is required for having CO tolerance while an operative 

temperature of 140°C makes the poisoning effect almost negligible.42 This dependence has been 

explained considering the strong temperature reliance of the adsorption equilibrium constant of 

CO on the catalyst since this interaction is associated with high negative entropy.  

 Advantages related to heat management can also be obtained. The 40-50% of the energy 

produced by a PEMFC, in fact, is heat that must be removed quickly to avoid overheating 

problems.43 For PEMFCs operating at low temperatures the heat rejection velocity of the 

conventional automotive radiators is insufficient to reject continuous full power waste heat so 

that a complex, weight and very large system is required. On the contrary, the cooling systems 

utilized for internal combustion engine (ICE) vehicles are sufficient for PEMFCs working at high 

temperatures so obtaining an improvement in terms of weight- and mass-specific energy 

densities of the system.44 Furthermore the produced excess heat can be recovered as steam 
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which can be used for direct heating or for pressurized operations. For instance, it has been 

shown that under an operating temperature of about 200 °C, the fuel cell stack can produce a 

water steam of up to 15 atm44 leading to a significantly increased efficiency.  

 In addition to the heat management, also a carefully and often difficult water 

management is necessary during the operation of a low-temperature PEMFC.44 Indeed, since in a 

low temperatures scenario a dual-phase water system is involved (liquid water/ vapor water), 

in high humidity conditions the electrodes can be flooded thus effecting the durability of the 

system.45,46 Under temperatures above the boiling point of water, the flooding problem is 

avoided and therefore the water management significantly simplified. Finally, thanks to the 

elimination or reduction of liquid water, an increasing of exposed surface area of the 

electrocatalysts is obtained as well as a better diffusion of the reactants in the reaction layer.47  

 Another technical advantages of the high temperatures PEMFCs concerns the electrode 

reaction kinetics. Indeed, working at high temperatures the reaction kinetics of both hydrogen 

oxidation and oxygen reduction reactions can be enhanced.40,48 Especially the latter is 

considered crucial to improve the performance of a PEMFC since, being slow, it determines the 

overall electrochemical kinetics of the systems. It is believed49,50 that thanks to the enhanced 

kinetic obtained working at higher temperatures, the necessity of using platinum catalyst (one of 

the mayor obstacle which makes PEMFCs non competitive) could be overcame with a 

consequent significant reducing of the system total cost. 

A PEMFC subcategory: DMFC 

 A particular type of PEMFC is the direct methanol fuel cell (DMFC). This device uses 

methanol  instead of hydrogen as power source: 

i) Anode reaction: 2CH3OH + 2H2O  �\��2CO2 + 12H+ + 12e- 

ii) Cathode reaction: 3O2 + 12e- + 12H+   �\���xH2O 

iii) Overall reaction:  2CH3OH + 3O2 �\��2CO2 +  4H2O 

 The main advantage respect to classical PEMFCs concerns the easy transportation of 

methanol which is stable at all the environmental conditions. Furthermore, these devices do not 

have many of the fuel storage problems typical of fuel cells because methanol has a higher 

energy density than hydrogen. Nevertheless, because of the so-called methanol cross-over 

(methanol diffusion through the membrane without any reaction), the fuel is fed as a weak 

solution so that the efficiency of these systems is very low.51 This disadvantage makes them 

targeted only to a restricted range of portable applications where power and energy density are 

more important than efficiency.52 
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2.3.  Other low temperature fuel cells  

AFC 

 The Alkaline Fuel Cells (AFC) are devices typically performing at temperatures between 

60 and 90 °C. The electric power is generated utilizing as electrolyte a porous matrix saturated 

with an aqueous alkaline solution such as potassium hydroxide (KOH). As depicted in figure I-10, 

the ions travelling across the electrolyte are the hydroxyl ions which react at the anode with two 

molecules of hydrogen to release 4 water molecules and 4 electrons: 

 i) Anode Reaction: 4OH- + 2H2 �\���v��2O + 4e 

The electrons flow through the external circuit and react with water to produce new OH- ions: 

ii)Cathode Reaction: O2 + 2H2O + 4e- �\���v���� - 

The overall reaction is given by: 

iii)Overall Cell Reaction: 2H2 +O2 �\���t�� 2O 

 

Figure I -10: Concept diagram of AFCs (adapted from26) 

 Several advantages characterize such device with respect to the other fuel cells. Since the 

used electrolyte is potassium hydroxide, a very cheap chemical standard, AFCs are the most cost 

efficient type of fuel cells. Furthermore they have no GHG emissions and the potential efficiency 

is the highest among the others fuel cells technologies (estimated at 60%).53 Despite these 

advantages, the use of  AFCs is still very limited. Indeed, differently from the other types of fuel 

cells, in AFC only pure hydrogen can be used as a fuel. Furthermore, the alkaline solution (KOH) 

used as electrolyte is able to absorb carbon dioxide (conversion of KOH to potassium carbonate 

K2CO3)  with the consequent poisoning of the cell. During the operation, therefore, air needs to 

be cleaned from CO2 �„�›���‹�•�…�‘�”�’�‘�”�ƒ�–�‹�•�‰���ƒ���ò�•�…�”�—�„�„�‡�”�ó���™�Š�‹�…�Š���•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�–�Ž�›���‹�•�…�”�‡�ƒ�•�‡�•���–�Š�‡���…�‘�•�–���‘�ˆ���–�Š�‡��
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whole system.54 Consequently, current research is focusing on finding a substitute of KOH.53 

Because of this poisoning effect, AFCs are mainly used for spatial applications, where purifying 

air is not necessary.55  

PAFC 

 The phosphoric acid fuel cells (PAFCs) have an operative range that is about 150°C-

210°C. They use liquid phosphoric acid (H3PO4) saturated in a silicon carbon matrix as 

electrolyte whereas the carbon paper is used to make the electrodes which are covered by 

platinum catalyst. As shown in the figure I-11, the hydrogen at the anode splits into 4 protons 

and 4 electrons which at the cathode combine with oxygen to form water. In this case the charge 

carrier is  the proton H+: 

i) Anode reaction: 2H2 �\��4H+ + 4e- 

ii) Cathode reaction: O2 + 4H+ + 4e-  �\���t�� 2O 

iii) Overall reaction: 2H2 + O2 �\���t�� 2O 

 

 

Figure I -11: Concept diagram of PAFCs (adapted from 26) 

 The expelled water is usually used in heating applications by conversion to steam thus 

increasing the efficiency of the system. Differently from AFCs, for which only pure H2 can be used 

as fuel, PAFCs can operate with a larger choice of fuels. Indeed, CO2 does not affect the 

electrolyte. However, the applicably of these devices is limited by the short range of operative 

temperature (150-210 °C). Indeed, at temperatures lower than 150°C phosphoric acid is a poor 

proton conductor and the poisoning of the platinum catalyst at the anode became severe. On the 

other hand, high temperatures create structural design problems, particularly for joints, 
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supporting pumps, and sensors mainly due to the aggressive hot phosphate. Their 

characteristics are therefore compatible only with a limited scale of on-site stationary 

applications.56 

3.  The key component of PEMFCs: the Proton Exchange Membrane 

 It is commonly accepted that the commercialization and competitiveness of PEMFCs will 

depend on continuous innovation and improvement of its key component: the proton exchange 

membrane (PEM).40,57,58 Notably, the basic requirements for a PEM are the absence of an  

electronic conductivity and the presence of an high proton conductivity. Little concern is 

devoted to electronic conductivity because the polymer electrolytes typically employed are 

inherently electrically insulating. On the contrary, the proton conductivity is a very important  

tool for determining the performance or utility of a membrane as a candidate for PEMFCs. 

Notably, levels of conductivity at least above 0.01 S/cm are required. In a fuel cell system, such a 

value is measured using the following equation: 

                                                                                                                                         (I-2) 

where L is the distance between the electrodes, R is the measured resistance and d and w are 

respectively the thickness and width of the membrane. Obviously, high levels of proton 

conductivity can be achieved only if the membrane is able to efficiently transport the protons 

from the anode to the cathode side, a process which can occur by means of different 

mechanisms. 

 

3.1. Mechanisms of proton transport in PEMs  

 Proton transport in PEMs can be carried out either by a vehicle mechanism diffusion59 or 

by a structural diffusion  (also named Grotthuss mechanism60,61).  

 

Figure I -12: Models of proton conduction. Top: Vehicle Mechanism; the protons transfer through a 

moving vehicle. Button: Grotthuss mechanism; the protons are passed through the cooperation of 

neighboring molecules. Adapted from .59 
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The former takes place with the aid of a moving "vehicle" (Figure I-12, top). In other 

words, the excess protons migrate through the membrane carrying small molecules with them.  

An example is given by the migration of H3O+ in hydrated membranes. 

 With the Grotthuss mechanism (Figure I-12, button), the proton diffuses through proton 

displacement (also termed proton "hopping") and molecular reorientation.  Notably, the proton 

conduction occurs through the formation and cleavage of H-bonds between neighboring 

molecules. Such a mechanism is named Grotthuss mechanism, since it was firstly proposed in 

1806 by Theodor Grotthuss60 who described the passing of protons in water as a cooperation of 

neighboring water molecules (Figure I-13). 

 

  

Figure I -13:  Schematic representation of Grotthuss mechanism in water.  

 

 If proton conductivity through vehicle mechanism is mainly affected by the mobility of 

the used vehicle (e. g. H2O or NH3 as complexes H3O+ or NH4+), the major aspects governing the 

proton conductivity in the Grotthuss mechanism are still unclear even if it is commonly accepted 

that dynamic hydrogen bonds are desired in order to enhance the local mobility which is crucial 

to reach high level of proton conductivity through structural diffusion.57 

3.2. Other desired properties of the membrane  

 Together with an high proton conductivity, also chemical and mechanical stability are 

considered vital for PEMs. Indeed, they are closely related to the PEM durability which is still 

one of the critical issue impeding the commercialization of PEMFC. Notably, membrane 

degradation can be classified into three categories: mechanical, thermal and 

chemical/electrochemical.62 The early life failure is mainly due to the mechanical degradation 

which can be, for instance, the effect of the overall dimensional change occurring during the 

operation and due to the resulting non-humidification or low humidification of the membrane. 

63,64 Furthermore, the PEM mechanical strength can be negatively affected  by the migration and 

accumulation of the catalysts and by the decomposition of the seal into the membrane. Since a 

rapid start-up and an efficient cooling system are essential for automotive and portable 

applications, the membrane must tolerate freezing temperatures as well as thermal cycling. 

Several studies65-67 have evidenced as the thermal stability issue of some PEMs is directly related 
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to the presence of water in the membrane. Indeed, the PEM's lifetime can be strongly affected by 

the volume change of water due to freeze/thaw cycles occurring during the operation.  

 The lifetime of the membrane can be also affected by the chemical/electrochemical 

instability. Indeed, the chemical reactions on the anode and cathode catalyst can produce 

peroxide and hydroperoxide radicals which are responsible of a chemical attack to the 

membrane whereas the rate of hydrogen and air crossover to opposite sides of the membrane 

causes only the 1-3% loss in fuel cell efficiency.68 Together with the tolerability to radicals, also 

the  reactant permeability is an important property for PEMs. Indeed, although the hydrogen 

and oxygen permeability in polymer electrolyte materials are typically low, they can affects the 

lifetime especially of ultra-thin membranes. Furthermore, as mentioned describing a 

subcategory of PEMFCs (DMFCs), also the PEM methanol permeability can represent a 

significant problem. It is much higher than reactant gas permeability and leads to significant 

performance losses due to the decrease of the overall fuel efficiency and to the impact on the 

cathode kinetics.51 

 Even though the membranes currently used fulfill many of the required properties, the 

projected PEMs cost has to be reduced drastically before having PEMFCs commercially feasible. 

Indeed, the strong PEMFC cost reduction of the last years (more than 35% from 2007 to 200969) 

is mainly due to the auxiliary facilities and catalyst while the membrane cost in nearly 

unchanged because of the widely employing of expansive perfluorinated polymers, still today 

considered the only marketable PEMs for use in PEMFCs. Nafion (Dupont de Nemours70), Dow 

(Dow Chemical71), Flemion (Asahi Chemical) or Aciplex-S (Asahi Glass72) are examples of 

perfluorinated polymers marketed as PEMs. In spite of a great number of alternative polymer 

membranes developed,58,69 including nonfluorinated types, Nafion is still considered the bench-

mark material against which most results are compared. 

3.3. The PEM state of the art: Nafion  

 The devolvement of Nafion, a sulfonated tetrafluorethylene copolymer, began in the 

early 1960s when the DuPont Company's Plastics Exploration Research Group was expanding on 

fluorine technology.73 It is the progenitor of a class of synthetic polymers called ionomers and 

represents the first perfluorosulfonic acid (PFSA) membrane used as PEM. As shown in figure I-

14, it consists of flexible side chains terminated with hydrophilic sulfonic acid groups and a 

chemically durable hydrophobic backbone. Ion content can be varied by changing the ratio of the 

two components (x and y in figure I-14). 
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Figure I -14: Chemical structures of Nafion, (a dapted from 58). 

   

 Because of the ionic nature of the SO3H groups, the ends of the sides tend to cluster 

within the overall structure of the membrane. In 1977 Gierke and coworkers74 proposed a 

Cluster-Channel Model for Nafion in which  the  neighboring  ionic  clusters  are  assumed  to  be  

connected by short narrow (Figure I-15). According to this model, the formed micelles, 

characterized by a 40 Å diameter, distribute continuous fluorocarbon matrix interconnected by 

narrow channels of about 10 Å in diameter. It is believed that this specific morphology and 

chemical structure is responsible of both the better proton conductivity and the higher lifetime 

compared to other materials.75  

 Notably, Nafion is commercially available in different weights. Among them, Nafion 117, 

characterized by a weight of 1100 EW and a thickness of 7 mil (1 mil equals 25.4 �Pm), is 

currently the most widely used. Note that an equivalent weight (EW) corresponds to the weight 

of Nafion (in molecular mass) per mole of sulfonic acid group.76 The combination of weight and 

thickness of Nafion 117 provides high proton conductivity (7.8 × 10��2 S/cm at ambient 

temperature77) and moderate swelling in water. Like other PFSAs, Nafion is quite resistant to 

chemical attack whereas at high temperature ( > 80°) the mechanical strength is very low.   

 

Figure I -15: Cluster-Channel Model of Nafion ( Adapted from 78) 

 Like in the other PFSA membranes, the degree of hydration is the main factor which 

governs the proton conductivity in Nafion.77 At high humidity condition, the membrane can be 

described as a two-phase system consisting of a network of water surrounded by a hydrophobic 

backbone (Figure I-16). This last provides the structural and thermal stability of the membrane 
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and it is also responsible for the immobilization of the dissociated sulfonic acid groups which are 

solvated in the interfacial region. During the process, catalytically produced protons act as 

defects and migrate through the membrane from the anode to the cathode carrying water 

molecules with them (H3O+ diffusion). Therefore the presence of this double-phase 

(hydrophobic matrix and hydrophilic channel) is necessary to transport protons since the 

proton transport mechanism is basically conduction through water. However, the hydronium 

diffusion alone (vehicle mechanism) can't explain the mobility of protons in water which is 

much higher if compared with other ions of a size similar to H3O+. Such a difference can be 

explained in terms of contribution by the so-called Grotthuss mechanism61 in which, as above 

mentioned, the transport of protons is determined by forming and breaking process of hydrogen 

bonds between the neighboring molecules, in this case water molecules. In short, the 

conductivity of Nafion relies on the proton mobility in the hydrophilic channel where protons 

are carried through both Grotthuss and vehicle mechanisms. 

 

 

Figure I -16:Proton transport in Nafion ( Adapted from 47) 

Limitations  

One disadvantage of Nafion consist of the high cost (amounting to US$ 700 per square meter) so 

that it is commonly accepted that some sacrifice in material lifetime as well as in mechanical 

properties may be acceptable in order to develop materials having commercially realistic costs. 

79 

 However, the major drawback of Nafion (and of the other PFSA membranes) is nowadays 

considered its inability to satisfy the requirements for the latest development of the PEMFC 

technology which consist of obtaining PEMs working at high temperatures (above 100 °C) which 
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allow for some important technical advantages (see section 2.2). Indeed, while this membrane 

performs very well in a water saturated environment, proton conductivity decreases 

considerably at low relative humidity  because of its reliance on water for proton conduction.77,80 

Obviously, as the temperature increases, the water uptake decreases considerably with a 

consequent strong decline of the cell voltage and efficiency. This makes impossible an operation 

temperature above 80°C. Furthermore, the adsorbed water affects the mechanical properties of 

the membrane by acting as a plasticizer so that a careful control of water uptake is critical 

during the operation for reducing adverse effects of swelling and degradation. 

 

3.4. Alternatives PEMs for high temperature PEMFCs  

 There are various strategies for obtaining membranes working at low humidity and high 

temperatures.58,69 They can be divided in two main  subcategories: i) Use of modified Nafion, ii) 

Use of different starting materials. For instance, an improved performance of PEMFCs under low 

humidity conditions can be obtained incorporating into Nafion membrane mesoporous silica 

spheres81. Furthermore, Nafion can be modified incorporating diversified additives such as 

fuctionalized silica82,83, modified carbon nanotubes,84 treated clays,85 zeolite,86 zirconia 

nanoparticles,87 zirconium hydrogen phosfate88 and ionic liquids.89 Other strategies consist in 

impregnating nanofibers of polyvinyl alcohol with Nafion solution,90,91 blending Nafion with 

different polymers,92 or the use of electrospinning to produce Nafion nanofibers.93 Although all 

these modifications allow for an enhanced performances respect to pure Nafion, they cannot 

reduce the final PEM cost since a high content of Nafion is still used for their production. In this 

sense, the use of alternatives and cheaper starting materials is more attractive. Notably, 

enhanced performance at elevated temperatures can be obtained using different aromatic 

polymers which are produced incorporating aromatic moieties into several hydrocarbon 

backbones. Examples of efforts in this directions are represented by sulfonated polymers 

containing diarylsulfone units,94-96 sulfonated polybenzimidazoles,97 poly(aryloxyphosphazene)s 

functionalized with sulfonimide acid units and phenyl phosphonic units,98 sulfonated 

polyimides.99 Acid-base complexes are another viable alternative for having membranes 

maintaining high conductivity at elevated temperatures. These systems are characterized by an 

acid component which is incorporated into an alkaline polymer base for promoting proton 

conductivity. Examples are represented by polybenzimidazoles blended with phosphoric acid100 

or sulfuric acid,66 amorphous polyamide with phosphoric acid,101 sulfonated arylene main-chain 

polymers with poly(4-vinylpyridine) and polybenzimidazoles,102 phosforic acid blended 

polyvinyl alcohol,103 blends of sulfonated polysulfones and polybenzimidazoles doped with 

phosphoric acid.104,105  
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 Among the various compounds utilized and investigated in this context, the mayor rule 

has been played by nitrogen containing heterocycles such as imidazole and 1,2,3-triazole. These 

azoles have been utilized to replace water in Nafion (liquid solvents) and as basic components of 

several aromatic polymers and acid-base complexes able to conduct protons at high 

temperatures and under anhydrous conditions.   

 

3.5. Azoles and azole-based polymers as proton conductors  

Azoles as liquid solvents 

 As described in section 3.2, the major drawback with the use of Nafion and other PFSA 

membranes is that their conduction mechanism relies on water-assisted proton transport 

involving both the vehicular motion of hydronium ions and the Grotthuss mechanism.  

 In this scenario, the replacement of water with imidazole and other N-heterocycles has 

generated much excitement in the last years.106,107,108 Indeed, charge migration in these 

compounds occurs, as in water, by protons mobility but their boiling points (bp) are higher so 

allowing for operative temperatures above 100°C. Notably, imidazole (bp: 257 °C) shows a 

proton conductivity  of 10�«3 S/cm in the range of 90��120 °C106 and 1,2,3-triazole (bp: 203 �ìC) has 

a proton conductivity of about 1.3 x 10-4 S/cm in the anhydrous state at room temperature.109 

Kreuer et al.106 have shown that in sulfonated polyetherketone membranes water can be 

replaced by imidazole allowing for high conductivity at temperature above 100°C. 

Although details of the conduction mechanism in imidazole remain still obscure, the presence of 

a structural diffusion has been established experimentally.106 A Grotthuss-type diffusion 

mechanism in imidazole was first proposed by Daycock in 1968110 and Kawada in 1970111 

(Figure I-17). It involves two steps: i) intermolecolar proton transfer (PT) reactions along the 

chain, ii) reorientation of the scaffold for restoring the starting conformation and having 

subsequent PT reactions. The difference between the two models concerns the PT step which 

takes place as a cooperative process (Figure I-17, a) or by migration charged defects (Figure I-

17, b). On the contrary, the reorientation step in both models involves a cooperative rotat ion of 

all the imidazoles in the hydrogen-bonded chain. This second step is expected being the rate 

limiting step since it involves the breaking of strong hydrogen bonds.107,110 

 Even though imidazole and imidazole-like compounds can offer the opportunity of 

having PEMs working at high temperatures and low humidity conditions avoiding water 

dependent conductivity, they have a major drawback. Indeed, being small molecules, they can 

leach out gradually during the process leading to a long-term decline in the performance of 

PEMFCs.112 The most efficient approach for solving this leaching issue consist of incorporating 

covalently these heterocyclic compounds into polymeric membranes. Indeed, if covalently 
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bonded, the azoles cannot been dragged out of the membrane while their local mobility is 

retained. In other words, instead of using them as alternative liquid solvents, these heterocycles 

became part of new alternative membranes, namely azole-based polymers. 

 

 

 

Figure I -17:  Proton conduction mechanism in imida zole proposed b a) Daycock110 and b) Kawada 111 
(adapted from 107). 

 

Azole-based polymers as anhydrous proton conductors  

 The poly(benzimidazole) (PBI) (figure I-18) is considered the precursor of the azole-

based polymers electrolytes. In 2000 Kawanara et al.113 shown that PBI films and strong acid 

(phosforic and solforic acid) form polymer complexes thermally stable up to 500°C and able to 

reach high conductivity in anhydrous conditions (10-5 S/cm at 160°C). The formation of the 

polymeric complex was explained as the result of acid-base interactions between imidazole 

moieties of PBI and acid molecules whereas the proton conduction as the result of Grotthuss 

mechanism involving the acid ( i.e. exchange of protons between H3PO4 and H2PO4-).   

 

 

Figure I -18:  Structure of PBI. 



CHAPTER I: Background and objectives 

25 
 

 

 One year later Schuster et al114 laid the foundations of the basic concept according to 

which the immobilized azole moieties can directly participate in the proton conduction 

mechanism. Indeed, a series of compounds with imidazole tethered to the chain ends of 

oligo(ethylene oxide)s (named Imi-nEO, figure I-19) reached  high conductivity at 120 °C in 

anhydrous conditions. 

 

 

Figure I -19:  Structure of the Imi -nEO (n=2,3,5) compounds investigated by Schuster and al.114  

 

 Since the vehicle mechanism cannot take place after heterocycles immobilization, the 

authors also suggested that the proton conductivity of these systems should be the result of a 

concerted (Grotthuss) proton transport in which a rapid long range transport of the "excess" 

protons occurs involving PT reactions between protonated imidazoles and their neutral 

neighbors followed by a conformational reorganization through rings rotation (figure I-20). 

Although these systems are much smaller than a fully polymeric system, their successful 

synthesis and characterization as well as their high conductivity demonstrated that the idea of 

reach high proton mobility in condensate phase through a fast N-heterocycle mediated proton 

trasport was a viable strategy. Based on these evidences, several azole-based proton conducting 

polymers have been synthesized in the last few years109,115-120 Among them, systems having a 

backbone structure of polyethylene (table I-2) have been extensively studied both as pure 

polymers or as blends with strong acids such as H3PO4 or H2SO4. Notably, concerning the acid 

blending,  two different strategies can be envisaged: 

-  doping with small amount of acid ( < 15 mol % with respect to the azole units) 

-  blending with molar excess of acid 

In the first case the increasing of the acid content plasticizes the materials shifting the 

temperature of glass transition (Tg) to lower values. The resulting higher polymer backbone 

mobility is consider the reason of the increased proton conductivity with respect to the pure 

polymer. On the contrary, it is commonly accepted that in systems where a molar excess of acid 

is used, the conductivity of the blends is mainly based on proton transfer between acid moieties 

as well as on their self diffusion.  
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Figure I -20: Proton conduction mechanism hypothesized by Schuster et al114 for Imi -nEo compounds: 

1) PT between heterocycles, 2) rings rotation ( Adapted from 114).   

4.  Objectives  

 Despite the advances obtained in the last years, the conductivity exhibited by azole-

based polymers (maximum values in the range 10-5 to 10-4 S/cm) is still order of magnitudes 

lower that that provided by fluorosulfonic acid membranes (10-1 S/cm). This is mainly due to the 

poor understanding of the mechanistic aspects involved in the charge transport. The necessary 

guidelines to pave the way for the design of more efficient materials can be obtained gaining 

insights into the structural underpinning that control the proton conduction mechanism. 

Notably, several challenges must be addressed before these polymers can provide effective 

alternative to fluorosulfonic membranes: 

- Obtaining a better understanding of the structural and energetic aspects of the proton transfer 

reactions occurring during the conduction.  

- Shedding light on the effect of the plasticizer on the backbone mobility and understanding how 

it is related to the proton conduction.   

- Obtaining new findings on the mechanism of conduction undertaking the complex interactions 

and the structural details of the polymeric systems. 

 In this context, an important role can be played by theoretical and computational 

chemistry. Indeed, the theoretical methods based on the density functional theory (DFT) allow 

to perform an in-depth investigation of the proton transfer reactions through a quantum 

approach while molecular dynamics simulations, which are based on a classical force field 

description of the system,  enable the study of the complex dynamic processes occurring in 

polymeric systems.  
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Table I-2:  Azole-based proton conductors having a  backbone structure of polyethylene . 

polymer structure reference Year 

a) poly-(4-vinyl -imidazole) 

 

Bozkurt et al.116 2001 

b) poly-(2-vinyl -4,5-dicyanoimidazole) 

 

Densmore et al.120 2004 

c) poly-(4-vinyl -1,2,3-triazole) 

 

Zhou et al.109 2005 

d) poly-(5-vinyl -1,2,3,4-tetrazole) 

 

Pu at al.118 2008 

e) poly-(1-vinyl -1,2,4-triazole) 

 

Çelik et al.119 2008 

  

 Based on these evidences and background, the present PhD thesis proposes an in-depth 

theoretical investigation of the processes related to the proton conductivity in azole-based 

polymeric systems in order to provide new relevant insights for a rational design of new and 

better performing materials. This study is performed through a combined approach based on 

both density functional theory and classical molecular dynamics. 

 

 In the chapter II  of this manuscript the theoretical basis of the tools used in the present 

research are presented. The first part proposes a descriptions of the quantum chemistry based 

methods while the second part is devoted to the presentation of the classical molecular 

dynamics. 
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 The chapter III  is devoted to the investigation of proton transfer reaction in protonated 

imidazole, 1,2,3-triazole and tetrazole dimers, basic components of azole-based PEMs. The 

outcomes obtained using several approaches based on density functional theory will be 

compared with those provided by accurate reference values obtained using post-Hartree Fock 

methods in order to select the best performing model able to catch both the energetic and 

structural features of the investigated systems. Furthermore, based on this investigation and 

with the aim of select the best functional(s) from a more broad-spectrum point of view, a 

benchmark study involving a set of chosen systems in which different kinds of PT reactions 

occur will be briefly presented. 

 

 In the chapter IV a detailed study of the charge transport mechanism on Poly(4-vinly-

imidazole) (table I-2, a)) is presented. The density functional theory results obtained for small 

systems are discussed in the first part while the simulations of molecular dynamics performed 

on a large oligomer are described in the second section.  Finally, based on the obtained oucomes 

a mechanism of conduction for this system will be proposed. 

 

 The chapter V  will be focused on a density functional theory based study of the rule of 

phosphoric acid in the conduction mechanism of Poly(4-vinly-imidazole). Notably, a molecular 

model characterized by a protonated trimer of P4VI and two molecules of phosphoric acid will 

be taken into account and the obtained results compared with those obtained with the acid-free 

model (chapter IV). 

 

 Starting from the conclusions drown out in chapter IV, in the chapter VI  the effect of a 

different wire tethering with respect to P4VI (position 2 instead of 4) will be explored by means 

of an investigation on a different polymeric system, namely poly (2-vinyl -imidazole). Such an 

investigation will be performed following the same theoretical protocol used for the first 

polymeric system and characterized by a combined used of methods rooted in density functional 

theory and molecular dynamics simulations. 
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CHAPTER II: THEORETICAL BACKGROUND 

 

 

 This chapter is devoted to the theoretical background of the present thesis. In the first 

section a general overview concerning the Quantum Mechanics (QM) based methods will be 

presented. Notably, after a general introduction, a detailed description of Hartree-Fock (HF) 

theory, Møller-Plesset (MP) perturbation theory, Coupled Cluster (CC) theory and Density 

Functional Theory (DFT) will be given. The basic principles of the Molecular Mechanics (MM) will 

be proposed in the second section together with a description of the MM-based methodologies 

used in the present work: Molecular Dynamics (MD) simulations at constant temperature and 

Umbrella Sampling technique. 

1. Quantum Mechanics  (QM) 

1.1.  The Schrödinger equation  

 The study of the properties of a system in Quantum Chemistry relies on the resolution of 

the Schrödinger equation.  The time-independent and non-relativistic  form can be expressed as: 

            (II -1) 

where is the Hamiltonian operator, �2 is the wave function and E is the energy of the system. 

For a system characterized by M nuclei and N electrons, the Hamiltonian operator can be 

described as: 

       (II -2)  

where A and B are indexes referring to the nuclei whereas i and j refer to the electrons. The 

interparticles distances are expressed by the variables r while the masses and the charges by M 

and Z. Finally, represent the Laplacian operator. Note that, following this definition, the 

Hamiltionian operator is expressed in atomic units (the numerical values of the electron mass 

me, of the elementary charge e, of the reduced Planck's constant �¾ and of the coulomb constant 

1/4 �S�H0  are all equal to one). 

 Furthermore, according to the equation II-2, the operator is divisible in the kinetic part 

which is expressed by the first two terms (kinetic energy of electrons and nuclei) and the 



CHAPTER II: Theoretical background 
 

42 
 

potential part expressed by the last three terms indicating respectively the Coulomb attraction 

between electrons and nuclei, the electron-electron repulsion and the nucleus-nucleus 

repulsion. An exact solution for this equation can be obtained only for systems in which no 

repulsion between electrons is present (those systems with a single electron).  Approximations 

are therefore necessary in most of the cases. 

 

1.2.  The Born -Oppenheimer approximation  

 The first assumption of the Hamiltonian expression is obtained through the Born-

Oppenheimer approximation.1 The momentum (p) of a particle is defined by: 

            (II -3) 

Where m and v are respectively the mass and the velocity of the considered particle. Since the 

momentum p depends on the charge, it is assumed that the p of the electrons and nuclei are of 

the same order of magnitude. In this case, since the nuclei are so much more massive than the 

electrons, they must accordingly have much smaller velocities so that the electronic 

wavefunction depends upon the nuclear positions but not the nuclear motion (which is so much 

slower than electrons). In addition, it is assumed that the electrons move in a fixed potential due 

to the nuclei so that the Hamiltonian expression can be simplified to the electronic part as:  

            (II -4) 

or  

  
         (II -5) 

 According to this assumption, the electronic energy Eel of a given system is simply the 

solution of the Schrödinger equation with the electronic Hamiltonian and the electronic 

wavefunction �2el. Finally, by adding the constant contribution of the nuclei repulsion at fixed 

geometry, the total energy is given by: 

          (II -6) 

1.3.  Molecular orbital (MO) approximation and basis functions  

 Once simplified the Hamiltonian expression, a further approximation is applied to define 

the functions �2 . The orbitals are definable as the form of the wave-functions describing one of a 

pair of electrons in a atom. In particular, the spatial orbital is definable as a function of the 

position vector that describes the spatial distribution of a given electron so that  is 

the probability to find the particle in a volume dr. Notably the spatial orbitals are orthonormals: 
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         (II -7) 

where �Aij is the symbol of Kronecker (�Aij = 1 if i = j and �Aij = 0 if i �²��j).  

 Nevertheless, the specification of the spin state is also necessary in order to have a 

complete description of an electron.  This condition is obtained through the definition of two 

orthonormal functions �=(�X) et �>(�X) so that two different states of spin are undertaken for each 

electron. Consequently, for each orbital, two different wave functions (called spin-orbital s) can 

be defined:  

         (II -8) 

 Having the expression of the wavefunction describing one electron, the approximations 

used for the multi electron wavefunction can be considered. Notably, it can be described as the 

product of the mono electronic wavefunctions: 

         (II -9) 

 This assumption was proposed by Hartree2 and the product of the mono electronic 

wavefunctions is called Hartree product. Nevertheless, according to the Pauli exclusion principle, 

the multi -electrons wavefunction must change its sign with respect to exchange of the electronic 

coordinates. This anti-symmetric condition is not satisfied by the Hartree product so that a 

better description is necessary. The Slater determinant (II -10) is an expression able to describe 

the multi-electrons wavefunction including the anti-symmetry requirements. For a N-electron 

system it is definable as: 

                 (II -10) 

where the different ways of placing the electrons in the spin-orbitals is represented by each line 

whereas the change of the sign of the wavefunction is obtained by the exchange of the lines 

which correspond to the exchange of two electrons. The symmetric functions are automatically 

rejected. 

 A further approximation is used in the so called LCAO (Linear Combination of Atomic 

Orbitals) approach where the molecular orbitals (�2) are described as a linear combination of 

atomic orbitals (�Ti). So, although their exact definition would require an infinite number of basis 

functions, the orbitals are here represented by a finite number of functions: 

                      (II -11) 
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where a coefficient ai is associated to each of the N functions used to create the molecular 

orbitals. Obviously, their construction needs a mathematical representation of each of the basis 

orbitals considered. The STO (Slater Type Orbitals) and GTO (Gaussian Type Orbitals) represent 

the two main types of such representation available. The general difference can be appreciated 

through the following representations for the 1s orbital of a hydrogen atom: 

                     (II -12) 

                    (II -13) 

 Where and �= are respectively the exponents of the Slater function and of the Gaussian 

function. This last is easier to deal with mathematically, since any product of two Gaussian 

functions can be represented by another Gaussian function. On the other hand, as the atomic 

orbital approaches to the core an even better description is obtained using the Slater basis 

function. This shortcoming of GTO can be overcome by reproducing the Slater function behavior 

using the so called contracted Gaussian functions which correspond to the sum of different 

Gaussian functions called primitives. Following this idea, different set of basis functions (called 

basis set) can thus be produced and used. From a more computational point of view, a basis set is 

a mathematical description of the orbitals within a system considered to perform a theoretical 

calculation. Obviously, larger basis sets approximate more accurately the orbitals but on the 

same time make the calculations more time consuming so that the selection of a basis set 

involves a trade-off between accuracy and computational cost and represents one of the critical 

parameters for setting a quantum chemistry calculation.  

 

1.4.  The Hartree -Fock Theory  

 One of the simplest approximate theories for solving the Schrödinger equation is the 

Hartree-Fock (HF) theory. It is based on a simple assumption: the single-particle function 

(orbital) does not depend explicitly on the instantaneous motions of the other particles. In other 

words, the electrons are subject to an average non-local potential arising from the other 

electrons. Although this approximation can lead to a poor description of the electronic structure 

since the correlation among the electrons is neglected, the HF theory represent the starting point 

for most ab initio quantum chemistry methods.  

The Hartree-Fock Equations 

 Starting from the time-independent Schrödinger equation (II -1) the energy for an 

electronic system in the state �2 is given by: 

                     (II -14) 
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 Assuming that the wavefunction can be approximated by a single Slater determinant, and 

taking into account the normalization condition so that , the average value of the 

electronic energy is: 

                 
(II -15) 

where the information about the kinetic energy and the attraction electron-nucleus of the 

electron i is given by the first term (II -16) while the second (II -17) and the third (II -18) terms 

are respectively the Coulomb and Exchange integrals referring to the interaction between the 

two electrons i and j. 

                  (II -16) 

                           (II -17) 

                  (II -18) 

 The Hartree-Fock method applies the variational principle. It consists in choosing a 

"trial  wavefunction" depending on one or more parameters, and finding the values of these 

parameters for which the expectation value of the energy is the lowest possible.  Notably, the 

principle is applied by minimizing the energy EHF obtained in the equation (II-15) as a functional 

of the spinorbitals: 

                      (II -19) 

It can be shown that the obtained energy will be always higher or equal to that of the ground 

state (E0): 

                    (II -20) 

Keeping in mind that �Vi are orthonormals, the minimization of EHF allows to obtain the so-called 

Hartree-Fock equations: 

                      (II -21) 

Where �Bi represents the energy of the orbital i and the eigenvalues of the monoelectronic 

operator (Fock-operator) which can be expressed as: 

                    (II -22) 

Where VHF(i)  represents the mean potential for the electron i due to the presence of the N-1 

other electrons.  In other words, in the HF theory each particle is subjected to the mean field 
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created by all other particles so that the electron-electron interaction  in the Hamiltonian is 

substituted by a monoelectronic operator VHF(i) which is called Hartree-Fock potential, given by: 

                    (II -23) 

Where is the Coulomb operator (II -24) and  is the exchange operator (II-25): 

                    (II -24) 

                  (II -25) 

 Since the Fock operator depends on the spinorbitals through VHF, the Hartree-Fock 

equations have to be solved in an iterative way. The general procedure consists of making the 

orbitals self-consistent with the potential field they generate. This is obtained through an 

iterative trial -and-error method. The entire procedure is called the Self Consistent Field (SCF) 

method: starting from an initial trial function for the spinorbitals, the mean field felt by each 

electron is computed to solve the HF equations (II -21). The obtained new spinorbitals are then 

used to compute the new mean fields so that an iterative cycle is established. This procedure 

lasts until the difference between the energies of the incoming and outgoing  orbitals is less than 

a threshold value (convergence condition). 

 

1.5.  The correlation energy  

 As above described, within the HF method the antisymmetric wavefunction is 

approximated by a single Slater determinant. Nevertheless, single determinants are not able to 

express the exact wave function since the explicit electron-electron interaction is not taken into 

account. Notably, following the HF method, the multi -electrons wavefunction is definable as sum 

of the Fock operators:     

                                      (II -26) 

 The equation (II-26) describes a system of non-interacting electrons that are effected by 

a potential  VHF. The Fock operator is, in fact, mono-electronic. In other words, the probability of 

finding an electron at some location around an atom is determined by the distance from the 

nucleus but not the distance to the other electrons so that the correlation due to the coulomb 

interaction between the electrons (named Coulomb correlation) is completely neglected. 

Furthermore, within the HF approximation the correlation between electrons of opposite spins 
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is not taken into account so that the probability of finding two electrons having opposite spins in 

the same location of space is not equal to zero.  

 It is worth to underline that although the correlation between electrons of opposite spins 

is completely neglected in the HF approximation, it is fully accounted for electrons of parallel 

spin. This contribution named electron exchange is not part of the correlation energy which is by 

definition the difference between the energy computed with the HF approximation and the exact 

energy.  

                      (II -27) 

 The correlation energy can be added to the HF theory by using the so-called post-HF 

methods which are able to give more accurate results but requiring more computational time. In 

the following a brief description of the post-HF methods used in the present research will be 

presented. 

 

1.6.  The Møller -Plesset (MP) perturbation theory  

 In 1934 Møller and Plesset3 proposed a way to tackle the problem of the correlation 

energy. This method is based on the Rayleigh-Schrödinger (RS) perturbation theory in which a 

small perturbation  is added to the unperturbed operator   to have the "true" operator : 

                       (II -28) 

where �I is a parameter that can vary between 0 and 1. When �I is zero then  is equal to the 

zeroth-order Hamiltonian and when �I is one  equals its true value. The perturbed wave 

function (�\ ) and the perturbed energy (E) are expressed in powers of �I: 

                      (II -29) 

                      (II -30) 

so that by substitution in the time-independent Schrödinger equation (II-1), a new expression is 

obtained: 

                  (II -31) 
 The kth-order perturbation equation is given by equating the factors of ��k in this 

equation. From RS perturbation theory the MP energy correction is obtained by using the 

following perturbation:  
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                     (II -32) 

where �) 0 is  the lowest eigenfunction of the Fock-operator: 

                    (II -33) 

where N is the number of the electrons and �Hi is the orbital energy of the doubly occupied orbital 

�Mi. The zeroth-order operator can be defined as: 

                     (II -34) 

The zeroth-order energy is the value of  with respect to the Slater determinant �) 0 which is in 

turn the eigenfunction of F: 

                  (II -35) 

so that 

                     (II -36) 

whereas the first-order MP energy is equal to zero: 

                      (II -37) 

 To obtain an improvement on the Hartree-Fock energy it is therefore necessary the use 

of the Møller-Plesset perturbation theory to at least second order (MP2)4. The energy is given by 

the second order RS perturbation theory formula written on basis of doubly excited Slater 

determinants: 

    (II -38) 

where �Mi and �Mj  are the occupied orbitals whereas �Ma and �Mb are the virtual orbitals. The values 

�Hi, �Hj, �Ha and �Hb are the corresponding orbitals energies.  

 The MP2 calculation represents the most popular way to incorporate a part of the 

correlation energy in quantum mechanical calculation. Among all the post-HF methods, it is the 

least computationally intensive so assuring a good compromise between accuracy and 

computational time. Finally, it is worth to underline that  the MP perturbation theory is not 

variational so that energies lower than the exact energy can be obtained. 
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1.7.  The Coupled-Cluster (CC) theory  

 Another popular perturbation correction method is the coupled-cluster (CC) method 

suggested in 1966 by Cizek5. According to this theory the wavefunction can be expressed in an 

exponential form: 

                       (II -39) 

where  is an excitation operator that produces a linear combination of excited Slater 

determinants. It is named cluster operator and it can be written in the following form: 

                      (II -40) 

where n is the total number of electrons. The  operators generate all possible determinants 

having i excitations. For instance: 

                     
 
(II -41) 

                      (II -42) 

where i and j indicate the occupied orbitals, a and b the unoccupied ones and and  are 

annihilation operators. In order to find the approximate solution of  the unknown 

coefficients  and  have to be solved. The exponential operator can be expanded into Taylor 

series like in the following expression:
 

                   (II -43) 

 Since the number of occupied orbitals as well as the number of excitations are finite, this 

series is non unlimited. For instance, if we consider the double excitation operator we make the 

approximation  obtaining the CCD energy (coupled cluster with only double excitation 

operator): 

                    (II -44) 

 In a computational point of view, the determination of the coefficients t for all the 

operators included in the particular approximation represents the main problem. The usual 

procedure consist of left-multiplying the Schrödinger equation by trial wave functions expressed 

as determinants of the HF orbitals. The obtained equations are solved iteratively so that the 

coefficient t are derived and the coupled-cluster energy is computed as:       

                      (II -45) 
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 The insertion of single excitations in addition to doubles gives the CCSD model whereas 

the CCSDT one is obtained including triple  excitations. This last is computationally very costly 

and intractable for most of the systems so that several approaches to estimating the effects of 

the connected triples using perturbation theory have been developed.  Among them, CCSD(T)6 is 

the most commonly used. It fully includes singles and doubles whereas triples are computed 

with perturbation theory.  

 

1.8.  The Density Functional Theory  

 As above discussed, the main approximation of the Hartree-Fock theory is that the 

correlation energy is not taken into account while the exchange contribution is exactly computed. 

Although the post-HF methods are able to partly add this contribution, the computational cost is 

much higher as confirmed by their different scaling (the parameter indicating the time evolution 

of a calculation with respect to the number n of the basis functions used). Indeed, if the scaling 

factor for HF method is n4, for the post-HF methods is at least n5. For instance, scaling values of 

n5 and n8 characterize respectively the methods MP2 and CCSD(T). The correlation energy can 

be evaluated using an alternative approach given by the Density Functional Theory (DFT). The 

main idea of DFT consists in describing a system not via its many-body wave function but via its 

electronic density , a physical observable which is a function of only three spatial 

coordinates. The first attempt in this direction was made by Thomas and Fermi7,8 at about the 

same time of the work of Hartree (1927-1928). After proposing the full electronic density as the 

fundamental variable of the many-body problem, they derived a differential equation for the 

density without reporting the one electron orbitals. Although it set up the basis for the later 

development of the DFT, the Thomas-Fermi approximation was too crude because of the lack of 

both exchange and correlation effects.  

 About 40 years have been necessary before having the formulation of the thereoms of 

Honenberg and Kohn that put on solid mathematical grounds the idea of Thomas and Fermi and 

which represent the theoretical basis of the DFT method. The main advantage of this method 

relies on the low computational cost. Indeed, although the correlation energy is included, the 

scaling factor is evaluated to n3 which is lower than the HF method. This gain is due to the 

specific properties of the electronic density. Indeed, if the HF and post-HF methods are based on 

the wavefunction which has no physical meaning, the electronic density used by the DFT is 

a measurable physical observable depending upon only three spatial variables. Notably,  is 

definable as the number of electrons per unit volume and can be linked to the wavefunction 

using the following expression: 
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(II -46)  

The main idea of the DFT is that the ground state energy can be written explicitly as a functional 

of the electronic density: 

                       (II -47) 

The total number of the electrons n is given by the integration of �O over all space. As above 

mentioned, following the Born-Oppenheimer approximation, the Hamiltonian can be expressed 

as: 

                  
(II -48) 

where 

                      (II -49) 

 The Hohenberg and Kohn theorems prove that the external potential  is a 

functional of the electronic density so that the Schrödinger equation can be solved within the 

Born-Oppenheimer approximation. Furthermore the density that minimizes the total energy is 

the exact groundstate density. In other words, the ground state energy can be obtained 

variationally.  

The Hohenberg-Kohn theorems 

 The first theorem of Hohenberg and Kohn9 proves that for any system of interacting 

particles in an external potential  the density is uniquely determined. In other words, the 

external potential and consequently the energy are unique functional of the electronic density:  

                    (II -50) 

where FHF represents the so-called universal functional of Hohenberg and Kohn. It includes the 

kinetic and the electron-electron repulsion terms which are indeed independent from the 

potential and therefore equivalent in all the multielectronics systems:    

                      (II -51) 

 According to the second theorem of Hohenberg and Kohn the ground state energy can be 

obtained variationally: the density that minimizes the total energy is the exact real density.  In 

other words, the energy obtained as functional of an approximate electronic density is higher 

or equal to the real energy of the system in the ground state.  

                       (II -52) 
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 Although the Hohenberg-Kohn theorems are extremely powerful, they do not offer a way 

of solving the Schrödinger equation because of the presence of an electron-electron interaction 

term in the Hamiltonian. Indeed, if the density �U for which the energy is minimal is easily 

obtained from the corresponding wavefunction ��  using the equation (II-46), an infinite number 

of wavefunctions can be associated to the same electronic density.  

The Kohn-Sham method 

 A key breakthrough to overcome this problem has been obtained by Kohn and Sham10 . 

They realized that things would be considerably simpler if the real Hamiltonian is substituted by 

a fictitious Hamiltonian describing a non-interacting system of  N electrons characterized by the 

same density of the real system where the electrons do interact. For this system, the 

monoelectronic operator of Kohn and Sham is: 

                      (II -53) 

where 

                   (II -54)  

Vxc[ �U] is named exchange-correlation potential. It can be described as the one-electron operator 

for which the expectation value of the corresponding energy is the exchange-correlation energy 

: 

                      (II -55)  

 The evaluation of this energy contribution represents the main problem of  DFT based 

methods since the exact exchange and correlation functional is still not known. Keeping in mind 

the definition of the Kohn-Sham one-electron operator, we can undertake now the usual fashion 

to find orbitals (named Kohn-Sham orbitals) that minimize the energy of the system:     

                       (II -56)  

where the total energy can be described as sum of different specific contributions: 

                  (II -57)  

where  represents the kinetic energy of the non-interacting electrons system,  the 

classical electron-electron repulsion,  the exchange correlation energy and finally

 the interaction energy with the external potential.  

 The exchange-correlation energy can be therefore expressed as: 
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(II -58)  

where ��T represents the correction to the kinetic energy deriving from the interacting nature of 

the electrons while ��Vee represents all the non-classical corrections to the electron-electron 

repulsion energy. So, although  is typically referred as the exchange-correlation energy, the 

term includes also the correction for the classical self-interaction energy and for the difference 

in kinetic energy between the fictitious non-interacting system and the real one. The differences 

with the Hartree Fock approximation are evident. Indeed, if HF is a deliberately approximate 

theory whose development was motivated by the ability to solve the Schrödinger equation,  the 

Kohn-Sham method is in principle a exact theory where the relevant equations must be solved 

approximately because a key operator has 

unknown form. So, significant research effort has gone into finding functionals of the density 

that may be expected to give reasonable in order to make this method more and more 

accurate. 

Exchange-correlation Functionals  

 The exchange-correlation energy is computed through the so-called exchange-

correlation functional Fxc: 

                      
(II -59)

 For matter of clarity, it is opportune to adopt some notations normally used in this field. 

For instance, the functional dependence of Exc on the electron density is expressed as an 

interaction between the electron density �O and the so-called energy density �Hxc depending on �O: 

                      (II -60) 

where the energy density is treated as a sum of individual exchange and correlation 

contributions . 

Furthermore can be defined as the sum of the exchange and correlation contributions: 

                     (II -61) 

 Several classes of approximations to the exchange-correlation energy functional have 

been developed. In the local density approximation (LDA)11 the value of  the energy density �Hxc at 

some position can be computed only from the value of �U at that position. In other words, in the 

LDA approximation the electronic density is assumed locally uniform so that  is function 

of the electronic density only. Because of this assumption, the LDA approximation is appropriate 

only for systems where the electron density is almost spatially uniform, that is typically not true 

for most of the molecular systems. One way to improve the approximation consist in making the 

functional dependent not only on the local value of the density but also on the so-called gradient 
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of the density which is definable as the degree to which the density is locally changing. All the 

functionals including this gradient correction defines the generalized gradient approximation 

(GGA) family: 

                     (II -62) 

 The first popular GGA exchange functionals have been developed by Becke and are 

simply abbreviated with B as for instance B8812 or B9713 whereas the most widely used GGA 

correlation functional was proposed by Lee, Yang and Parr (LYP).14  

 A natural development of the GGA approximation is represented by the so-called meta-

GGA functionals. Indeed, in addition to the local density and to the gradient of the local density 

they employ the noninteracting kinetic energy term formed by the Kohn-Sham orbitals �\ i: 

 
                     

(II -63) 

Examples of meta-GGA functionals are the models named VSXC15 and B97D.16  

 Another family consist of the so-called global hybrids (GH) functionals  that combine a 

piece of Hartree-Fock exchange in a GGA (or meta-GGA) functional so that the exchange energy 

is composed by both DFT and HF contributions. Among the large family of functionals used in 

the present work two hybrid functionals have been proved to be the best characterizing our 

investigated systems. They are the functional proposed by Boese and Martin17 for the 

exploration of reaction mechanisms and named BMK (42% of HF exchange) and the B3LYP 

model18 (20% of HF exchange) which is based on the exchange-correlation functionals by 

Becke12 and Lee, Yang and Parr14: 

                  (II -64) 

where the parameters a (0.20), b (0.72) and c (0.81) have been obtained through the 

computation of atomistic energies, ionization potentials and electronic affinities of a range of 

appropriately selected molecules19.    

 The Range-Separated hybrids and the Doubly hybrids represents two subcategories of the 

hybrid functionals family. In the Range-Separated hybrids the Coulomb potential is separated into 

a short- and long-ranged part and these contributions are treated separately.20,21 Examples are 

given by the CAM-B3LYP22 and �Z-B97X23 models. The former characterized by 19% (short 

range) and 65% (long range) of HF exchange while the latter including 16% (short range) and 

100% (long range) of such contribution. 

 Finally, in the so called Doubly hybrids models,24 MP2 correlation energy (mixed with a 

semilocal correlation density functional) is also included. One of the most representative 

functionals of this family is B2PLYP24 which includes 53% of HF exchange. 
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1.9. Statistical thermodynamics and partition function  

 The connection between microscopic and macroscopic properties of a molecular system 

is assured by the statistical thermodynamic.25-27 Just as the microscopic system is described by a 

fundamental function as the wave-function or the density function, so too the macroscopic 

properties can be computed by using a fundamental function called partition function. For the 

thermodynamic state in which the number of particles N, the volume V and the temperature T 

are kept constant (called canonical ensemble) the partition function Q can be defined as: 

                     (II -65) 

where i runs over all the energy states of the system with the energy Ei and kb is the Boltzmann's 

constant. The partition function Q can been then used to define all the following macroscopic 

properties:   

                      (II -66) 

                       (II -67) 

                     
(II -68) 

                       (II -69) 

where U is the internal energy, H the enthalpy, P is the pressure, S the entropy and G the Gibbs 

free energy. 

 Despite these well established relations, the complexity of the partition function Q makes 

necessary some approximations.     

Assuming that the particles do not interact with one another, the partition function can be 

rewrote  as: 

                      (II -70) 

where q(V,T) is the partition function of the isolated molecule. In other words, the problem has 

been simplified from finding the partition function Q for the whole ensemble to finding the 

simpler molecular partition function q definable as:  

                      (II -71) 

where k refers to all the possible energetic levels, gk is the degeneration of each level and �H is the 

molecular energy. This last is assumed to be the sum of electronic, translational, rotational and 

vibrational terms: 

                   (II -72) 

Consequently the molecular partition function q can be now defined as:   
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                    (II -73) 

Therefore, thanks to this approximate treatment, the calculation of the partition function q relies 

on the computation of their different components.   

Electronic partition function  

 The electronic contribution to the partition function q can be expressed as: 

                   (II -74) 

This expression can be simplified thanks to two approximations. Firstly the energy of the excited 

states is too high to make a significant contribution in this equation due to the difference 

between the ground state energy and the excited states energy which is much higher than kbT. 

Assuming, moreover, that the ground state electronic energy is �H0=0 we can write: 

                       (II -75) 

 In other words, the electronic contribution to the partition function is equal to the spin 

multiplicity of the system and it is assumed to be independent from temperature. The 

contribution to the entropy can be expressed as : 

                       (II -76) 

Tran slational partition function  

 The only contribution depending on both temperature and volume is the translational 

contribution : 

                     
(II -77) 

where M is the molecular mass and h is the Plank's constant. The translational contributions to 

entropy and internal energy can be expressed as: 

                      (II -78) 

                       (II -79) 

Rotational partition function  

 If IA, IB and Ic  are the principal moments of inertia and �V  is the symmetry number, the 

rotational contribution can be wrote as: 

                    
(II -80) 

where �V  is 1 for asymmetric linear molecules and 2 for symmetric linear molecules. The 

estimation of the rotational components of the internal energy and entropy is given by: 
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(II -81)

 

                      
(II -82) 

Vibrational partition function  

 Considering a molecule having N atoms, there are 3N-6 (3N-5 if the molecule is linear) 

mode of vibrations i and frequencies v. The main assumption for the vibrational contribution 

evaluation  consist of approximate the modes as harmonic oscillators. In addition, the zeroth 

vibrational level is assumed to be zero so that the individual mode's partition function can be 

written as: 

                      
(II -83) 

whereas focusing on the full vibrational partition function for each mode we have: 

                      
(II -84) 

where the upper limit is 3N-5 for a linear molecule. The estimation of the vibrational 

components of the internal energy and entropy gives: 

 

                  (II -85)
 
 

                     

(II -86) 

 Although the described partition functions allow for an effective connection between the 

microscopic and the macroscopic properties of a system, it is worth to underline that correction 

factors are often necessary in order to have a better agreement with the experimental values. 

This is due to the approximations used to solve the Schrödinger equation and mainly concerns 

the frequencies values for which a scaling factor (constant for a given level of theory) is used. 

The vibrational contribution has been the unique considered in the present thesis.  

2. Molecular Mechanics (MM)  

 Because of their computational cost, the main limitation of QM methods is the limited 

size of the system that can be modeled. Larger systems can be studied by using molecular 

mechanics (MM) based methods28. Thanks to the different way to treat nuclei and electrons in 

the molecule, they are, in fact, lower computationally expensive. Notably, no wave function or 

total electron density are taken into account and the energy expression consist of a simple 
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algebraic equation rather than complex integral evaluations.  The molecular mechanical 

methods are based on the following principles: 

- The electrons are not explicitly examined at all but are assumed to find an optimal distribution 

around the nuclei. Nuclei and electrons lumped together are treated as atom-like particles 

(spheres). 

- Bonds between particles are viewed as harmonic oscillators (springs). 

- The different interactions are described through individual potential functions: bond 

stretching, angle bending, torsional energies and non-bonded interactions. 

- The potential energy functions contain parameters which are derived empirically or through 

highly accurate ab-initio calculations.  

2.1. Force Field 

 In Molecular Mechanics the collection of parameters defining the atoms and the 

interaction potentials as well as the resulting energy expression is named force field (FF). 

According to its orbital hybridization and bonding connectivity each atom is viewed as a defined 

type (atom type) described by particular parameters which are included in the energy 

expression. For instance, a sp3 and a sp2  carbon are treated differently because of the different 

hybridization. Furthermore, most of the FF parameterize atoms for specific functional group so 

that for instance the carbonyl oxygen in a carboxylic acid is described differently than the 

carbonyl oxygen in a ketone. Although different FF have been developed for different classes of 

molecules including small organic molecules (MM3),29  biopolymers (AMBER30, GAFF31,32) or 

organic molecules in condensed phase (OPLS-AA)33, the same general energy expression is used: 

                      (II -87) 

Where Es is the energy contribution for bond stretching, Eb is the energy due to the bond angle 

bending and Ew is the torsional energy for the twisting about dihedral angles (Figure 1) while Enb 

is the energy for non bonded interactions such as Van der Waals and electrostatic interactions. 

Most of the FF define the stretching and the bending interactions through an harmonic 

oscillator equations: 

                      (II -88) 

                      
(II -89) 

Where Nb and Na are respectively the total number of bonds and the total number of 

angles in the molecule, ks and kb are the FF force constants assigned to each pair of bonded 

atoms (ks ) and to each triplet of atoms defining an angle (kb ). The actual bond and angle are 

expressed respectively by l and �T  while the corresponding equilibrium values by the 
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predetermined parameters l0 and �T0. It is worth to underline that several factors can be taken 

into account to improve the accuracy of these terms. For instance, some FF include the so-called 

"cross terms" to account for correlations between stretch and bend components. 

 

 

 

 

Figure 1: Internal coordinates for molecular mechanics interacti ons: l governs bond starching, �T 

represents the angle term, �I gives the dihedral angle.  

 

Differently from stretching and bending contributions, the proper description of the 

torsional potential requires a form that reflects its inherent periodicity. This is allowed by a 

cosine expression: 

                     
(II -90) 

where Nd is the total number of dihedrals in the molecule, kd the force constant assigned to each 

dihedral, n is the periodicity of the rotation (number of cycles in 360°) whereas �I and �I0 are 

respectively the current and the equilibrium value for each dihedral. As with stretch and bend 

components, other terms may be included depending on the requested accuracy and the 

availability of data on which to base parameters. 

 The final term contributing to Etot is the energy given by non bonded interactions which 

are most often treated as combination of the electrostatic and Van der Waals (VDW) forces. The 

electrostatic contribution is modeled using a Coulombic potential whereas the  VDW 

interactions are typically described by Leonard-Jones equations:   

                   

(II -91) 

where Nnb is the number of pairs of atoms for which the non-bonded interactions are considered, 

r ij is the distance between the two atoms i and j whereas qi and qj are their partial charges that 
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are treated as a fixed parameters defining all atoms of a given type. �Hij and �Vij are VDW 

parameters determined following the Lorentz-Berthelot mixing rule: 

                       
(II -92) 

 
                     

(II -93) 

where �Hi and �Hj indicate the depth of the potential well created by a pair of atoms i and j 

respectively whereas �Vi and �Vj refer to the diameter of the sphere approximating such atoms. 

 Van der Waals and electrostatic contributions are usually not computed for atoms that 

are at a distance of one or two bonds in a given molecule. This is done in order to overcome 

numerical problems. Indeed, the potential can become strongly repulsive or attractive because 

of the small distances involved so that the interactions between such atoms are considered to be 

already correctly described by the intramolecular terms. The closest interacting centers are 

separated by at least three bonds and relative to each other in 1-4 position. These types of 

interactions, often referred as 1,4-vdw and 1,4-el, are considered separately with  respect to the 

interactions between atoms separated by more than three bonds which are treated in the same 

way as if they were intermolecular. 1,4-vdw and 1,4-el interactions are, in fact, scaled by a scaling 

factor depending on the used FF. Finally, it is worth to underline that in order to reduce the 

computational cost most of the FF use a distance value (named cutoff) beyond which all the non-

bonded interactions are ignored.   

2.2. Molecular Dynamic simulations  

 Once having a way to compute the total energy of the system, the time-dependent 

behavior of a molecule can be studied using Molecular Dynamics (MD). By integrating the 

Newton's lows of motion successive configurations of the system are generated and a trajectory 

specifying how the positions and velocities of the particles in the system vary with time is 

obtained.  

Basic principle  

 The trajectory is carried out by solving the differential equations embodied in the 

Newton's second low which is given by:   

                       (II -94) 

where Fi is the force exerted on the particle i, whereas mi and ai are respectively the mass and 

the acceleration of the same particle. Considering the sample case where the acceleration is 

constant: 

                       
(II -95) 
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where vi and xi are respectively the velocity and the position of the particle i. After integration, 

the velocity of the particle i in the time t can be expressed as: 

                      (II -96) 

there vi(0) is the initial velocity of the particle i. We can now once again integrate to obtain: 

                      (II -97) 

and combining the (II-96) and (II-97) we obtain the following relation which gives the position 

of the particle in the time t as a function of the initial position xi(o), the initial velocity vi(o) and 

the acceleration a:  

                     (II -98) 

 Therefore, to compute a trajectory, together with the initial positions of the atoms and an 

initial distribution of velocities only the acceleration is necessary that can be determined by the 

gradient of the potential energy function E:   

                       
(II -99) 

The Verlet integration algorithm  

 In a calculation of Molecular Dynamics an algorithm is required for integrating the 

equations of motion. There are many algorithms commonly used and all of them assume that 

positions x, velocities v and accelerations a can be approximated by expansions of Taylor series:  

                
(II -100) 

                
(II -101) 

                
(II -102) 

where b, c, and d are respectively the third, the fourth and fifth derivative. The most widely used 

method for integration of motion is the Verlet algorithm34 in which the new positions in the time 

t+�Gt are computed by using positions and accelerations at time t and the positions from the 

previous step (time t-�Gt). Indeed, using the Taylor series expansions we can write: 

                
(II -103) 

adding (II-100) and (II-103): 

                  (II -104) 

Note that the velocities do not appear explicitly in the Verlet algorithm. Nevertheless they can be 

calculated in various ways as for instance by dividing the difference in positions in time t+�Gt and 

t-�Gt by 2�Gt: 
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(II -105) 

 The Verlet algorithm is widely used because computationally cheap. However, in order to 

overcome some of its disadvantages, several variations have been developed as for instance the 

leap-frog algorithm35, the velocity Verlet method36 and the Breeman's algorithm37. In particular, 

one of its drawback is the lack of an explicitly velocity term in the equations making the 

velocities not available until the positions at the next step are computed. 

Choosing the time step 

 Once the integration algorithm is selected, a suitable time step �Gt for the simulation has 

to be chosen. There are no rigid rules for selecting the most appropriate �Gt to use in MD. 

Obviously a time step that is too large will lead atoms to move too far along a given trajectory, 

thus inadequately simulating the motion whereas a time step too small will make the simulation 

too time requiring. One general rule is that the time step should be approximately one tenth the 

time of the shortest motion. For instance in flexible molecules the shortest period of motion is 

given by bond stretches, especially those involving hydrogen atoms for which the vibration has a 

repeat period of about 10 fs so that a time step of 1 fs is commonly used. 

The thermodynamic ensembles 

 Molecular Dynamics simulations generate information at the microscopic level such as 

atomic positions and velocities. The connection between distribution and motion of the atoms 

and macroscopic properties such as temperature, pressure and energy is made via statistical 

mechanics which is the mathematical means to compute the thermodynamic properties of a 

material from a molecular description. In statistical mechanics26 a small set of parameters as for 

instance the temperature T, the pressure P and the number of particles N define a 

thermodynamic state. Rather the microscopic state is defined by the atomic positions x and 

momenta p which are viewed as coordinates in a multidimensional space called phase space 

having 6N dimensions (where N is the number of the particles of the system). In other words, 

during a MD simulation a sequence of points in the phase space is generated as a function of 

time. The collection of points in phase space satisfying the conditions of a particular 

thermodynamic state is called ensemble. In the present thesis all the MD simulations have been 

performed in the canonical ensemble (NVT) which correspond to the thermodynamic state 

characterized by a fix number of atoms (N), a fixed volume (V) and a constant temperature (T). 

MD simulations can be also carried out in alternative ensemble such as the microcanonical 

ensemble NVE (where the energy is fixed while the temperature varies) and the NVP ensemble 

(where the pressure is constant and the temperature varies).  



CHAPTER II: Theoretical background 
 

63 
 

Molecular Dynamics at constant temperature     

 The first step of a MD simulation consist of assigning the initial velocities to the atoms. 

This is typically obtained through a random selection from a Maxwell-Boltzmann distribution 

providing the probability p(vix) that an atom i of mass mi has a velocity vix in the direction x at the 

temperature of interest T:     

                  
(II -106) 

where kb is the Boltzmann's constant. In a constant-temperature MD simulation (NVT ensemble) 

a method (named thermostat) able to prepare the system at the desired temperature 

(equilibration step) as well as to control the temperature during the simulation is necessary. For 

instance, this temperature monitoring is obtained scaling the velocity. Indeed, the relation 

between the imposed temperature T and the time average of the kinetic energy is given by: 

                    (II -107) 
where N is the total number of the particles. In particular, the temperature can be controlled 

simply by multiplying the velocities at each step by a factor �����D�V���L�Q���W�K�H��Woodcock thermostat38: 

                     (II -108) 

 where T2  is the desired temperature and T1 the current temperature. The velocities are scaled 

also in the Berendsen thermostat39. Nevertheless, here the temperature is maintained by 

coupling the system to an external heat bath fixed at the desired temperature. Other thermostats 

such as the Langevin40 or the Andersen41 thermostat rely on adding stochastic forces and 

velocities. In particular, the Andersen temperature coupling scheme is a stochastic method in 

which the velocities are randomized by "imaginary" collisions. Notably, a particle is chosen by 

random selection at regular intervals and its velocity is randomly reassigned from the Maxwell-

Boltzmann distribution.  

    

2.3. Free energy calculations: the umbrella sampling technique  

 One of the limits of the MD simulations is the difficult sampling of regions in the phase 

space which are statistically less accessible. Indeed, the insufficient sampling of "rare events" can 

make the calculation of a free energy associated to a reaction mechanism or of a conformational 

change inaccurate because of the loosing of important contributions. One approach for 

overcoming this limit consists in utilizing a biasing potential (named umbrella potential ) which 

is added to the force field energy as a function of the reaction coordinate.42 The Potential of 

Mean Force (PMF) defines the free energy when it is expressed as a function of reaction 

coordinates and it can be determined as: 
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                    (II -109) 

where W(�C) is the potential of mean force, �C the reaction coordinate, kb the Boltzmann's constant, 

T the temperature and �U represents the probability of the coordinate taking on a particular 

value. The reaction coordinate �C is a function relating atomic positions x to the state �H: 

                     (II -110) 

 The calculation of W(�C) will be therefore not quite accurate if the sampling is insufficient 

at several states. The accuracy can be drastically improved dividing the reaction coordinate in 

several windows on which an "umbrella potential" is applied. Figure II-2 shows how the biasing 

potential is added: each color is a separate potential for which a different MD simulation is 

performed. 

 

Figure II -1: Picture of  umbrella potentials applied to different windows along the reaction 

coordinate . 

 

 The resulting different trajectories (one for each window) are then combined by using an 

algorithm called Weighted Histogram Analysis Method (WHAM)43,44 that allows to convert the 

biased potential into the unbiased one using all samples taken. Indeed, defining �Ui (�C) the 

unbiased probability of the ith window we can write: 

                   (II -111) 

where �E=1/(k bT), wi( �C) is the ith biasing potential, �Ui(b)(�C) is the ith biasing probability and fi is 

the free energy from adding the biasing potential which is definable as: 

                  (II -112) 

so using a linear combination of unbiased probabilities: 

                (II -113) 
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where N is the total number of windows, �U ���C�� is the total unbiased probability and ci���C�� are the 

so called "weights" which have to be defined in order to calculate the biased probabilities in each 

windows. First the weights are normalized: 

                           (II -114) 

finally they are fully defined by minimizing the variance in �U���C���ã 

                    (II -115) 
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CHAPTER III: DFT STUDY OF PROTON TRANSFER REACTIONS  
 

 

 In the present chapter the results concerning an in depth theoretical study of proton 

transfer (PT) reaction in different azolium-azole complexes will be discussed. The final part will 

be devoted to a brief description of a benchmark study on a set of chosen systems in which 

different kinds of PT reactions occur. The following results have been object of publications in 

Journal of Physical Chemistry A1 (section 1) and Journal of Chemical Theory and Computation2 

(section 2). 

 

1. Modeling proton transfer in imidazole -like dimers  

1.1. Introduction   

 As mentioned in chapter I, azoles compounds such as imidazole, triazole and tetrazole 

have been object of a continued interest in the last years mainly because of their use in the high 

temperatures PEMFCs. Firstly as viable substitute of water and then as basic component of 

anhydrous conducting membranes, imidazole has been the first compound extensively studied 

among the different azoles. More recently, triazole and tetrazole derivates have been taken into 

account especially as possible substitutes of imidazole in polymeric membranes. Interestingly, 

several experimental data have indicated that the imidazole substitution with such alternative 

azoles significantly improves the conductivity in some polymeric systems.3-5  

 As a consequence of the great experimental interest devoted to imidazole and imidazole-

like proton conductors, the theoretical analysis of the elementary steps of the proton conduction 

in these systems has gained more and more attention in the last few years. Notably, PT reactions 

in imidazole dimers and oligomers have been widely explored mainly using DFT based 

methods6-10 and also considering classical simulations.11 On the contrary, because of their more 

recent utilize, only few papers have been devoted to PT reactions occurring in triazoles and 

tetrazoles.10,12,13 

 The intention of filling this gap and elucidate the differences between such azoles 

represent only one of the motivations which have driven the DFT investigation described and 

discussed in the following. The main driven force has been the intent of determining the most 

suitable approach able to accurately reproduce the energetic and the structural features of this 
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family of heterocycles in order to apply it for a further DFT investigation on larger systems 

(azole-based polymers). Indeed, although the performance of DFT for PT reaction has been 

deeply investigated in literature since many years (see references 14,15,16,17,18,19,20), only a limited 

number of exchange-correlation functionals have been evaluated so far. Furthermore, these 

azole systems present some particular features as for instance the coupling between the 

delocalized �S-electrons and the PT reaction so that peculiars effects on the PT energetic can be 

envisaged. 

 In the first part of the present chapter the outcomes concerning the application of 

several DFT approaches to the study of structures and PT mechanisms in imidazole, 1,2,3-

triazole and tetrazole (Figure III-1) will be presented.  

 

 

Figure III -1: Sketches and atom numbering of a) imidazole, b) 1,2,3-triazole and c) tetrazole.  

 

1.2. Methodological details  

 All calculations have been performed using the Gaussian-09 package21. Among the large 

number of exchange correlation functionals present in literature, a representative set, including 

some of the most used and best performing DFT approaches for PT reaction, has been chosen. 

Notably, several global hybrids (GH) functionals have been selected: B3LYP,22 PBE0,23 BMK,24 

X3LYP,25 mPW1PW91,26 M06HF,27 and M062X.28 To this set, the LC-wPBE model,29,30 belonging 

to the family of the so-called range separated hybrids (RSH), has been added together with a 

recent exchange-correlation functional developed in our group and included as pure GGA 

approach (TCA31) or casted in a RSH model (LC-TCA32).  

 In order to define the best compromise between accuracy and computational cost, three 

basis sets namely 6-31G(d), 6-311+G(d,p) and 6-311++G(2d,2p) and belonging to the Pople's 

basis set family have been considered. 

 Geometry optimizations at MP2 level33,34 and single point calculations at CCSD(T) level35 

have been also carried out in order to have accurate reference values. Notably, both MP2 and 

DFT structures have been taken into account for computing CCSD(T) energies. 

 Finally, harmonic vibrational frequency analysis has been undertaken in order to 

confirm the nature (minimum or transition state) of the localized stationary states. Such analysis 

has been performed at both DFT and MP2 levels. 
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1.3. Identification of the PT reaction mechanisms  

 In the case of imidazole-like complexes, the PT reaction consist of transferring the proton 

involved in the H-bond between two moieties, of which one is positive charged. Such a reaction 

is commonly modeled by means of the simplest models: protonated dimers6,10,12,13 (Figure III-2). 

 

 

 

Figure III -2: Sketches of PT mechanisms in protonates dimers of a) imidazole, b) 1,2,3-triazole and c), 

d), e) tetrazo les. 

 As shown in figure III-2 (mechanism a), only one PT mechanism can be envisaged for 

protonated imidazoles (ImH+-Im). Notably, the starting and the resulting complexes of such 

reaction are exactly alike with the two moieties switched/interchanged.            

 The presence of an additional proton donor/acceptor atom in 1,2,3-triazole (nitrogen 

atom in position 2) leads to hypothesize different PT reaction mechanisms for the protonated 

complex (TrH+-Tr). Nevertheless, when the excess positive charge is transferred from or to the 

nitrogen atom in position 2, the complex involved (1,2-diH-1,2,3-triazolium -triazole) is 

considerably less stable (14.9 kcal/mol at MP2/6-311+G(d,p) level) than that considered when 

the proton passes from a nitrogen in position 3 to a nitrogen in position 1 (Figure III-2, b). This 

energy variation is mainly due to the delocalization of the positive charge which is much higher 

in 1,3-diH-1,2,3-triazolium -triazole than in 1,2-diH-1,2,3-triazolium -triazole. Also in this case, 

therefore, the PT mechanism is unique and characterized by equal initial and final 

rearrangements.     
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 On the contrary, the presence of a fourth nitrogen atom in tetrazole leads to different 

stable tautomeric forms of the protonated complex (TeH+-Te). So, even discaring protonated 

tetrazoles in which the hydrogen atoms are in adjacent positions (because of the lower 

delocalization as in 1,2,3-triazole), several PT mechanisms can be envisaged (Figure III-2, 

mechanisms c, d and e). Only 1H-tautomers are involved in the mechanism c which is similar to 

those considered for protonated imidazoles and 1,2,3-triazoles: the final complex is the same of 

the starting one with the switched positions of the heterocycles. On the contrary, the resulting 

complex of the PT reaction d is different from the initial rearrangement. Indeed, during this PT 

mechanism the heterocycles change their tautomerism from 2H to 1H tautomer and viceversa if 

the opposite direction of conduction is considered (mechanism e). In other words,  mechanisms 

d and e refer to two contrary directions of the same PT reaction.     

 All the reactions depicted in figure III-2 have been analyzed. For each mechanism, the 

nitrogen atom giving the proton will be referred as ND (nitrogen donor) while th e other nitrogen 

involved in the H-bond and so accepting the proton as NA (nitrogen acceptor). 

 

1.4. Basis Set selection 

 As above mentioned in chapter II, the selection of the basis set constitutes one of the 

critical steps for setting a quantum chemistry calculation with a good compromise between 

accuracy and speed. In this sense, the values of energetic barriers of proton transfer for 

mechanisms a, b, and c have been computed using three different basis sets (6-31G(d), 6-

311+G(d,p), and 6-311++G(2d,2p)) and using both DFT (B3LYP and PBE0 functionals) and MP2 

approaches (Table III-1).  

 

Table III -1: Proton transfer activation energies  (kcal/mol) for 
Imidazoli um-Imidazole (ImH +-Im), 1,2,3-Triazolium -1,2,3-
Triazole (TrH +-Tr), and Tetrazolium -Tetrazole (TeH+-Te) 
complexes computed using three different basis sets.     

 ImH+-Im TrH+-Tr TeH+-Te 

mechanism a b c 

6-31G(d) MP2 1.3 1.6 3.4 

B3LYP 1.0 1.0 2.0 

PBE0 0.6 0.6 1.6 

6-311+G(d,p) MP2 0.5 0.4 1.4 

B3LYP 0.7 0.6 1.0 

PBE0 0.3 0.2 0.6 

6-311++G(2d,2p) MP2 0.6 0.7 1.8 

B3LYP 0.9 0.7 1.2 

PBE0 0.4 0.3 0.7 



CHAPTER III: DFT study of proton transfer reactions  
 

75 
 

 

Table III -2: Computed ND-H (Å), NA-H (Å) and ND-NA (Å) distances for 
imidazolium -imidazol (Im H+-Im) complex (mechanism a), 1,2,3-trizolium -1,2,3-
triazole complex (mechanism b) and tetrazolium -tetrazole complex (mechanism 
c) using three different basis sets.  

  ImH+-Im  
minimum a transition state 

ND-H NA-H ND-NA ND-H NA-H ND-NA 

6-31G(d) MP2 1.094 1.613 2.706 1.286 1.286 2.571 

B3LYP 1.096 1.606 2.702 1.286 1.286 2.572 

PBE0 1.111 1.543 2.655 1.279 1.279 2.558 

6-311+G(d,p) MP2 1.118 1.517 2.634 1.279 1.278 2.557 

B3LYP 1.108 1.562 2.670 1.286 1.286 2.572 

PBE0 1.127 1.501 2.628 1.279 1.279 2.558 

6-311++G(2d,2p) MP2 1.109 1.526 2.635 1.278 1.278 2.555 

B3LYP 1.102 1.569 2.671 1.285 1.285 2.567 

PBE0 1.124 1.499 2.623 1.278 1.278 2.555 

 

 

 TrH+-Tr  
minimum b transition state 

ND-H NA-H ND-NA ND-H NA-H ND-NA 

6-31G(d) MP2 1.082 1.645 2.696 1.283 1.287 2.570 

B3LYP 1.098 1.596 2.686 1.285 1.285 2.571 

PBE0 1.108 1.550 2.651 1.278 1.280 2.557 

6-311+G(d,p) MP2 1.124 1.500 2.620 1.278 1.277 2.554 

B3LYP 1.117 1.539 2.654 1.286 1.286 2.571 

PBE0 1.143 1.465 2.607 1.278 1.280 2.558 

6-311++G(2d,2p) MP2 1.104 1.553 2.629 1.277 1.277 2.554 

B3LYP 1.109 1.551 2.658 1.285 1.285 2.570 

PBE0 1.131 1.485 2.615 1.277 1.277 2.554 

  TeH+-Te  
minimum c transition state 

ND-H NA-H ND-NA ND-H NA-H ND-NA 

6-31G(d) MP2 1.059 1.747 2.731 1.282 1.283 2.565 

B3LYP 1.065 1.707 2.710 1.283 1.283 2.565 

PBE0 1.068 1.672 2.681 1.276 1.276 2.552 

6-311+G(d,p) MP2 1.072 1.636 2.660 1.275 1.275 2.550 

B3LYP 1.078 1.639 2.678 1.283 1.282 2.565 

PBE0 1.087 1.589 2.639 1.276 1.276 2.551 

6-311++G(2d,2p) MP2 1.065 1.642 2.660 1.275 1.275 2.550 

B3LYP 1.076 1.633 2.678 1.282 1.283 2.565 

PBE0 1.086 1.581 2.639 1.277 1.274 2.551 
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 For all the considered methods, the data show a large variation in going from the 

smallest to the intermediate basis sets thus indicating that the first one is insufficient to reach 

converged energies. Regarding the MP2 method, such variation is very large (almost 70%) so 

confirming as the performances of post-HF methods are stronger influenced by the basis set 

completeness. On the contrary, only slightly variations are obtained using the largest basis set 

 Such a trend is confirmed by the analysis of the structural parameters (ND-H, NA-H and 

ND-NA distances) involved in the H-bond (Table III-2) where the most significant variations are 

observed in going from 6-31G(d) to 6-311+G(d,p) basis sets.  

 In short, this preliminary study indicates that a good level of convergence for the 

considered systems (considering both energetic and structural features) is achieved using the 6-

311+G(d,p) basis set which will be, therefore, the only one considered in further calculations.  

 

1.5. The reference energy values  

 The second step of this study has been the choice of a appropriate level of theory able to 

give sufficiently accurate reference values. With this aim, CCSD(T) calculations have been 

performed on both MP2 and B3LYP optimized structures. The results are shown in table III-3. 

 

Table III -3: Computed single point energies (a.u.) at CCSD(T) level 
using MP2 and B3LYP structures. All data have been calculated using 
the 6-311+G(d,p) basis set. 

   minimum (a.u) TS(a.u) 

 ImH+-Im a -451.733220 -451.730192 

 TrH+-Tr b -483.689024 -483.685752 

CCSD(T)//MP2  c -515.692701 -515.673429 

 TeH+-Te d -515.689607 -515.689266 

  e -515.691211 -515.699266 

 ImH+-Im a -451.733775 -451.731609 

 TrH+-Tr b -483.690323 -483.688432 

CCSD(T)//B3LYP  c -515.694322 -515.690608 

 TeH+-Te d -515.691244 -515.691092 

  e -515.693493 -515.691092 

 

  

 Surprisingly, the total energies provided using DFT are lower than those obtained using 

the post-HF method MP2 in all the considered complexes thus indicating that the B3LYP 

structures are closer to the optimized CCSD(T) geometries which are too time consuming to be 

computed. The CCSD(T)/6-311+G(d,p)//B3LYP/6 -311+G(d,p) level of theory will be therefore 

the only used to provide the reference energy values used in the following. 
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1.6. PT in imidazolium -imidazole complex  

 The stationary points (minima and transition states) of the complex ImH+-Im have been 

computed taking into account all the considered functionals. Figure III-3 shows the obtained 

structures: a perfectly orthogonal rearrangement of the two heterocycles is present in both 

minimum and TS. Such a conformation takes place at all the considered levels of theory, the 

planar rearrangement being higher in energy as for instance in the case of the TS computed at 

B3LYP level (1.5 kcal/mol less stable if the rings are in the same plane). A more detailed analysis 

of the obtained minimum shows a picture where the distance ND-H is overestimated by most of 

the considered functionals  while an opposite tendency is observed for the distances NA-H and 

ND-NA . Exceptions are represented by B3LYP, BMK and LC-wPBE (Table III-4). 

 Concerning the structure of the TS, the differences among the considered functionals are 

less significant. Indeed, all the obtained N-H distances are in a small range going from 1.273 Å 

(LC-TCA0 and M06-HF) to 1.290 Å (TCA) while the ND-NA distance ranges from 2.545 Å to 2.580 

Å but with most of the functionals giving values around 2.565 Å. Here, the best agreement with 

the MP2 data is given by the functionals having 22-25% of HF exchange (PBE0, mPW1PW91, and 

X3LYP). 

 

 

Figure III -3: Structures of minima and transition states of  imidazolium -imidazole complex (ImH+ -

Im): minimum (left) and TS (right).  

 

 Beyond such small variations concerning the H-bridge parameters, the computed 

stationary points are predicted to have at any level of theory the structural rearrangement 

depicted in figure III-3a: in going from the minimum to the TS no significant conformational 

variation is observed. This is reflected in the low PT energy barrier which is only 1.4 kcal/mol if 

we consider the reference energy value (Table III-5). As expected, the energetic barrier is 

underestimated by almost all the functionals being in a range between 0.1 (TCA and M06-2X) 

and 0.7 (B3LYP) kcal/mol.  Interestingly, a value equal to the reference one is computed using 

the BMK functional while the MP2 method gives a barrier of only 0.5 kcal/mol. 
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Table III -4: Calculated ND-H (Å), NA-H (Å) and ND-NA (Å) distances for imidazolium -
imidazole complex (ImH +-Im). All data are computed using the 6 -311+G(d,p) basis 
set. 

  ImH+-Im  
 minimum a transition state 

 ND-H NA-H ND-NA ND-H NA-H ND-NA 

MP2 1.118 1.517 2.634 1.279 1.278 2.557 

B3LYP 1.108 1.562 2.670 1.286 1.286 2.572 

PBE0 1.127 1.501 2.628 1.279 1.279 2.558 

BMK 1.089 1.611 2.699 1.285 1.285 2.570 

X3LYP 1.152 1.455 2.608 1.282 1.282 2.563 

mPW1PW91 1.126 1.502 2.628 1.279 1.279 2.558 

LC-wPBEE 1.115 1.531 2.646 1.281 1.281 2.561 

M06HF 1.174 1.399 2.572 1.273 1.273 2.545 

M062X 1.135 1.486 2.621 1.281 1.281 2.562 

TCA 1.172 1.444 2.616 1.290 1.290 2.580 

LCTCA0 1.136 1.462 2.598 1.273 1.273 2.546 

 

Table III -5: Computed Proton Transfer energy barriers (kcal/mol) for Imidazolium -Imidazole (ImH +-
Im), 1,2,3,-Triazolium -1,2,3-Triazole(TrH +-Tr) and Tetrazolium -Tertrazole (TeH +-Te) complexes. In 
parenthesis are reported the imaginary frequencies (cm -1) of the transition states. All the values have 
been computed with the 6-311+G(d,p) basis set. The CCSD(T)/6-311+G(d,p)//B3LYP/6 -311+G(d,p) 
level of theory has been used for the reference values. 

 ImH+-Im TrH+-Tr  TeH+-Te  

mechanism a b c d e 

best estim. 1.4 1.2 2.3 0.1 1.5 

MP2 
 

0.5 (707i) 0.4 (564i) 1.4 (559i) 0.0 (407i) 0.4 (407i) 

B3LYP 
 

0.7 (796i) 0.6 (687i) 1.0 (640i) 0.0 (162i) 1.0 (162i) 

PBE0 
 

0.3 (616i) 0.2 (489i) 0.6 (422i) /  /  

BMK 
 

1.4 (989i) 1.3 (911i) 2.9 (875i)  0.2 (696i) 1.8 (696i) 

X3LYP 
 

0.2 (532i) 0.1 (364i) 0.6 (278i) /  /  

mPW1PW91 
 

0.4 (652i) 0.2 (534i) 0.5 (473i) /  /  

LC-�ZPBE 
 

0.5 (717i) 0.4 (587i) 1.1 (535i) /  /  

M06-HF 
- 

0.3 (1374i) 0.2 (1080i) 0.5 (1111.i) /  /  

M06-2X 
 

0.1 (458i) 0.1 (67i) 1.4 (80i)  /  /  

TCA 
 

0.1 (432i) 0.0 (239i) 0.1 (140i) /  /  

LC-TCA0 
 

0.2 (548i) 0.1 (360i) 0.8 (270i) /  /  
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 Taken together, these results show as a direct correlation between HF exchange 

contribution and the energetic outcomes cannot be done for such complex. For instance, despite  

the similar percent HF exchange, BMK (42%) and M06-2X (54 %) show very different 

performances. Indeed, if the first gives a barrier in perfect agreement with the reference one (1.4 

kcal/mol), the latter gives a value of only 0.1 kcal/mol. Finally,  energy and structure appear as 

two disconnected features. Indeed, the H-bond distances significantly differ from the MP2 

results if functionals providing almost the same barrier are considered. 

 

1.7. PT in 1,2,3-triazolium -1,2,3-triazole complex  

 The stationary points of the TrH+-Tr complex are characterized at any level of theory by a 

planar rearrangement of the two rings (figure III -4). The different conformation respect to the 

ImH+-Im pair could be imputed to the reduced steric effects due to the substitution of the CH 

group in imidazole with a nitrogen atom. Such a replacement, moreover, is responsible of a 

diffirent  H-bond bridge, the NN length being shorter of about 0.015 Å with respect to the ImH+-

Im dimer (table III-6). This leads to shorter NA-H (about 0.015 Å) and larger ND-H (about 0.006 

Å) distances, a tendency which is confirmed at each level of theory. 

 

 

Figure III -4: Structures of minima and transition states of  1,2,3 -triazolium -triazole complex (TrH+ -

Tr): minimum (left) and TS (right).  

 

 Concerning the performance of the considered functionals, the trend already discussed 

for the imidazolium-imidazole dimer is here almost respected. Again the ND-H distances of the 

minimum are overestimated while the NA-H and ND-NA lengths underestimated with exception 

represented in the first case by B3LYP and BMK and in the second one by B3LYP, BMK and LC-

�ZPBE. The largest deviations for the ND-H lengths are provided by M06HF and TCA functionals 

while BMK significantly overestimates both the NA-H and ND-NA distances. The best estimation is 

obtained using M06-2X and LC-�ZPBE. The trends already discussed in the ImH+-Im system are 
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confirmed also analyzing the energetic barriers. Indeed, as shown in Table III-5, the best 

agreement is again given by BMK (1.3 vs. 1.2 kcal/mol) and once again LC-wPBE determines the 

same results of MP2 (0.4 kcal/mol). 

Finally, it is worth to underline that no significant variation has been found between the 

energetic barriers of the two analyzed complexes. The reference energy value in TrH+-Tr pair is 

only slightly lower (-0.2 kcal/mol) respect to ImH+-Im and this trend is confirmed at any level of 

theory. In short, the analyzed complexes of imidazole and 1,2,3-triazole are characterized by 

similar structural and energetic features.  

 

Table III -6: Calculated ND-H (Å), NA-H (Å)and ND-NA (Å)distances 
for 1,2,3-triazolium -triazole complex (TrH +-Tr). All data are 
computed using the 6-311+G(d,p) basis set.   

  TrH+-Tr  
 minimum b transition state 

 ND-H NA-H ND-NA ND-H NA-H ND-NA 

MP2 1.124 1.500 2.620 1.278 1.277 2.554 

B3LYP 1.117  1.539 2.654 1.286 1.286 2.571 

PBE0 1.143 1.465 2.607 1.278 1.280 2.558 

BMK 1.081 1.624 2.680 1.285 1.285 2.571 

X3LYP 1.166 1.431 2.595 1.282 1.282 2.563 

mPW1PW91 1.137 1.477 2.613 1.279 1.279 2.558 

LC-wPBEE 1.126 1.505 2.629 1.280 1.280 2.561 

M06HF 1.189 1.373 2.559 1.271 1.271 2.542 

M062X 1.129 1.497 2.619 1.281 1.281 2.562 

TCA 1.196 1.405 2.601 1.289 1.291 2.580 

LCTCA0 1.150 1.436 2.584 1.273 1.273 2.546 

 

 Finally, it is worth to underline that no significant variation has been found between the 

energetic barriers of the two analyzed complexes. The reference energy value in TrH+-Tr pair is 

only slightly lower (-0.2 kcal/mol) respect to ImH+-Im and this trend is confirmed at any level of 

theory. In short, the analyzed complexes of imidazole and 1,2,3-triazole are characterized by 

similar structural and energetic features.  

1.8. PT in tetrazolium -tetrazole compl ex 

 As above described, because of the different tautomeric forms, three possible PT 

mechanisms can be envisaged for the TeH+-Te complex (Figure III-2). The figure III-5 shows the 

computed  localized structures for the corresponding minima and TSs. Obviously, the same TS is 

shared by the mechanisms d and e which present a peculiarity: only two functionals (B3LYP and 

BMK) are able to characterized all the three structures (minimum d, minimum e and TS). Indeed, 
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in contrast with the reference MP2 data, for most of the considered functionals only the 

minimum e is stable so that a TS is not computable. On the contrary, all the considered 

functionals are able to provide the stationary points of the mechanism c which is symmetric as 

mechanisms a and b. 

 The minimum c is the highest in energy (+3.5 kcal/mol at MP2 level, table III-7) while the 

minima d and e are almost isoenergetic (+0.2 kcal/mol  at MP2 level) even if e is the most lowest 

structure and that having the higher interaction energy (33.0 kcal/mol vs. 31.9 and 28.4 

kcal/mol at MP2 level). An exception is represented by BMK for which the most stable minimum 

as well as that characterized by the highest interaction energy is c. 

 

Figure III -5: Structures of minima and transition states of  tetrazolium -tetrazole complex (TeH+-Te) 

for all the considered mechanisms: minima (left) and TSs (right).  

 

 Different structural rearrangements among the stationary points of the three considered 

mechanisms have also been computed. Indeed, both minimum and TS of mechanism c as well as 

minimum of mechanism e are predicted planar at any level of theory (Figure III-3c and III-3e) in 

contrast with mechanism d where an orthogonal rearrangement of the two rings is detected for 
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both stationary points, being the planar conformation higher in energy (1.3 kcal/mol at B3LYP 

level).  

Table III -7�ã�� ���‡�Ž�ƒ�–�‹�˜�‡�� �‡�•�‡�”�‰�‹�‡�•�� ���Ã��rel , kcal/mol) with 
respect to the most stable minimum and interaction 
�‡�•�‡�”�‰�‹�‡�•�� ���Ã��int , kcal/mol) of minima c, d and e  of the 
tetrazolium -tetrazole complex. All the values have 
been computed with the 6-311+G(d,p) basis set. 

 minimum �¿Erel �¿Eint 
MP2 c 3.5 31.9 

 d 0.3 28.4 
 e 0.0 33.0 

B3lYP c 1.3 29.3 
 d 1.0 26.4 
 e 0.0 30.3 

PBE0 c 2.0 30.9 
 d /  /  
 e 0.0 32.1 

BMK c 0.0 24.5 
 d 2.5 20.8 
 e 0.9 24.1 

X3LYP c 1.9 27.4 
 d /  /  
 e 0.0 28.1 

mPW1PW91 c 1.9 24.9 
 d /  /  
 e 0.0 26.0 

LC-�ZPBE c 1.4 25.0 
 d /  /  
 e 0.0 25.7 

M06-HF c 0.8 27.3 
 d /  /  
 e 0.0 27.9 

M06-2X c 0.1 25.8 
 d /  /  
 e 0.0 25.7 

TCA c 2.0 25.0 
 d /  /  
 e 0.0 26.1 

LC-TCA c 1.6 27.1 
 d /  /  
 e 0.0 27.8 

 



CHAPTER III: DFT study of proton transfer reactions  
 

83 
 

 This different conformation correlates with their ND-NA lengths which are shorter in d 

(2.60 Å at B3LYP level, orthogonal) than in c and e (2.68 and 2.66 Å, both planar) so suggesting 

that the final rearrangement could be ruled by the electronic repulsion between the two cycles 

(see tables III-8 and III-9). 

  Regarding the minimum c, the functionals give results globally respecting the 

trends already discussed for ImH+-Im and TrH+-Tr complexes. Indeed, the ND-H lenghts are again 

overestimated and the NA-H and ND-NA distances underestimated with the exception of BMK and 

M06-2X following opposite trends (table III-8). TCA, BMK and M06HF provide the largest 

deviations on ND-H, NA-H and ND-NA lenghts respectively. 

 

Table III -8: Calculated ND-H (Å), NA-H (Å)and ND-NA (Å)distances 
for tetrazolium -tetrazole complex (TrH +-Tr) involved in 
mechanism c. All data are computed using the 6-311+G(d,p) basis 
set.   

  TeH+-Te  
 minimum c transition state 

 ND-H NA-H ND-NA ND-H NA-H ND-NA 

MP2 1.072 1.636 2.660 1.275 1.275 2.550 

B3LYP 1.078 1.639 2.678 1.283 1.282 2.565 

PBE0 1.087 1.589 2.639 1.276 1.276 2.551 

BMK 1.056 1.719 2.707 1.282 1.282 2.564 

X3LYP 1.091 1.585 2.628 1.278 1.278 2.557 

mPW1PW91 1.099 1.552 2.632 1.276 1.276 2.552 

LC-wPBEE 1.073 1.642 2.666 1.271 1.271 2.554 

M06HF 1.142 1.443 2.556 1.268 1.268 2.536 

M062X 1.066 1.672 2.671 1.278 1.278 2.556 

TCA 1.155 1.464 2.615 1.287 1.287 2.574 

LCTCA0 1.079 1.590 2.618 1.270 1.270 2.539 

 

  As shown in table III-5, the PT energy barrier of mechanism c is higher that 

imidazole and triazole dimers (2.3 vs 1.4 and 1.2 kcal/mol, considering the reference values) and 

again MP2 and most of the functionals strongly underestimate the barrier (values ranging 

between 0.1 and 1.4 kcal/mol) with the unique exception represented by BMK (2.9 kcal/mol). 

 As mentioned, concerning the mechanisms d and e, only two functionals (BMK and 

B3LYP) are able to provide all the localizing minima and TS. Notably, as shown in table III-9, the 

analysis of the H-bond parameters indicates that BMK shows the same trends already discussed 

for the others mechanisms while B3LYP gives data closer to those used as reference (MP2). Even 

more interesting is the analysis of the obtained energetic barriers. Indeed, the mechanism d is 

practically barrierless (0.1 kcal/mol at CCSD(T) level) while a larger activation energy has been 
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found for the opposite direction (1.5 kcal/mol at CCSD(T) level, mechanism e). In agreement 

with the previous cases, BMK slightly overestimates the activation energies while the data 

closest to MP2 data are provided by B3LYP. 

 

Table III -9: Calculated ND-H (Å), NA-H (Å)and ND-NA (Å)distances for tetrazolium -tetrazole complex 
(TrH +-Tr) involved in mechanism d and e. All data are computed using the 6 -311+G(d,p) basis set 

 TeH+-Te 

 minimum d transition state minimum e 
 ND-H NA-H ND-NA ND-H NA-H ND-NA ND-H NA-H ND-NA 

MP2 1.164 1.424 2.586 1.238 1.319 2.557 1.136 1.473 2.609 

B3LYP 1.180 1.417 2.597 1.205 1.380 2.584 1.114 1.544 2.656 

PBE0 /  /  /  /  /  /  1.134 1.481 2.613 

BMK 1.128 1.511 2.638 1.235 1.339 2.573 1.093 1.596 2.685 

X3LYP /  /  /  /  /  /  1.154 1.451 2.603 

mPW1

PW91 

/  /  /  /  /  /  1.129 1.491 2.619 

LC-

wPBE

E 

/  /  /  /  /  /  1.122 1.513 2.632 

M06H

F 

/  /  /  /  /  /  1.171 1.397 2.561 

M062

X 

/  /  /  /  /  /  1.132 1.491 2.620 

TCA /  /  /  /  /  /  1.168 1.449 2.616 

LCTCA

0 

/  /  /  /  /  /  1.139 1.455 2.591 

 

 In short, the BMK model is the only DFT approach able to describe all the three 

investigated mechanisms and to give barriers which are in agreement with the CCSD(T) data. 

Nevertheless, the corresponding structures are far from the reference MP2 values in contrast 

with B3LYP functional which provides structural and energetic results close to the considered 

post-HF approach. 

 

1.9. Comments 

 The obtained data point out that the PT reactions occurring in the investigated 

complexes represent a very difficult playground, even for modern DFT approaches. As above 

mentioned, this aspect could be related to the coupling between the �S-electrons rearrangements 

of the rings and the PT reaction. However, despite the presence of exceptions represented by 

some functionals, some direct relationships could be found as for instance between the length of 

the H-bond and the PT activation energy. The figure III-6 shows the 30 energy barriers (10 

functionals for PT mechanisms a, b and c) as function of the NA-H distance. Even if some data 

(e.g. BMK) are far from the linear regression, a good correlation (R2=0.73) can be traced between 

these two quantities. 
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Figure III -6: Plot of 30 DFT  proton transfer barriers ( �' E)  as function of the H-NA distances. All points 

have been included in the linear fitting (red line).  

 

 As expected, most of the considered functionals underestimate the barrier with respect 

to the reference CCSD(T) data with some of them (B3LYP and LC-�ZPBE) giving activation 

energies close to MP2 data. An exception is represented by the BMK model determining values 

very close to the reference ones.  

 The obtained barriers are also related to the positive charge localized on the transferred 

proton. In figure III-7 are reported the reference CCSD(T) values as a function of the Natural 

Bond Orbitals (NBO) charges36 of the transferring proton computed on the B3LYP structures: the 

higher is the positive charge, the higher is the computed barrier (R2=0.96). For instance, the 

lowest charge value (+0.455 |e-|) corresponds to an energy barrier equal to 0.1 kcal/mol 

(mechanism d) while a value of 2.3 kcal/mol (mechanism c) is related to the highest positive 

charge (+0.480 |e-|). On the contrary, none direct link can be traced between the imaginary 

frequencies of the TS and the activation energy, being the curvature of the potential energy 

surface very different for all the considered functionals (Table III-5). For instance, both BMK and 

M06HF functionals give high immaginary frequencies but the former determines a significantly 

lower energy barrier. 
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Figure III -7: Proton transfer barriers ( ��E) as function of the NBO charges on the transferred 

hydrogen  in the fi ve considered systems. The red line represent the linear fitting (R 2=0.956). 

 

 However, despite these evidences, some general considerations can be done. Indeed, 

most of the considered functionals give energies and frequencies lower than the MP2 data. This 

indicates that the corresponding energy profile is flatter in proximity of the TS. An exception is 

rapresented by the LC-wPBE approach showing a good agreement for both barrier and 

frequencies but only for three complexes, being unable to characterize the mechanisms d and e. 

 From a more chemical point of view, it is worth to underline that PT energies and H-bond 

parameters are similar for some of the investigated complexes. Indeed imidazole, 1,2,3,-triazole 

as well as complex e of tetrazole (the most stable among the three considered) give similar 

barriers (1.4, 1.2, 1.5 kcal/mol at CCSD(T) level, respectively) and ND-NA lengths (2.63, 2.62 and 

2.66 Å, respectively). These results are qualitatively consistent with some experiments 

indicating that imidazole and 1,2,3-triazole, as liquid solvents, show similar proton 

conductivity4,37 while, at the best of our knowledge, no experimental data are available 

concerning conductivity in liquid tetrazole. The highest computed barrier concerns one of the 

hypothesized mechanism for PT in tetrazole (mechanism c), being the corresponding value 

equal to 2.3 kcal/mol at CCSD(T) level. This gap can be related to both the higher ND-NA distance 

and the less linear (strong) H-bond (ND-H-NA angle= 160°) of the minimum c compared to the 

others. 
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1.10. The BMK/B3LYP model  

 The discussed results do not allow the choice of a single functional able to accurately 

reproduce the structural and energetic features of the investigated complexes so that a 

combination is necessary. Indeed, although the BMK model shows the best performance from a 

energetic point of view, the best structures are obtained using the B3LYP approach. 

Nevertheless, if single point energy refinement is carried out on B3LYP structures using the BMK 

model, the obtained PT activation energies are in perfect agreement with the reference CCSD(T) 

values.  

 Interestingly, the performance of such BMK//B3LYP combined approach is even better 

then that shown by the pure BMK model (Table III-10). Such a protocol, therefore, has been used 

for the investigation of larger models, where these N-heterocycles are immobilized in a 

polymeric matrix (chapters IV, V and VI). 

 

Table III -10: Computed Proton Transfer energy barriers (kcal/mol ) for Imidazolium -Imidazole 
(ImH +-Im), 1,2,3,-Triazolium -1,2,3-Triazole(TrH +-Tr) and Tetrazolium -Tertrazole (TeH +-Te) 
complexes obtained using the combined BMK//B3LYP approach . All the values have been computed 
with the 6 -311+G(d,p) basis set and the reference values using the CCSD(T)/6-311+G(d,p)//B3LYP/6 -
311+G(d,p) level of theory. 
 

 ImH+-Im TrH+-Tr  TeH+-Te  

mechanism a b c d e 

best estim. 1.4 1.2 2.3 0.1 1.5 

BMK//B3LYP 1.3 1.1 2.4 0.1 1.7 

  

 In summary, the investigated PT reactions occurring on small models of imidazole, 1,2,3-

triazole and tetrazole reveled very challenging for the considered DFT approaches. Indeed, 

despite the use of recent exchange correlation functionals, none of the considered models are 

able to catch both the structural and energetic features of the investigated complexes so that a 

combined approach has to be used.  

 From a broad-spectrum point of view, this first study has confirmed that PT reactions 

represent a very difficult playground for methods rooted in Density Functional Theory. 

Nevertheless, it should be argued that PT reactions of interest in chemistry could be significantly 

different from those occurring in �S-conjugated molecules where the energetic can be tuned by 

the �S-electrons reorganization.  

 Therefore, moved by the aim of finding the best functional(s) for PT reactions and in 

order to verify if the most recent functionals really represent an improvement with respect to 

older and more studied approaches, a benchmark study has been realized including a large 

number of functionals and a representative set of PT reactions. 
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2. PT reactions: a benchmark study  

2.1. Introduction  

 Beyond the rule in PEMFCs, PT reactions are involved in many chemical processes38-41 so 

attracting a great interest by both experimentalists and theoreticians since many decades. 

 From a strictly theoretical point view, the scientific research mainly focused so far on the 

energetic of such reactions showing that an accurate estimation of both thermodynamics and 

kinetics can be obtained only including electronic correlation.42  

  In this context, therefore, a pivotal rule can be played by DFT methods which, as already 

shown in the investigation of imidazole-like dimers, need to go through an assessment step 

where the performances of the functionals are examined by comparison with available 

experimental results or higher-level theoretical approaches. 

In this sense, the studies performed so far allowed for some general considerations: 

- The PT barriers are underestimated by GGA functionals. Such a difference can be partially 

reduced including HF exchange.14-16,43,44 

- This underestimation could be the consequence of the artificial stabilization of the TS made by 

the self-interaction error (SIE).45,46 

- The HF exchange beneficial effects on the barrier estimation can be related to the better 

electron localization.47 

 Nevertheless, beyond these pioneering works, a systematic benchmark study is still 

missing in the scientific panorama. The available literature, indeed, concerns only very specific 

cases where most of the PT reactions of chemical interest are not included.48,49 In this context, it 

could be noted that a recently published benchmark for reactivity (named DBH24/0850) also 

includes hydrogen transfer (HT) reactions. Nevertheless, since they can consist of both intra and 

inter -molecular reactions with low and high barriers, PT of interest in chemistry can 

significantly differ from HT reactions. 

 So, in order to partially fulfill this lack of information, the performances of a large 

number of functionals (Table III-11) have been tested on a representative set of different PT 

reactions (Figure III-8). Notably, in contrast with the common trends not only the energetic but 

also the structural features have been analyzed and compared with coupled cluster data. 

Furthermore the obtained outcomes have been compared with the DBH24/08 set, standard 

benchmark for the reaction barrier. 

2.2. Methodological details  

 A locally modified version of the Gaussian 09 package has been used to perform all the 

calculations. In order to include different rungs of the Perdew's ladder,51 27 exchange-

correlation functionals have been considered. This representative set include GGAs, Meta-GGAs, 
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Global and Range Separated Hybrids (GHH and RSH) and double hybrids (DH) (Table III-11). 

These functionals are among the best performing DFT approaches for chemical applications.  

 Two basis sets, belonging to the Pople's basis set family and named 6-311+G(2d,p) and 

6-311+G(3df,3pd), have been considered. Notably, all the DFT structures have been obtained 

using the former while, in order to have more accurate barriers, subsequent single point 

calculations have been performed using the latter. As recently suggested, for the M06 family an 

"ultrafine" grid corresponding to 96 radial shells around each atom and a spherical product grid 

having 32 �T points and 64 �I points in each shell, has been used.52,53  

 In order to obtain accurate reference values, geometry optimization at CCSD/cc-pvTZ 

level have been carried out and single point energies at CCSD(T)/aug-cc-pvTZ have been also 

computed. 

 

 

Figure III -8: Sketched of the considered systems: A) protonated water dimer; B) protonated ammonia 
dimer; C) malonaldeh yde;  D) protonated imidazole dimer; E) formic acid dimer; F) protonated 

triazole dimer; H) formamide; G) formamide dimer; I) pyridone.  
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Table III -11: List of the exchange-correlation functionals 
considered in the benchmarking study. The HF exchange is 
expressed as min/max for range separated hybrids.  

Functional %HF exchangea reference 
   

GGA   
GRAC 0 54 
BLYP 0 55,56 
TCA 0 31 

PBEPBE 0 57 
   

Meta-GGA   
VSXC 0 58 
B97D 0 59 

   
Global Hybrids    

B972 21 60 
B1LYP 25 61 
BMK 42 24 

X3LYP 21 25 
B3LYP 20 22 

B3LYP-D 20 22,59 
BHandHLYP 50 62 
mPW1PW91 25 26 

mPW1K 42.8 63 
PBE0 25 23 

M06-HF 100 27 
M06 27 28 

M06-2X 54 28 
   

Range-Separated Hybrids    
CAM-B3LYP 19/65  64 
LC-PBEPBE 0/100  65 
LC-�ZPBE 0/100  29,30 
�ZB97XD 22/100  66 
�ZB97X 16/100  67 
�ZB97 0/100  67 

   
Doubly Hybrids    

PBE0-DH 50 68 
B2PLYP 53 69 

 

 

2.3. Results and discussion  

 The investigated systems are sketched in figure III -8 and labeled from A to I. Since both 

symmetric (A-F) and non-symmetric (G-I) PT reactions have been taken into account, 12 energy 

barriers have been considered in total.  The used reference values (B3LYP and CCSD values with 

the corresponding CCSD(T) energies) are reported in Table III-12. Notably four different 

benchmarks have been carried out: PT energy barriers at B3LYP/6-311+G(2d,p) optimized 
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structures (1),  standard energy barrier evaluations on the DBH24/08 database for kinetics (2), 

comparison of the PT energy barriers (3) and the optimized H-bond structural parameters (4) 

for each considered functional with the reference CCSD(T) and CCSD values, respectively. 

 

Table III -12. Reference CCSD/cc-pVTZ values for the H-bond structural parameters (Å,  A=H -
acceptor, D=H-donor) and proton transfer barriers ( �' E#, kcal/mol) obtained at CCSD(T)/aug -
cc-pVTZ//CCSD/cc-pVTZ level. Only the values for the lowest energy minima are reported, 
while in parenthesis are reported the structural parameters obtained at with t he B3LYP/6-
311+G(2d,p) approach and the energies computed at CCSD(T)/aug-cc-pVTZ//B3LYP/6 -
311+G(2d,p) level. 

 
system d(AD) d(AH) d(HD) �' E# 

Aa 2.750 1.700 1.051 6.71 

B 2.719(2.695) 1.620(1.553) 1.100(1.142) 1.02(0.93) 

C 2.611(2.571) 1.737(1.674) 0.982(1.001) 3.87(3.85) 

D 2.681(2.668) 1.603(1.561) 1.079(1.107) 1.05(1.06) 

E 2.689(2.666) 1.702(1.663) 0.988(1.004) 7.90(7.90) 

F 2.673(2.655) 1.611(1.543) 1.075(1.114) 1.14(1.03) 

G 2.276(2.278) 2.542(2.546) 1.003(1.009) 46.77(46.75) 

H 2.888(2.924) 1.874(1.901) 1.018(1.027) 19.10(18.86) 

I 2.282(2.290) 2.233(2.255) 0.963(0.969) 38.05(37.96) 

 

      a) fixed geometry 

 

Proton transfer barriers at given structure  

 The performance of the considered functionals has been firstly evaluated by computing 

PT energy barriers at the B3LYP/6-311+G(2d,p) optimized structures and comparing the 

obtained outcomes with the corresponding CCSD(T) values. In table III-13 are reported the 

computed Mean Signed Deviations (MSDs), Root Mean Square Deviations (RMSDs) and Mean 

Absolute Deviations (MADs).  Note that the functionals are listed with respect to the computed 

MAD. Three RSHs functionals provide the best results, namely �ZB97X, �ZB97XD and CAM-B3LYP, 

all containing about 20% of HF exchange at short range. On the contrary, as expected, most of 

the GGA functionals such as PBEPBE can be found in the botton of the ranking.  Furthermore, it is 

worthy to note that the dispersion provides a negligible effect on the PT barriers. Indeed the 

�ZB97X and B3LYP models give outcomes very close to those provided by the respective 

counterparts including empirical dispersion corrections (i.e. �ZB97XD and B3LYP-D). Finally, as 

shown from the close RMSD and MAE values computed for most of the functionals, the obtained 

results are characterized by a low spreading. 
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Table III -13. Mean Signed Deviations (MSD), Mean Absolute Deviations (MAD) and Root-Mean Square 
Deviations (RMSD) for proton transfer barriers  obtained at the B3LYP/6 -311+G(3d,p) optimized 
structures . All the single point calculations have been computed using the 6-311+G(3df,3pd) basis set. 
All the values are in kcal/mol . 

 functional MSD RMSD MAD 
1 �ZB97XD -0.02 0.85 0.71 
2 �ZB97X 0.55 1.15 0.75 
3 CAM-B3LYP -0.34 0.95 0.77 
4 B1LYP 0.17 1.03 0.78 
5 PBE0-DH -0.66 1.00 0.81 
6 BMK 0.46 1.26 0.84 
7 X3LYP -0.47 0.98 0.86 
8 B3LYP -0.52 1.02 0.90 
9 M06 -0.69 1.12 0.94 

10 B3LYP-D -0.66 1.17 0.97 
11 B972 -0.82 1.14 0.99 
12 LC-�ZPBE -0.77 1.19 1.01 
13 �Z�%���� 0.88 1.49 1.01 
14 mPW1K 0.24 1.27 1.02 
15 M06-2X -0.68 1.33 1.12 
16 VSXC -0.03 1.96 1.30 
17 mPW1PW91 -1.32 1.53 1.33 
18 PBE0 -1.59 1.77 1.59 
19 M06-HF -1.01 2.71 1.91 
20 LC-PBEPBE -2.16 2.51 2.16 
21 BLYP -2.20 2.65 2.20 
22 BHandHLYP 2.32 3.13 2.32 
23 B97D -2.40 2.74 2.40 
24 GRAC -2.52 2.99 2.52 
25 B2PLYP 3.05 3.86 3.05 
26 TCA -3.23 3.69 3.23 
27 PBEPBE -3.95 4.42 3.95 

 

Standard energy barrier evaluations on the DBH24/08 database  

 Composed by 24 barriers and 12 reactions, the DBH24/08 database is nowadays 

considered as the reference for testing the performances of functionals on kinetics. Notably it 

includes Hydrogen Transfer (HT), Heavy Atom Transfer (HAT), Nucleophilic Substitution (NS), 

and Unimolecular and Association (UA) reactions. The table III-14 shows the obtained results. 

As expected, the functionals expressly designed for kinetics are found on the top of the list, 

namely M06-2X and BMK. Importantly, high MADs are detected for B1LYP and B3LYP 

functionals, in contrast with the results obtained for the PT reactions at given structures while 

only few functionals have comparable relative positions in the two rankings (first and second 

benchmark). In other words, the performances of most of the functionals differ when taking into 

account the DBH24/08 (specify designed for kinetics) or PT datasets.  
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Table III -14. Mean Signed Deviations (MSD), Mean Absolute Deviations (MAD) and Root-Mean Square 
Deviations (RMSD) for the DBH24/08 benchmark for kinetics.   All the value are in kcal/mol.  All the 
single point calculations have been computed using the 6-311+G(3df,3pd) basis set on structures 
optimized using the 6 -311+G(3d,p) basis set. 

 functional MSD RMSD MAD 
1 M06-2X 0.13 1.45 1.03 
2 BMK 0.34 1.82 1.53 
3 PBE0-DH 0.84 2.13 1.60 
4 mPW1K 0.13 2.10 1.61 
5 �ZB97XD 0.80 2.41 1.89 
6 B2PLYP 1.87 2.42 2.04 
7 BHandHLYP -0.65 2.75 2.10 
8 �ZB97X -0.33 2.49 2.10 
9 LC-�ZPBE -0.81 2.74 2.18 

10 M06 1.80 3.50 2.42 
11 M06-HF -1.41 3.56 2.50 
12 �ZB97 -1.30 3.19 2.59 
13 B972 1.92 3.69 2.74 
14 CAM-B3LYP 2.42 3.32 2.78 
15 LC-PBEPBE -0.36 4.40 3.40 
16 B1LYP 3.28 3.98 3.43 
17 mPW1PW91 3.12 4.19 3.45 
18 PBE0 3.53 4.76 3.83 
19 B3LYP 4.31 5.14 4.39 
20 X3LYP 4.34 5.16 4.44 
21 B3LYP-D 4.77 5.62 4.84 
22 VSXC 4.25 6.19 4.56 
23 B97D 5.97 7.64 6.09 
24 GRAC 7.37 8.88 7.38 
25 TCA 7.56 9.38 7.56 
26 BLYP 7.93 9.23 7.93 
27 PBEPBE 8.46 10.45 8.46 

 

Optimized structures: PT barriers & H -bond structural parameters  

 The structural effects on PT energy barriers have been investigated considering 8 

systems (B-I in figure III -8) and a set of 16 functionals, selected among the most representative 

of the 27 set. Note that having only a stable structure, H5O2+ has not been optimized. Notably, the 

computed H-bond parameters have been compared with those computed at CCSD level (table 

III -12). The obtained outcomes are reported in table III-15: the most accurate structures are 

provided by two global hybrids containing 27 (M06) and 42 (BMK) percent of HF exchange 

while the largest deviations are given by PBE0, LC-PBE and M06-HF.  Interestingly, a different 

trend is observed when the computed energies are compared with the reference CCSD(T) values. 

As clearly shown in table III-16, functionals giving accurate geometries such as BMK, M06 or 

�ZB97����provide large errors on energies while an opposite behavior can be detected for 

approaches giving large errors in geometries (see for instance PBE0-DH and B3LYP).  
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Table 15. Mean Signed Deviations (MSD), Mean Absolute Deviations (MAD) and Root-Mean Square 
Deviations for H-bond parameters. In case of asymmetric systems only the values for the lowest 
energy structure  have been considered and the  protonated water dimer has not b een included.  All 
the values are in Å. 

 functional MSD RMSD MAD 
1 M06 0.001 0.016 0.012 
2 BMK -0.002 0.017 0.013 
3 �ZB97X -0.008 0.019 0.014 
4 �ZB97 -0.003 0.028 0.017 
5 B1LYP -0.006 0.024 0.018 
6 B2PLYP -0.010 0.032 0.024 
7 X3LYP -0.010 0.035 0.026 
8 B3LYP -0.007 0.035 0.026 
9 CAM-B3LYP -0.018 0.042 0.031 

10 LC-�ZPBE -0.023 0.051 0.037 
11 PBE0-DH -0.030 0.057 0.040 
12 M06-2X -0.024 0.057 0.041 
13 mPW1PW91 -0.031 0.065 0.047 
14 PBE0 -0.028 0.071 0.051 
15 LC-PBEPBE -0.037 0.088 0.066 
16 M06-HF -0.051 0.110 0.079 

 

Table 16. Mean Signed Deviations (MSD), Mean Absolute Deviations (MAD) and Root-Mean Square 
Deviations (RMSD) for proton transfer barriers obtained using the optimized structures for each 
functional.  All the single point calculations have been computed using the 6-311+G(3df,3pd) basis set 
on structures optimized using the 6 -311+G(3d,p) basis set.  All the values are in kcal/mol.   

 functional MD RMSD MAD 
1 B1LYP 0.25 1.04 0.76 
2 �ZB97X 0.60 1.17 0.77 
3 CAM-B3LYP -0.33 0.98 0.80 
4 X3LYP -0.42 0.97 0.86 
5 B3LYP -0.51 0.99 0.86 
6 BMK 0.50 1.33 0.94 
7 PBE0-DH -0.81 1.12 0.95 
8 M06 -0.63 1.23 1.00 
9 �ZB97 1.01 1.54 1.05 

10 LC-�ZPBE -0.88 1.30 1.07 
11 M06-2X -0.70 1.31 1.07 
12 mPW1PW91 -1.39 1.62 1.39 
13 M06-HF -0.69 2.50 1.64 
14 PBE0 -1.65 1.85 1.65 
15 LC-PBEPBE -0.58 4.79 3.13 
16 B2PLYP 3.20 4.02 3.20 

 

Comments  

 Taken together, the obtained results allow for drawing a final ranking of the considered 

functionals. Figure III-9 shows the total score, computed for each approach as the sum of the 

positions obtained in the four benchmarks. Assuming that each trial has the same weight, the 
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best classified functional is the recent �ZB97X model, which provides high ranking in all the four 

trials.  It is followed by BMK, B1LYP and PBE0-DH. 

 Behind some considerations concerning the positions of each functional, a second 

general comment concerns the change of the relative ranking in going from one benchmark to 

another. Concerning the behavior of the functionals in going from PT energy barriers at fixed 

geometries to those computed at relaxed structures, most of the functionals show a similar 

ranking (see tables III-13 and III-16) while comparing the ranking on the energy (at fixed 

geometry) with that on structural parameters, a very different behavior is detected for almost all 

the functionals. An an example, M06 is ranked 1th on structure and 8th on energy. This indicates 

that functionals providing good structures do not necessarily do the same for energy.  

Furthermore, from the discussed results, it clearly appears that the DBH24/08 dataset cannot be 

considered as representative for PT reactions. For instance, the 6th best performing functional on 

the DBH24/08 (B2LYP) is only in 25th position on the PT barriers at fixed geometry. 

 
Figure III -9: Summary of the functional score for the four benchmarks: proton transfer barriers at 

B3LYP geometry (PT), proton transfer barriers at respective optimized geometry (PTopt), standard 
DBH24/08 test (react) and H -bond structural parameters (distances).  

 

 Concerning the rule of the HF exchange in the performances of the considered 

functionals, it is not possible to get a direct correlation. This is true considering both PT energy 

barriers and H-bond parameters. As an example, BMK (42% HF exchange)  and M06 (0% HF 

exchange) perform both  well on distances and show a similar ranking on PT energies.  
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3. Conclusions 

 Despite the use of recent exchange correlation functionals, none of the considered DFT 

approaches is able to catch both the structural and energetic features of the considered 

imidazole-like complexes, namely protonated dimers of imidazole, 1,2,3-triazole and tetrazole. 

Albeit only two functionals (BMK and B3LYP) are able to characterize all the considered PT 

mechanisms, the use of a combined approach (i.e., BMK single point energy on B3LYP 

structures), allows to reproduce with a good agreement both structures and proton transfer 

barriers with respect to the computed reference values. Such a combined BMK/B3LYP model 

will be the only used in the following where more complex systems (azole-based polymers) will 

be investigated. 

 Behind the selection of the best performing approach, some general considerations can 

be done from the discussed results such as that concerning the strictly relationship between the 

charge localization on the transferred hydrogen and the computed PT barriers as well as the 

uncoupling between structural and energetic features. Finally, new mechanisms (d and e) have 

been hypothesized for tetrazole-based systems. These lasts are favored with respect to the 

previously hypothesized in literature3 (mechanism c). 

 In short, the DFT investigation on PT reactions occurring on imidazole-like dimers has 

shown as such reactions represent a difficult playground even for recent methods rooted in DFT. 

In order to confirm this evidence from a broad-spectrum point of view, a benchmark study has 

been realized including a significant number of different exchange correlation functionals and 

taking into account a representative set of PT reactions. The final ranking, obtained collecting 

the result provided from four different benchmarks, indicates the best performing functionals, 

namely wB97X, B1LYP, BMK and PBE0-DH and points out that PT reactions present peculiar 

characteristics so that benchmarks used for kinetic could be not representative of the functional 

performances on such class of reactions. Finally, it appears evident from the discussed outcomes 

that energy and structure for this class of reactions represent two disconnected features, so 

confirming the picture emerged from the investigation on imidazole-like dimers. 
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CHAPTER IV: PROTON TRANSPORT IN P4VI  
 

 

 As mentioned in the chapter III, the development of a purposely tailored DFT protocol 

able to catch both the energetic and the structural features of different imidazole-like dimers has 

been motivated by the interest of having a suitable method to study systems where the azole 

moieties are immobilized, namely azole-based polymers. This chapter is devoted to an in-depth 

investigation of the proton conduction mechanism in the first polymeric system considered in 

the present thesis. Such a system, named poly-(4-vinyl -imidazole), is here investigated as pure 

polymer while the influence of adding doping acid molecules on the conduction mechanism will 

be the object of the chapter V. The results discussed in the present chapter have been object of a 

publication in the journal Physical Chemistry Chemical Physics.1 

1. Introduction  

1.1. Poly-(4-vinyl -imidazole)  

 One of the firsts azole-based polymeric systems synthesized and investigated as proton 

conductors has been the poly-(4-vinyl -imidazole) (P4VI, figure IV-1). Bozkurt at al.2 in 2001 

reported synthesis, thermal and conduction properties of the pure polymer as well as of blends 

obtained using different concentration of phosphoric acid (H3PO4). In the same year temperature 

and pressure dependent studies of P4VI blended with several amounts of phosphoric (H3PO4) 

and sulfuric acid (H2SO4) were reported by Pu and al.3 

 

 

Figure IV-1: Sketches and atom numbering of the poly(4-vinyl -imidazole)  chain. 
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 Both the pure polymer and the obtained acid-blended systems showed chemical stability 

at 150°C and a proton conductivity (�V) depending on the operative conditions such as 

temperature and pressure. Figure IV-2 shows the temperature dependence of proton 

conductivities of P4VI and P4VI-xH3PO4 blends, where x refers to the number of H3PO4 moles per 

polymer repeat units. Notably, in all the considered cases, the logarithm of relative proton 

conductivity increases linearly with increasing the temperature. For instance, concerning the 

pure polymer (x=0), an increment of about 100°K leads to a �V growth of about two order of 

magnitude (from 10-12 to 10-10 S/cm). 

 Although the conductivity of pure P4VI is not at the level requested for fuel cells 

applications,  this system has represented a starting point to develop a series of modified 

polymers showing better performances.4-7 The poor understanding concerning the explanation 

of the conductivity differences of these nearly identical polymeric systems is still today 

considered the main drawback for the design of new azole-based membranes with acceptable 

level of proton conductivity. This is in part due to the incomplete comprehension of the proton 

conduction mechanism which is necessary to shed light on how the structure of the proton wire 

and of the polymer are related to the membrane performance. 

 

Figure IV-2: Temperature dependence of conductivities of P4VI and P4VI-xH3PO4 blends (adapted 

from ).2 

1.2. The Brédas mechanism  

 As above described in the chapter I, the proton conduction mechanism commonly 

accepted to explain directional proton molecular transport in azole-based PEMs is the structural 

diffusion also called Grotthuss mechanism.8 Concerning P4VI, a theoretical investigation of such 

mechanism has been performed by Brédas and coworkers9 in order to explain why different 

values of conductivity are obtained by replacing imidazole with 1,2,3-triazole.4 The emerged 

mechanism (called Brédas mechanism10) relies on the assumption that charge transport occurs 

through the Grothuss mechanism and is characterized by successive steps (figure IV-3): 
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- 1) Charge generation: arrival of the proton at one end of the chain of free imidazoles running 

from one electrode to the other. 

-  2) Charge-carrier transport: the excess proton is transferred from the anode to the cathode 

through a collective proton transfer involving different protons. 

-  3) Cooperative rotation: reorientation (or flipping) of the imidazole moieties to recover the 

starting conformation and to accept a new incoming proton to assure transport in the right 

direction.   

- 4) New charge generation 

 

 

Figure IV-3: The Brédas mechanism for P4VI. 

 This study has been performed considering models in which the polymeric matrix is not 

included, an approach which is consistent with other theoretical studies where the conductivity 

of such polymeric systems is studied focusing on the analysis of proton transfer reactions in 

dimers, oligomers or chain of free azoles,11-18 therefore in absence of an explicit consideration of 

the polymer backbone. In these models, nevertheless, some key factors affecting the proton 

transport mechanism and kinetics in these systems may be missing due to this commonly 

accepted assumption. For instance, the polymeric constraint could play an important role in the 

proton conduction since the cooperative rotation (step 3) could be somehow hindered by steric 

interactions. 

 Based on these observation and in order to gain more insights into the microscopic 

mechanism ruling directional charge transport in imidazole-based membranes, in this chapter 

we present a modeling approach applied both to small (dimer and trimer) and large (oligomer) 

systems of P4VI. In all the considered models the backbone has been explicitly included. Such an 

approach relies on the analysis of the electronic structure at DFT level with an explicit 

description of the dynamical aspects through classical Molecular Dynamics (MD) simulations. 



CHAPTER IV: Proton transport in P4VI  
 

108 
 

2. Methodological details  

 All DFT calculations have been performed with the Gaussian-0919 package and applying 

the BMK20//B3LYP 21 protocol described in the chapter III. All the outcomes have been obtained 

using the 6-311G(d) basis set adding diffuse functions on carbons and nitrogens as well as 

polarization functions on hydrogens (leading to the 6-311+G(d,p) basis) belonging the 

heterocycles. Calculations of the harmonic vibrational frequencies have been performed to 

confirm the nature, minimum or transition state of the localized structures. 

 Classical Molecular Dynamics simulations were carried out with the AMBER 11 

software.22 Based on the DFT outcomes and on a previous work by Voth and collaborators,18 an 

improved parameterization of the General Amber Force Field (GAFF)23,24 has been carried out. 

The Restrained ElectroStatic Potential fitting (RESP)25,26 procedure has been used to derive the 

atomic charges. A detailed description of the used F.F. parameters will be given in a following 

section. 

 All the MD simulations were carried out in the canonical ensemble, using a time step of 1 

fs and sampling the data every 200 fs. The considered model has been first relaxed for 0.5 ns at 

393 K, followed by a 4 ns trajectory at the same temperature, this last controlled using the 

Andersen thermostat.27  

 In order to simulate a locally linear rearrangement as in the real system and minimize 

spurious model effects arising from the consideration of a single polymer chain (coiling during 

the MD simulation), the MD simulations have been performed keeping fix the carbons of the 

backbone to the optimized B3LYP/6-31G(d) structure. 

 Umbrella sampling calculations28 have been carried out by using dynamics running for 2 

ns and a force constant for the harmonic bias potential of k = 120 kcal/mol/rad 2.  The potential 

of mean force (PMF) has been determined by processing the results with the weighted 

histogram analysis method (WHAM29,30). In the WHAM equation a bin dimension of 2 degrees 

has been applied. 

3. Results and discussion  

3.1. Conduction mechanism in s mall models: DFT investigation  

Protonated dimers  

 As above mentioned, in the Brédas mechanism the polymeric system is represented 

simply by a free chain of azole moieties interacting trough subsequent hydrogen bonds. 

Following this model, the excess proton is transferred between two nitrogen atoms which are 

equivalent at the beginning and at the end of the process (see figure IV-3, step 2). Nevertheless, 
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as shown in figure IV-1, if the imidazoles are tethered in the polymeric backbone through a 

covalent binding involving the position 4 (as in P4VI), the positions 1 and 3 of the heterocycles 

are no longer equivalent so that different PT reactions mechanisms can be envisaged between 

adjacent imidazoles: 

- a) Transfer between nitrogen 1 (N1) of the first cycle and nitrogen 1 (N1) of the second cycle 

- b) Transfer from N1 to N3 

- c) Transfer from N3 to N1 

- d) Transfer from N3 to N3 

 Simple models of protonated dimers which explicitly include the polymeric backbone 

have been considered to analyze such PT reactions. Figure IV-4 shows the structures of minima 

and transition states (TS) obtained for all the investigated mechanisms: the proton is transferred 

from the donor nitrogen atom in position x (x=1,3) of the first ring to the acceptor nitrogen atom 

in position x (x=1,3) of the second ring, following the atom numbering listed in figure IV-1. Note 

that the starting and resulting minima for the PT reactions a (N1-N1) and d (N3-N3) are exactly 

alike (but with the two imidazoles interchanged) while the product minima by reaction b (N1-N3) 

is equivalent to the reagent minima of reaction c (N3-N1) and vice versa. In other words, 

mechanisms b and c simply correspond to two opposite directions of the same PT reaction. 

Table IV-1: Relative energies ���Ã��rel , kcal/mol) 
with  respect to the most stable minimum for 
all the studied PT mechanisms. 
PT mechanism  atoms �¿Erel 

  minimum TS  
a N1-N1 16.3 39.8  
b N1 -N3 14.3 39.4  
c N3- N1 16.1 39.4  
d N3 -N3 0.0 2.5  

 

 Table IV-1 shows the relative energies respect to the most stable minima (starting complex of 

the mechanism d) computed for all the obtained minima and transition states. Starting from 

these data, the energy barriers corresponding to each PT reaction are simply derivable. Focusing 

on mechanism d, the obtained activation energy is only slightly higher with respect to that 

computed for the bare imidazolium-imidazole dimer (1.3 kcal/mol, chapter III), being equal to 

2.5 kcal/mol.   This indicates that this PT reaction is not significantly affected by the presence of 

the polymeric matrix. Such a suggestion is confirmed by the analysis of the corresponding 

structures: in the starting complex a strong hydrogen bond is detected and only a slight 

rearrangement of the system is necessary to reach the transition state (figure IV-4 d). 
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mechanism minimum transition state 

a) N1-N1 

  

b) N1-N3 

  

c) N3-N1 

  

d) N3 -N3 

 

 

 
Figure IV-4: Minima and transition states of the protonated dimers involved in the considered PT 

reactions.  
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 On the contrary, energy barriers greater than 20 kcal/mol are computed for all the other 

three mechanisms a, b, c so suggesting that the polymeric matrix significantly hinders these PT 

reactions by imposing strong structural constraints. This is confirmed by the figures IV-4a, 4b, 4c 

which indicate as for these mechanisms the formation of a strong (linear) H-bond is impeded by 

the backbone so that an important rearrangement of the system is necessary to reach the 

transition state. The data itemized in table IV-1 also support this evidence: the relative energies 

concerning starting minima and transition states of the mechanisms a, b and c are all much 

higher with respect to the corresponding points of the mechanism d.  

 In short, this first study of the proton conduction in protonated dimers indicates that the 

polymeric chain energetically rules the conduction in these models making only the mechanism 

d plausible at the operative temperature (energy barrier of about 2.5 kcal/mol). 

Protonat ed trimer  

 As mentioned, the Grotthuss mechanism in P4VI (Brédas mechanism) can take place only 

if a structural rearrangement involving equivalent and strong hydrogen bonds between the 

neighboring imidazoles is possible. However, the conclusions drawn from the investigation of 

protonated dimers indicate that the geometric constraint imposed by the backbone chain 

excludes the presence of two favorable hydrogen bonds when more than two imidazole moieties 

are considered. Regarding a trimeric system, for instance, if the central imidazole ring forms a 

strong N3-N3 hydrogen bond with the next imidazole in one direction, it obviously forms an 

unfavorable hydrogen-bond (between N1 and N3 or N1 and N1 atoms) with the neighbor 

imidazole in the other direction so that the structural rearrangement necessary involves a PT 

energy barrier of as much as 20 kcal/mol. In order to clarify how the proton conduction occurs 

when more than two imidazole moieties are considered, a trimer system containing one excess 

proton in the middle has been analyzed (figure IV-5). This model will be referred in the 

following as 3mer+ while the three imidazole moieties as Ima, Imb+ and Imc.  By assuming a 

direction of conduction from Ima to Imc, if the firsts two imidazole moieties are involved in a 

energetically favored mechanism (H-bond between N3-N3, mechanism d), the structural 

rearrangement impedes a linear H-bond between Imb+ and Imc (N1-N3 bridge, mechanism type 

b). Nevertheless, the formation of a new linear (strong) H-bond between Imb+ and Imc can take 

place after a flipping (complete rotation of about 180°) of the heterocycle bearing the proton 

(Imb+) around the CC bond (see figure IV-5). The resulting energy barrier obtained through a 

relaxed scan of the corresponding �†�‹�Š�‡�†�”�ƒ�Ž�� �ƒ�•�‰�Ž�‡�� �T�� �‹s shown in the figure IV-6 (left). The 

obtained value of 10.7 kcal/mol indicates that this rotation requires less energy (approximately 

by a factor of two) than the disfavored PT reactions (a, b, c, table IV-1). 
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Figure IV-5: Optimized structure of the molecular model 3mer+.  

 

 In summary, the results obtained from the DFT investigation on small model systems 

suggest an alternative conduction mechanism. Indeed, in contrast with the traditional Grotthuss 

mechanism where different protons are involved in a collective proton transfer (figure IV-3, step 

2), here is the same excess proton which is successively transferred from one imidazole to 

another. Indeed, the first energetically favored PT reaction is followed by a rotation of the 

protonated heterocycle that causes the formation of a new N3-N3 bond with the subsequent 

imidazole so that a second energetically favored PT can occur. According to this hypothesis, the 

conduction is the result of a step-by-step PT and the rate-determining step is the rotation of the 

heterocycle bearing the excess proton. 

 

 
Figure IV-�|�ã�����‘�–�‡�•�–�‹�ƒ�Ž���‡�•�‡�”�‰�›���’�”�‘�ˆ�‹�Ž�‡���ˆ�‘�”���–�Š�‡���–�‘�”�•�‹�‘�•���ƒ�”�‘�—�•�†���–�Š�‡���†�‹�Š�‡�†�”�ƒ�Ž���ƒ�•�‰�Ž�‡���T�ã���ƒ�����	�����‘�—�–�…�‘�•�‡�•, b) 

MM outcomes obtained with the modified GAFF. 
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3.2. Conduction mechanism in large models: molecular dynamics simulations  

 According to the picture emerging from the discussed results, proton conductivity in 

P4VI should not be ruled by the energetic barrier of the PT reaction but by the rotation of the 

heterocycle bearing the excess proton. Following this hypothesis, the flexibility and in particular 

the reorientational dynamics of the whole polymeric chain should be crucial aspects in the 

conduction mechanism which, therefore, can be much better described by including the 

chemical environment in the investigated model. In order to explore this point, classical MD 

simulations have been carried out on a larger model system having 15 imidazole moieties. These 

simulations have been performed using a modified version of the GAFF force field, developed to 

reproduce the available DFT data.  

Force field parametrization  

 As other force fields, the General Amber Force Field (GAFF23,24) assigns, according to its 

orbital hybridization and bonding connectivity, to each atom an atom type which is described by 

particular parameters included in the energy expression. The modified version of the GAFF force 

field used in the present investigation has been obtained through a parameterization performed 

by considering the DFT data obtained on the model system 3mer+. Table IV-3 shows the atom 

numbers, the atom types and the relative RESP25,26 partial charges computed for 3mer+. The used 

force field includes all the intramolecular interaction parameters published by Voth and 

coworkers for imidazole and imidazolium18 with the exception of two equilibrium angular 

bending parameters of the central protonated imidazole. These lasts, in fact, have been replaced 

by the DFT values (optimized structure) which are considerably different, as shown in the table 

IV-2. 

Table IV-2: Equilibrium bending parameters 
for the angles c2-na-hn and c2-c2-na. 

angle �Eijk,o(deg) 
 original modified  

c2-na-hn 119.28 126.35  
c2-c2-na 121.38 106.91  

 

 A further modification of the GAFF has been performed in order to reproduce the 

potential energy profile previously obtained using DFT (figure IV-6, left). Notably, a value of the 

force constant (kd) referring to the dihedrals describing the torsion around the CC bond and not 

present in the original FF has been included. Among others, a value of kd equal to 5.5 kcal/mol 

has been selected as the best reproducing the DFT data (table IV-4). Notably, for each of the 

considered kd value, MM single point calculations have been performed on the DFT structures 

obtained in the relaxed scan method (one structure for each 10° of �T torsion). As shown in 

figure IV-6, the rotational barrier  obtained using the selected kd value is in perfect agreement 
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with the DFT data (10.6 kcal/mol vs. 10.7 kcal/mol) as well as the energy profile which is 

characterized by a very close shape. 

Table IV-3: Atom numbers, GAFF atom types and relative RESP partical charges computed for 3mer+.        
atom number GAFF atom type q (e-) atom number GAFF atom type q (e-) 

1 c3 -0.156 24 na -0.318 
2 hc 0.077 25 hn 0.363 
3 hc 0.077 26 c3 -0.105 
4 c3 -0.005 27 hc 0.032 
5 hc 0.052 28 hc 0.032 
6 c3 -0.156 29 hc 0.032 
7 hc 0.077 30 hn 0.381 
8 hc 0.077 31 c3 0.070 
9 c3 0.070 32 hc 0.040 

10 hc 0.040 33 c3 -0.105 
11 c2 -0.101 34 hc 0.032 
12 c2 -0.035 35 hc 0.032 
13 h4 0.167 36 hc 0.032 
14 h5 0.248 37 cd -0.201 
15 cd -0.201 38 cd 0.164 
16 h4 0.196 39 h4 0.196 
17 cd 0.164 40 h5 0.143 
18 h5 0.143 41 cc 0.155 
19 c2 0.076 42 na -0.318 
20 cc 0.155 43 nc -0.468 
21 na -0.108 44 hn 0.272 
22 na -0.209 45 hn 0.363 
23 nc -0.468    

Analysis of the trajectory  

 The modified version of GAFF has been adopted to perform out MD simulations on a 

system composed by 15 monomers and containing one excess proton (figure IV-7). In this 

model, referred in the following as 15mer+, all the nitrogen atoms in position 3 are acceptors 

while the nitrogens in position 1 bear an hydrogen atom. Furthemore, the excess proton has 

been added to the middle so that the central trimer is similar to the system taken into account 

for DFT calculations (3mer+). Indeed, the charged imidazole (Imb+) is involved in an H-bond with 

a low PT activation energy (involving two N3 atoms) and in another one with high PT barrier 

(involving N1 and N3 atoms). For matter of clarity, therefore, the same atom labeling of 3mer+ 

(see figure IV-5) will be used to identify the atoms of the central trimer (see zoom in figure IV-7). 

For atom numbers, atom types and relative RESP25,26 partial charges computed for 15mer+ see 

annex  II . 

 The variation of the dihedral describing the rotation around the covalent C-C bond 

between the central imidazole Imb+ and the backbone (dihedral �T) along the whole 4ns 

trajectory is shown in the figure IV-8 (a): during the simulation an oscillation of about 80° (from 

-40° to +40°) is observed thus indicating a large flexibility of the system. Interestingly, the HN 

lengths relatives to the H-bonds between Ima-Imb+ and Imb+-Imc a�”�‡�� �”�‡�Ž�ƒ�–�‡�†�� �–�‘�� �–�Š�‹�•�� �T�� �•�‘�–�‹�‘�•�ä��
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 Figure IV-8 shows the time-dependent fluctuations of the H3b-N3a distance (b) and  H3b-

N3c distance (c) along the whole trajectory. 

 

Table IV-4: Energetic profiles obtained using increasing values of kd. The 
best agreement with the DFT data is obtained using K d=5.5 kcal/mol 
(See figure IV-6). 

kd value corresponding energetic profile 

4 kcal/mol  

 

5 kcal/mol  

 

5.5 kcal/mol 
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Figure IV-7: Optimized molecular structure of 15mer +. The central trimer with the excess proton is 

shown in the zoom.  

 

 ���‘�–�ƒ�„�Ž�›�á�� �‡�ƒ�…�Š�� �–�‹�•�‡�� �–�Š�ƒ�–�� �–�Š�‡�� �†�‹�Š�‡�†�”�ƒ�Ž�� �T�� �ƒ�’�’�”�‘�ƒ�…�Š�‡�•�� �–�‘�� �v�r�¹�á��the N3a-H3b length increases 

toward about 3 Å while the H3b- N3c distance decreases to approximately 2.0 Å. The �T oscillation 

is also correlated to an increasing (decreasing) of the NN distances between Ima and Imb+ (Imb+ 

and Imc): N3a-N3b distance increases up toward 4 Å and the N3b-N3c distance goes down to 

approximately 2.7 Å. Figure IV-9 shows an extracted (first 100 ps) of the whole trajectory and 

gives an example of the concomitant variation of NN and HN lengths as a function of the dihedral 

�T. Focusing on the details of the first part of the trajectory (first 10  ps, see figure IV-10), it 

appears evident that only few ps are necessary in order to have the first significant imidazolium 

rotation (from 5.8 ps to 6.0 ps). Such a oscillation occurs very quickly requiring less than 200 fs 

to take place and an amplitude of only 66° (from �T=-32° to �T=+34°) is associated to an H-bond 

breaking and forming process, as clearly itemized in figure IV-11. Indeed, the �T oscillation leads 
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to an increase of about 1.6 Å (from 2.02 to 3.63 Å) of the N3a-H3b distance, while the H3b- N3c 

length decreases by about 1.8 Å (from 4.02 to 2.16 Å). 

 

 
Figure IV-8: Time-dependent fluctuations along the 4 -ns trajectory of a) dihedral �T , b) H3b-N3a 

distance and c) H3b-N3c distance. 
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Figure IV-9: Time-dependent evolutions of dihedral  �T, H3b-N3a distance and N3b-N3c distance along the 

first 100ps of trajectory . 

 

 In short, if for  the 3mer+ system the rate limiting step of the proposed conduction 

mechanism corresponds to a complete (180°) rotation of the imidazole bearing the excess 

proton, here the MD simulations suggests that for the more realistic 15mer+ polymer such a step 

consists of a soft motion (frustrated rotation). Indeed, when a large system is considered, a 

planar rearrangement of the imidazole wires is not permitted due to the polymeric matrix so 

that a rotation of about 80° is sufficient for the breaking and forming process of H-bond required 

for subsequent low-barrier PTs. 

 
Figur e IV-10: Time-dependent evolutions of dihedral �T, H3b-N3a distance and N3b-N3c distance along 

the first 10ps of trajectory . 
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Figure IV-11: Snapshots of the 0.2 ps interval (from 5.8 to 6.0 ps) extracted from the 4 -ns trajectory. 

The considered H-bonds are depicted by a dotted line.   

3.3.  A new charge-transport mechanism   

 The discussed results show that the backbone constraint can strongly affect the charge 

transport in P4VI so that its influence cannot be neglected. In other words, the conclusions 

obtained in earlier works should be critically revised since these studies are performed on 

models not including the polymeric matrix and so where the conduction takes place simply 

along an equivalent H-bonds chain (see figure IV-3, step 2). On the contrary, the present results 

indicate that when a more realistic system is considered (explicitly including the polymeric 

matrix) several PTs reactions should be undertaken since the hydrogen bonds between adjacent 

azole moieties are no longer equivalent. Notably, among the different reaction paths, only one is 

plausible at operative temperatures having an energy barrier of only 2.5 kcal/mol (vs. values 

above 20 kcal/mol for the other considered mechanisms). It consists in a PT reaction between 

two nitrogen atoms in position 3 of the heterocycles. In other words, when the polymeric matrix 

is included, the presence of more than two imidazole units in the model is sufficient for 

excluding the existence of an equivalent H-bonds chain. For instance, in a trimeric system, if an 

imidazole ring is involved in a strong N3-N3 hydrogen bond with the neighboring imidazole, it 

cannot form an H-bond with the ring in the opposite direction (see figure IV-5). 

 The proton conduction along the chain, therefore, can take place only if an alternative 

path is considered. It involves the rotation of the protonated imidazole around the CC bond 

linking this heterocycle with the polymeric chain. Such a rotation, representing the rate limiting 

step, occurs after each favorable PT and leads to the breaking of the one-hand H-bond and to the 

formation of the other-hand H-bond. Interestingly, in a trimeric system, this step requires only 

one half of the energy required for a second direct PT (10 kcal/mol vs. 20kcal/mol).  
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 The MD simulations support this alternative conduction mechanism showing that such 

rate limiting step occurs quickly at 393K, a typical operational temperature for these systems. 

Furthemore, such a step is strongly affected by the chemical environmental. Indeed, differently 

from the trimeric system, when a larger oligomer is considered, a partial imidazolium rotation 

(almost 80° of amplitude) is sufficient to reach N3-N3 distances (at least shorter than 2.65 Å) that 

allow for low energy requiring PT reaction. The figure IV-12 shows the energy of the PT reaction 

(between Imb+ and Imc) computed at different N-N and H-N distances (N3b-N3c and H3b- N3c): a PT 

barrier lower th an 3.0 kcal/mol is sufficient when the NN distance decreases to values shorter 

than 2.65 Å, a threshold which is reached during the simulation (Figure IV-13). Coherently with 

these evidences, the hypothesized rate limiting step (imidazolium soft motion) is characterized 

by a low free energy barrier. Figure IV-14 shows the free energy profile along the reaction 

coordinate (torsion angle �T) computed at different temperatures: the frustrated rotation (from -

40° to +40°) requires about 9 kcal/mol  at 100K and 6 kcal/mol at 393K. These data, carried out 

using umbrella sampling technique and weighted histogram analysis method (WHAM), indicates 

that the temperature dependence of the energy barrier can be assigned to entropic effects. 

 It is worthy to note, moreover, that together with an adiabatic mechanism which is 

favored by the low barrier computed along the proton coordinates (3 kcal/mol, comparable to 

the N-H stretch vibration zero energy); the proton motion could also occur through a non-

adiabatic mechanism (tunneling) which becomes possible thanks to the short N-N donor-

acceptor distances reached during the simulations. In other words, the quantum mechanical 

effects are expected to further increase the proton transfer probability relative to the classical 

description of the proton motion. 

 

 Figure IV-12: 2d plot of the DFT energy landscape for the PT between the second and third 

imidazole in 3mer +  as a function of H3
b-N3

c and N3
b-N3

c distances.    
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 Taken together, these results allow to hypothesize a new charge transport mechanism 

where the determing step is a frustrated rotation of the protonated imidazole. Such a 

mechanism strongly differs from the Bredas mechanism sketched in figure IV-3. Indeed, the first 

step (arrival of the proton at one end of the chain) is here followed by a frustrated rotation (step 

2, reorientation) which in turn allows for a second proton transfer (step 3, charge-carrier 

transport). In other words, the proposed mechanism requires n frustated rotations of single 

protonated imidazoles instead of a concerted global rotation for each proton discharged at the 

electrode (see figure IV-15). 

 

Figure IV-13: Occurrence of the N3b-N3c distance during the 4ns simulations  
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Figure IV-14: Free energy profiles for the 80° amplitude rotation around the dihedral �T computed for 

the model system 3mer + at two different temperatures.     

 

 

Figure IV-15: Proton conduction mechanism for P4VI proposed in the present research:  1) arrival of 

a proton at the end of the chain, 2) imidazolium frustrated rotation, 3) single proton transfer 

reaction, 4) new frustrated rotation.  
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3.4. Support from exper imental evidences  

 Because of the poor understanding concerning the charge transport in polymer 

electrolytes, experimental evidences have been often used as indicator for a particular type of 

conduction mechanism. For instance, the temperature dependence of the conductivity can give 

an idea of the crucial aspects governing the charge transport in azole-based membranes.31,32 

Regarding the P4VI itself, it has been found that increasing the temperature, the proton 

conductivity rises by several order of magnitude.2,3 In accordance with this evidence, the 

computed energy amount required for the rate limiting step of the proposed mechanism 

decreases as the temperature increases (see figure IV-14). Furthermore, it has been shown that 

the proton transport in this polymer is strongly promoted by the flexibility of the system.2,3 

Indeed, proton conductivity increases as the glass transition temperature (Tg) of P4VI decreases 

(for instance adding acid dopant). Such lower Tgs are the signature or reorientational dynamics 

in N-heterocyclic polymers due to higher flexibility of the system (for a short discussion on this 

point see references33-35). 

 Focusing on the activation energy for the conduction, values of the same order of that 

found for the proposed mechanism (6 kcal/mol at 393 K) have been estimated for systems 

comparable to P4VI. For instance values going from 12 to 14 kcal/mol have been found for 

imidazoles tethered to siloxane backbone. Importantly, the energy requested for the conduction 

decreases to 6 kcal/mol when an few quantity (10% with respect to the imidazole units) of acid 

dopant is added36 thanks to the enhanced chain flexibility. In other words, the theoretical value 

of activation energy issued from our calculations matches well with the experimental 

estimations so supporting the rule of the ring rotation as rate limiting step in the charge 

transport. Furthermore, consistently with our proposed mechanism, from NMR data emerges a 

local picture of the proton conduction where bonds are broken and then reformed as a proton 

passes along.36  

 Finally, a further support for the proposed mechanism can be obtained through a 

qualitative estimation of the proton diffusion coefficient which can be obtained from our 

calculations. Indeed, such a coefficient can be expressed as: 

                                                                                                                                   (IV-2) 

where v is the motion frequency, a the proton jump distance and E the required energy for each 

proton motion.37 Following the proposed mechanism, it can be assumed a proton jump of 4Å 

(distance between N3a and N3c) for each frustrated rotation which in turn require 6 kcal/mol to 

take place and is characterized by a frequency corresponding to the imaginary frequency 

computed at the DFT level (v=4,33 x 1012 sec-1). The resulting value (D=1.58 x 10-6 cm2 sec-1) 



CHAPTER IV: Proton transport in P4VI  
 

124 
 

is of the same order to those obtained for other imidazole-based meterials38 so further 

supporting our hypothesis. 

3.5.  Charges and electrostatic potential: support to the MD simulation quality  

 Even though the Amber Force Field approach has been largely used in processes 

involving H-bond breaking and formation as for instance protein-substrate interaction39 or 

protein conformational changes,40,41 it could be argued that the rate-limiting step of the 

proposed mechanism could be not correctly reproduced by a force field which uses fixed 

charges. So, in order to further validate the considered theoretical approach, both RESP and 

NBO42 charges have been taken into account for the atoms involved in a formation/breaking 

process of hydrogen bonds during the investigated soft motion (N3a, H3b, N3b, H-bond between 

Ima and Imb+). The obtained data are collected in table IV-5: while small variations (less than 

10%) are detected for RESP charges, the NBO model provides charges almost unchanged during 

the imidazolium rotation. In agreement with this evidence, no significant variation can be 

observed for the electrostatic potential during such critical step (figure IV-16). Taken together, 

these results further support the quality of the performed MD simulation. 

Table IV-5: NBO and RESP charges computed along the frustrated rotation of the proto nat ed central 
imidazole in 3mer +. 

 NBO Mulliken 

�T -30 0 30 -30 0 30 

H3b 0.488 0.487 0.491 0.324 0.315 0.327 

N3b -0.542 -0.516 -0.536 -0.208 -0.245 -0.220 

N3a -0.614 -0.601 -0.617 -0.658 -0.620 -0.667 

 

 
Figure IV-16: Electrostatic potential computed along the frustrated rotation of the dihedral �T: upper 

right �T=-30°, lower left �T=0°, lower right �T=30° 
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4.  Conclusions 

 Thanks to the explicit consideration of the polymeric backbone in the investigated 

models, a new conductivity mechanism has been proposed for a prototype azole-based proton 

conductors named P4VI. Indeed, the backbone constraint has been proved to be crucial in 

affecting the charge transport in this system so suggesting that the conclusions drawn from 

earlier works on chains of free imidazoles should be critically revised.  

 In particular, the presented theoretical outcomes allow to draw out a mechanism where 

the frustrated rotation of the imidazole bearing the excess proton is the rate-limiting step. Such a 

step is necessary before each proton transfer reaction between adjacent azole-moieties can take 

place. Importantly, the proposed model could be favored respect to the Grotthuss mechanism 

which is commonly accepted for these systems. 

 Despite the conductivity of the pure P4VI is far from the level requested for PEMFCs 

applications (chapter I), the discussed outcomes can represent a useful starting point to shed 

light on the different conductivity of nearly identical systems. Furthermore, the obtained new 

insights into the charge-transport can pave the way for the design of new materials with 

advanced performances. Notably, this last point will be deal with in chapter VI where, based on 

the suggestions emerged from the present study, an imidazole-base polymer characterized by a 

different wire tethering will be investigated.  
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CHAPTER V: PROTON TRANSPORT IN H3PO4-DOPED P4VI  
 

 

 The present chapter is devoted to the investigation of the rule of phosphoric acid (H3PO4) 

in the conductivity mechanism of P4VI, the azole-based system previously investigated as pure 

polymer (chapter IV). Such an investigation has been performed by using a molecular model 

where together to a protonated trimer of P4VI, two molecules of H3PO4 have been taken into 

account. The obtained data, object of a manuscript in preparation,1 can be considered as very 

preliminary, being the result of a first crude effort to model the effect of acid doping on charge 

transport of P4VI.  

1. Introduction  

 As above mentioned, the levels of conductivity reached by pure azole-based polymers 

are far from those requested for PEMFCs applications.2-5 However, such a gap can be partially 

reduced by doping the pure polymer with strong acids able to 1) increase the polymer backbone 

mobility acting as plasticizer and 2) introduce extrinsic charge carriers acting as protons 

source.2,3,5-,7 Notably, the interaction between the N-heterocycles polymer and the doping acid is 

supposed to occur via hydrogen bond2,8,9 while two different situations can be envisaged for the 

mechanism of conduction: 

-  doping with small amount of acid ( < 15 mol % with respect to the azole units) 

-  blending with molar excess of acid 

 The increasing of the conductivity obtained in the first case is mainly related to the 

observed decreasing of glass transition temperature (Tg), hence leading to an enhanced polymer 

flexibility. It is commonly accepted that in systems where a molar excess of acid is used, the 

conductivity of the blends is mainly based on proton transfer between acid moieties as well as 

on their self diffusion (vehicular mechanism), the observed values being equal to those of the 

pure acid.2,3Among the different doping acids, the most common is phosphoric acid (H3PO4) 

which has the highest intrinsic proton conductivity of any known substance.10,11  

 Based on these evidences, several azole-based systems blended with H3PO4 have been 

prepared and studied as proton conductors in the last years and such a materials have shown 

conductivity levels several order of magnitude higher with respect to the corresponding pure 

polymers.2-7,9,12 In this context, an important example is represented by the H3PO4-blended P4VI 

which shows levels of conductivity which are significantly higher than P4VI alone. Interestingly, 
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this happens also after doping with amounts of H3PO4 much lower than those of saturation.2,3 In 

this regard, it is worth to note that, albeit the conductivity of the system becomes higher in 

saturated systems, the presence of high acid quantity is a drawback that leads to leaching 

problems as well as to negative effects especially concerning the chemical and mechanical 

stability of the membrane.5,13,14 In other words, from a technical point of view, the use of low 

quantity of phosphoric acid is preferred. In this sense, maximizing the acid effect on the proton 

conductivity could be crucial to allow the use of lower quantities of dopant. However, this goal 

can be achieved only if a better understanding of its rule on the mechanism of conduction is 

obtained. In this context, the literature reports some examples of studied mainly focused on the 

interactions between dopant and polymer. Concerning the P4VI itself, Bozkurt and coworkers 

showed, through IR spectra, that the "addition of H3PO4 to P4VI results in protonation of the free 

nitrogen on the imidazole rings" hypothesizing a polysalt formation,2 suggested, some years 

later, also for benzimidazole polymers doped with the same dopant.9 More recently, insights into 

the poly-benzimidazole (PBI)- phosphoric acid interactions have been obtained through a 

Raman study15 while Pahari and coworkers8 have carried out MD simulations on monomer of 

polybenzimidazole doped with H3PO4 to investigate its structural and dynamical properties at 

varying temperature and acid content. Albeit interesting in order to shed light on the 

interactions polymer-acid, these studies are still far from giving insights into the mechanism of 

conduction of the H3PO4-doped materials, to which no specific study has been still devoted at the 

best of our knowledge. 

 Based on these evidences and background, in this chapter we present a DFT based 

investigation of the rule of phosphoric acid in the conduction mechanism of P4VI for which a 

mechanism of conduction alternative to Grotthuss has been hypothesized for the acid-free 

system (chapter IV). Notably, a molecular model characterized by a protonated trimer of P4VI 

and two molecules of phosphoric acid has been taken into account and the obtained results 

compared with those obtained with the pure polymer. For this purpose, the DFT investigation 

described in the present chapter has been performed following the computational details 

reported in chapter IV (Section 2).   

2. Results and discussion  

 As shown in chapter IV, the main reason why the Grotthuss mechanism could be 

impeded in pure P4VI is the impossibility to get an H-bond network along the chain because of 

the polymeric matrix constraint so that an alternative path has to be taken into account in order 

to transfer the excess proton in the considered acid-free model systems. Based on these results, 

the first step of the present study has been the evaluation of a possible H-bond network 
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(hereafter defined as Grotthuss chain) in the considered H3PO4-included model system (Section 

2.1) followed by an investigation on the energy involved in the proton transfer reactions 

considered (Section 2.2) and finally on the rate determining step of the emerged mechanism 

(Section 2.3).  

2.1. Identification of a Gotthuss chain in the starting complex  

 As already mentioned, the present investigation has been carried out by using a 

molecular model characterized by two molecules of phosphoric acid added to a trimeric system 

of P4VI. Figure V-1 shows the optimized structure of the starting complex (before the arrival of 

the first excess proton and hypothesizing a direction of conduction from left to right). As in 

chapter IV, the polymeric system has been build in order to have a linear (strong) hydrogen 

bond (involving nitrogen atoms in position 3) between the first (Ima) and the second (Imb) 

imidazole and bonding the hydrogen of the third imidazole (Imc) to the position 3 in order to 

have the nitrogen in position 1 as acceptor. As expected, in the lowest energy structure the acid 

molecules interact with all the imidazole wires through hydrogen bonds. However, the protons 

(H1a and Hb) involved in the H-bond between the dopant and the imidazole wires do not transfer 

spontaneously to form a salt. Nevertheless, a further analysis of the energetic concerning the H1a 

transfer from Oa to N1a reveals how such a proton transfer reaction is energetically allowed 

requiring only 1.04 kcal/mol to occur. This transfer can be (ideally) considered as the first step 

of the charge transport in the considered model, since it is required (making Oa acceptor) in 

order to accept the incoming excess proton. Note that the second dopant molecule (PAb) 

simultaneously interacts with two proton wires (Imb and Imc) donating and accepting an 

hydrogen bond at the same time. 

 

Figure V-1: Optimized structure of the starting neutral complex.  
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In other words, thanks to the presence of two molecules of H3PO4 into the model, together with 

the interaction between Ima and Imb (as in the corresponding acid-free model), a new H-bond 

network is established as shown in table V-1 where the distances between the considered 

hydrogens and the corresponding atom acceptors (AA) as well as the angles among the atom 

donors (AD), the hydrogens and the atom acceptors are reported. 

Table V-1: Atom acceptor-hydrogen distances (AA-H, Å)  and atom 
donor -hydrogen - atom acceptor angles (AD-H-AA, deg) in the 
optimized structure of the starting neutral minimum. See figure V-1 
for atom label ing. 

H-bond distance AA-H angle AD-H---AA 

Oa- H1a--- N1a 1.53 175 

N3a- H3a--- N3b 1.94 156 

N1b- H3b--- Ob1 1.82 158 

Ob2- Hb---N3c 1.57 176 

 

Taken together, these data indicates the presence of a Grotthuss chain in the considered model, 

differently from the corresponding acid-free model where the presence of two successive strong 

H-bonds is impeded by the polymeric constraint. 

2.2. Proton transfer reactions in the protonated model  

 As already mentioned, in order to trigger the conduction an excess positive charge has to 

be added to the considered model. Figure V-2 shows the optimized structure of the protonated 

molecular system obtained adding a proton to PAa in order to study the conduction from the left 

to the right side.  Indeed, as the excess proton (H1e) arrives, H1a transfers from Oa to N1a so 

determining the starting complex for subsequent proton transfers along the chain (see the 

arrows in figure V-2). 

 

Figure V-2: Optimized structure of the starting protonated complex.  
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 The obtained conformation, in fact, is characterized by a protonated imidazole (Ima) 

which establishes an H-bond with a neutral one (Imb) through two nitrogen atoms in position 3, 

a condition which favors an energetically allowed proton transfer (chapter IV).  In addition, once 

H3a is transferred from Ima to Imb, one proton can be conducted from Imb to Imc by means of the 

H-bonding bridge obtained thanks to the presence of PAb.  

 Figure V-3 shows the minima and transition states referring to the PT reactions 

occurring in the considered model: a) transfer from Ima to Imb, b) transfer from Imb to PAb and 

from PAb to Imc . Note that only one transition state in considered for the transfer reaction 

involving both H3b and Hb, this last occurring spontaneously as H3b approaches to Ob1. 

Concerning the transfer from protonated Ima to Imb (PT reaction a), only 2.5 kcal/mol are 

required (Table V-2). Such a value is equal to that computed for an acid-free protonated dimer 

where the same PT mechanism occurs (involving nitrogen atoms in position three) so indicating 

that such a proton transfer reaction is not affected by the presence of dopant molecules in the 

system. The resulting complex is in turn starting conformation for a concerted proton transfer 

from Imb to Imc requiring about 5 kcal/mol (estimated through relaxed scan calculation) to take 

place. Such a value is much lower with respect to that computed (23.5 kcal/mol) for a proton 

transfer between nitrogen atoms in position 1 (as between Imb and Imc ) in absence of acid. The 

presence of PAb therefore promotes the transfer from Imb and Imc which otherwise would occur 

by requiring an energy barrier too high due to the inability of  the proton wires to establish a 

strong (linear) H-bond between nitrogen atoms in position 1. 

PT minimum transitio n state* 

a) Ima-Imb 

  

b) Imb-PAb & 
PAb-Imc 

  
*: In case of PT b) the transition state is hypothesized considering the highest energy structure of the relaxed scan 
calculation. 
 

Figure V-3: Minima and transition states of the PT reactions occurring in the protonated model.  
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Table V-2: Proton transfer energy barriers computed in the acid -included 
model system and in the corresponding mechanism of the acid -free system. 
All values are in kcal/mol.  

 acid-included model acid-free model 

PT �¿E �¿E 

a) Ima-Imb 2.5 2.5 (N3-N3) 

b) Imb-PAb & PAb- Imc 5.2 23.5 (N1-N1) 

 

 Note that the resulting complex of PT b) will be characterized by a protonated Imc which 

can be considered as the starting minimum for a new transfer N3-N3 (as between Ima and Imb). In 

other words, the resulting complex after the conduction of the first proton (from the left to the 

right side) is a neutral system where an H-bond network is established in the opposite direction 

with respect to the starting model (figure V-4 vs. figure V-1) so that a reorientation becomes 

necessary for subsequent intermolecular proton transfer in the same direction.  

 

Figure V-4: Optimized structure of the resulting complex after the first proton shuttling along the 

chain. The H-bonds are depicted by a dotted line.  

2.3. Investigation of the rate -limiting step  

 Because of the presence of no-equivalent nitrogen atoms in the system (as a 

consequence of the casting in position 4 of the heterocycles), a cooperative rotation involving 

only the imidazole moieties would not be able to give a suitable conformation for a new proton 

shuttling along the chain. Indeed, since the involved nitrogen atoms would be those in position 1, 

an H-bond between Ima and Imb would not be possible in absence of an acid molecule between 

these heterocycles. In the considered molecular model, therefore, the flipping process must also 

involve one doping molecule, namely PAb which, at the end of the process, must be located 

between Ima and Imb. For this reason, a relaxed scan calculation of the dihedral corresponding to 

the rotation of the central imidazole around the C-C bond (bond between Imb and the backbone) 

has been realized by keeping fix the interaction between Imb and PAb (H3b-Ob1 distance). Note 
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that, in order to have an reasonable computational time, the molecule of dopant not directly 

involved in such a reorientation process (PAa) has been excluded in the investigated model. 

Figure V-5 b shows the optimized structure of the complex obtained after a complete rotation of 

the central proton wire while in figure V-5 an intermediate structure (corresponding to almost 

half rotation) is shown. 

Interestingly, during the rotational process, PAb establishes hydrogen bonds with all the proton 

wires of the considered model (figure V-4 a). Such interactions, together with the weak 

dispersion forces due to the quasi-parallel rearrangement of the imidazoles, contribute to 

reduce the energy required for the whole process. Indeed, the highest energy structure of the 

performed relaxed calculation (figure V-5 b) has an energy only 6.5 kcal/mol higher with respect 

to the starting conformation.   

In short, a new proton shuttling along the chain can happens in the considered model after 

almost 6.5 kcal/mol, involved in the necessary rearrangement necessary to restore an H-bond 

network for a new proton conduction in the same direction. 

 

 
 
 
 
a 

 

b 

 

 

Figure V-5: Optimized molecular structure of the investigated model to study the rate -limiting step: 

a) highest energy structure of the relaxed scan calculatio n, b) resulting complex.  
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2.4. Comments 

 The discussed results show as the inclusion of molecules of phosphoric acid can strongly 

affect the mechanism of conduction in P4VI. Indeed, while in the pure polymer the presence of 

two successive hydrogen bonds (necessary condition for a Grotthuss mechanism) is impeded 

due to the polymeric constraint, an H-bond network can be detected in the acid-included model 

here investigated and characterized by two molecules of H3PO4, added to a trimer of P4VI. 

 In particular, the preliminary study on the neutral system (here representing the starting 

complex before the arrival of the first excess proton) shows as a strong (linear) H-bond can be 

established between the proton wires and the dopant molecules. Importantly, the protons 

involved in such interactions are delocalized between the two moieties allowing the first acid 

molecule (PAa) to act as acceptor of the incoming excess proton. Furthermore, the optimized 

molecular structure shows as a dopant molecule added within the chain (instead of at one end) 

establishes two simultaneous interactions, one with Imb (as H-bond acceptor), the other with Imc 

(as H-bond donor), in contrast with Bozcurt et al.2 according to whom H3PO4 interacts with a 

single molecule of heterocycle forming a salt. In other words, thanks to the obtained minimized 

conformation, H3PO4 acts as hydrogen bonding bridge between two proton wires among which a 

hydrogen bond (involving nitrogen atoms in position 1) would not otherwise be possible 

(chapter IV). 

 This is confirmed by a further analysis of the energies involved in the first proton 

shuttling along the chain, performed on a protonated model system (after the arrival of the 

excess proton transfer on PAa). If more than 20 kcal/mol are required to transfer the proton 

between two adjacent imidazoles through nitrogen atoms in position 1 (chapter IV), here about 

5 kcal/mol are enough to transfer the excess charge from Imb to Imc thanks to the presence of 

PAb which is involved in a simultaneous double proton transfer. 

 Taken together, all these results suggest that a Grotthuss mechanism could be not 

impeded by the polymeric constraint in the considered model. However, in order to better 

investigate this hypothesis, a further investigation has been performed focusing the attention on 

the rate-limiting step (reorientation) of the hypothesized mechanism. Notably, following the 

Grotthuss hypothesis a neutral system has been taken into account assuming that such a process 

occurs after the discharge at the electrode ( step 2,) and before the arrival of a new incoming 

excess proton (new step 1, see figure IV-3). Albeit a detailed energetic profile has not still been 

obtained, due to the complexity of the investigated model (such a point is under present 

investigation), the analysis of the highest energy conformation (after a relaxed scan calculation) 

indicated that the molecule of H3PO4 which is involved in that flipping process is able to 

establish interactions with all the three heterocycles of the system so contrasting the energy 

necessary to break the hydrogen bonds during the reorientation. The estimated value (6.5 
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kcal/mol) is close to the proton conduction activation energy obtained for similar N-

heterocycles systems doped with phosphoric acid.16 

 In summary, from all the investigated outcomes emerges a Grotthuss-like mechanism 

characterized by different steps: 1) establishment of strong H-bond interactions between dopant 

and polymer, 2) arrival of the excess positive charge on the first acid molecole and consequent 

collective proton transfer along the Grotthuss chain, 3) reorientation of all the imidazoles with 

the simultaneous transfer of the phosphoric acid molecules within the chain, 4) formation of a 

new H-bond network in order conduct a new proton in the same direction.         

 

 

 

Figure V-6: Directional proton conduction mechanism hypothesized for the P4VI doped with an acid 

amount equal to x=0.5 (x=moles of acid for each P4VI repeat unit). 

 

 From a more chemical point of view, it is worth underlining that such a proposed 

mechanism refers to a condition where the polymer is blended with levels of H3PO4 much lower 
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than those of saturation, in particular corresponding to an acid amount equal to x=0.5 (where x 

refers to is the moles of acid for each P4VI repeat unit). Indeed, as shown in figure V-6, in the 

emerged model one molecule of acid is required within the chain for each pair of imidazoles. 

3.       Conclusions 

 The performed DFT investigation provides insights into how the interactions between an 

acid dopant  (in this case H3PO4) and a poly-imidazole membrane (here P4VI) can affect the 

mechanism of conduction in blends where less than a molar excess of acid is used. Interestingly, 

from the discussed outcomes, it appears evident that molecules of phosphoric acid within the 

chain can interact simultaneously with two o three azole moieties allowing for a Grotthuss path, 

impeded in the corresponding pure polymer because of the polymeric matrix constraint.  

 Albeit these findings are far from giving an accurate picture of the charge transport in 

H3PO4-blended systems, being necessary an investigation on more larger (realistic) systems, 

they can represent the starting point for a more detailed investigation with the aim to shed light 

on the effect of acid dopant on proton conduction of these systems that cannot be related to the 

only enhanced backbone mobility. 
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CHAPTER VI: PROTON TRANSPORT IN 2-TETHERED SYSTEMS 

 

 
 Starting from the conclusions drown out in chapter IV where the backbone constraint 

has been proved to be crucial in effecting the charge transport in P4VI, in this chapter the effect 

of  a different wire tethering (position 2 instead of 4) will be explored in order to get more 

insights into how the structure of the proton wire and of the polymer are related to proton 

conductivity. The results discussed in the present chapter have been object of a paper recently 

submitted.1  

1. Introduction  

 As described in chapter IV,  when  imidazoles are casted in a polymer backbone through 

the position 4, the positions 1 and 3 in the heterocycles (nitrogen atoms)  are no longer 

equivalent and the geometric constraint imposed by the backbone excludes the presence of two 

successive favorable hydrogen bonds leading to an alternative mechanism of conduction. In 

other words, because of the polymeric matrix, a necessary condition for the Grotthuss 

mechanism is not verified, namely the H-bond network along the chain. This leads to an 

alternative reaction path requiring n frustrated rotations of single protonated imidazoles instead 

of a collective proton transfer along the chain (figure VI-1).  

 However, following the proposed mechanism, only few protons can be transferred along 

the chain at the same time even if these frustrated rotations are uncoupled since the 

concentration gradient of charged particles (in this case protons) in condensed matter cannot be 

high in absence of counterions (because of the proton-proton repulsion). Nevertheless, the 

investigation on P4VI suggests that the tethering position of the proton wires is a critical factor 

in determining such alternative-to-Grotthuss path. Indeed, as a consequence of a different 

casting (position 2 instead of 4) the nitrogen atoms in position 1 and 3 of the heterocycles are 

equivalent as in free chain of imidazoles thus suggesting that a Grotthuss-like mechanism could 

be allowed in 2-tethered systems (figure VI-2). 

Such an hypothesis is based on the available experimental literature. Rasmussen and coworkers, 

for instance, have investigated in depth the Poly(2-vinyl -4,5-dicyanoimidazole) (see figure VI-3) 
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through infrared, solid-state NMR spectroscopy and polymer viscosity studies.2 Importantly, the 

decreasing of  the viscosity in the 1-metilated system (Poly(1-metil-2-vinyl -4,5-

dicyanoimidazole) has been explained as the presence of a strong hydrogen-bonded motif, as 

confirmed by the solid-state NMR. The same polymer has been also object of a patent by Wixom 

and al.3 where a Grotthuss mechanism based on a collective proton transfer involving a single 

chain for both pure and acid doped system is hypothesized. Notably, the authors points out on 

"the high hydrogen bonding characteristics of the material of the present invention". The 

properties of the corresponding cyano-free polymer (Poly(2-vinyl -imidazole) doped with 

phosphoric and sulfuric acid have been investigated by Narayanan and coworkers4 which found 

that this system is a stable proton-conducting up to 200°C. 

 To gain more insights into the mechanism of conduction of these systems, in this chapter 

we present an in-depth investigation performed on model systems where the imidazole wires 

are casted through the position 2. Notably, as for P4VI, the analysis of the electronic structure at 

DFT level has been combined with MD simulations for an explicit description of the dynamical 

aspects related to the investigated systems. The effect of the different imidazole casting on the 

proton conduction mechanism has been evaluated by considering models nearly identical to 

those investigated in chapter IV but characterized by a different tethering.  

 

Figure VI-1: Directional proton transport mechanisms. Left: Grotthuss -like mechanism, involving  1 ) 

arrival of a proton at the end of the chain; 2) proton transfers along the chain; 3) flipping  of all 

imidazoles; 4) arrival of a second proton. Right: mechanism proposed in the previous i nvestigation 

on P4VI ( chapter IV), involving 1) arrival of a prot on at the end of the chain; 2) frustrated rotation of 

the protonated imidazole; 3) single proton transfer; 4) frustrated rotation of the protonated 

imidazole.  
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2. Methodological details  

 In order to compare the results with those obtained for P4VI5, all the calculations have 

been carried out following the computational details reported in chapter IV (Section 2). 

Concerning the MD simulations, a new parameterization of the General Amber Force Field 

(GAFF6,7) has been performed in order to adapt it to the investigated models (details given in the 

following sections). Furthermore, after an equilibration of 0.5 ns, 80 ns of MD simulations have 

been performed taking into account two different temperatures (393 and 453 K). Finally, in 

order to explore the obtained trajectories, data were sampled every 500 fs. 

 

Figure VI-2: Schematic representation and atom numbering of one chain of a) P4VI and b) 
corresponding 2 -tethered system. The H-bonds are depicted by a dotted line. 

 

Figure VI-3: Sketches and atom numbering of the poly(2 -vinyl -4,5-dicyanoimidazole) chain.  
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3. Results and discussion  

3.1.  Conduction mechanism in small models: DFT investigation  

PT in protonated dimers  

 As shown in figure VI-2, when the imidazole wires are casted through the position 2 of 

the heterocycles, the nitrogen atoms are still equivalent as in free-chain models so that an H-

bond network along the chain can be favored, differently from P4VI. In other words, because of 

the different tethering, only one kind of PT reaction can be envisaged between two adjacent 

imidazoles. Such a reaction has been analyzed by considering the simplest systems, namely 

protonated dimers. Notably, in order to evaluate the influence of both the backbone constraint 

and the cyano substituents, different models have been taken into account, namely imidazolium-

imidazole dimer with a) an explicit consideration of the polymeric matrix, b) CN substituents in 

positions 4 and 5 and c) both polymeric matrix and CN groups. Note that this last corresponds to 

the protonated dimer of the Poly (2-vinyl -4,5-dicyanoimidazole) while the model a, except for 

the tethering position, corresponds to the protonated dimer of the same polymer investigated in 

chapter IV (P4VI). 

 Figure VI-4 shows the structures of minima and transition states (TS) computed for all 

the investigated models: for all the considered systems the initial and final rearrangements 

(reactants and products) are exactly alike with the two moieties switched/interchanged 

(symmetric PTs). As shown in table VI-1 which reports the energy barriers computed for each 

model, the activation energy for the PT reaction occurring in model a is only slightly higher than 

that computed for the bare imidazolium-imidazole dimer using the same DFT protocol (1.7 vs 

1.3 kcal/mol, see chapter III). This result indicates not only  that such a PT reaction is only 

slightly affected by the polymeric backbone constraint, but also that it is energetically favored 

with respect to the most favorable PT mechanism for the corresponding 4-tethered model 

(chapter IV)  (1.7 vs 2.5 kcal/mol, respectively). An higher value of the energy barrier is 

computed for model b: the presence of the cyano substituents leads to an higher PT reaction 

energy (3.2 kcal/mol). 

 Surprisingly, when both polymeric constraint and cyano groups are included into the 

system (model c) the computed energy barrier is almost equal to that obtained for model a 

(about 1.7 kcal/mol, see Table VI-1). In other words, when the imidazole moieties are casted in a 

polymeric backbone, the cyano groups do not affect the activation energy thus suggesting that 

the increasing of   the barrier in model b is not the result of an electronic but rather of a 

geometric effect. This is further supported by the analysis of the obtained structures (figure VI-

4). Indeed, despite minimum and transition state of model b are characterized by the azole 

moieties in same plane as in models b and c, the proton wires are here rotated of 180° each other 
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with the consequent orientation of the cyano groups in two opposite directions (figure VI-4, b). 

Such a different reorientation leads to a longer length between nitrogen donor (ND) and nitrogen 

acceptor (NA) in the starting minimum (Table VI-1) so that a stronger rearrangement of the 

system (and consequently an highest amount of energy)  is necessary to reach the transition 

state. Interestingly, this conformation is impeded when the backbone chain is added to the 

model b (model c). In other words, in presence of cyano substituents the geometrical constraint 

of the polymeric matrix favors the considered PT reaction. 

 

 

model minimum transition state 

a 

  

b 

  

c 

  
 

Figure VI-4: Structures of the stationary points (minima and transition states) of different 
protonated dimeric systems involved in the investig ated proton transfer reactions.  
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 In summary, in all the considered 2-tethered models, the PT reaction occurring between 

adjacent imidazoles is energetically allowed in spite of the geometrical effect of the cyano 

substituents which increases the energy barrier in absence of the polymeric matrix. 

 

Table VI-1: ND-H (Å), H-NA (Å) and ND- NA (Å) distances for  both  
minima and transition states  of PT reactions occurring in the  
investigated models.  The corresponding energy barriers (kcal/mol) 
are also reported.  

model 
 minimum transition state 

�¿E 
 ND-H H-NA ND- NA ND-H H-NA ND- NA 

a)  1.09 1.60 2.67 1.27 1.30 2.56 1.68 
b)  1.07 1.70 2.77 1.29 1.29 2.58 3.20 
c)  1.09 1.61 2.69 1.27 1.30 2.56 1.69 

 

Cooperative reorientation in a trimeric model  

 Although it is a necessary condition, the presence of an H-bond network along the chain 

is not sufficient to assume the Grotthuss mechanism which can take place only if a cooperative 

rearrangement involving the breaking and the formation of a series of H-bond occurs. Indeed, as 

above discussed in the introduction of chapter IV, once a proton is transferred from one 

imidazole ring to an adjacent one, reorientation (or flipping) of the imidazole moieties becomes 

necessary (rate-limiting step) for subsequent intermolecular proton transfer in the same 

direction. To verify that a Grotthuss-like mechanism is allowed in 2-tethered systems and in 

order to gain more insights into this rate-limiting process, a trimeric model has been analyzed. 

Based on the previous outcomes on protonated dimers indicating that the effect of the cyano 

substituents can be neglected when the polymeric matrix is included and in order to directly 

compare the obtained results with those obtained investigating P4VI where no substituent is 

present, a model of the bare poly-(2-vinyl -imidazole) has been considered (figure VI-5 a). 

 Such a trimeric model will be referred in the following as 3mer and the three heterocycles as 

Ima, Imb and Imc. Note that, differently from the trimeric model of P4VI analyzed in chapter IV, 

here a neutral system is considered. Indeed, following the Grotthuss hypothesis it is assumed 

that the reorientation step occurs after the discharge at the electrode (step 2) and before a new 

charge generation (new step 1, see figure VI-1 left). Therefore, by construction of the model, the 

starting conformation (Figure VI-5 a) corresponds to the resulting complex after the first proton 

shuttling through the hydrogen-bonded network assuming a direction of conduction from Ima to 

Imc. 

Potential energy analysis for rotation around the covalent bond between Imb and the polymeric 

matrix has been performed scanning the corresponding dihedral �M2 (figure VI-5 a). The resulting 

energetic profile has been computed relaxing the molecular structure at each scan step (10° 

along the reaction coordinates). As shown in figure VI-6 a, the obtained potential energy curve is 



CHAPTER VI: Proton transport in 2-tethered systems 
 

151 
 

characterized by a two-folder barrier. Notably, about 8 kcal/mol are required to break the two 

starting H-bonds. This amount of energy is then regained through the formation of a new H-

bond network in the opposite direction (from 60 to + 120°) as depicted in figure VI-5 b showing 

the resulting complex (�M2 = 120°). From -60° to +60° no H-bond is observed and the obtained 

local minimum at 0° corresponds to a conformation able to maximize the aromatic-aromatic 

interactions (�Œ stacking) between the heterocycles. Such a interactions leads to a energy gain 

of about 2 kcal/mol. 

a 

 

b 

 
 

Figure VI-5: Optimized molecular structure of  protonated imidazole trimer (3mer) before (a) and 

after (b) the flipping of all the imidazoles . The H-bonds are depicted by a dotted line . 
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Figure VI-6�ã�����‘�–�‡�•�–�‹�ƒ�Ž���‡�•�‡�”�‰�›���’�”�‘�ˆ�‹�Ž�‡���ˆ�‘�”���–�Š�‡���–�‘�”�•�‹�‘�•���ƒ�”�‘�—�•�†���–�Š�‡���†�‹�Š�‡�†�”�ƒ�Ž���ƒ�•�‰�Ž�‡���T2: a)DFT outcomes, b) 

MM outcomes obtained with the modified GAFF. 

 

 In summary, the rotation of the central heterocycle (Imb) in the investigated model leads 

to a subsequent rotation of the adjacent imidazoles (Ima and Imc ) so that the formation of a new 

H-bond network in the opposite direction ( necessary condition for a new proton conduction 

form Ima to Imc) can take place. 

 

3.2. Conduction mechanism in large models: Molecular Dynamics simulations  

 The study performed on P4VI (chapter IV) revealed as the effect of the geometric 

constraint due to the presence of the polymeric matrix in azole-based polymers can depend on 

the size of the considered model. Indeed, when a large oligomer is considered (15 imidazoles 

linked to the corresponding polymeric backbone), a planar rearrangement of the proton wires is 

not allowed, differently from dimeric and trimeric models. This indicates that the H-bond 

network hypothesized for the investigated 2-tethered systems in small models could be 

compromised in a larger model. Furthermore, the hypothesized determining step (cooperative 

reorientation  of all the imidazoles) could be strongly affected by the chemical environment. In 

order to explore these points, an oligomer composed by 15 monomers and including the 

polymeric matrix (referred in the following as 15mer) has been considered. The corresponding 

structure optimized at B3LYP/6 -31G(d) level is depicted in figure VI-7. As expected, a planar 

rearrangement of the imidazoles is impeded in 15mer, differently from the prevously 

investigated small models. Nevertheless, the H-bond network is preserved thanks to a spiral-like 

conformation as clearly shown in the zoomed figure. In other words, according to our 

calculations an H-bond network is allowed along the chain of a 2-tethered poly-imidazole 

system. 
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 As for 3mer (figure VI-5 b), the considered model represents the resulting complex after 

the first proton shuttling through the H-bond network and before the cooperative rotation, 

following the Grotthuss hypothesis and assuming again a direction of conduction from the left to 

the right side. Of course, a necessary condition to accept a new incoming proton is that the first 

proton wire of the chain (Im1) acts once again as acceptor and a new H-bond network is 

established in the opposite direction, a step which is expected to be the rate determining step. 

Such a process has been investigated performing out MD simulations on 15mer. Notably, as for 

P4VI, the GAFF has been adapted to the investigated system by using the available DFT data as 

reference values. 

 

 

 

Figure VI-7: Optimized molecular structure of the imidazole oligomer containing 15 residues 

(15mer). The zoom shows the first imidazoles of the chain. The H-boned are depicted by a dotted line. 

 

Force Field calibration  

 In analogy with the previous investigation on P4VI, the GAFF parameterization has been 

carried out by means of the DFT data obtained for the trimeric model and including all the 

intramolecular interaction parameters published by Voth and coworkers for imidazole and 

imidazolium.8 Table VI-2 shows the atom numbers, the atom types and the relative RESP partial 

charges computed for 3mer. Different scaling factors with respect to the GAFF default values 
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have been applied to the 1-4 non bonded interactions. Notably, the best agreement has been 

achieved scaling by a factor of 0.667 and 0.100 the 1-4 electrostatic and VDW interactions 

respectively (Table VI-3). The effect on such modification on the potential energy barrier is 

depicted in Table VI-4. 

 

Table VI-2: Atom numbers, GAFF atom types and relative RESP partial charges computed for 3mer . 

atom number GAFF atom type q (e-) atom number GAFF atom type q (e-) 
1 c3 0.060 23 c3 -0.308 
2 hc 0.033 24 hc 0.092 
3 hc 0.033 25 hc 0.092 
4 c3 -0.473 26 hc 0.092 
5 hc 0.131 27 cd -0.457 
6 c3 0.060 28 cd 0.445 
7 hc 0.033 29 na -0.189 
8 hc 0.033 30 na -0.189 
9 c3 -0.108 31 nc -0.656 

10 hc 0.098 32 nc -0.633 
11 cd -0.428 33 cd -0.457 
12 cc 0.162 34 cc 0.145 
13 cd 0.649 35 cc 0.162 
14 cd 0.445 36 hn 0.330 
15 na -0.365 37 hn 0.428 
16 nc -0.633 38 hn 0.330 
17 c3 -0.308 39 h4 0.247 
18 hc 0.092 40 h4 0.113 
19 hc 0.092 41 h4 0.250 
20 Hc 0.092 42 h4 0.115 
21 c3 -0.108 43 h4 0.247 
22 hc 0.098 44 h4 0.113 

 

Table VI-3: Scaling factors for 1 -4 electrostatic  
and 1-4 van der Waals interactions.  

Interaction Scaling factors 
 default modified  

1-4 electrostatic 0.833 0.667  
1-4 van der Waals  0.500 0.100  

 

 Figure VI- 6 b shows the resulting energetic profile provided using the modified GAFF 

version ( MM single point calculations on the relaxed DFT structures): the obtained data are in 

good agreement with the DFT results (Figure VI-6 a).  

Analysis of trajectory  

 In order to investigate the cooperative rearrangement of the proton wires, the analysis of 

the obtained trajectories has been carried out focusing the attention on the dihedral angles able 

to describe the rotation of the heterocycles.  All the dihedral values have been normalized so that 

the DFT optimized value will be referred as �3=0. This enabled us a straightforward  analysis of 
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the time dependent evolution by means of the variations with respect to the starting 

conformation. Figure VI-8 shows the evolution of the �–�‘�”�•�‹�‘�•���ƒ�•�‰�Ž�‡���T1 (rotation of Im 1) during an 

extracted of the 80ns trajectory at 393 K: after the first �y�t�ä�x�� �•�•�� �™�Š�‡�”�‡�� �T1 oscillates almost 

around the starting equilibrium value, a change of conformation is observed. Interestingly, such 

a variation is preserved in the following nanoseconds so indicating that a new stable 

conformation with �–�Š�‡���ˆ�‹�”�•�–���‹�•�‹�†�ƒ�œ�‘�Ž�‡���”�‘�–�ƒ�–�‡�†�����T1=-150) is obtaned. 

Table VI-4:  Energetic profiles obtained using a) default, b) modified scaling 
factors of 1-4 electrostatic  and 1 -4 van der Waals interactions (the values are 
reported in table VI -3).  

scaling factors corresponding energetic profile 

a)default 

 

b)modified 

 

 

 As expected, such a rotation is related to the conformational variation of the successive 

imidazoles (Im2 and Im3) as clearly shown in Figure VI-8 a where the time dependent variations 

of �T1, �T2, and �T3 are depicted. In other words, after about 72.6 ns of simulation on 15mer the 

cooperative imidazoles rotation takes place and a new H-bond network in the opposite direction 

can be established. A detailed picture of this process is given in figure VI-9  that illustrates some 

selected snapshots while in the figure VI-8 b a more detailed extract of the trajectory 
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corresponding to this cooperative rotation is shown. Notably, during the first 72.5545 ns of 

simulation, �T1, �T2 and �T3 show values close to these obtained in the DFT optimized structure 

(see figure VI-8 b). In other words, during this time interval, the starting H-bond network is kept 

so that a new incoming proton cannot be accepted by the first imidazole. Going from 72.5545 to 

72.5550 ns (after 0.5 ps of simulation), the rotation of Im1 leads to the breaking of the H-bond 

between Im1 and Im2 ( see figure VI-9 b). Such a event triggers a process which rapidly (after 0.5 

ps) leads to the breaking of the second H-bond (between Im2 and Im3, figure VI-9 c) and to the  

successive rotation of Im3 occurring at 72.5620 ps (figure VI-9 d). In other words, thanks to the 

breaking of the first hydrogen bond a cascade process takes place so that a new hydrogen bond 

in the opposite direction is established. 

 In short, albeit about 72 ns are necessary at 393K to observe the rate limiting step of the 

hypothesized Grotthuss mechanism, such a process occurs very quickly once trigged by the 

rotation of the first imidazole of the chain. Notably, less than 10 ps are required for the 

reorientation of the first three imidazoles, a quasi-concerted process. 

 

Figure VI-8: Time-dependent fluctuations of dihedral �T1, �T2, �T3 extracted from the 80 -ns trajectory 

obtained for the 15mer at 393K: a) From 72 to 74 ns, b) 14 -ps interval depicting the flipping process  
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Figure VI-9.  Images of some snapshots of the 80-ns MD trajectory obtained for 15mer at 393K: a) at 
72.5545 ns, b) at 72.5550 ns, c) at 72.5555 and d)72.5620 ns.  The H-bonds are depicted by a dotted 

line. 

 

4. Comments and experimental evidences  

 Taken together, these results further support the idea emerged by the investigation of 

P4VI (chapter IV): the tethering position of the proton wires can strongly affect the mechanism 

of conduction in N-heterocycles polymers. Indeed, in spite of the backbone constraint, in a 2-

tethered model system the presence of two successive linear (strong) H-bonds in permitted 

when more than two monomeric units are considered (i.e. 3mer, see figure VI-5 a), in contrast 
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with the outcomes obtained for the corresponding 4-tethered polymer. The study carried out on 

small 2-tethered models suggests that the Grotthuss mechanism can be a plausible hypothesis. 

Indeed, the analysis of the electronic structure by means of DFT indicates that the unique 

possible PT reaction between adjacent imidazoles is energetically favored for all the investigated 

systems. Interestingly such a barrier is not influenced by the presence in position 4 and 5 of the 

heterocycles of cyano substituents, in contrast with the common assumption according to which 

withdrawing groups in position 4 and 5 would increase proton conductivity by making the 

protons more labile (as the result of the increasing of the acidity of the imidazole).3,9  

 The Grotthuss hypothesis is strongly supported by the further analysis on larger 

oligomers (3mer and 15mer) of a 2-tethered model system, performed focusing the attention on 

the rate-limiting step (flipping of the imidazoles) of such hypothesized mechanism. Indeed, a 

relaxed scan calculation on 3mer indicates that the cooperative rotation of the proton wires is 

not energetically prohibitive requiring only 8 kcal/mol to take place. In addition, when a larger 

oligomer is considered (15mer), an H-bond network (necessary condition for the Grotthuss 

mechanism) is observed albeit the strong backbone constraint impedes the planarity of the 

system, as in P4VI. This is achieved thanks to a helix-like conformation (see figure VI-7). 

Importantly, the rate limiting step occurs during the MD simulations after 72 ns at 393K, the 

minimum temperature of the expected operative range for azole-based polymers (393-453 K). 

 The obtained simulations are consistent with some experimental evidences. Indeed, 

variable-temperature (VT) 1H MAS spectra show that the increasing of the temperature strongly 

favor the molecular motion so determining an higher proton mobility,2 as suggested by the 

obtained MD results. Indeed, as depicted in figure VI-10, a temperature increasing equal to 60 K 

is sufficient to observe the rate limiting step of the hypothesized mechanism after only 3 ns of 

simulation (vs. 72 ns at 393K).  

In short, the main conclusion provided from the experimental literature according to which " 

imidazoles with substituents at the 2-position favor the 1,3-chain motif" depicting a picture 

where the Grotthuss mechanism is a "plausible hypothesis".2 Furthermore, the DFT data indicate 

that the activation energy for the PT reaction is much lower with respect to the energy involved 

in the cooperative rotation of the proton wires (1.7 Vs. 8.3 kcal/mol), so further supporting that 

such a process can be considered as the rate-determing step of the conduction mechanism. 

Consistent with these results, the sulfonated derivates of Poly(2-vinyl -4,5-dicyanoimidazole) 

have shown higher proton mobility with respect to the polymer itself9 thus indicating that the 

interruption of ordered hydrogen bond between the azoles moieties can promote the proton 

conduction. Indeed, lower is the H-bond strength, lower can be expected the energy involved in 

the cooperative rotation, this last requiring the breaking of such hydrogen bonds to take place.  
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 Finally, from a broad-spectrum point of view, the fact that the charge transport is 

promoted in 2-tethered poly-imidazole systems is also confirmed by the high values of proton 

conductivities (up to 10-4 S/cm) detected in some fully polymeric proton solvents where 

imidazole is covalently bounded to flexible spacer through its position 2.10  

 
Figure VI-10. Time-dependent fluctuations of dihedral �T1 �T2 and  �T3extracted from the 80 -ns 

trajectory obtained for 15mer  at 453K. 

 

5. Conclusions 

 In this chapter, the outcomes obtained through a combined DFT/MD approach applied 

on a 2-tethered poly-imidazole model system have been presented. The discussed results show 

as in poly-imidazole membranes the proton conduction mechanism can directly depend on the 

tethering position of the imidazole wires. Indeed, in contrast with the conclusions drawn from 

the investigation of proton conduction in P4VI (chapter IV), in the considered 2-tethered model 

the Grotthuss mechanism is not impeded by the polymeric constraint. 

 The obtained data, taken together with those already discussed in the chapter IV, point 

out for the first time the influence of the heterocycle tethering position on the conductivity of 

poly-imidazole membranes so representing a promising starting point for a further study 

focused on the rational design of such systems. 
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 Hopefully, these findings can pave the way for the design of new and performing 

materials where an ideal compromise between H-bond strength and H-bond network flexibility 

can be realized in the Grotthuss hypothesis scenario. 
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GENERAL CONCLUSIONS 
 

 

 Proton Exchange Membrane Fuel Cells (PEMFCs) have increasingly received attention in 

the last years as a clean and promising technology for energy conversion especially in portable 

electronics. Nevertheless, such a technology still doesn't provide adequate costs and 

performances to be competitive with less environmental friendly devices. Most of the challenges 

arise from the need for solid electrolytes, key component of the system, having better operating 

characteristics. Indeed, albeit they suffer of important drawbacks, only perfluorosulfonic 

membranes such as Nafion are today commercialized for PEMFCs applications. Such a materials, 

being water-dependent systems, do not allow for all the important technical advantages of 

working at temperatures above 100°C. The consequent intense research performed in the last 

years has permitted the identification of promising alternative systems such as the azole-based 

polymers. However, despite the recent progresses, the performances obtained from these new 

generation membranes are still far from the level requested for PEMFCs applications mainly 

because of the absence of a thorough understanding concerning the mechanistic aspects 

governing their  proton conductivity. 

 Based on these experimental evidences and background, the aim of this PhD thesis was 

to provide insights into the mechanism of conduction of such proton exchange membranes in 

order to pave the way for a rational design of materials with enhanced performances. In contrast 

with the common trend, the present theoretical investigation has been realized by including the 

effect of the backbone constraint which has been proved to be crucial in affecting the mechanism 

of conduction. Previous studies, indeed, focused on the analysis of proton transport in liquid 

imidazole and the obtained findings have been also extended to the polymeric systems. In other 

words, models with an explicit consideration of the polymer matrix had never been studied, 

taking for granted, also for polymers, the common accepted mechanism of conduction for liquid 

azoles, namely the Grotthuss mechanism. Since this latter is based on the collective proton 

transfer among the proton wires (here N-heterocycles), a necessary prerequisite to take place 

consists of the presence of an hydrogen bond network along the polymeric chain. However, 

albeit indispensable, such a condition is not sufficient to assert that the structural diffusion 

happens in the polymer, being necessary the cooperative reorientation of all the proton wires in 

order to restore the starting conformation, a process which is supposed to be the rate limiting 

step.
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 mechanism a mechanism b mechanism c 

 P4VI Energy P4VI with H3PO4 (X=0.5) Energy P2VI Energy 

Step 1 

 

0.0 

 

0.0 

 

0.0 

Step 2 

 

6.0 

 

1.0 

 

1.7 

Step 3 

 

2.5 

 

6.5 

 

8.0 

Step 4 

 

6.0 

 

0.0 

 

0.0 

Figure C-1: Schematic representation of the  mechanisms proposed in the present thesis. All the energy values are reported in kcal/mol .  
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 The present research, therefore, focused not only on the evaluation the existence of such 

a fundamental prerequisite in different systems but also on the estimation of the energy 

involved in the hypothesized rate-determing step leading to a critical revision of the conclusions 

obtained in earlier works and to different models of mechanism on which it is worth now come 

back for a final overview. 

 The investigation of the proton transport on the first considered polymeric system, 

namely Poly(4-vinyl -imidazole) (P4VI), has revealed as the backbone constraint could impede 

the H-bond network leading to an alternative mechanism of conduction where the rate limiting 

step is represented by the frustrated rotation of the imidazole carrying the transferred proton, 

necessary before each proton transfer reaction can take place. Despite the energy involved in 

such a step is equal to only 6 kcal/mol, as shown in figure C-1 (step 2, mechanism a), the 

obtained alternative path can fully explain the low conductivity observed in such polymer. In 

fact, there are two major reasons why such a mechanism can be considered as less efficient than 

the common structural diffusion. First and foremost, the energy involved in the rate limiting step 

is requested before each single proton transfer between adjacent imidazoles, while in the 

Grotthuss mechanism the cooperative rotation allows for a new proton shuttling along the 

whole chain. In other words, in order to conduct one excess proton along one chain of P4VI, it is 

necessary that the limiting step occurs n times, where n refers to the number of monomeric units 

on the considered chain. Secondly, albeit the frustrated rotations are uncoupled, only one proton 

can be transferred along the chain at the same time due to the proton-proton repulsion that 

would otherwise occur. 

 Importantl y, if the H-bond network along the chain cannot be reached in the pure 

system, it can be observed after adding an acid dopant such as phosphoric acid (H3PO4). In other 

words, the presence of dopant cancels the negative effect due to the backbone topology. Indeed, 

the picture emerged from the investigation of a model corresponding to P4VI doped with low 

quantity of H3PO4 (about one-half the amount of saturation) indicates that a collective proton 

transfer can take place along the chain due to the H3PO4 abili ty  to act as hydrogen bonding bridge 

between imidazoles among which an H-bond would not otherwise be possible.  Furthermore, as 

shown in figure C-1, about 6.5 kcal/mol are for the reorientational process necessary for a  new  

proton shuttling along the chain. Note that, despite such a process requires a energy higher 

respect to the rate determining step of  the mechanism hypothesized for the pure polymer 

(mechanism a); the emerged model gives a possible explanation of the increased conductivity 

reported in literature as a consequence of the H3PO4 doping. Indeed, the hypothesized path can 

be considered as a Grotthuss-like mechanism, more efficient for the reasons above mentioned. 

 In this regard, it is worth to note that in spite of the positive effect on the proton 

conductivity, the presence of a dopant acid can compromise the membrane stability and, as a 
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consequence, its permanent conductivity. For these reasons, the development of solid 

electrolytes able to conduct protons not only in anhydrous but also in acid-free conditions is 

highly desirable. Interestingly, the present research has shown as a greater ease in obtaining the 

indispensable requisite of the Grothuss mechanism, namely the H-bond network can be achieved 

also acting on the backbone topology. This is clearly shown by the mechanism emerged for the 

Poly(2-vinyl -imidazole) (P2VI) system (figure C-1, mechanism c) indicating that the Grotthuss 

mechanism is not impeded by the polymeric constraint if the proton wires are casted through 

the position 2 instead of 4 (as in P4VI). Notably, only 8 kcal/mol are estimated for the 

cooperative rotation of all the imidazoles, a process observed through molecular dynamics 

simulations at the operative temperature of this system. 

 Despite the relevant findings achieved through the considered molecular models, it is 

worthy to note that larger models (such as systems including more than one polymeric chain) 

should be considered to have a more accurate picture of the mechanism of conduction of the 

considered polymers. This could be readily carried out due to the availability of the modified 

versions of the General Amber Force Field (GAFF) which have been proved to be able to 

accurately describe the investigated materials. Such a study, therefore, can be considered as the 

natural evolution of the present thesis.     

 It could be also argued that the considered polymers show levels of conductivity far from 

those requested for PEMFCs applications and that new and better performing materials have 

been prepared in the last years. 1-4 However, thanks to the investigated systems, the present 

research allowed to point out as the different conductivity of the azole-based systems could not 

be depend only on the efficiency of transport between the proton wires but also by their  ability 

to form an H-bond network , taken for granted so far in literature . 

 Interestingly, an experimental work recently published by Basak et al4 is consistent with 

the conclusions of the present thesis. The authors investigated the anhydrous proton 

conductivity of two compounds, one based on imidazole and the other on 1,2,3-triazole showing 

that the conductivity of this latter is three orders of magnitude lower than that of the imidazole-

based systems because of the different ability to form an extended hydrogen bond network 

(figure C-2). Such a different behavior cannot be explained by the previously theoretical 

investigations neglecting the influence of the backbone topology and according to which 

enhanced proton conductivity can be achieved by the substitution of imidazole with 1,2,3-

triazole (see for instance the work by Bredas and collaborators5). On the contrary, based on the 

results of the present research, the greater difficulty to get an H-bond network in the 1,2,3-

triazole based system can be related on the absence of equivalent nitrogen atoms in positions 1-

3 which are instead present in the imidazole-based material, being a 2-tethered system.  In other 

words, the obtained insights into the mechanism of proton transport in P4VI and P2VI are 
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extendable to more recent and better performing polymers providing a rationale of the different 

conductivity of different systems. This, as mentioned in chapter I, is crucial to design new Proton 

Exchange Membranes (PEMs) able to efficiently conduct protons in anhydrous and acid-free 

conditions, a challenge which was not yet overcome and that appears as the only way to  

produce systems characterized by a permanent conductivity and high durability, two properties 

which must be achieved before having azole-based marketable membranes. 

 

 

Figure C-2: Hypothetical proton conduction pathways for the 1,2,3 -triazole (a) and imidazole (b) 

based systems investigated by Basak et al. Note the better H-bond directionality in b) (a dapted 

from 4). 
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Table A1. Proton transfer barriers obtained with the 6 -311+G(3df,3pd) basis set. All the value are in kcal/mol and have been obtained 
using the B3LYP/6-311+G(2d,p) optimized structures. In case of asymmetric structures the PT barrier has been computed in the two 
opposite directions  here labeled as X1 (forward)  and X2 (reverse) where X identifies the system. (see figure III-8). 

functional 
system  

A B C D E F G1 G2 H1 H2 I1 I2 
w-B97XD 6.11 0.58 3.65 0.78 7.39 0.77 48.28 35.74 20.40 1.62 37.54 37.97 
wB97X 6.21 0.82 4.08 1.20 8.05 1.09 48.86 36.42 21.55 2.21 38.51 38.74 

CAM-B3LYP 5.52 0.53 3.05 0.90 6.14 0.74 48.14 35.94 19.23 1.22 37.84 37.80 
B1LYP 5.46 0.64 3.52 1.08 7.29 0.89 48.87 36.60 20.57 1.75 38.07 38.37 

PBE0-DH 6.55 0.39 2.61 0.58 5.94 0.47 47.68 35.42 18.39 0.90 37.44 36.85 
BMK 6.27 0.96 4.15 1.49 8.00 1.31 48.73 35.65 22.26 2.13 37.45 38.26 

X3LYP 5.10 0.49 3.04 0.87 6.47 0.71 47.89 35.60 19.57 1.22 37.07 37.48 
B3LYP 4.96 0.48 3.01 0.87 6.51 0.70 47.75 35.42 19.70 1.21 36.81 37.36 
M06 6.26 0.05 3.05 0.55 6.92 0.65 46.89 34.37 20.10 1.05 36.29 36.70 

B3LYP-D 4.46 0.28 3.39 0.71 6.37 0.60 47.91 35.47 18.84 0.87 36.63 37.64 
B972 5.56 0.33 2.58 0.64 6.18 0.48 47.35 34.89 19.29 0.90 36.37 36.71 

LC-wPBE 5.75 0.37 2.68 0.66 5.83 0.49 47.37 34.54 19.46 0.76 36.75 37.15 
w-B97 6.09 1.02 4.43 1.47 8.63 1.32 49.11 36.51 22.60 2.62 38.62 39.21 

mPW1K 7.07 0.49 3.20 0.80 6.44 0.65 49.68 37.32 19.21 1.31 38.58 39.30 
M062X 5.40 0.00 3.14 0.33 5.59 0.29 47.44 37.03 16.05 1.48 38.91 37.19 
VSXC 5.28 0.66 3.87 1.18 10.02 1.21 46.16 33.71 23.99 2.49 35.60 36.53 

mPW1PW91 5.36 0.20 2.20 0.44 5.23 0.31 46.77 34.39 17.84 0.38 36.02 36.11 
PBE0 5.23 0.13 2.03 0.35 4.99 0.24 46.25 33.93 17.45 0.21 35.61 35.63 

M06HF 5.35 0.06 3.36 -0.20 4.45 -0.40 47.23 38.48 11.51 1.42 40.76 36.93 
LC-PBEPBE 5.57 0.00 1.39 0.14 2.90 0.02 45.81 33.17 15.71 -0.74 35.72 35.47 

BLYP 2.85 0.20 2.08 0.54 5.48 0.39 44.50 32.10 18.63 0.31 32.97 34.70 
BHandHLYP 7.84 1.06 4.89 1.59 8.88 1.37 52.89 40.64 22.37 3.00 42.59 41.82 

B97D 2.88 -0.11 2.23 0.23 5.02 0.13 44.80 32.25 17.23 -0.19 32.88 34.93 
GRAC 3.14 0.01 1.67 0.24 5.28 0.20 43.97 31.35 18.63 0.07 32.29 33.99 

B2PLYP 8.02 1.27 5.56 1.87 10.12 1.61 53.80 41.60 23.89 3.77 43.49 42.72 
TCA 2.91 -0.16 0.96 -0.07 4.24 0.11 42.92 30.19 17.33 -0.51 31.44 33.02 

PBEPBE 2.63 -0.29 0.59 -0.18 3.15 -0.24 41.86 29.42 15.45 -1.22 30.52 31.97 
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Table A2. Details on the statistics of the DBH24/08 dataset  

 Heavy Metal Transfer Nucleophilic Transfer Unimolecular and 
Associtation 

Hydrogen Transfer Total 

functional MD RMSD MAD MD RMSD MAD MD RMSD MAD MD RMSD MAD MD RMSD MAD 
M062X 0.54 0.94 0.68 -0.74 1.04 1.92 -0.13 1.12 1.37 0.85 1.28 1.40 0.13 1.45 1.03 
BMK 1.52 1.93 1.52 -0.93 1.11 1.42 -0.75 1.98 2.05 1.52 1.52 1.84 0.34 1.82 1.53 

PBE0-DH 1.73 2.61 1.90 -0.15 0.56 0.73 -0.45 1.70 2.18 2.24 2.24 2.46 0.84 2.13 1.60 
mPW1K 0.70 1.22 1.32 -1.03 1.20 1.64 -0.69 2.45 2.93 1.53 1.59 1.76 0.13 1.61 2.01 

w-B97XD 1.83 2.88 2.20 -0.32 0.75 0.79 -0.78 1.99 2.25 2.48 2.61 3.05 0.80 2.41 1.89 
B2PLYP 2.89 3.33 2.89 2.25 2.25 2.29 -0.02 0.65 0.89 2.37 2.37 2.51 1.87 2.42 2.04 

BHandHLYP -1.19 3.99 2.88 -0.87 1.44 1.84 -0.80 2.34 2.65 0.26 1.73 2.00 -0.65 2.75 2.10 
w-B97X -0.28 2.41 2.35 -1.07 1.46 1.75 -1.62 2.32 2.94 1.66 2.28 2.71 -0.33 2.49 2.10 

LC-wPBE -0.59 2.54 2.10 -3.03 3.03 3.27 -1.05 2.06 2.76 1.44 1.51 2.28 -0.81 2.74 2.18 
M06 4.16 6.04 4.47 1.27 1.27 1.39 -0.34 1.85 2.13 2.10 2.10 2.45 1.80 3.50 2.42 

M06HF -4.20 6.10 4.70 0.72 1.72 2.13 -0.93 1.72 1.99 -1.22 1.84 2.27 -1.41 3.56 2.50 
PBEPBE 14.16 16.28 14.16 6.85 6.85 6.99 3.10 3.10 4.11 9.72 9.72 10.29 -1.30 3.19 2.59 

B972 3.56 5.60 4.14 1.53 1.53 1.66 -0.67 1.79 2.00 3.27 3.50 4.02 1.92 3.69 2.74 
CAM-B3LYP 4.02 4.11 4.02 0.89 0.97 1.10 0.64 2.00 2.52 4.14 4.14 4.45 2.42 3.32 2.78 
LC-PBEPBE 0.25 4.96 3.29 -4.24 4.24 4.52 -0.89 2.42 3.00 3.43 3.67 4.84 -0.36 4.40 3.40 

B1LYP 5.45 5.55 5.45 2.78 2.78 2.87 1.04 1.62 2.51 3.86 3.86 4.23 3.28 3.98 3.43 
mPW1PW91 5.63 6.25 5.63 1.88 1.88 1.95 0.65 1.95 2.64 4.32 4.32 4.50 3.12 4.19 3.45 

PBE0 6.36 7.21 6.36 1.87 1.87 1.92 0.88 2.07 2.73 5.00 5.00 5.26 3.53 4.76 3.83 
B3LYP 7.25 7.47 7.25 3.51 3.51 3.55 1.41 1.72 2.91 5.07 5.07 5.38 4.31 5.14 4.39 
X3LYP 7.23 7.43 7.23 3.48 3.48 3.52 1.40 1.78 2.92 5.25 5.25 5.52 4.34 5.16 4.44 
VSXC 7.41 9.67 7.41 3.83 3.83 4.55 0.29 1.53 2.05 5.45 5.45 5.91 4.25 6.19 4.56 

B3LYP-D 7.79 8.09 7.79 3.99 3.99 4.06 1.64 1.93 3.09 5.64 5.64 5.90 4.77 5.62 4.84 
B97D 9.91 11.56 9.91 6.02 6.02 6.07 1.49 1.90 2.91 6.45 6.54 7.39 5.97 7.64 6.09 
GRAC 12.74 13.73 12.74 6.19 6.19 6.28 2.63 2.68 4.14 7.90 7.90 8.38 7.37 8.88 7.38 
TCA 12.62 14.68 12.62 6.61 6.61 6.72 2.69 2.69 3.49 8.31 8.31 8.88 7.56 9.38 7.56 
BLYP 12.88 13.86 12.88 7.43 7.43 7.50 3.24 3.24 4.22 8.17 8.17 8.65 7.93 9.23 7.93 
w-B97 -1.96 3.54 2.82 -1.78 2.29 2.73 -2.26 3.00 3.73 0.81 2.26 2.62 8.46 10.45 8.46 
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Table A3. Proton transfer barriers obtained using the optimized structures for each functional. All the 
values are in kcal/mol. In case of asymmetric structures the PT barrier has been computed in the two 
opposite directions here labeled as X1 (forward) and X 2 (reverse) where X the identifies the system (see 
figure III -8). 

functional 
system 

B C D E F G1 G2 H1 H2 I1 I2 
M06 0.09 3.07 1.64 6.94 1.15 46.78 34.25 20.53 1.19 36.19 36.64 
BMK 1.04 4.21 1.58 8.11 1.44 48.58 35.54 22.60 2.26 37.33 38.18 

wB97X 0.87 4.11 1.25 8.10 1.26 48.76 36.34 21.79 2.36 38.42 38.71 
w-B97 1.14 4.50 1.59 8.70 1.69 49.00 36.42 22.85 2.88 38.51 39.22 
B1LYP 0.66 3.54 1.10 7.32 0.92 48.87 36.60 20.89 1.81 38.07 38.37 

B2PLYP 1.38 5.54 1.86 10.11 1.62 53.86 41.66 24.29 3.94 43.55 42.73 
X3LYP 0.49 3.04 0.87 6.47 0.72 47.89 35.60 19.88 1.25 37.07 37.48 
B3LYP 0.48 3.01 0.87 6.51 0.70 47.75 35.42 19.70 1.21 36.81 37.36 

CAM-B3LYP 0.54 3.05 0.91 6.16 0.75 48.11 35.92 19.52 1.22 37.82 37.80 
LC-wPBE 0.37 2.66 0.66 5.83 0.49 47.21 34.42 19.59 0.77 36.60 37.09 
PBE0-DH 0.39 2.59 0.59 5.93 0.49 47.56 35.36 18.54 0.91 37.37 36.77 
M062X 0.11 3.15 0.30 5.63 0.34 47.34 36.91 16.33 1.55 38.87 37.15 

mPW1PW91 0.23 2.23 0.46 5.25 0.34 46.71 34.34 18.07 0.45 35.98 36.06 
PBE0 0.18 2.07 0.39 5.02 0.29 46.17 33.88 17.70 0.33 35.57 35.58 

LC-PBEPBE 0.11 1.54 0.25 3.35 0.16 45.52 33.01 17.12 17.12 35.51 35.34 
M06HF 0.34 3.54 0.50 5.34 0.25 47.15 38.44 12.16 2.26 40.76 37.08 

 

Table A4. Distances between H-acceptor and H-donor for the optimized structures for each 
functional. In case of asymmetric systems only the values for the lowest energy  structure 
(reported in figure III -8) have been considered and the  protonated water dimer has not been 
included.  All the values are in Å. 

functional 
system 

B C D E F G H I 
M06 2.726 

 

2.594 

 

2.705 

 

2.700 

 

2.696 

 

2.268 

 

2.884 

 

2.277 

 
BMK 2.723 

 

2.587 

 

2.696 

 

2.695 

 

2.682 

 

2.266 

 

2.926 

 

2.278 

 
wB97X 2.715 

 

2.581 

 

2.683 

 

2.669 

 

2.674 

 

2.270 

 

2.880 

 

2.280 

 
w-B97 2.731 

 

2.593 

 

2.700 

 

2.681 

 

2.688 

 

2.281 

 

2.886 

 

2.285 

 
B1LYP 2.707 

 

2.584 

 

2.679 

 

2.679 

 

2.667 

 

2.276 

 

2.908 

 

2.288 

 
B2PLYP 2.701 

 

2.571 

 

2.660 

 

2.665 

 

2.647 

 

2.281 

 

2.890 

 

2.283 

 
X3LYP 2.694 

 

2.568 

 

2.666 

 

2.660 

 

2.653 

 

2.276 

 

2.884 

 

2.287 

 
B3LYP 2.695 

 

2.571 

 

2.668 

 

2.666 

 

2.655 

 

2.278 

 

2.896 

 

2.290 

 
CAM-B3LYP 2.689 

 

2.549 

 

2.661 

 

2.636 

 

2.640 

 

2.268 

 

2.864 

 

2.279 

 
LC-wPBE 2.672 

 

2.538 

 

2.644 

 

2.640 

 

2.632 

 

2.266 

 

2.895 

 

2.273 

 
PBE0-DH 2.661 

 

2.529 

 

2.623 

 

2.618 

 

2.615 

 

2.262 

 

2.850 

 

2.270 

 
M062X 2.647 

 

2.582 

 

2.618 

 

2.650 

 

2.620 

 

2.268 

 

2.857 

 

2.282 

 
mPW1PW91 2.656 

 

2.526 

 

2.626 

 

2.622 

 

2.615 

 

2.269 

 

2.863 

 

2.277 

 
PBE0 
2,650 

 

2.650 

 

2.522 

 

2.619 

 

2.618 

 

2.610 

 

2.269 

 

2.857 

 

2.278 

 
LC-PBEPBE 2.627 

 

2.466 

 

2.597 

 

2.548 

 

2.586 

 

2.250 

 

2.796 

 

2.254 

 
M06HF 2.632 

 

2.460 

 

2.572 

 

2.500 

 

2.561 

 

2.257 

 

2.832 

 

2.276 
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Table A5. Distances between H and H-donor for the optimized structures for each 
functional. In case of asymmetric systems only the values for the lowest energy structure 
(reported in III -8) have been considered and the  protonated water dimer has not been 
included.  All the values are in Å. 

functional 
system 

B C D E F G H I 
M06 1.114 

 

0.994 

 

1.088 

 

0.996 

 

1.078 

 

1.009 

 

1.028 

 

0.967 

 

 

BMK 1.116 

 

0.990 

 

1.088 

 

0.994 

 

1.093 

 

1.009 

 

1.023 

 

0.964 

 
wB97X 1.115 

 

0.992 

 

1.090 

 

0.997 

 

1.085 

 

1.007 

 

1.025 

 

0.965 

 
w-B97 1.109 

 

0.992 

 

1,085 

 

0,998 

 

1,075 

 

1,007 

 

1,026 

 

0,967 

 
B1LYP 1,130 

 

0,996 

 

1.098 

 

0.999 

 

1.104 

 

1.007 

 

1.024 

 

0.967 

 
B2PLYP 1.127 

 

1.000 

 

1.105 

 

1.001 

 

1.110 

 

1.007 

 

1.025 

 

0.968 

 
X3LYP 1.140 

 

1.000 

 

1.107 

 

1.003 

 

1.113 

 

1.008 

 

1.027 

 

0.968 

 
B3LYP 1.142 

 

1.001 

 

1.107 

 

1.004 

 

1.114 

 

1.009 

 

1.027 

 

0.969 

 
CAM-B3LYP 1.136 

 

1.000 

 

1.105 

 

1.004 

 

1.110 

 

1.008 

 

1.027 

 

0.967 

 
LC-wPBE 1.144 

 

1.001 

 

1.114 

 

1.003 

 

1.121 

 

1.007 

 

1.025 

 

0.966 

 
PBE0-DH 1.137 

 

0.997 

 

1.113 

 

0.999 

 

1.116 

 

1.003 

 

1.023 

 

0.962 

 
M062X 1.175 

 

0.990 

 

1.135 

 

0.999 

 

1.126 

 

1.008 

 

1.024 

 

0.966 

 
mPW1PW91 1.159 

 

1.005 

 

1.124 

 

1.005 

 

1.133 

 

1.006 

 

1.026 

 

0.965 

 
PBE0 1.166 

 

1.008 

 

1.130 

 

1.007 

 

1.138 

 

1.007 

 

1.028 

 

0.966 

 
LC-PBEPBE 1.180 

 

1.017 

 

1.146 

 

1.021 

 

1.157 

 

1.008 

 

1.034 

 

0.966 

 
M06HF 1.179 

 

1.014 

 

1.167 

 

1.035 

 

1.174 

 

1.006 

 

1.027 

 

0.963 

 
 

Table A6. Distances between H and H-acceptor for the optimized structures  for each 
functional. In case of asymmetric systems only the values for the lowest energy structure 
(reported in figure 1) have been considered and the  protonated water dimer has not 
been included.  All the values are in Å 

functional 
system 

B C D E F G H I 
M06 1.612 

 

1.715 

 

1.617 

 

1.705 

 

1.643 

 

2.534 

 

1.861 

 

2.241 

 
BMK 1.606 

 

1.711 

 

1.609 

 

1.702 

 

1.593 

 

2.532 

 

1.909 

 

2.253 

 
wB97X 1.599 

 

1.700 

 

1.594 

 

1.672 

 

1.604 

 

2.532 

 

1.859 

 

2.245 

 
w-B97 1.622 

 

1.713 

 

1.616 

 

1.683 

 

1.645 

 

2.535 

 

1.864 

 

2.248 

 
B1LYP 1.576 

 

1.697 

 

1.582 

 

1.680 

 

1.566 

 

2.544 

 

1.889 

 

2.256 

 
B2PLYP 1.574 

 

1.671 

 

1.555 

 

1.663 

 

1.540 

 

2.546 

 

1.869 

 

2.251 

 
X3LYP 1.554 

 

1.671 

 

1.560 

 

1.656 

 

1.542 

 

2.544 

 

1.862 

 

2.253 

 
B3LYP 1.553 

 

1.673 

 

1.561 

 

1.663 

 

1.543 

 

2.547 

 

1.874 

 

2.290 

 
CAM-B3LYP 1.553 

 

1.634 

 

1.556 

 

1.632 

 

1.540 

 

2.532 

 

1.842 

 

2.248 

 
LC-wPBE 1.528 

 

1.635 

 

1.530 

 

1.637 

 

1.513 

 

2.527 

 

1.871 

 

2.235 

 
PBE0-DH 1.523 

 

1.626 

 

1.510 

 

1.620 

 

1.501 

 

2.526 

 

1.831 

 

2.230 

 
M062X 1.471 

 

1.706 

 

1.484 

 

1.651 

 

1.501 

 

2.530 

 

1.879 

 

2.251 

 
mPW1PW91 1.497 

 

1.612 

 

1.502 

 

1.616 

 

1.484 

 

2.535 

 

1.840 

 

2.236 

 
PBE0 1.483 

 

1.604 

 

1.489 

 

1.611 

 

1.473 

 

2.536 

 

1.833 

 

2.233 

 
LC-PBEPBE 1.448 

 

1.535 

 

1.451 

 

1.527 

 

1.430 

 

2.507 

 

1.766 

 

2.220 

 
M06HF 1.454 

 

1.534 

 

1.405 

 

1.465 

 

1.392 

 

2.509 

 

1.809 

 

2.267 

 
 



Annexes 
 

177 
 

Optimized CCSD/cc-pVTZ structures of the system s B-I (see figure III -8 for labeling).  

 

System B 

Minimum  

N                 -1.36620400    0.00000200   -0.00001600 

H                 -1.76236400   -0.00285400   -0.93457700 

H                 -1.76212300    0.81083400    0.46491800 

H                 -1.76206900   -0.80800900    0.46984800 

N                  1.35314500    0.00000100   -0.00000900 

H                  0.25353300    0.00000400   -0.00021600 

H                  1.70795300   -0.06146500    0.95159600 

H                  1.70824900   -0.79332300   -0.52892700 

H                  1.70823000    0.85478900   -0.42246500 

TS 

N                  1.29702400    0.00000000    0.00000000 

H                  1.67346300    0.76041800   -0.55881300 

H                  1.67346000   -0.86415800   -0.37913300 

H                  1.67345700    0.10373800    0.93795000 

N                 -1.29702400    0.00000000    0.00000000 

H                  0.00000400    0.00000000    0.00000000 

H                 -1.67346300   -0.76020600    0.55910100 

H                 -1.67346000    0.86430100    0.37880600 

H                 -1.67345800   -0.10409300   -0.93791000 

 

System C 

Minimum  

C                  0.00922700    1.09470900   -0.00003500 

H                  0.03214500    2.17174700   -0.00001000 

C                  1.24597200    0.34069600   -0.00001900 

O                  1.29579400   -0.88626800   -0.00001000 

H                  2.18244100    0.91522700   -0.00009700 
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C                 -1.17746600    0.44255600   -0.00003400 

O                 -1.31503500   -0.87406600   -0.00002600 

H                 -2.12257300    0.96988500    0.00105400 

H                 -0.40447400   -1.24195200   -0.00013300 

TS 

C                 -0.00001300    1.12824500    0.00010200 

H                 -0.00002100    2.20342600    0.00018500 

C                 -1.18169900    0.38415800    0.00013000 

O                 -1.17552200   -0.88824100    0.00002600 

H                 -2.15451500    0.87411900    0.00024000 

C                  1.18167200    0.38421400   -0.00007200 

O                  1.17551600   -0.88822500   -0.00017500 

H                  2.15450500    0.87410100   -0.00012900 

H                  0.00030900   -1.11962700   -0.00006000 

 

System D 

Minimum  

C                 -2.10687200   -0.62331600    0.90236100 

C                 -3.42517900   -0.42266600    0.62771800 

N                 -3.44941600    0.35337400   -0.50829700 

H                 -4.26914100    0.68675000   -0.98223000 

H                 -1.67109100   -1.17888400    1.71257600 

H                 -4.32049100   -0.75011600    1.12123000 

N                 -1.33030300    0.01685300   -0.04681300 

C                  3.44460700    0.58308500    0.40354900 

C                  2.15476100    0.95816100    0.60425100 

N                  1.35085500    0.03144400   -0.02569600 

H                  4.37085400    1.02272600    0.72087500 

H                  1.74756700    1.79630400    1.13723900 

N                  3.39461400   -0.57282300   -0.34967500 

H                  0.27223800    0.03664100   -0.05280200 
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C                 -2.17706000    0.59211700   -0.87603000 

H                 -1.91515800    1.17987400   -1.73790900 

C                  2.11966600   -0.88062800   -0.59226700 

H                  1.77929600   -1.73078100   -1.15478200 

H                  4.18613900   -1.10496900   -0.66832400 

TS 

C                 -2.07244700   -0.80529600    0.77312000 

C                 -3.37521400   -0.51404800    0.51439000 

N                 -3.35449300    0.47230000   -0.44795900 

H                 -4.15696700    0.91362000   -0.86120500 

H                 -1.65679800   -1.51712400    1.46175400 

H                 -4.28975300   -0.90696800    0.91612000 

N                 -1.27452200   -0.00622400   -0.02231200 

C                  3.37521900    0.51411700    0.51431600 

C                  2.07245500    0.80541900    0.77300000 

N                  1.27452200    0.00623300   -0.02231000 

H                  4.28976100    0.90708900    0.91598600 

H                  1.65681300    1.51735700    1.46152400 

N                  3.35448800   -0.47237900   -0.44788100 

H                 -0.00000300    0.00000700   -0.03874900 

C                 -2.07803600    0.75082900   -0.74415500 

H                 -1.77150000    1.48673500   -1.46559200 

C                  2.07802800   -0.75093900   -0.74403500 

H                  1.77148600   -1.48695300   -1.46536000 

H                  4.15695800   -0.91377100   -0.86105900 

 

 

System E 

minimum  

C                  1.89939200    0.17115500    0.00004200 

O                  1.50597400   -1.07898800   -0.00005500 
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O                  1.18249100    1.15000600    0.00008700 

H                  2.98799700    0.25068600    0.00025400 

H                  0.51913600   -1.11635200   -0.00021200 

C                 -1.89942600   -0.17116000    0.00005100 

O                 -1.18250900   -1.14999300   -0.00012700 

O                 -1.50593300    1.07897200    0.00002400 

H                 -2.98803900   -0.25070900    0.00000300 

H                 -0.51907300    1.11643800   -0.00003300 

TS 

C                 -1.76022500    0.00002300   -0.00002600 

O                 -1.19776000   -1.12329100    0.00008600 

O                 -1.19772200    1.12330200   -0.00013600 

H                 -2.85101800    0.00003100   -0.00003100 

H                 -0.00006000   -1.09575100    0.00006900 

C                  1.76022500   -0.00002200    0.00003300 

O                  1.19772000   -1.12330200    0.00005300 

O                  1.19776200    1.12329100   -0.00000900 

H                  2.85101700   -0.00003200    0.00005300 

H                  0.00006300    1.09575300   -0.00008500 

 

System F 

Minimum  

C                 -2.42281000   -1.16379300   -0.00005600 

C                 -3.54068000   -0.37238400    0.00020300 

N                 -3.04791600    0.88523400    0.00004500 

H                 -3.54906000    1.75726600    0.00008800 

H                 -2.33337500   -2.23344000   -0.00011400 

H                 -4.59158300   -0.59116900    0.00039200 

N                 -1.72596700    0.90191200   -0.00018300 

N                 -1.34044200   -0.34182700   -0.00010300 

C                  3.26957700    0.79990100   -0.00000500 
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C                  1.92660100    1.06020900    0.00010600 

N                  1.32632800   -0.15472600   -0.00014000 

H                  0.27078100   -0.35843100   -0.00028700 

H                  4.13280900    1.43820600   -0.00000600 

H                  1.36995200    1.97834800    0.00016000 

N                  2.17523300   -1.13712900    0.00001900 

N                  3.34630300   -0.55326600    0.00009500 

H                  4.16957000   -1.13576200    0.00015400 

TS 

C                  2.11863900    1.13140500    0.00017300 

C                  3.38701300    0.61752000    0.00016600 

N                  3.19761800   -0.72208000    0.00003600 

H                  3.88855400   -1.45486600   -0.00001000 

H                  1.77221000    2.14753200    0.00025600 

H                  4.35859700    1.07409000    0.00023900 

N                  1.92574600   -1.05463700   -0.00003600 

N                  1.27266800    0.06933500    0.00004700 

C                 -3.38701300   -0.61752100   -0.00016000 

C                 -2.11863800   -1.13140500   -0.00016200 

N                 -1.27266800   -0.06933400   -0.00004700 

H                  0.00000000    0.00000100    0.00000000 

H                 -4.35859600   -1.07409100   -0.00023000 

H                 -1.77220900   -2.14753100   -0.00023600 

N                 -1.92574600    1.05463800    0.00002600 

N                 -3.19761900    0.72207900   -0.00004300 

H                 -3.88855500    1.45486500   -0.00000400 

 

System G 

Minimum  

C                  0.16209400    0.38550500    0.00002000 

O                  1.19230900   -0.24519200    0.00004800 
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H                  0.13832200    1.48527200   -0.00000500 

N                 -1.08153200   -0.15745200   -0.00029900 

H                 -1.89751900    0.42056000    0.00098600 

H                 -1.18111800   -1.15516300    0.00060600 

TS 

C                  0.03744900    0.50916400    0.00000000 

O                  1.08301400   -0.22456400    0.00000000 

H                  0.07220200    1.59308500    0.00000000 

N                 -1.00635600   -0.26353300   -0.00000100 

H                 -1.96372000    0.04610600    0.00000200 

H                  0.04720200   -1.05293300    0.00000100 

 

System H 

Minimum  

C                 -2.02527000   -0.14229200    0.00049700 

O                 -1.40817900   -1.19704300   -0.00030000 

H                 -3.12354700   -0.13144200    0.00085300 

N                 -1.47731800    1.07954700   -0.00000900 

H                 -2.07188100    1.88449100    0.00041400 

H                 -0.46609500    1.19486200   -0.00053000 

C                  2.02529500    0.14227500    0.00046800 

N                  1.47727800   -1.07953200   -0.00021600 

H                  3.12357000    0.13140100    0.00222400 

O                  1.40821600    1.19703300   -0.00051200 

H                  2.07175400   -1.88453800    0.00094500 

H                  0.46603700   -1.19469500   -0.00162900 

TS 

C                  1.83371800   -0.01483200   -0.00001000 

O                  1.33521600    1.16066200    0.00002900 

H                  2.92384300   -0.06029100   -0.00001300 

N                  1.14530500   -1.11276500   -0.00004500 
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H                  1.71962100   -1.94060900   -0.00007200 

H                 -0.17430200   -1.14678200   -0.00004900 

C                 -1.83371800    0.01483200    0.00001300 

N                 -1.14530600    1.11276500    0.00005800 

H                 -2.92384300    0.06029000    0.00002800 

O                 -1.33521500   -1.16066200   -0.00004900 

H                 -1.71962300    1.94060800    0.00010800 

H                  0.17430400    1.14678200    0.00004200 

 

System I 

Minimum  

C                  0.99824700   -1.22292500    0.00000400 

C                  1.81066000   -0.10404500    0.00000100 

C                  1.19532200    1.15127300    0.00000100 

C                 -0.18315500    1.23127700   -0.00000200 

C                 -0.89869600    0.02861400   -0.00000800 

H                  1.42711900   -2.21617300    0.00000300 

H                  2.88468600   -0.20648300    0.00000200 

H                  1.78941300    2.05429600    0.00000200 

H                 -0.71126700    2.17171000    0.00000000 

N                 -0.34229400   -1.16897100   -0.00000200 

O                 -2.24740800    0.08760700    0.00000300 

H                 -2.54889300   -0.82656400    0.00000500 

 

TS 

C                 -0.89268600   -1.28202000    0.00001600 

C                 -1.77018000   -0.22131400    0.00000700 

C                 -1.24371100    1.08862000   -0.00001200 

C                  0.11261100    1.33213100   -0.00001800 

C                  0.95462900    0.20026300   -0.00000500 

H                 -1.21288700   -2.31309700    0.00002800 
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H                 -2.83416200   -0.39317100    0.00001200 

H                 -1.92772600    1.92654000   -0.00002000 

H                  0.52607700    2.32738100   -0.00003000 

N                  0.42576600   -1.04344800    0.00000800 

O                  2.22676600    0.03348100    0.00000100 

H                 1.69022800   -1.21745500    0.00001500 
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ANNEX II: Supplementary information for  chapter IV  
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Table A7: Atom numbers, GAFF atom types and relative RESP partial 
charges obtained for 15mer +. 

atom number GAFF atom type q (e-) 
1 c3 0.186 
2 c3 -0.379 
3 hc 0.099 
4 hc 0.099 
5 c3 0.104 
6 hc 0.067 
7 c3 -0.007 
8 hc 0.014 
9 hc 0.014 

10 c3 0.021 
11 c3 -0.353 
12 hc 0.074 
13 hc 0.074 
14 c3 -0.036 
15 hc 0.106 
16 c3 0.035 
17 hc 0.043 
18 hc 0.043 
19 c3 -0.363 
20 c3 -0.620 
21 hc 0.185 
22 hc 0.185 
23 c3 0.079 
24 c3 -0.056 
25 hc 0.031 
26 hc 0.031 
27 c3 -0.152 
28 c3 -0.075 
29 hc 0.022 
30 hc 0.022 
31 c3 -0.048 
32 hc 0.085 
33 c3 -0.218 
34 hc 0.060 
35 hc 0.060 
36 hc 0.060 
37 cd -0.092 
38 cd 0.331 
39 h4 0.138 
40 h5 0.096 
41 cd -0.253 
42 h4 0.190 
43 cd 0.250 
44 h5 0.113 
45 cd -0.177 
46 h4 0.170 
47 cd 0.358 
48 h5 0.088 
49 cd -0.233 
50 h4 0.194 
51 cd 0.329 
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52 h5 0.089 
53 cc 0.383 
54 cc 0.382 
55 cc 0.406 
56 cc 0.249 
57 na -0.444 
58 nc -0.658 
59 na -0.452 
60 nc -0.598 
61 na -0.410 
62 nc -0.674 
63 na -0.499 
64 nc -0.642 
65 c3 -0.075 
66 hc 0.022 
67 hc 0.022 
68 c3 -0.152 
69 c3 -0.056 
70 hc 0.031 
71 hc 0.031 
72 c3 0.079 
73 hc 0.066 
74 c3 -0.620 
75 hc 0.185 
76 hc 0.185 
77 c3 -0.363 
78 c3 0.035 
79 hc 0.043 
80 hc 0.043 
81 c3 -0.036 
82 hc 0.106 
83 c3 -0.353 
84 hc 0.074 
85 hc 0.074 
86 c3 0.021 
87 c3 -0.007 
88 hc 0.014 
89 hc 0.014 
90 c3 0.104 
91 c3 -0.379 
92 hc 0.099 
93 hc 0.099 
94 cd -0.233 
95 cd 0.329 
96 h4 0.194 
97 h5 0.089 
98 cd -0.177 
99 h4 0.170 
100 cd 0.358 
101 h5 0.088 
102 cd -0.253 
103 h4 0.190 
104 cd 0.250 
105 h5 0.113 
106 cc 0.406 


























































































