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RZsumZ

La caractZrisation des moduleis-rZgulateursGRM) ainsi que déeur activitZ sont
essentiels pour comprendre la rZgulation des gemescours dudZveloppement des
mZtazoaired.a technique dédimmunoprZcipitation de la chromatine sutisZqueneage
hautdZbit de I'ADN(ChIRseq) constitue unapproche puissanteour localiser lesCRM.

Afin de localiser des facteurs gZnZriques au sein de tissus sp&cifiqus avons dZveloppZ
une approcheChlP-seq sur des noyauxths par cytomZtrle de flux et localisons des
modifications posttraductionelles de IOhistone Hpsi que IOARN ponerase I (Rpl
dansle mZsoderme de la Drosophile. Noosntrons que le€RM actifs sont caractZrisZs par

la prZsenceOH3 modifiZs (K27Ac et K79me3) et dellP@e plus, & prZsece et la forme

des signauxorrespondants ~ ces marquesrelent dynamiqumentavec |OactivitZ d&RM.

Enfin, nous prZdisons prZsence dERM actifs et confirmons leur activitZn vivo ™ 89%.
Parallelement nous Ztudions comment cing facteurs essentiels au dZveloppement cardiaque
se coordonnent ecis au ®in du mZsoderme dorsal, prZcursges mZsodermes cardiaque
(MC) et viscZra(MV). Nous dZmontrons que ces facgesont recrutZs en tant qualectif

au niveau de€RM cardiaquewia un nombre limiZ de sites de fixation en |Qabsenced
contraintes mhitecturales En outre, nous dZcouvrons que ces facteurs cardiaques sont
recrutZs au niveau deRM actifs dans le MV voisin et activement rZprimZs dans le MC,
reflZtant ainsi 1Qorigine tissulaire commune de ces deux populationgiresiiuNous
concluors que lesCRM impliquZs dans le dZveloppement peuvent prZsentezropeinte
dZveloppementale



Summary

The characterization aiis-regulatory modules (CRMsInd of their activity is central
to understanding gene regulation and metazoan development. Chromatin
immunoprecipitation followed by microarray or deep sequencing (Sbdff against TFs are
powerful aproaches to map CRMsIo enablein vivo tissuespecific ChIP against
ubiquitously expressed factorsye develop a ChIP protocol relyingn the sorting of
fluorescence activated cells, followed by deep sequentisgng this protocol, we map
histone modifications and RNA Polymerase Il (P®l occupancy in theDrosophila
mesodermand subsequently study the chromatin state of aCiRgsin vivo. We show that
active CRMs are enriched foH3K27Ac, H3K79me3 and Pib) and that the presence and
shape of thes maks dynamically correlatevith CRM activity timing and nucleosome
positioning. Using Bayesian inference, wedictnew CRMs to be active in the mesoderm
and validate 89% of themm vivo. Next, we investigate how fiveFs essential for cardiac
specification operate incis in the dorsal mesodernthe developmental precursor of the
visceral mesoderm (VMand the cardiac mesoderm (CM)/e demonstrat that they are
recruited as dF collectiveat cardiacCRMs without strong sequence requiremeritereby
suggestinga novel modefor CRM activation We further observe that cardiac TFs occupy
CRMs that are active in the VM sibling lineage, echoing the factbibit cell populations
derived from the dorsal mesoderm. We thus conclude that dormant TF bingiaguses
may reveal a developmental footprint of a cell lineage.



Mots ClZs
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SZquencage haut dZbit, chromatimenunoprZcipitation spZcifique dOun tissu,
ZpigZnomique, dZveloppement embryonnaire de la Drosophilechip, ChiRseq,activitZ
temporelle des sZquences activatrices, Ztat de la chromatine, mésodsgaux bayZsiens,
rZgulation transcriptionnelle, modules eiZgulateurs, dZcouverte de motifs,ARN
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rZgulateurs spZcification du mZsoderme dorsal, empreinte dZveloppementale, architecture
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Titre franeais

DZchiffrement de l'activitZ des gquences cig Zgulatrices chez la Drosophile bas
sur la localisation des facteurs de transcription et la caragtisation de I'Aat de la

chromatine.

RZsumZ Long

Les Modules de RZgulation en Cis (CRM)ntegrent les effets des facteurs de
transcription (TF) et les traduisent en profils dOexpression-sgaforels. || est maintenant
Ztablit que les CRM sont les dZterminants majeurs des profils dOexpo&signes
complexes observZs au cours du dpmment. La caractZrisation des CRM ainsi que de
leurs profils dOactivitZ sont donc des ZIZments essentiels pour comprehgnéation des
genes, et plus largement le dZveloppement des mZtazoaires. A cet Zgwdhnique
dOimmung@rZcipitation de lahromatine, suivie de I'hybridation sur puces ~ ADN (GhlIP
chip) ou du sZqueneage " haut dZbit (Gb#?|)) de 'ADN immungrZcipitZ constituent de
puissantes approches pour localiser les CRM "~ 10Zchelle du gZnome. Ces protocoles
exploitent gZnZralement ldtion ~ IOADN dOun TF spZcifique du tissu ZtudiZ et, dans ce
cas, peuvent stre conduits sur des embryons entiers. Dans le cas de TFZexgains
plusieurs tissus et dans le cadre de 10Ztude dOun tissu particukpZriesaes doivent stre
rZalisZes partir de chromatine extraite dOorganes dissZquZs ou de cellules cultivZes.

Nous avons prZcZdemment localisZ par @hip les sites de fixation des facteurs
Twist (Twi), Myocyte enhancer fact@ (Mef2), Bagpipe (Bap), Biniou (Bin) et Tinman
(Tin), tous spZcifiquement exprimZs dans le mZsoderme, au cours du dZveloppement
embryonmire de la Drosophile. A |Oaide de ces donnZes, nous avons montrZ que la manisre
avec laquelle ces facteurs se combinent localement permet de piZZgisZment la prZsence
de CRM, et que ces donnZes peuvent stre intZgrZes (par apprentissage supenpsZilipe
leurs profils dOexpression spadmporels.

La prZsence simultanZe de diffZrents TF est en effet une datiagetZ courante des



CRM et la prZsence de clusters de sites hZtZrogenes (mais aussi henobgneertaines
especes) a ZtZ exploitfar de nombreuses Zquipes pour prZdirsilico, la prZsence de
CRM. NZanmoins, les regles qui rZgissent IQorganisation des diffZrentiesitestion au

sein des CRM (ou Cgrammaire des motifsE) restent ~ dZcouvrir, et les snexidtants
(CenhancesmmeE et CbillboardEjoivent encore stre validZs. Nous nous intZresserons plus
particulierement ~ cet aspect dans la seconde partie de ce trhagitemiere partie de ce
travail, quant ~ elle, porte sur la mise au point d'un protocole de-&¥jRisstspZcifique,

ainsi que de l'analyse des donnZes obtenues pour diffZrentes marquesviié Hacla
chromatine, ce qui nous amene " proposer une mZthode bioinformatique de prZdiction de

modules de rZgulation actifs " partir de la caractZrisation dé d®Zaschromatine.

Partie 1: LOanalyse de 10Ztat de la chromatine provenant dOun tissu unique mets en
Zvidence des signatures temporelles liZes " |QactivitZ des sampserZgulatrices au cours

du dZveloppement embryonnaire (publication danslature Geneics)

La liaison ~ IOADN des TF nOest possible quOen IQabsence de nuclZosomes,
IOexception notable des TF pionniers qui auraient le potentiel de seldians “sites de
fixation en prZsence de nuclZosomes afin de dZplacer ces derniersi atrZgnsun
environnement local propice au recrutement dOautres TF. Ainsi, [Oacces d&ADN et
donc la structure de la chromatine sont des facteurs cruciaux pour [OdesviRM et de
leurs genes cibles. DiffZrentes Ztudes ont suggZrZ que les complexeseabhiscalisZs au
niveau des CRM, " IQinstar de ceux localisZs dans les genes, portent desatioodi post
traductionelles (PTM) spZcifiques reflZtant leur dOactivitZ transcriletioBes protocoles
exploitant ces observations ont ZtZ dZveloppZslafiacaliser les sZquences rZgulatrices de

~

maniere globale (indZpendamment de facteurs spZcifiques ~ un tissu), entaetplai
prZsence de cofacteurs (p300/CBP), les PTM des histones, ou encore en eaactZris
|OaccessibilitZ de la chromatine (FAIREpdrgensibilitZ ~ la DNase [). NZanmoins, ces
approches identifient indiffZremment des sZquences rZgulatrices aatives et ne peuvent

otre conduites quO" partir de cultures cellulaires ou dOZchantillons provenassusle t
dissZquZs (du fait du caraetubiquitaire de [Oexpression des protZines ciblZes). LOhypothese
de IOexistence d@aae basZ sur la combinaison des PTM des histones a reeu une attention

toute particuliere. En effet, de nombreuses Ztudes sOintZressantded@/ tatromatine ont



ZtZ conduites ~ 10Zchelle du gZnome, rZvZlant des signatures spZcifiques awsuggromot
actifs, aux genes en cours de transcription, ou encore " diverses sZquencesiaggjula
(sZquences insulatrices, activatrices, rZgions rZprimZes par le complexe Polycomb)

Ces recherches ont clairement dZmontrZ la puissance des Ztudes datropdifie
la chromatine pour caractZriser diffZrents ZIZments fonctionnels du gZrtanendihs, ces
Ztudes conduisent ~ des conclusions contradictoires quant aux PTM assosiZ&RM et
notamment " leurs Ztats dOactivitZ. En particulier la marque H3K4tmeZs=nte au niveau
des CRM mais son association spZcifique ~ des CRM actifs estemaitcontestZe. De
meme, la marque H3K4me3 est considZrZe comme spZcifique des pronautifsrset
utilisZe pour diffZrencier les promoteurs des CRM, mais elle a rZcenft#mhise en
Zvidence au niveau de CRM actifs. Certaines de ces diffZrences soabieguau moins en
partie, ~ 1Qorigine des Zchantillons utilisZs (cultures cellulairesmbryons entiers, type
cellulaires ou organismes diffZrents). Cependant, ces Ztudes reposent gén¥rslgm
certaines approximations pouvant influencer leurs conclusions. DOabord, la maniere de
dZfinir les CRM est gZnZralement basZe sur la prZsenaofaeteurs ou de sites
hypersensibles ~ la DNase br la prZsence de cofacteur(s) et de sites hypersensibles ne sont
pas spZcifiqgues des CRM (ce sont aussi, par exemple, des caractZdstgpesnoteurs) et
dZfinissent potentiellement soit une solssse particulisre de CRM (cofacteur), soit un
ensemble de rZgions de fonctions diffZrentes (sites hypersensibledNase [). Ensuite, la
maniere dOZvaluer I0Ztat dOactivitZ de ces CRM potentiels egteeéfiratonsidZrant I0Ztat
dOactivitZ du gene fdus proche. Or, le gene le plus proche d'un CRM nQest pas forcement le
gene cible (en particulier dans le cas de gZnome dense tel que c&ubDdesophile). Par
ailleurs, meme lorsque le gene le plus proche est bien le gene cibf@tlae multiple déa
relation liant CRM et gene(s) cible(s) ne garantit pas qu'un simple tramerttivitZ soit
pertinent. Enfin, ces Ztudes ont ZtZ rZalisZes " partir de culturdaires, in vitro, et leurs
conclusions doivent etre confirmZes dans le contexte celoiZpement dOun organisme
entier. En effet, des cellules souches embryonnaires de mammiferesitefteentre 7 et 12
jours pour se diffZrencier en culture alors que des transitions majeures aistesZen
seulement quelques heures "~ I0Zchelle duaipeenent embryonnaire (I0embryogZnese dure
environ 18h chez la Drosophile). Il est donc essentiel dOZtudier la dynamique de la
chromatine et de comprendre comment eeillaffecte ou est affectZe par le recrutement des

TF au sein dOun tissu particuliedans le contexte du dZveloppement embryonnaire.
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ImmunoprZcipitation de la chromatine spZcifique dOun tissu " partir dOembryons entiers

Nous avons contribuZ ~ la mise au point d'un protocole de-&#dPutilisant des
noyaux marquZs spZcifiquement pdeur tissu dOorigine et triZs par cytomZtrie de flux
(BiTS-ChIP). En IQoccurrence, nous utilisons une lignZe transgZnique de Drosophile ayant
intZgrZ de maniere stable un transgene codant pour la protZine dOhistone H2B fldmnnZe
CStreptavidin Bindig PeptideE et placZ sous le contr™le de la sZquence activatrice Twist
PEMK spZcifique du mZsoderme. Nous localisons ainsi, dans le mZsodédanirasophile
(apres 68 h de dZveloppement), la prZsence de IOARN polymZrase Il (Pol 1I) et de H3 (afin
de quantifier la densitZ des nuclZosomes), ainsi que les PTM de cstidmehiqui son
associZes aux promoteurs actifs (H3K4me3, H3K27ac), aux genes activemeatitirans
(H3K79me3 et H3K36me3), aux CRM (H3K4mel et H3K27ac), et aux rZgions rZprimZes
par le comfexe Polycomb (H3K27me3). Nous vZrifions tout dOabord que notre nouveau
protocole prZsente " la fois une haute sensibilitZ et une haute gpZeifi comparant les
sites de fixations du TF Mef2 (un TF spZcifiguement exprimZ danssiederfne) identifiZs
par BiTSChIP, ChiRseq et ChIRhip (NG Fig. 1). Plus de 81% des sites de fixation
identifiZs (pic de signal statistiquement ZlevZ par rapport au sigréfZdence) sont partagZs
par ces trois mZthodes prises deux ~ deux. La spZcificitZ de notre naui#liede est
clairement dZmontrZe en comparant les niveaux de signal obtenus pour H3K4me3,cH3K27a
et Pol Il au niveau des promoteurs de genes exprimZs exclusivement dassdemeé (fort

signal) ou uniquement en dehors du mZsoderme (absence de @\fBat)g. 2).

H3K27ac, H3K79me3 et Pol |l sont enrichis dans les moduleZgidateurs actifs

Afin dOZvaluer les relations entre les PTM d'histones et |QaidisitZRM, nous
avons collectZ les profils dOexpression speriporels de 465 CRM dispotels dans
diffZrentes bases de donnZes et la littZrature. Il est important @meogue ces CRM et
leurs profils dOexpression ont tous ZtZ caractZrisZs in vivo (dans des aaimsgidxitjues)
et vZrifiZun ~ un avant dOstre pris en compte dans cetideZtla base de donnZes ainsi
collectZe est nommZe CAD2 (NG Fig. 3a). Par ailleurs, les CRM sitimé&sdes genes ou °
leur proximitZ immZdiate (moins de 1 kb) nOont pas ZtZ considZrZs plus a\@italZhsie
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(ces genes et CRM partageant un certaimbees des modifications ZtudiZes, |Qorigine du
signal ne pourrait stre clairement Ztablie) et tous les rZsultatsiomeZs cidessous se
reportent donc aux 144 CRM intgZniques rassemblZs dans CAD2.

Dans un premier temps, nous identifions les zoneshees (ou pics) pour chacune
des modifications ZtudiZes, ainsi que pour Pol Il, ~ IQaide du logiciel MA@S,comparons
avec les 144 CRM indZpendamment de leur Ztat dOactititAZRM (77%) sont enrichis en
H3K4mel, 23 (16%) en H3K27ac, 11 en Pol(8%, un pourcentage similaire ~ ceux
observZs ailleurs) et 21 (15%) en H3K79me3, alors quOaucun ne contient H3K36me3. Sur les
21 CRM couverts par H3K79me3 (une modification jusqu®” alors considZrZe comme
spZcifique des genes transcrits), seuls 7 (33%]) Zgalement enrichis en Pol Il, ce qui
suggZre que la trimZthylation de H3K79 au niveau des CRM sQeffectue de maniere
indZpendante de la prZsence de Pol Il, ou que cette marque perdure un certaapremps
que Pol Il ait fini dDopZrer. Quoiqulil en BBK79me3 reprZsente une nouvelle signature
des CRM impliquZs dans le dZveloppement.

Nous divisons ensuite les 144 CRM en deux groupes en fonction de leur activitZ dans
le mZsoderme ~-8h (ceux qui sont actifs dans le mZsoderme au temps Zte8Hif (@rsus
ceux qui ne le sont pas) et Zvaluons si certaines modifications (B} Bamt liZzes " 10Ztat
dOactivitZ des CRM (NG Fig. 3). Nous concluons que les CRM actifs sorisdaapar la
prZsence de PTM dOhistones (H3K27ac et H3K79me3) et de lafRKiDiverse, la marque
H3K4mel nOest pas enrichie dans une classe dOactivitZ des CRM paeti@sisprZsente
sur une large majoritZ des CRM indZpendamment de leurs classes dQatdivitifiere de
ces rZsultats nous pouvons dOores et dZj" conclerd3K4mel nOest pas une PTM associZe
spZcifiquement aux CRM actifs et que ceiuxprZsentent non pas une mais plusieurs
caractZristiquesH3K27ac, H3K79me3 et Pol I1.

Relations dynamiques des modifications de la chromatine et Pol Il avewitDads

modules de rZgulation kt prZsence des facteurs de transcription

Afin de prZciser la relation entre la prZsence des PTM ZtudiZekleavec IQactivitZ
temporelle des CRM, nous Zvaluons la prZsence de-cedlessein de trois classes dOactivitZ
temporelle. les CRM actifs dans le mZsoderme seulement avant 6h (O<6k&)), ét6

seulement apres 8h (0>8h0). La prZsence des trois marques associZes auXfsCRM act
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(H3K27ac, H3K79me3 et Pol 1) prZsente une forte corrZlation avec le tempsitdCaest

CRM (NG Fig. 4). En effet, ces marques sont pratiguement absentes des @RM ac
uniqguement avant ou apres8h . En particulier, la prZsence de Pol Il nOest observZe que sur
les CRM actifs ~ 68h. Ici encore, H3K4mel est prZsent sur une large majestCBM et

ne prZsente aucune corrZlation significative avec leur profil dOactivitémaahfnotre
conclusion antZrieure.

Nous avons montrZ dans dOautres Ztudes que le temps dOactivitZ des G&M actif
le mZsoderme est intimement |iZ ~ la prZsenceRdspZcifiques du mZsoderme. Nous avons
rZcemment publiZ une large collection de CRM (que nous nommereMesStFCRM pour
Zviter toute confusion), dont la dZfinition sOappuie sur la prZsence, dZtermGtaE-plaip,
dOun ou plusieurs TF spZcifiques daad&rme (Twi, Mef2, Bap, Bin et Tin).

A nouveau, nous dZfinissons trois groupes deMEEGCRM, ceux liZs par ces TF
seulement avant le temps 6h, ceux liZs pendant la pZr8érn exclusivement) et ceux
liZs seulement apres le temps 8h (NG Fig. 4). Dans cette analysenausiintZress@nau
profil moyen du signal, alignZ sur les sites de fixation des TF, pour chacRd Ke(et Pol
1) et pour chaque classe de-MesoCRM dZfinie. Cette approche nous permet dOZvaluer,
de manisre prZcise, non seulement la quantitZ de signal prZsenteausai sa forme
relativement aux sites de fixation des TF. Les profils observZs pour H3Kdiné3K27ac
sur les TFMesocCRM occupZs par des TF ~8h sont clairement bimodaux, avec une
diminution nette du signal centrZe sur les sites de fixation desig§Znt une absence de
nuclZosome au niveau des sites de fixation et la prZsence de nuclZwsbfids (H3K4mel
et H3K27ac) de part et dDautres des sites de fixation.

Cette hypothese est confirmZe par IQinspection du profil de densitZ de H3, qui
prZserg une forte diminution au niveau des sites de fixation lorsquedeont occupZs par
un TF. Par contre, lorsque les TF ne sont plus prZsents sur-MesBFCRM (mais 10 Ztaient
antZrieurement), le signal reflZtant la densitZ de H3K4me1 et H3K&Aainsodal et centrZ
sur les sites de fixation des TF suggZrant un repositionnement des nuct/asoriveau des
sites de fixation. Ainsi, la forme du signal plut™t que sa quantitZesemgbun meilleur
indicateur de IQactivitZ dOune sZquence rZgulatridensitZ de H3K79me3 ne prZsente pas
tout "~ fait les caractZristiques dZcriteslessus et, meme si sa prZsence est un bon indicateur
dOactivitZ comme nous I0avons vu prZcZdemment, sa densitZ reste badss aitesude

fixation et sOZleve en pZripieZindiquant que les nuclZosomes portant cette modification ne
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sont pas les memes que ceux portant les modifications K4mel et K27i&linverse des
PTM dOhistones observZes au niveau déde&e CRM occupZs par des TF 28, le signall

de Pol Il est luide forme unimodal et le sommet de son pic coencide parfaitementaavec |
position des sites de fixation des TF. Par contre, Pol Il est absenjigeldes TF ne sont plus
prZsents sur les TMesocCRM (mais I0Ztaient antZrieurement).

En conclusion, il appaft que la prZsence de Pol Il sur les CRM est Ztroitement liZe ~
la position des sites de fixation des TF et ~ leur occupation, mag au fait que ces CRM
soient actifs (voir IQanalyse effectuZe avec les CRM de CAD2 plus D&uit)e maniere
gZnZraleces rZsultats suggerent que la prZsence des TF sur les CRM est prZaurseur
recrutement de la Pol Il et que ce recrutement pourrait stre responsa@aadiieation de
certains CRM.

PrZdiction de modules de rZgulation actifs ~ partir de I0Ztat dedenatine

Aprss avoir montrZ que la prZsence de H3K27ac, H3K79me3 et Pol Il sur les CRM
correlent individuellement avec 1QactivitZ de ceijxous voulons Zvaluer si une prise en
compte combinZe de ces marques permettrait de prZdire efficacemensdace de CRM
actifs dans le gZnome. Les analyses prZcZdentes sont basZes fitida grZalable de
rZgions enrichies en histones H3 modifiZs ou en Pol Il ~ |Oaide du logh®@$ Muis de
leur comparaison par superposition avec diffZrents jeux de CRM. Si cettect °
|Oavantage de la simplicitZ, elle implique la binarisation des donnZ8RM est enrichi en
H3K27ac (par exemple) ou ne |Oest pas. De plus, il nOest pas Zvident a tphitri @7
regle de prZdiction Fautil considZrer la prZsence dOuneyxdou des trois marqu@s
Devrionsnous avoir recours ~ des regles logiques plus complexes telle que par exelRgile C
Il ou (H3K27acet H3K79me3)E? Doit on considZrer IOunion ou IQintersection des rZgions
enrichies telles que dZfinies par MARSEN efét, une inspection prZcise des densitZs de
PTM dOhistone et de Pol Il prZsentes au niveau des CRM de CAD?2 actiésrddssderme
" 6-8h (NG Fig. 5b) rZvele " |a fois des densitZs et des combinaisons de marques hZtZrogenes.

Pour rZsoudre ce probleme, rsoavons dZcidZ dOappliquer un modsle probabiliste
quantitatif, 10infZrence bayZsienne (ouZs@aux bayZsieBs, pour apprendre les
dZpendances existantes entre les densitZs des marques ZtudiZes @amnési&hiPol I1) sur

les CRM (de CAD?2) et leurs twitZs dans le mZsoderme. Dans ce rZseau, nous modZlisons
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deux types dOactivitians le mZsoderme: les CRM prZcisZment actifs dans le mZsoderme ~
8h de dZveloppement (ils peuvent aussi otre actifs ~ dOautres stadeslaepgent et dans
dOautres tigs) et les CRM actifs dans le mZsoderme ~ nOimporte quel stade de
dZveloppement (ils peuvent aussi stre actifs dans dQautres tissus)chiaegillahs
dOapprentissage sont construits avec les CRM de CAD2 et la performance da mods|
reconstruit est estimZear validation croisZe en utilisant des Zchantillons dOapprentissage
composZ de 75% des individus disponibles.

La performance est jugZe satisfaisante pour les deux expressions rasdZhsif
dans le mZsoderme “8hE ou Qictif dans le mZsodernis), avec des aires sous la courbe
ROC (spZcificitZ/sensibilitZ) de 0.82 et 0.76, respectivement. Le modsifieledes
dZpendances conditionnelles positives entre la prZsence de H3K27ac, H3K79me3, et
IOexpression dans le mZsoderme-§h &t globalement),teentre la prZsence de Pol Il et
|Oexpression dans le mZsoderme8h@NG Fig. 5b et Suppl. Fig. 11). Le modsle rZvsle
aussi une dZpendance conditionnelle nZgative entre la prZsence de H3K20me@ession
globale dans le mZsoderme.

Ces rZsultats sbZquivalent ~ ceux observZs prZcZdemment, mais le rZseau bayZsien
obtenu nous permet maintenant de scruter le gZnome afin de prZdire des rilgesndaats
le mZsoderme "~ -8h (IOexpression globale dans le mZsoderme ne sera pas ZtudiZe plus
avant). En e basant sur les courbes ROC, 112 rZgions, couvrant globalement ~303 kb de
sZquence gZnomique, sont prZdites comme Ztant actives dans le mZso@&meale
dZveloppement avec une spZcificitZ estimZe ~ 100% (les prZdictionsZoaffettuZes
seulement danles limites du gZnome intergZnique). Il est intZressant de constates que
sZquences prZdites, " I0instar du jeux dOapprentissage, prZsentent urte/tértajfaZitZ
en terme de densitZ de H3K27ac, H3K79me3 et Pol Il (NG Fig. 5c). Notons que 8% de
prZdictions contiennent un ou plusieursNIEsoCRM occupZs par au moins un TF-8B.
Les prZdictions effectuZes ~ partir du modele bayZsien correspondent deativefient
des sZquences rZgulatrices actives " ce stade de dZveloppement dandéemeZ

Afin dOestimer la performance rZelle de notre modsle, IQactivitZ de PrZeiMd est
examinZe in vivo " IQaide de lignZes transgZniques, dans lesquelles upgprteuaplacZ
sous le contr™le dOun promoteur minimum prZcZdZ de la rZg@mmestastZgrZ de manisre
stable. LOexpression du gene rapporteur est alors ZvaluZe par hybridation inains du ¢

dZveloppement embryonnaire. PrZcisons que la sZlection des sZquences fe&tréalisZe
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de maniere " inclure des sZquences prZsémtes profils hZtZrogenes en terme de prZsence et
densitZ de H3K27ac, H3K79me3 et/ou Poldlors que dOautres caractZristiques telles que la
prZsence de TF, la conservation phylogZnZtique ou la prZdiction de IQexissitese die
fixation de TF nOorgas ZtZ considZrZes. Huit de ces neufs prZdictions sont effectivement
capables dOactiver |Oexpression du gene rapporteur dans le mZsoderme au stade de
dZveloppement prZdit. La taille moyenne des rZgions prZdites (2.7 kb) est mietteme
supZrieure " la ta#l moyenne des nombreux -MesoCRM que nous avons pu tester dans
des travaux antZrieurs. Ceci suggere que les rZgions prZdites reprZsententsphagitinge
actives contenant Zventuellement plusieurs CRM. Etant donnZ que la prZsBotél @st
hautemat corrZlZe avec le stade prZcis dOexpression et que sa positiond@eptzsence

et le site de fixation des TF (NG Fig. 4), nous pensons que les picasi¢Zdde Pol I
(lorsquOils sont visibles) indiquent la position prZcise des CRM fonctiannedsin des
rZgions prZdites. Afin de vZrifier cette hypothese, nous examinons le profil dSierpdes

deux sousZgions sZlectionnZes parmi les neufs rZgions dZj" testZes. Gedgsmus sont
centrZes sur le pic de densitZ de Pol Il (NG Fig. 6a,tpnsaulil sOagit gZnZralement plut™t
de traces de Pol Il que de vrais pics de densitZ tels que ceux obsenigs gessoteurs de
genes actifs. Les profils dOexpression de cesr&misns sont tres largement similaires ~
ceux produits par les rZgionsZpites originales (NG Fig. 6a,b) confirmant ainsi notre
hypothese. Par ailleurs nous testons, selon le meme protocole, 4 CRM publiZs yteesdOa
Zquipes dont IOexpression dans le mZsodern&h m@®a pas ZtZ dZcrite et pour lesquels la
probabilitZ postzeure dOstre actifs dans le mZsodermeh @st minimale. Comme attendu,
aucun de ces CRM nOest capable de diriger IOexpression du gene rapporteur dans le

mZsoderme ~-&h.

Partie 2: Un collectif de facteur de transcription dZfinit le devenir cardaque des

cellules et reflste IOhistoire dZveloppementale de la lignZe (publication d&red]).

Au cours du dZveloppement embryonnaire, les cellules sont progressivement
orientZes vers leur destin final ~ travers IQintZgration combinZe des gigmeenxant des
tissus voisins (voies de signalisation) et des TF spZcifiquement egpaimzein de ces
diffZrentes cellules. Toutes ces informations convergent au niveau des CR&M geiour,

promeuvent [Oexpression de genes particuliers, qui, ensemble, dZfinssedevenir
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dZveloppemental de la cellule. LOintZgration de ces informations repsgentZees
diffZrents facteurs passe parfois par des interactions directes erdiiegwotiui favorisent la
liaison et la stabilisation de ces complexes au niveau dbsdilites. Ce type de coopZration
dans la fixation ~ IOADN requisre souvent une organisation prZcise dedesifization des
TF (orientations relatives, espacements des sites), ce qui correspond au dimdization
des CRM appelZ €éhhanceosome. Unmodele alternatif, appelZ IgiilboardE, est plus
permissif, sans architecture (o@@mmaireE) particuliere. Dans ce dernier modsle, certains
facteurs peuvent lier IDADN de manisre synergique, tandis que dDautres pelieekese
maniere indZpendanteAinsi, les regles qui rZgissent IOorganisation des diffZrents sites de
fixation au sein des CRM restent ~ dZcouvrir, et les modeles existaendfceosomeE et
CbillboardE) doivent encore stre validZs.

Dans une Ztude rZcente, nous avons montrZ queod#sinaisons diffZrentes de
facteurs de transcription mZsodermiques (fixZs sur diffZrents CRM) pouvait engsredrer
rZporse transcriptionnelle similaireCela suggere que la position des sites au sein de CRM
dOactivitZ similaire est variable, mais Zgattngee |OidentitZ des sites de fixation peut
changer.

Le mZsoderme cardiaque est spZcifiZ au sein du mZsoderme dorsaiselfion des
voies de signalisation Wingless (Wg) et Dpp (Cell Fig. 1). La signalisBigmest requise
pour maintenir I0expressi du gene tinman dans le mZsoderme dorsal. Tin et Dpp sont
nZcessaires pour former les trois types de cellules mZsodermiquesitssigsoderme
dorsal: le mZsoderme cardiaque, viscZral et somatique dorsal. La vigmalsation Wg
permet de dZfinir pkiprZcisZment le devenir de ces cellules en rZprimant un gene clZ du
dZveloppement du mZsoderme viscZral, bagpipe, dans le compartiment cardiaqug, et
activant IOexpression dOune famille de genes nZcessaire " laatjifcifardiaque, les genes
Dorsacross (Doc). Les facteurs de transcription Tin et Doc activent alors |§sopree
pannier (pnr), et ces facteurs cooperent pour spZcifier un nombre correct de cellules
cardiaques. De nombreuses Ztudes ont mise en Zvidence les diverse®isteyanitues
(Cell Fig. 1c) qui existent entre ces facteurs et ont montrZ que-cielest tres conservZes
de la Drosophile ~ IOHomme. NZanmoins, la nature molZculaire de ces timupAtales
cibles directes de ces facteurs au cours de la spZcificatioeltigssccardiaques sont encore

mal caractZrisZes.
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Dans la seconde partie de cette these, nous Ztudions comment cesotengsf
essentiels au dZveloppement cardiaque chez la Drosophile se coordortisruesein du

mZsoderme dorsal.

Les facteurs dednscription requis pour spZcifier les cellules cardiaques se li#@QADN de

faeon collective

Nous procZdons dOabord " IQidentification, par-&ipP"~ partir dOembryons entiers
agZs de 6h et 68h, des sites de fixation des trois facteurs de tragmoriclZs du processus
de spZcification cardiaque, Tin, Doc et Pnr, ainsi que des facteurs dT@¥ad, les
effecteurs des voies de signalisation Wg (dTCF) et Dpp (pMad). Il est impdetaoter que,
~ 10exception de Tin, ces facteurs sont prZsensspliasieurs tissus (Cell Fig. 1b). LOanalyse
primaire des puces (normalisation, traitement du signal) est effecimifieecdZcrit dans une
de nos Ztudes prZcZdentes. Briesvement, nous identifions, pour chaque TF et ctuagde st
dZveloppement indZpendamrdas rZgions enrichies ~ IQaide du logiciel TileMap. Ensuite
les positions exactes des sommets (de la courbe dOintensitZ du siggialdawhacune des
rZgions TileMap dZfinies sont dZterminZesmme nous avons pu le montrer ultZrieurement,
ces podions approximent les positions des sites de fixation des TF =~ 100 bp pres.
Finalement, toutes ces positions (tous facteurs et temps confondus) sont egrenpZ
clusters de sommets sZparZs par moins de 200 bp et chacun de cesrejugseste un
CRM potentiel (comme lesTF-MescCRM mentionnZs prZcZdemmentjue nous
nommerons TDM-CRM. Ainsi, chaque TM-CRM est dZfinit par une position
gZnomique et un profil de fixation reflZtant quels TF se lient ~ c®MFCRM et quand ils
sQy lient. Finalemengd TFDM-CRM sont regroupZs en diffZrentes classesqlpatering
en fonction de leur profil de fixation ~ IQaide du logiciel Autoclass (Cell Fig. 2).

Nous montrons dOabord que ces facteurs ont tendance " se fixer sur leJ mbivks
CRM et ceci spZcifigement dans le mZsoderme. En effet, leDWM-CRM liZs par Tinman
(facteur spZcifigue du mZsoderme) sont majoritairement occupZs par les ayietee
facteurs alors que les IBM-CRM Tin-nZgatifs sont liZs par un seul facteur (Cell Fig. 1a,b).
Pres de 50%des TFDM-CRM Tin-positifs identifiZs sont occupZs par les cinq facteurs. Les
TF-DM-CRM restants reprZsentent des classes déOMFCRM montrant un niveau

dOoccupation enrichit pour seulement deux factediist € X E o X reprZsente Doc, Pnr,
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dTCF ou pMa. Autrement dit, les THHM-CRM occupZs par Tin le sont soit avec un seul
autre facteur, soit avec tous les quatre autres factears,pas avec deux ou trois des autres
facteurs (Cell Fig. 1b). LOactivitZ liZe ~ des rZgions rZgulatricesZcmtiquesde chaque
classe (classesTn + XE ou classe ©us les &) a ZtZ analysZe in vivo au cours du
dZveloppement embryonnaire ~ IQaide de lignZes transgZniques (Cell Fig. 3)-DMs TF
CRM cooccupZs par les 5 facteurst¢@s les &) sont fonctionnels efont actifs dans le
mZsoderme dorsal ou ses dZrivZs, le mZsoderme cardiaque et viscZladskesle TOM-

CRM CTin + X E prZsentent des taux variZs dOactivitZ et, mis " part la ¢tass®€QF, sont
rarement actifs dans le mZsoderme cardiaque. Gestatg indiquent que les facteurs
cardiaques se lient en tant qualectif pour rZguler |OactivitZ des genes dans le mZsoderme

dorsal et ses dZrivZs.

Pannier et Dorsocross sont nZcessaires " |OactivitZ transcriptiomn&dé’e par Tin, pMad
et dTCF

Ayant observZ que les cinq facteurs de la spZcification cardiaquersiedisemble au
niveau des TFODM-CRM et compte tenu de leurs interactions gZnZtiques et physiques, les
CRM impliquZs dans la spZcification du mZsoderme dorsal reprZsentent unidzads@ur
Ztudier la prZsence Zventuelle dOune grammaire spZcifique de sk@tsode Flour ce faire,
nous utilisons les rZgions enrichies (trouvZes par les expZriencesh@hlBt dZterminons
les modeles de fixation ~ IOADN (matrices pejmssition ouCPWM E) " IQaide de diffZrents
logiciels de dZcouverte de motifs (RSAT, Weeder). Les sites de fixationles 5 TF sont
ensuite prZdits dans les TM-CRM " |Oaide des PWM obtenues et nous comparons la
composition en sites de fixation des-DM-CRM ocapZs par les 5 facteurs (" fort potentiel
coopZratif) avec celle des TRAVI-CRM occupZs par seulement 2 facteurs (clas3és €
X E). Cette comparaison fait ressortir plusieurs diffZrences en fonctioactimsr$é observZs
et suggerent diffZrents modee recrutement au niveau de IOADN. Ainsi leDM~CRM
occupZs par les 5 facteurs contiennent un site de forte affinitZ pour tDRer @lus
frZquemment que les TBPM-CRM CTin + DocE et CTin + PnrE (Cell Fig. 4). Cette
observation sOinverse pour lesadtres facteurs (Tin, pMad et dTCFun plus fort
pourcentage de FBM-CRM CTin + X E contient un site de forte affinitZ comparZ aux TF
DM-CRM occupZs par les 5 facteurs (Cell Fig. 4b). Si IQattractivitZ globalerde -
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CRM, une mesure prenant en campOensemble des sites de fixation potentiels et calculZe
par le logiciel TRAP, est maintenant considZrZe, ces observations solgrgkiianversZs
avec des TFDM-CRM CTin + X E globalement plus attractifs (pMad et dTCF) et moins
attractifs (Doc et Phque les TFDM-CRM occupZs par les 5 facteurs (Cell Fig. 4c).

Des Ztudes rZcentes ont montrZ que |Oajout de GATA4 et TBX5 (les protZines
orthologues de Pnr et Doc chez les mammiferes) et dOun autre facteur slanstudes
cellulaires Ztait suffisant po entrainer la trandiffZrenciation des cellules mZsodermiques
en cardiomyoblastes, ou de reprogrammer des fibroblastes en cellule carditaplissadt
clairement le r™le central de ces facteurs dans |Oacquisition rdéZ@ateliaque. Compte
tenu du fort potentiel coopZratif des facteurs cardiaques et des interactioAm|yest qui
existent entre eux, nous avons dZveloppZ un systeme de culture cellulairdgrerdectester
le r™le de Pnr et Doc dans lesDWF-CRM fixZs par les 5 facteurs. Gr%.des expZriences
dOARN interfZrence (Cell Fig. 5), nous montrons que Pnr et Doc sont essd@@aisvitZ
transcriptionnelle des FBM-CRM testZs, mais que le niveau dOactivation des genes cibles
est liZ ~ la prZsence des trois autres facteurs. Celatgssuggerent que Pnr et Doc sont
nZcessaires au recrutement collectif des 5 facteurs. En outre, |Od@sigistances entre les
sites ou la recherche dOune orientation stZrZotypZe entre des sitegstoisstZe vaine.
LOensemble de ces analysessnpermet de proposer un nouveau modele dOinteraction
protZineADN au niveau des CRM, basZ sur le recrutement daltectif de TF par
IQintermZdiaire dOun nombre restreint de sites de fixation, en IOabsencectufEakit
rZgulatrice complexe.

Slp1 rZprime 10activitZ des CRM du mZsoderme viscZral dans les adliuegsoderme

cardiaque

Les mZsodermes cardiaque et viscZral ont une origine commune, le mZstmteahe
chez la Drosophile et le mZsoderme splanchnique (seulement en partiesanammiferes.
Chez la Drosophile, I0Zquipe du Dr Frasch a pu mettre en Zvidence le rd¥ldaclZ
signalisation Wg pour rZprimer dans le mZsoderme cardiaque IOexpression dOute facteur
transcription clZ de IOidentitZ mZsoderme viscZral: Bap. Le gene bagtiwstdans le
mZsoderme dorsal par la voie de signalisation Dpp et Tin. Dans le fusgdenZe

cardiaque, la signalisation Wg va activer le facteur Slp1 qui varseuie rZgion rZgulatrice
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et ~ son tour rZprimer bap. En analysant les lignZes transgZniques gZn£rdes aF®M-
CRM occupZs collectivement par les 5 facteurs ZtudiZs, noisomgajue 25% dOentre eux
activent IOexpression de gene rapporteur dans le mZsoderme viscZral.

Une Ztude prZcZdente nous a permis de dZfinir le8leEBCRM " partir des 5
facteurs clZs du dZveloppement du mZsoderme (Twi, Mef2, Bin, Bap et TinjdeMdEees
donnZes, nous mettons en Zvidence que le®MFCRM occupZs par les 5 facteurs
cardiaques et ayant une activitZ dans le mZsoderme viscZral somefyalecupZs par Bin
(Cell Fig. 6). La prZsence de Bin semble donc etre un bon indicateur deitDaltis le
mZsoderme viscZral de ces-DM-CRM. Afin de comprendre pourquoi ces-DiVI-CRM
ne sont pas actifs dans le mZsoderme cardiaque malgrZ la prZseusele dcteurs requis,
nous localisons, par Chi¢hip, les sites de fixation du facteur rZges Slpl. Slpl se rZvele
tres largement prZsent au sein desO¥M-CRM actifs dans le mZsoderme viscZral mais pas
dans le mZsoderme cardiaque. Ainsi, dans le mZsoderme cardiaque,-R&sCHM
seraient occupZs par les 5 facteurs cardiaques mais leutiaotiserait bloquZe par Slpl.

Bin et Slpl appartiennent ~ la meme famille de TF (FoxF) et ont deactZristiques de
fixation ~ IOADN tres proches sinon identiques. Finalement, nous montrons,de I0ai
dOexpZriences de mutagenese des sites de fixatidBingue IOabolition des sites Slpl
dans ces THDM-CRM entraine la rZactivation de IQactivitZ dans le mZsoderme cardiaque
(Cell Fig. 7). Nous concluons que les CRM impliquZs dans le dZveloppement peuvent

prZsenter unempreinte dZveloppementale
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ABBREVIATIONS

AEL, after egg laying

AP, anteriofposterior

AR, androgen receptor

atf-2, activating transcription factor 2

bap, bagpipe

bp, basepairs

BDGP, Berkeley Drosophila Genome Project
BEAF-32, boundary elemertatssociated factor of 32kD
bin, biniou

BN, Bayesian network

CAGE, Cap Analysis of Gene Expression
CBP, CREBbinding protein

c-jun, jun proteoncogene

bHLH, basic helixioop-helix

ChIP, chromatin immunoprecipitation
ChlP-chip, ChlIP followed by microarray hybridization
ChiP-seq, ChlIP followed by deep sequencing
CM, cardiac mesoderm

CRM, cisregulatory module

CTCF, CCCTC binding factor

DBD, DNA Binding Domain

DHS, DNAse | hypersensitive sites

dif, dorsaidrelated immunity factor

dl, dorsal

DNA, deoxyribonucleic acid

DNAse |, Deoxyribonuclease |

dpp, decapentaplegic

DREF, DNA replicatiorrelated element factor
dTCF, pangolin

DV, dorseventral

ES, embryonic stem

eve evenskipped

eveMHE, evemuscle and heart enhancer
FAIRE, Formaldehyddssisted Isolation of Regulatory Elements
FB, fat body

FDR, false discovery rate

FoxAl, Forkhead box protein Al (or Hepatocyte Nuclear Factor 3a)
GRN, gene regulatory network

hh, hedgehog

HMM, hidden Markov models

HOT, highly occupied target

IgG, immunoglobulin G

INF-!, interferon beta

INF", interferon gamma

IRF-3, interferon regulatory factor 3

IRF-7, interferon regulatory factor 7

kb, kilobasepairs

LAD(s), laminaassociated domain(s)

mad, mothers against dpp

mef2, myocyte enhancing factor 2

MRNA, messenger RNA

meRNA, multiexonic poly(A)+ RNA

MZT, maternalzygotic transition
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NDR, nucleosome depleted region
NF-#B, nuclear factokappalight-chainenhancer of activated B cells
NFR, nucleosome free region

p300, EP300 or E1A binding protein p300
PCA, principal component analysis

PCR, polymerase chain reaction

PEAT, Paired End Analysis of Transcription start sites
pMad, phosphorylateiflad

pnr, pannier

Pol Il, RNA Polymerase Il

PRC2, Polycomb Repressive Complex 2
PSSM, position specific scoring matrix
PTMs, posttranslational modification(s)
PWM, position weight matrix

rel, relish

rho, rhomboid

RNA, ribonucleic acid

SELEX, Systemati&volution of Ligands by Exponential Enrichment
sep ventral veins lacking

slp, sloppy paired

SM, somatic muscle

shg snail

sog short gastrulation

TAF, TBP-associated factor

TBP, TATA-box-binding protein

TF(s), transcription factor(s)

TFBS(s), transcription factor binding site(s)
tin, tinman

TSS(s), transcriptional start site(s)

twi, twist

VM, visceral mesoderm

vnd, ventral nervous system defective

wg, wingless

zen zerknullt
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1 Introduction

1.1 Gene expressiomegulation and development

Embryonic development is a sequential process that ultimately leddsfrination of
complex organs and tissues. All cells of an organism derive from a seipitice fertilized
egg, and thus share an almost identical genome. Nonethedédissexhibit a vast array of
shapes and sizes, but also play very different roles regarding structural ynisaplit
biochemical function. How can a single cell be at the origin of vadfigreint cell types and
tissues like muscles, neurons or lympytes? How, when and why do pluripotent cells
decide to specify into a particular cell type? The differentiation pspcedl specification and
ultimately cellular identity, as well as responses to environmental lewgely rely on the
control of gene exssion. Thus, different portions of the genome are selectively expressed
in different cell types, and the assortment of gene products expressed @il dyygecdefines
its specific characteristics. Precise control of gene expression, beiaae and mie, is
therefore essential to ensure robust developmental programs and maintain tissue physiology.

Synthesis of RNA and proteins is regulated at different levels. In theipartcase of
coding genes, a gene first needs to be transcribed into a nkAtixemolecule. This step
requires several conditions to be fulfilled: (1) the DNA sequence musickssible to allow
the transcriptional machinery to load and assemble upstream the adeqsaieptian start
site (TSS) (2) the presence (or absence)activating (or repressing) transcription factors
(TFs) might be necessary to activate transcription, (3) the nascent RNA migherpopper
splicing, and (4) 56apping and adequate-B@lyadenylation should occur to prevent early
RNA degradation and tallow for efficient export from the nucleus. Next, mature mRNAs
associate with ribosomes and are translated into proteins, which muptdpg&tly and may
be subject to pogtanslational modificatiofPTM). Finally, cell state is also a function of
individual RNA and protein stability and synthesis rates. Each of these mi@psbe
exquisitely regulated, but transcription initiation is generally considered #jer mate

limiting step in eukaryotic gene expression control.
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1.1.1 Transcription initiation cont rol and transcription f actors

During transcription initiation, the transcriptional machinery first assemipgesean
the TSSon the basal (or core) promoter, attracted by a TADA or other core motifs.
Core promoters are mandatory elementstfanscription allowing for proper alignment of
the transcription machinery; nevertheless, they cannot generate significelatde mRNA
by themselves and they are rarely the point of gene regulation. Hence, theptianat
machinery needs additionsalipport to initiate gene transcription. This role is played by
which are proteins able to bind the DNA in a sequapaeific manner. Once bound to
DNA, TFs recruit cefactors and the resulting complex is spatially brought into contact with
the transriptional machinery to initiate transcription (Figui® Promoters may contain
transcription factor binding sites (TFBSs), organized in hoamal/or heterotypic clusters, to
recruit TFs in close proximity (16800 bp upstream) of the loaded transcripdbn
machinery. TFs can also bind to enhancers, ofreigulatory modules (CRMs) that may be
located far away from their target genes. CRMs integrates from both signaling and
transcriptional networks and are major actors in establishing the compléx-tspgporal

patterns of gene expression
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Figure 1. Components of transcriptional regulation.

TFs bind to specific TFBSthat are either proximal or distal toT&S Sets of TFs can operate in &tional
CRMs to achieve specific regulatory properties. Interactiogtsvben bound TFs and cofactors stabilize the
transcriptioninitiation machinery to enable gene expressibhe regulation that is conferred by sequence
specific TF binding is highly dependent on thHeeedimensional structure of chromatiiReprinted by
permission from Macmillan Publishers Ltd: Nature Reviews Gepefitasserman W and Sandelin A, Applied
bioinformatics for the identification of regulatory elements, 5-28, copyright 2004.

TFswith DNA binding domains (DBD) bind to DNA in a sequessgecific manner,
often in home or heterotypic clusters, and promote or repress expression of target genes by
interacting with the transcriptional machinery. The sequences recognized bghows
varying specificity, with some factors binding to very strict sequence motifefample, the
yeast TF Reb1 invariably binds TTACCC while other factors binding a wider array of
sequences (like the mouse Pax4 (JASPARentry MA0068.1). This recognition specificity
is often formalized in terms of a consensus sequence (e.g. the TACCCG geditiirsi),

where he use of IUPAC code indicates flexible motif positions (for exampl&€héRTG
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Twist (Twi) signature where N is A, C, G, or T, and Y is either C or T; an exhauisti\a |
IUPAC symbols is available in annexes). A refined motif description maeesf gposition
specific scoring matrix (PSSM) or position weight matrix (PWM) Such matrices are
visualized using sequence lofos Figure 2 presents how such matrices are built from
identified footprints (TFBSs functional vivo) and visualized as sequence logos.
TFs often have interaction domains allowing them to multimerize into hoonchetere
multimers and many TFs have been shown to interact with other TFs to ¢nvabhedaad
onto the DNA (for example Tinma(Tin) with Mothers against dppMad) ° and with Pannier
(Pnr)*in Drosophila,or Thbx5 with Gata## and with Nkx25'? in mouse). These interactions
may modulate the sequence specificity of the'TfF=r example, the TF Tviiinds the DNA
through its basic heldoop-helix (bHLH) domain that recognizes -li6x motifs,
CANNTG*?*® Twi readily forms homodimers to bind DNA with a strong preference for
CACATG and CATATG, or more gerally CAYRTG sites, and thereby promotes the
expression of its target gen@svi has also been shown to form heterodimers with a variety
of other HLHcontaining TFs, including Daughterlé§sin this context, the complex
preferentially binds the CASSTG motif and has a repressive role on its target genes.

TFs are classified into TF families based on the type of A binding domains
(Zinc fingers, HelixLoop-Helix, HomeoboxE) and members of the same family may have
very similar sequence specifigi For example, BinioBin) andSloppy paired$Ip) are both
members of the Forkhead TF family and have been shown to bind the same e¢uoflec
Thus, individual binding specificities of TFs of the same family (andltreg in vivo
function) are thought to be largely acquired by multimerization pestand presence of-co
factors in the protein complex that eventually binds the BINA

In vivo, TFs can bind up to several thousands of sited the overall binding
landscape of a particular TF changes with time, thereby reflecting tenppogression
during development, cell lineage identity or activation upon spegaificulation. For
example, we profiled the genomade binding landscape of Twa mesoderm specific TF
essential for early mesoderm developmenDrosophilg at two consecutive time points of
the early mesoderm development4(2 and 46h after egg layingAEL)) *°. In this study we
found that Twi binds to ~2000 TFBSs, of which 51% are continuously bound while 23% and
26% are specific to-2h and 46h conditions, respectively. Furthermore, we demonstrated

that Dorsal(Dl) sites were enriched in the proximity early bound TFBSs only whil€in
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sites were enriched in the proximity of late bound TFBSs only, reflectingpttabdoration of
Twi with these two factors at distinct time points of mesodermIdpreent (dorseventral
patterning and mesoderm maturatiogspectively).

Finally, TFs often bind DNA in absence or displacement of nucleosomes and
therefore need the chromatin to be OopenO first. How exactly the chrorogtmes in a
time and lineage specific way remains a subject of intense resédeetheless,pioneer
TFs like the human FoxAl (Hepatocyte Nuclear Factor 3a) are able to birebswuole
dense DNA and to trigger chromatin remodeling to help recruiting lineage sgdactrs at
CRMs",

Figure 2. Representation of TF sequence specificity.

(a) Eight known genomic binding sites in thigecerevisiagienes. (b) Degenerate consensus sequence. (c,d)
Frequencies of nucleotides at each positieh.Sequence logo showing the frequencies scaled relatithe t
information content (measure of conservation) at eaditipo. (f) Energy normalized logo using relative
entropy to adjust for low GC content $1 cerevisiaeReprinted by permission frodacmillan Publishers Ltd:
Nature Biotechnology, Patrick DOhaeseleer, Whddldresequence motifs24, 423- 425, copyright 2006.

1.1.2 cis-Regulatory Modules

OSince the initial discovery of enhancers, it has been known that thegsameften the
dominant element in conferring tissue specificity to a linked gene. A hallnedriknost
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enhancers is their ability to activate transcription from any linked promotepbrter gene
constructs, even if promoter and enhancer originate from gene loci with compliffient
expression patterns vivo. Although there are exceptions to the general principle, expression
of the reporter gene follows the pattern governed by the enhancer, not the prénibiesO
excerpt from Bulger and Groudine underlines the key role that CRMs and enhancers play in
gene expression program and during development in particular. Moreover it has now been
shown that mutations in CRM sequence can cause or contribute to humase diSer
example, such CRM mutations were associated with thalassaemiasstiiafrom deletions

or rearrangements of enhancers of thglobin gene, preaxial polydactyly resulting from
sonic hedgehog limknhancer point mutations, and susceptibilitHicsschsprungOs disease
associated with a RET preancogene enhancer varightSo what are CRMs exactly?

CRMs are short regulatory elements-@&ID bp) driving a particular aspect of a gene
expression in response to FEshat bind TFBSs within the CRMSs in a sequespecific
manner. CRM can be found at large distances of their target genes (distal edpaemtell
as in introns and promoters (proximal elements) and they are generally considered to
modulate gene expression regardless of their orientation or relative positien T&$°%

CRMs comnonly have TFBSs for a variety of TE€sThe binding of TFs can have both
positive and negative effects on the target gene expression depending onvHtm@air
repressing nature of the T( Though TFs are typically considered either as activating or
repressing, several cases of TFs functioning as both, activator and repressutindepe

the specific context have been repoftéd CRMs operate at different times during an
organismOs life, reflecting the transient presence of particular Tiatacand repress
concentration balance, presence ofactors or simply different accessibility of the genome.
For example, Wilczynski and Furlong recently showed that the dynamic CRM occupancy by
mesodermal TFs tightly reflects developmental progresion particular, the temporal
changes in TF binding correlate with dynamic patterns of target gene expréssisngene
expression patterns are not only explained by the timing of TF availabilitaldmby their
exact temporal occupancy. Overall, spatiemporal expression of a gene is explained by the
combination of all the CRMs acting on it throughout the organismOs life. For exanepl
Drosophilagene encoding the TF Timas at the very least 4 different CRMs coningllits
expression in embryonic development, each driving a particular aspect of ibstepgioral

pattern(Figure 3) Housekeeping genes are not exempt of gene expression modulation, in
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particular in term of expression level (expression can, for exarbpldully turned off in
response to extreme conditions such as heat shock), and are therefore also under CRM
control. Nevertheless, the most complex sptdiaporal expression patterns are
characteristics of developmental géites

tin_tinA tin_tinB
foregutprimordiun trunk mesodermprimordium
foregut specibanlage! trunk mesodernanlage!
pharynxt

embryonic headl

tin_tinC tin_tinD

cardioblast mesoderrh

dorsal vessgbrimordium somatic muscl@rimordium
cardiogenianesoderrh visceral muscl@rimordium

embryonic dorsal vesskl
embryonic healt

Figure 3. Each Drosophila Tinman enhancer drives a specific pattern of Tinman's
expression.

Expression patterns of fouFin enhancers (tin_tinA, tin_tinB, tin_tinC, tin_tinD) iDrosophila embryos
together with anatomical annotations. Embryos are atkdbrsal up, anterior left. Pictures and anatomical
annotations were obtained from the REBflgatabas@nd Yinet al?® for tin_tinC. This figure illustrates how
compkx spatietemporal patterns are established by distinct enhancer ekefoeds : cardioblasts)

1.1.2.1 CRM architecture

As mentioned above, CRMs are often composed of multiple TFBSs for diffeffent T
In addition, numerous studies have shown that TFs frequently interact withotsach A
fundamental question is therefore to understand if TFBSs need to be arranggukifica

manner to allow TFs to bind DNA cooperatively. Tentatively, a tight awthite, or
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grammar might promote protenprotein interactions between DNA binding domains
themselves thereby enabling a mutual stabilization of the overall pkddninteractons.
Proteinprotein interactions may vyield protein complexes where the DNA binding
characteristics of complex components may be distinct from the DNA bintargcteristics

of component proteins in isolation. A mytiotein complex might also be coratred to
bind to individual TFBSs arranged in a spatially defined way, which could impinge
interaction and coordination with the transcriptional machineriRaX studies revealed that
some TFs interact with DNA using the DNA major groove, the minongrbeing the place

of secondary contacts thought to modulate binding strength. Alternatively, othartdieet
mainly with the minor groove. It is therefore expected that cooperative occupandg w
require topological features like specific relativeeatation, helical phasing or spacing of
TFBSs. On the other hand, DNA is rather flexible: in typical eukaryotis,delis coiled
around a core of histones spanning only ~90 bp . It is therefore also possible to bniegspart
together simply by twistingdNA without the need of particular grammar. In fact, both
situations have been observed and described in the literature.

The classic example of constrained architectural organization is theceolsame
model of enhancer activation of the eukaryotic {Fijené’, expression of which is induced
upon viral infectbn. Activation of the IFN gene by its enhancer requires the coordinate
activation and binding of the AFE/c-Jun, IRF3, IRF7 and NEB (i.e. p50/RelA) TFE in
the enhancer region located fref®2 to-47 bp upstream thESS In its active configuration,
the enhancer is devoid of nucleosoMem this enhancer, the 8 individual TFBSs exhibit
strict positional requirements and overlap each other substan{iifure 4) This
organization allows for coopative binding and assembly of the activators into a protein
complex called the OenhanceosomeO. Formation of this enhanceosome is oelyrpthesibl
presence of all TFs and does not tolerate changes in TFBS spacing. Tineeeokarall acts
as a functioal unit articulated around IRF, the master regulator of typenterferon
dependent immune respofisén particular, individual TFs are not able to activate the-IFN
gené’, mutations in any of the IRF TFBSs terminate the transcrifStamd absence ather
IRF-3 or IRR7 prevents induction of IFMN?. These unique features explain why this
enhancer is evolutionary conserved and why modification of virtually any nucleopaetsn
on the enhancerOs actifity They also led Panret al. to initially hypothesize that direct
proteinprotein interacbns between adjacent DNA binding domains underly this
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cooperatiort’. It is only recently that Panre al. constructed a complete atomic model of the
fully assembled enhanc@rThis study revealed that this structure is largely @ewbmajor
proteinprotein interactions between adjacently bound DibNiding domains. Rather,
cooperative binding is mediated by local DNA conformation changes (induced bydnsgbi
of one activator) that favor binding of the different activators, gioly at nonconsensus
sites. The enhanceosome protein complex is further stabilized by thetiote@ceach of
the TFs with the coactivat@REB binding protein (CBP, or its paralog p3@ough their

activation domains.

Figure 4. Atomic model ofthe INF-! enhanceosomeThe p50 is in light blue and RelA in dark
blue. IRF7B and IRF7D are in yellow and IRBA and IRF3C are in green. ATR is in red and-dun in blue.
The DNA sequence is shown with the cbieding sites colored accordingly. Reped from Current Opinion
in Structural Biology, Volume 18, Daniel Panne, The @ckasome, Pages 2282, Copyright (2008), with
permission from Elsevier.

In 2004, Sengent al. suggested that the synergy between-d®alkaining proteins
(Dorsal, Dorsatelated immunity factor (Dif) and Relish (Rel)) and the GATA factor Serpent
is essential for the activation of several immunity genes inDifusophila fat body. The
authors showed that about half of these immunity genes exhibit constrainewiratruc
featues, similar in essence to the enhanceosome model, in which Rel and &AdiAg

sites are positioned in the same orientation. In addition, they showed tlagiorsithat flip
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either Rel or GATA site orientation abolish the reporter gene activiramsént transfection

assays.

Figure 5. The enhanceosome and billboard models.

A: In the Enhanceosome model, the binding sites witiegnenhancer allow for a highly cooperative assembly
of TFs (ovals), leading to gene activation. Disruption or disgnteent of a single binding site, or the absence of
one regulatory protein, causes thlement to be inactiveB: In the Billboard model, the enhancer contains
multiple functional units that are able to indepemttly regulate gene expression. Above, activatoodofed
ovals) located in separate portions of the enhancer are Osampled®asgitheachinery, and the integration of
such interactions results in total gene output. Below, regulation by-retmge repressors. Individual sub
elements of the enhancer are repressed by the action ofahgetrepressors (squares) located neardaster

of activatorsNote that an intermediate, Opartially onO situatiigit be achieved when only one of the two-sub
elements is repressedReprinted from Arnosti D. and Kulkarni M., Journaf @ellular Biochemistry,
Transcriptional enhancers: Intgkint enhanceosomes or flexible billboards?, Volume 94, Issue 5, Pages 890
898, doi:10.1002/jcb.2035Attp://onlinelibrary.wiley.com/doi/10.1002/jcb.20352/fullopyright (2005), with
permission from Wiley.

Taken together, the aforementioned studies the concept of an enhancer grammar
fits well with the hypothesis that enhancers work as informgifooessing devices, which
integrate multiple inputs (both positive and negative) through TF binding into a binghy
(on/off) output*. In this model, the enhancer fetactive regulatory device, while the basal
transcription machinery plays a more passive and permissive role. Howevesirittis
organization within the enhancer sequence of the enhanceosome model (asdcitteds
stringent binary mode of regulatipmmay represent only a small fraction of enhancers.
Indeed, many developmental enhancers display no or much looser architectural censtraint
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where a subset of factors may bind cooperatively while the remaining faceorgcruited
independently. In 2003Kulkarni and Arnosti proposed an alternate mogegure 5) in

which the enhancer acts as an information display (as opposed to an informtagoation
platform) potentially presenting both active and repressed states to thdrbdaseription
machirery®*. Using enhacer constructs containing different numbers of sites for activators
and shorrange repressors, the authors showed that (1) the transcriptional outcome varies
with the number of activator sites given a fixed number of repressive(&)espression and
activation can happen simultaneously, and (3) displayed information might be redundant. In
this Obillboard® model, the basal transcription machinery plays an actineirnagreting
signals presented by the enhancers by sampling this displayed inforn¥die fundamental
difference between this model and the enhanceosome model lies in tremirflexibility of

the former, which is thought to allow for more diversity in gene expression (maodukti
activation level) and evolutionary flexibility (tharchitectural flexibility allowing for the
emergence of new patterns of activity).

In some cases, enhancer flexibility appears even more extreme than itibibardi
model. InCiona intestinalis 19 muscle genes are coexpressed in the 36 muscle cells of the
developing embryo. 17 of these 19 gene products participate in the samemmoéaxolar
complex and are therefore under tight coexpression control. Bebwhtook advantage of
this systemd investigate the functional architecture of the 19 enhancers controllinglthese
muscle genéd The authors systematically mutated the TFBSs found in these CRMs and
assessed their individued vivo activity using regression models, which allowed the authors
to identify important TFBSs and quantify their activity. Focusing on functior@SE, the
authors could not find any lexical features such as TFBS order, spacing overelati
orientation. Ovall, these CRMs are composed of TFBSs of widely varying quantitative
activity, found in diverse arrangements and from different combinations of tgpes.
Strikingly, the authors showed that differé@ibna muscle enhancers can achieve the same
functionwith widely different architectures, yet that functional architecturepeeserved in

orthologous enhancers with important TFBSs being more condgrved

Using genomavide binding maps for 5 ke mesodermal TFs generated at 5

consecutive time points in thé®rosophila developing embryo, we have recently
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demonstrated that spatiemporal activity of enhancers can be predicted from TF binding
solely®®. Thisstudy revealed an unanticipated plasticitif fhbinding (in terms of TF identity

and binding dynamics) leading to similar expression patterns. Along with thoseeabiai
Ciona®™, our results qustion the generally assumed stringency of regulatory codes and
suggest that architectural flexibility may represent an inherent property dbpieentalcis-

regulatory modules.

1.1.2.2 CRM conservation

CRMs play a crucial role in the regulation of precise gexq@ession patterns both in
space and time. A number of kdfs and gene regulatory networks (GRNs) are shared
among organisms and are sometimes -e@fiserved, such as the cardiac regulatory
network’® Furthermore, several complex gene expression patterns have been shown to be
under evolutionary constraint. For example, the stripe pattern paiheule genes observed
in the Drosophila melanogasteembryo are generally conserved among drosopfillids
Hence, many enhancers are likely to be conserved over the course of evolutiorneepres
fundamental gene regulatory interactions. This assumption is a centradftenstlico CRM
prediction methodology, where sequence consenvasi used as a guide (discussed later in
section1.2.1.2. Indeed, 50% of Oultraconserved® elements (perfect sequence identity of at
least 200bp between very distant organisms like human and mouse/rat) as well as 50% of
Oextremely conservedO elementgi¢sees with slightly lesthanperfect extended identity)
have been shown to be capable of driving expression during embryonic devefGpiitent
enhanceosome model of IFNenhancer is another example of rparfect conservatidf
Though sequence conservation can be used to detect regulatory sequencesgdrisvhac!
fraction of enhancers could be discovered using this approach. For exasgplbale 2% of
tested ultraconserved elements acted as heart enhancers, compared tmsahrad
elements acting as limb, midbrain, or forebrain enhancers (5%, 14% and 16%, respectively)
“1 Besides the technical hurdle of reliably aligning genomes at various phyiogenet
distances, many reports indicate that CRMsrartenecessarily under selection pressure. In
fact, different studies reported CRM functional conservation without overallfisagrti
conservation at the sequence |&v&*,
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In the previously mentione@ianointestinalisstudy”, the authors showed that the 19
enhancers driving similar expression patterns (i.e. expression solencells) have widely
different architectures. Strikingly, individual CRM architectures are presenathimlogous
enhancers found i€. savignyi(note that the neutral sequence divergence between these 2
species is about that between mammals and)bindth important TFBSs being much more
conserved than expected (with more than 79% pairwise sequence identity between
orthologous functional TFBSs compared to a background sequence identity of less than
20%). Importantly, pairwise sequence identity quiakiops off outside the boundaries of the
functional TFBSs to reach the background level within onlp@d.2

Hare et al. compared enhancers of theenskippedlocus betweerrosophila and
highly diverged scavenger flies (that diverged 100 million yeay. ddee authors could show
that theSepsidand Drosophila eve enhancers have almost identical expression patterns in
transgenicD. melanogasteembryos, while no significant sequence similarity is observed,
but for a small number of short (BD bp) sequeres that are almost perfectly consefied
Interestingly, the authors reped that these highly conserved short sequences are enriched
for pairs of adjacent or overlapping TFBSs and might therefore represent keyctuichlite
elements.

In a different study, Het al. compared the CRMs for th&bdominaiB gene from
different Drosophila specie¥’. Similarly, these authors reported low levels of overall
sequence conservation while enhancers remained fully functional and drove idgaica
temporal expression patterns in transgedicmelanogasteembryos. Again, functionally
critical TFBSs were highly conserved.

Altogether, these results suggest that while CRMs usually have low tdvelzrall
sequence conservation, the critical TFBSs or architectural featuresn viiiRMs are
conserved. This is also in line with the conclusions of the report by Rerékr which the
authors assessed the evolutionary conservation of DNA structure rather than DNA
sequenc®. The OChai® algorithm developed by these authors measures constraint on the basis
of similarity of DNA topography among multiple species and is based on the Ohydroxyl
radical clemage patternO, a metric that quantifies the sehmmssible surface area of
duplex DNAY. Regions identified by Chai (i.e. regions that are highly constrained
topograpically) correlated with enhancers better than did regions identified soletiieon

basis of nucleotide sequence, indicating that local structure conservagiohbaicritical for
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enhancer function.

1.1.3 Gene expression anghromatin

1.1.3.1 Chromatin structure

In eukaryotic nuclei, DNA is associated with histone proteins in a strucaliesl the
Ochromatin®. The nucleosome is the fundamental repeating block composing thi.chromat
Each nucleosome core is made of -145 bp of DNA wrapped in 1.7 superhelical ®irn
around a core histone octamer and occurs, on average, every 200+40 bp throughout the
genomé’. The DNA between two of these nucleosomes is referred to as tha ONAS
and can be loosely associated with an additional H1 Olinker histoneO. Thelemsome
contains 2 copies of each of the H2A, H2B, H8 &t histone proteins assembled into two
H3-H4 dimers bridged together as a stable tetramer, which is flanked by pan@tgeH2A
H2B dimeré’. In addition, histones have-férminal tails that extend beyond the nucleosome
particle, which are the place of specific coval®itMs such as methylation, acetylation,
phosphorylation, ubiquitination, SUMOylation, citrullination, and AbDBobsylation.
Positively charged histone tails interact with the DNA (negatively cdarged it has been
suggested that H3 and H2A tails are important for nucleosome structure alitgt €tab

Histones are essential for efficient packaging and compaction of the igeDdIA
into a 3D organization that §itwithin the nucleus. The first layer of this packaging,
composed of nucleosomes, is often described as Obeads on &sirfitggd with a diameter
of 11 nm. The second level of compaction, the 30 nm fiber, requires the linlerehi$t (or
H5), which gabilizes interadébns between 11 nm fibers (se@uire 1 for an illustration).
Finally, the higher order levels of chromatin organization still remain poorly uoddrst
Chromatin organization and more precisely its compaction level is an impéettoe
influencing different cellular processes, including replication, gene expressidnDIdA
repair. These processes usually need the chromatin to be OopenO (i.e. Jatzesible

access of various proteins to the DNA. Many studies have shown thatatiir@@mpaction
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is modulated by core histone PTMs and the presence of histone variants @or¢he
nucleosome.

Transcription has been linked to histone acetylation more than 20 yedfsaado
chromatin cannot fold into the 30 nm fiber when histones are acef{lafedtranscription
proceeds, ntleosomes are thought to be displaced from the DNA. Nucleosome dynamics are
a function of various parameters, such as DNA methylation, core histone Bmt!s
incorporation of histone variants (reviewed®th For example, th®rosophilaH3.3 variant
is preferentially incorporated instead th#e canonical H3 into nucleosomes located around
TSSs of active genes, at a rate proportional to gene activity, thereby rejlecicleosome
disruption and reassembly during transcriptfon the same study, the authors also reported
that promoters of active genes are depleted of nucleosomes in a region ofGE200 bp
upstream theTSS? The presence of such a nucleosatepleted region (NDR)irfitially
referred to as nucleosome free region (NFR)) at the TSS of active gematssigstematic
though. Indeed, data produced using the Paired End Analysis of Transcription Start Site
(PEAT) methodology’ (an extension of Cap Analysis of Gene Expression (CAGE) allowing
to map the exact transcription start position) revealed that both fliemamdnals have two
types of promoters differing by the variability of the transcription starting ipositof a
particular TSS: the OOfocusedOO promoters (narrowly defined transcription stapotrans
starts here refer to the different observed starts for different transwigetules transcribed
from the same TSS) and the OOdispersedO0 pidraoseription starts spreading over a
larger window). Rachett al. found that NDRs are not hallmarks of active genes in general,
but that they are more typically associated with active genes thabitexidispersedO
promoters, this in botB. melanogasteandH. sapieny'.

As previously mentioned, cell types differ in their gene expression programs, which
includes the transcriptional silencing or activation of large genomic regiatardingly,
such regions tend to be associated with typical structural features. Foplexaienced
regions typically exhibit higher chromatin condensation than active regionsyueeftedt can
be visualized beautifully inDrosophila polytene chromosome spreads.oly®ene
chromosomes frondrosophilasalivary glands consist of 1024 copies cfegister aligned
chromosomes, which can be extracted, stained and microscopically visualgestafk that
associates with DNA can be used to demonstrate that differeminsegihibit different

densities, i.e. condensation states. Several studies have shown thatstére were tightly
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packaged regions tend to harbor silenced genes. More recently, it has been shown that
condensation state and gene activity strongly cogeléth chromatin state, that is particular
combinations of histonBTM and association with regulatory proteins, such as enzymes that
catalyze the addition or removal of PTMs. Additionally, active (like tndpison factories?)

and inactivé® chromatin regions have even been shown to be structured in terms of their sub
nuclear localization. Large chromatin domains, in which the lysine 9 of3HhaiHare largely

di- and trimethylated (conventionally written as H3K9me2 and H3K9me3), have been
demonstrated to associate with the nuclear lathiiaThese lamin@ssociated domains
(LADs) are largely transcriptionally inagé and tethering experiments have further

demonstrated that recruiting active genes to the nuclear lamina id rawusducing their
activity*®>?

1.1.3.2 Histone post-translational modifications

Since the discovery of nucleosomes, our understgndirtheir role has expanded
from simple static DNApackaging elements to key dynamic components involved in a wide
array of genomic functions. In the early 1990s, histonePfBMs in particular acetylation,
was linked with both transient (e.g. localiease of acetylation upon activation of inducible
genes) and lonterm maintenance of transcription states (e.g. X chromosome inactivation in
female mammals, dosage compensatiorDmsophila males, Polycomband Trithorax
mediated maintenance of transtiopal states of individual locif’. Since then, PTMs of
histone tails are thought to represent a mechanisgndode and transmit information across
cell generations; in other words an epigenetic code. The correlation of dB3TiMs with
predictable functional outconf@sthe large number of different PTMs and the existence of
residuespecific enzymes to either add or remove these PTMs, as well asghiated
manner of PTM deposition led investigators to formally psgpthe existence of a histone
codé®®® In their hypothesis, unique combinations of PTMs act together to form chromatin
states and regulate unique biological outcomes by affecting the localustruaf the
chromatin. With the advent of genom&de chromatin immunoprecipitation (ChIP)
technologies (see Figu@for an overview of these protocols), these PTs particular
methylation and acetylation of histone taiddave been studied at an unprecedented level
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over the last yeat$®®. These studies, and others, have allowed for the association of
individual PTMs, or of particular PTM combinations with various genomic feat(eqy.,

genes, promoters, enhancers), as well as in transcriptional states (on/off).
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Figure 6. Overview of ChlP-chip and ChIP-seq protocols.

The chromatin is crodinked (e.g.by formaldehydg fragmentede.g.by sonicatioh and immunoprecipitated
using an antibody specific tan epitope of interest, such asparticular histon®TM (dark blue, green and
orange spheresdr a particulaiTF (cyan hexagon). The nucleoprotein complexes are reversslioked and
the DNA is extracted.During library preparation, the DNA can Isize-seleceéd prior toPCR amplification
(typically 200 and 500 bp fragments are selectedlifaminal sequencing and microarray hybridization,
respectively). ForChIP followed by deep sequencin@hlP-seq, sequence adapters are added to DNA
fragments andragment ends are sequenced. E#P followed by microarray hybridizationChIP-chip),
amplified fragments are labeled with a fluorophore and hybridizednicroarray (i.e. a microarragontaining
probesthat tile across the genoineA reference samples usually generated in parallel following the same
protocol in which the immunoprecipitation step is simply omitted or irckvttie specific antibody is replaced
with an nonspecific antibody (like 1gG) or, if available, with the gremune serum (also kad a mock)

Transcriptionally inactive genomic regions, for example, tend to be enriched in
nucleosomes carrying particular PTMs, such as H3K9me2, H3K9me3, and H3K27me3
°6.5762 43K 27 is trimethylated by Polycomb Repressive Complex 2 (PRC2). H3K27me3 is
usually found on large regions spanning salvdozens of kb that overlap silent genes and
intergenic regions. Similarly to H3K9me2 domains that mark LADs, H3K27me3 regions
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might group together within the transcriptionally silent structures called d&tolyc
bodie$®®’. Studies in human embryonic stem (ES) cells and in differentiatedscejtgest

that H3K27me3 repssive domains are first seeded within ES cells during the initiaephas

of differentiation, but expand and are established differentially in concordaticeell type

over the course of differentiation, thus reflecting their specific repressied$®. Dynamic
changes in H3K27me3 marked domains during development has also been observed recently
in plant by comparing H3K27me3 genome wide profiles between undifferentiake dfcttle

shoot apical meristem and fdifentiated leaf celfd In addition to this typical pattern of
broad enrichment domains, H3K27me3 has also been fasifidcused peaks at the TSSs of
bivalent promotefé®"* i.e. promoters holding both the repressive H3K27me3 and the
activating H3K4me3 marks (see below). Bivalent promoters have been observed in
mammalian ES celf8 and correspond to important developmental genes with low or no
expression in ES dsl The current understanding is that these promoters are in a poised
chromatin state; upon differentiation, these promoters become either @cteeressed but

do not remain bivaleft

H3K4me3 associates with actively transcribed genes in all organisiiedstso far
627377 H3K4me3 is found on the one to two nucleosomes downstream of active AGSs a
therefore appears as very localized peaks, where enrichment levels temwletate with
gene expression levéfs In yeast, this mark is deposited by the Setl histone methyl
transferase and it has been shown that mutants affecting the elongatim the formation
of the preinitiation complex cannot recruit Setl efficiently, sagting that H3K4me3 is
associated with transcriptional elongafionIn contrast, Guenthaat al. have reported that
H3K4me3 is present, together with RNA polymerase Il (Pol II), H3K9Ac and H3K14Ac on
promoters of most of the active and inactive genes in human undiffererii&teells, as
well as in differentiated cells (primary hepatocytes and B)ceThe authors showed that
most of these inactive genes undergo transcription initiation without elongatidn
consequently linked H3K4me3 with transcription initiafforrinally, H3K4me3 was recently
reported to be present on active enhancers in modgemphoid cellé®. These studies,
however, disagree with studies performedanious human cell lines in which H3K4me3 is
identified as a promoter specific mark and was used to differentiaiedre active and

inactive promote§:%3¢28
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Other histone methylati8h’>8*#2and acetylgon®®®> marks have been extensively
profiled and studied in the context of gene transcription. H3K4me2 and H3K4mel leave be
reported on active genes (with H3K4me2 signal downstream of the TSS proximal t
H3K4me3, and with H3K4mel located even further downstreBrteir levels usually
correlate with gene expression leVéfs:">®! Interestingly, Bernsteigt al. reported that, in
human and mouse, H3K4me2 is also found in the vicinity of active genes, butassardy
within gene bodies. Ty also reported that methylated profiles (H3K4me2 or H3K4me3) are
more conserved between human and mouse than the corresponding genomic sequence, an
observation that holds true even for intergenic methylated régiangygesting H3K4me2
presence on regulatory regions. In all organisms studied so far, H3K36me3 is found withi
the body of transcribed gemend primarily occurs on exdfiswith a signal profile skewed
towards the 30 end of genes (background level signal is frequently observed &, tiee TS
particubr for longer genesy®t Additional methylation marks have been surveyed in human
T cells: H3K9mel, H3K20mel, H2BK5mel and H3K27mel are associated witle acti
transcription, while H3K36mel, H3K79mel, H3R2mdi13R2me2 and H3K20me3 are
not?. H3K79me3 is enriched on coding genes in both yeast and human. However, while no
correlation with gene activity has been observed in yé&$ia clear positive correlation with
the transcription rate was reported close by the TSS in HafftaThe H3K79me2
modificaion seems to be less universal: while H3K79me2 is present on alnmost al
nucleosomes in yedstand its presnce does not correlate with transcription in hurffaimns

Drosophilait correlates well with gene activity.

Acetylation of H3 and H4 had been shown to correlate with open chromatin and gene
activity before individual acetylation modifications could be profiéd Like H3K4me3,
H3K9Ac and H3K14Ac are present at the TSS of active genes and their levels positively
correlate with genactivity in yeast, human and mo85&. Lastly, Wanget al. profiled 18
distinct histone acetylation marks genome wide in human T cells and citioatei2 AK9AC,
H2BK5Ac, H3K9Ac, H3K18Ac, H3K27Ac, H3K36Ac and H4K91Ac are mainly loceed
around TSSs, whereas H2BK12Ac, H2BK20)AI2BK120Ac, H3K4Ac,H4K5Ac, H4K8Ac,
H4K12Ac and H4K16A& are enriched in the promoter and transcribed regions of active

gene&®.
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Many studies have convincilygdemonstrated that histone PTMs correlate both with
transcriptional states and genomic features. It is important to notithéisat correlations are
sometimes organisispecific and that different marks can be associated with the same
genomic feature e.gH3K4me3, H3K9Ac and H3K14Ac. A natural question to ask is
therefore how redundant are these marks? In other words, how many different combinations
i.e. chromatinstates do exist? In the next section, | will review recent studies in which the
authors intgrated Istone PTMs, Pol land TF maps together to uncover major chromatin

states.

1.1.3.3 Uncovering the different chromatin states

Recent technological developments have allowed the study of chromatin components
at an unprecedented scale. In the origmadilications looking at genomwide distribution
of histone PTMs, authors usually correlated the location of these maitksfumittional
elements of the genome, including TSSs, genes, exons or enhancers. This shdvisidniea
PTMs correlate with functimal elements and that some redundancy exists between these
marks (i.e. some marks correlate identically with investigated genoatierés). With the
accumulation of genomeide maps of histone DNAssociated factors (histone PTMs,
insulators, chromatin neodelerg), efforts were made to integrate these data sets in
probabilistic and unsupervised frameworks. The aim was to discover the number of
significant mark combination® or chromatin statesb present in a genomeée novo For
clarity, it was importanto reduce the dimensionality of the data by defining meaningful
combinations of marks (i.e. ignoring marks harboring limited or no relevant information) tha
both correlate and distinguish functional features. Sieemovoapproaches also have the
potentid to automaticallydiscover mark combinations corresponding to particular genomic
features or even new features that one could not uncover using a-fesgadesupervised
approach.

A very successful approach was the use of multivariate Hidden Markowel$lod

ﬁ6,87

(HMMs) to combine data fronDrosophild® or huma cell lines. Practically, this

approach divides the genome into nucleosome size intervals (200 bp) and eadmagisal
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converted into a binary vector represegtihe absence/presence of the mark in the defined
intervals (absence/presence calls were made using a statieStdbaised on a Poisson
distribution). The resulting matrix is then used to learn a multivariate H¥Mng a fixed
number of hidden state¥he downside of this approach is that the model does not discover
the number of states by itself and the authors must ther@fidréhe appropriate number of
states to be used. To this end, the authors systematically learned MAiMslifferent
number ofstates (for example, from 2 to 80, with randomly selected initial parameters.
Using model log likelihood, the authors selected the best HMM and itdyatemoved
states (removing the most redundant states first) and, guided by correlatidnnegtibnal
genome annotmns, eventually chose the final HMM with N states (where N isfitied
number of states). Note that this final step might be slightly contoagietith a plainde
novoapproach. The learned model is used to give each 200 bp interval a posteriotifyrobabi
of belonging to each of the N states. Finally each interval is assigried state having the
maximum posterior probability (note that more stringent criteria can be appliadotd
dubious assignments; for example when the best posterior prabalate very close).

Using this approach, Ernsdt al. integrated 18 acetyl modifications, 20 methyl
modifications, H2A.Z, CTCF and Pol Il Chis&g maps as assayed in human CD4+ T cells
(published b§?®3 into 51 chromatin states that correlated with promoters, transcribed
regions, active intergenic regiorlargescale repressed domains, and repetitive sequnces
A closer look at the 11 promoter states revealed that they were alldnaykd3K4me3,
various acetylation marks and various combinations and levels of H3K79me2/3, H4K20me
H3K4mel/2 and H3K9mel (as a function of theomoter proximity to TSS). The 17
transcriptionassociated states were defined by various combinations of H3K79me3,
H3K79me2, H3K79mel, H3K27mel, H2BK5mel, H4K20mel and H3K36me3; some of
these states specifically correlated with spliced exons, transarignd sites, or zinc finger
genes. The 11 active intergenic states were associated with highen@iequaef H3K4mel
(other methylation mark frequencies were reduced), H2A.Z, numerous acetylation marks
and/or CTCF. Interestingly, the authors noted timathese active intergenic states, levels of
acetylation marks and H2A.Z correlated with the expression of the cpsestThe 5 large
scale repressed states together covered 64% of the genome and were Isogeiedswith
H3K27me3 and H3K9me3. H3K®%e3 and H3K20me3 were the major determinants of states
associated with repeat elements.
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Using a similar approach, Kharcheng&bal. trained a State HMM from 18 maps in
DrosophilaS2 and BG3 cell liné3% Of note, the authors also generated a fgraied 30
state model following the same strategy &8 {see previous paragraph) but did not report
major differences to the simpfestate model and state thathefinal number of states was
chosen for optimal interpretability@ Methods section of Kharchenlet al). Mainly, these
9 states were associated with (1) active promoters and TSSs (H3K4me2mE3kand
H3K9Ac, state 1),(2) transcriptional elongation with exonic preference (H3K36me3 and
H3K79mel and H3K79me2, state 2), (3) intHwased regions with high enrichment of
H3K27Ac, H3K4mel andH3K18Ac as well as presence of H3K4me2, H3K9Ac and
H3K16Ac (this state resembles i@et mammalian enhancer signature, state 3) or a similar
combination without H3K27Ac but with H3K36mel (state 4), (4) pericentromeric
heterochromatin or hetechromatike domains marked by H3K9me2 and H3K9me3 (states
7 and 8), (5) Polycominediated repregm domains characterized by the presence of
H3K27me3 (state 6) and (6) silent chromatin that exhibits low levels of H3K27me3 (state 9).

A striking difference between these two studiesthe number of states that the
authors selected: 51 versus 9 (or 30). Nevertheless, major functional domainsen¢ ipre
both situations: active TSSs, transcribed units, silent chromatin, repressedatin and
heterochromatin. Surprisingly, the iaet intergenic states from Ernst al. were not clearly
representedn Kharchenkoet al. who reported an intrehiased state 3 although the
signatures present in these states resemble each other and matchrdikleagigaatures (see
next section). A nulver of aspects in the experimental setup accounts for these diffatent st
numbers: (1) the use of cell lines from different organisms, (2) the use fefedif
technological platforms (ChBed® versus Chirchip®), (3) the different number and nature
of the markers used (Foversus 1¥), (4) the algorithm used, and (5) the level of supervision
during the state number selection.

A comprehensive study by Filioat al. used the occupancy of 53 chromatin binding
proteins in Drosophila Kc167 cells to segment thBrosophila genome into 5 major
chromatin types (referred to as Ocoldts@) this study, the protein occupancy was assayed
by DamiID, an alternative to Chiéhip in which the targeted protein is fused to Ehecoli
adenine methyltransferase Dam. Upon TF binding, the Dam protein specifiegthylates
nearby GATC plindromes; which methylation is eventually detected using microarrays. This

is technically feasible as thBrosophila genome features little to no endogenous DNA
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methylation. Importantly, the authors found that a subset of only five of thesmprtlich
collectively occupy 97.6% of the genome) can recapitulate the five chromai@s stith

85.5% accuracy, thereby underlying the robustness of their approach. Technically, the
authors first reduced the complexity of their data (53 dimensions), usirgpaticomponent
analysis (PCA), and found that the 3 principal components explained most of toecegari
Projecting the data on the principal components revealed 5 classes.eFikbrused this
knowledge in a second phase to fit a fetate HMM onto he first three principal
components and thus segmented the genome into 5 OcolorsO. The Oblue® chromatin represel
a repressed state and is marked by H3K27me3 enrichment. The Ogreen® chromatin
corresponds to classic heterochromatin that is prominent icep&ic regions and on
chromosome 4 and is largely marked by H3K9me2. The OblackO chromatin corresponds to
48% of the genome and is a new type of silent chromatin; it is marked Ipyebence of

histone H1 and a general absence of other chromatin naidgifis. Notably, the authors
showed that this OblackO chromatin conforms to the LADs mentioned eatiieg. Ac
chromatin (Oyellow® and OredO) is characterized by H3K8K238Ac, H3K79me3 and
H3K36me3 and can be readily distinguished from each other lijingpactive regions
(denoted by the active chromatin marks H3K4meg3K27Ac and H3K79me3) into those

that have H3K36me3 (OyellowO) and those that do not (Oredd). Interestingly, comparing
Oyellow® and OredO chromatin, FEial. describe that (1) theucleosomeemodeling
ATPase Brahma and the Mediator subunit MED31 are exclusively found in OredGrghromat
(2) that OredO chromatin is characterized by the presence of H3K79me3 anafa lack
H3K36me3 and (3) that OredO chromatin contains genes withetksixpression domains

and that are linked to more specific processes than genes found in the @y#litomatin.

Based on these results, the authors suggested that the intergenic OredO miaoitain

more regulatory chromatin complexes. In adudlifithe authors suggested that H3K36me3 is
therefore not a universal marker of gene activity, as many genes in the Oredfinchrom
(lacking H3K36me3) are active. These five major chromatin types do not dimeatityr with
particular genomic features likeSBs, exons or enhancers (as opp@wdsome exten®to

models with higher state numbers). Filieihal. commented that these states, in particular the
active ones (red and yellow), could be further subdivided, depending on hegvdined one

wishes tle classification to be. Nevertheless, thistéte classification seems very robust, as

extending the set of binding maps with 50 additional chronratated proteins does not
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change the outcome of the classificatfon

As already mentionedesults gained from different organisms and cell lineages are not
readily comparable. Nevertheless, in a recent réVje®as van Steensel noted a good
agreement between the 9 states of Kharchemld. (gained in S2 cells) and the five colors
of the chromatin (gained in Kc167 cells), where the difference mainlyinliésrther sub
dividing the active red and yellow chromatin states. On the other hand, thatiogsol
attached to the DamID technology ranges from 2 to™ (kle. the methylation by tethered
Dam spreads over-2 kb from a discrete proteininding sequence) and limitde factg the

subdivision into shorter states spanning only few hundreds of bases.

Globally, trese methods enable the integration of vast amounts of data and reducing
the combinatory complexity into an interpretable number of states. They alsothwave
advantage to potentially uncover novel genomic elements, decipher new functional
associations andnnotate functional elements in wstudied or new genomes. On the dewn
side, the use of statistical models require active selection dinddenumber of states. The
resulting models might therefore represent a taftidbetween the statistically optia
number of states representing the data and state selection for reasdagpuoédtability (i.e.
the set of states that best correlates or distinguishes functiondtnamdh features). In
addition, there is no possibility of ensuring that the resultimglehwill discern between
similarly marked regions (e.g. enhancers versus promoters) or discriminate beftween t
features of interest (e.g. active versus inactive enhancers). In each steds| s@ates could
be correlating with enhancers and/or thetivéty, but these states could easily be overlooked
and get lost in the data. So what does resemble an active enhancenext gection, | will
summarize what is known about histone PTMs found on enhaBdbes genomic element

central to our work.

1.1.3.4 Chromatin state at enhancers

Early studies clearly suggested that both methylation and acetylation wer@ks
present on enhancers. Bernsteiral reported conserved intergenic enrichment of H3K4me2
in human and mou&& The same year, Rat al. reported that islands of H3K9 and H3K14
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acetylation colocalize with known regulatory elements in humaell&” and showed in a
second publication that some of these islands canifunas enhancers when transfected into
human Jurkat T cefld Nevertheless, these marks arsoahssociated with active genes and
promoters and more studies were required to characterize enhancers, partiogdadinge
enhancer activity. The most common strategy used to tackle this questadio waaluate
what marks are found at active enhancersich involves two key issues. The first is to
define a set of enhancers. To this end, different proxies have been ufilizegapping the
binding of the cefactor p300 (or CBP), which has been shown to locate to enhancavse

in a tissuespecific fashiort”*% (2) identification of DNasel hypersensitive sites (DHSSs),
which identify DNA regions devoid of nucleosome (i.e. accessible chromatimaréhdound

at some TSSs (NDRs of active genes) but also on distant regulamuensed>® (3)
monitoring of the binding of an inducible TF (before and after activation); and (&ngees
of H3K4mel in absence of H3K4me3. Note that authors always consideredisSI&S
features to distinguish enhancers from promoters. The seconédey is to be able to
discern active from inactive enhancers, as the simple presence of p30&@ &HS is not
indicative of enhancer activi®® The proxy chosen for enhancer activity was the activity
of the closest gene (as assayed by expression profiling).

One of the first studies that evaluated the chromatin state at enh@ma large scale
fashion was conducted by Heintzmetrel. %. In this work, the authors performed ChiRip
against the core histone H3, several histone modifications (H3K9/14 acetylat
H4K5/8/12/16 acetylatianH3K4mel, H3K4me2, H3K4me3Rol I, TBP-associated factor
1 (TAF1) and the transcriptional coactivator p300 in human Hela cells, beforaftend
treatment with INF, which induces p300 binding as part of its induced cellular response.
Using known TSSstd locate promoters) and TSS distal p300 binding (to define enhancers),
the authors found that active promoters presented strong H3K4me3 enrichment and a
bimodal enrichment of H3K4mel around the nucleosome free region while enhaneers we
depleted in H3K4m@3 and showed a strong memmdal enrichment of H3K4mel centered
on the p300 binding site. The authors did not find a difference in the H3K4me2 and
acetylation enrichments (and profiles). Of note, Biraegl, using the same chromatin data,
reported a darease of H3 acetylation on putative enhancers (that were defined absté®S
DHSs, as opposed to p300 binding in Heintzraaal) °’. Heintzmaret al confirmed these

conclusions in a second study that used 5 distinct human cell lines ardchn they also
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showed that (1) H3K27Ac was also frequently associated with enhancers, atttke (2)
chromatin state at enhancers is cell type specific with a minafrighhancers being shared
between cell typ&& The presence of H3K27Ac on enhancers (defined by p300 binding) was
further desdbed to distinguish between active and poised enhancers in human embryonic
stem cells where active enhancers are marked by H3K27Ac while poisedcershare
enriched in H3K27me®3. This link between enhancer activity and H3K27Ac has also been
reported in mouse embryonic stem c8lisn this study, the authors defined enhancers as
regions of H3K4mel enrichment combined with an absence of H3K4me3 (as innkbet

al.) and further verified that the link between H3K27Ac presence and enhanasty acti
(assessed by proximity to tae genes, as already mentioned) was general by profiling
H3K4mel, H3K4me3 and H3K27Ac enrichment in proB cells, neural progenitor cells and
adult liver.

Other landmark investigations assessing chromatin state(s) on enhancers (and othe
genomic featureshave been conducted using Cls&y by Barsket al and Wanget al. °>®2
The first study focused on 19 methylation marks and the histone variant H2Aumian
CD4+ T cells, Barskiet al observed all three H3K4 methylations (mendli-, and
trimethylation) and H2A.Z were found at T$®%tal DHSs. Wanget al. additionally
sequenced and mapped 18 acetylation marks in the same cell line ssabdgthe mark
combinations found at gene promoters and-#8&l DHSs. The authors found that on both
promoters and TSS8istal DHSs, only a tiny fraction of all possibleark combinations were
actually observed underlying the nmandom association of marks. Concerning enhancer
states, H2A.Z, H3K4mel, H3K4me2, H3K4me3, H3K9mel HB&K18Ac were found at
more than 20% of the TS@stal DHSs and significant presence of H3K38mand
H4K20mel were also reported on these putative enhancers. Of note is that ¢831ém
also recently reported to be present on active enhancers in mouse’™T Iceflertantly, the
authors did not find a significant correlation between gene expression and tifieatiod
patterns.

Some of these results are in contrast to studies mentioned ®@8Hfe¥ in which
H3K4me3 was sictly associated with promoters. It was recently proposed that the diféerenc
might be due to the use of p300 binding versus DHSs as enhancer pr&dictdesd, p300
is recruited by different sequenspecific DNA binding proteins and is found only at a

subset of DHS sie Promoter distal DHS sites certainly represent a more heterogeneous
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population of CRMs, as compared to p300 binding sites, that includes enhancers @epresse
and active) but also insulators; thereby explaining the heterogeneity of chrgatiéms
found at these locatiofi$ Finally, it remains unclear to what extent the activity statubef t
closest gene is an adequate proxy for enhaatevity.

Enhancers are not only characterized by patterns of histone modificationsdohy al
nucleosome dynamics and presence of unstable histone variants H3.3 an*f28He
et al compared H3K4mel, H3K4me2 and H3K4me3 profiles in LNCaP prostate canser cell
before, as well as 4h and 16h after stimulation with an androggrtoe¢@R) agonist, which
results in the activation of AlResponsive enhancers. The authors took advantage of FoxAl
and AR binding maps previously establisfeid LNCaP prostate canceells (FoxALl is a
pioneer factor that facilitates binding of activators like AR in prostaiés®) to define
putative enhancers enriched for H3K4me2 and lacking H3K4me3, as regulated by FoxAl
and/or AR. The authors showed that FoxAl sites are flanked by a H3K4me2 marked
nucleosome at each side, both before and after stimulation. In contrad® siteé the
H3K4me2 profile switches from a single peak centered on the AR sitbitocalal profile
centered on the AR site, suggesting nucleosome displacement upon AR binding. Using
guantitative PCR targeting five AR binding sites, the authors could alsotehothe histone
variant H2A.Z is enriched in the central nucleosome as compared to thidndla
nucleosomes, suggesting an intrinsic propensity of this nucleosome for dispiac8oh
nucleosome displacement was also observed upon binding of theoletmisf the E2A TF
in B cell progenitors, using an H3K4me1 readBut

Altogether, enhancers are characterized by the presence of H3K4mel and H3K4me2,
while the presence of H3K4me3 is controversial. Recent studies have reddgBik27Ac
as a signature adctive enhancer$®® while earlier studies relied on H3K4mel enrichment
propertie&® The presence of H3KIMeH3K18Ac, H3K36me3 and H4K20mel have been
reported in one stu@yand remain to be further validated. The histone variant H2A.Z also
seems to be a common feature of enhancers. Lastly, several recerst lsvdieshown that
Pol Il is present at a subset of enhancers and thatading transcription oeos at these
enhancers 2910204 1t is feasible that different studies have reached slightly different
conclusions with respect to the characteristics of specific histdiMs Rlue to the use of

different cell linesprganisms, PTM sets, or variations in experimental procedures (e.g. use of
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different antibodies for a specific PTM exhibiting different crosactivity characteristics,
immunoprecipitation procedures, sequencing technologies, etc.), in analysis prqcaaldires

yet the fact that there is no unity in how enhancers are defined in the first place.
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1.1.4 Overview of Drosophila melanogastemesodermdevelopment

1.1.4.1Early development of the fertilized egg

The Drosophila egg is endowed from the outset (even prior to fertilization) with
asymmetry along anter-posterior (AP) and dorseentral (DV) axes due to maternal cues
105 After fertilization, the zygoteOs nucleus undergoes eight fast nucleamdiy® minutes
each) without cellular division. At the end of the eighth division cycle28tenuclei slowly
migrate from the center of the egg to its periphery, wheaendivisions continue until
division cycle 13. From cycle 9 on, divisions progressively slow down, taking c.a. 2%minut
at cycle 13. During these 13 nuclear division cycles;leavage the embryo is made of a
unique cell or §ncytial blastoderm@pntaining all the nuclei. At this stage, all divisions are
synchronous. Cellularization of the blastoderm occurs at nuclear cleavage leycle
(corresponding to developmental stage 5), thus forming the Ocellular blastoderm@, in whic
each somatic nucleus inclosed within cell membrang&igure 7A). This occurs by
invagination of the oocyteOs plasma membgamogressively enclosintihe underlying nuclei
to the Ocellular blastodernu@fined by a single layer of about 6000 cells. This stage also
marks the mi@rnalzygotic transition (MZT), characterized by the transcriptional activation
of the zygotic genome.

Very early on, the embryo is patterned by maternal:cBeses known as OgamgsO
are transcribed only in particular compartments along the AP w&Rife other genes are
expressed in distinctive patterns along the DV @igures8 and 9. Among these are, for
example,twi and snail (sna) which are expressed only in the ventraist cells of the
embryo and are pivotal for the formation of the meswd@iving rise to the various muscle
systems and the fat body) at the ventral side of the embryo. Initial géistiustarts after
cellularization by invagination (folding inwards) of the mesoderm at the vemicHine
along the AP axis (stage $eeFigure 7A), and by extension of the posterior pole anteriorly
across the dorsal surface (Ogermband extensionO, complete by stage 8). Proper developmen

requires tightly regulated and coordinated sptgimporal control of gene expression from
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the very begining. The question of how are these very specific patterns of gene expression

achieved is central to contemporary developmental biology.
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Figure 7. Major eventsin Drosophilaearly development andmesoderm specification.

(A) Top, major events in mesoderm specification and early embryo develofinticaited by dashed linesh
situ RNA hybridization against twi in earlyegtelopment (far left) and immursiaining against Twi (green) and
Mef2 (red) later (othr pictures) illustate mesodermdevelopmentduring the relevant developmental stages.
Middle, ranges of expression ffive centralTFsin mesoderm specificatioBottom, developmental stages and
corresponding developmental times (in hrs AE({B) Overview of the threamaja muscle types in the
Drosophilaembryo anaf their formation. Embryo images are frofff. (C) Myogenic network of fivekey TFs

in mesoderm specificatiandicating their regulatory corections as determined by genetic interaction studies
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1.1.4.2 Patterning of the Drosophilablastoderm

Up to the MZT, maternally provided mRNAs and proteins govern all processes; in
particular gradients of th€Fs Bicoid and Hunchback are at the basis ofARepatterning,
while nuclear gradient ddl subdivides th®V axis.

Bicoid mRNA is deposited and anchored in the anterior pole of the embryo during
oogenesis. Upon fertilization, mMRNA translation is activated and the ngywvithesized
Bicoid protein (but not the mRNA) diffuses from this production source within theyem
thereby establishing an anterosterior gradient of Bicoid protein concentration. Wherever
the local concentration of Bicoid is above a certain threshold, early tasgetsas the
hunchbackgene can be activatettunchbackmRNA is also maternally depited in the
oocyte). Gradients of Bicoid and Hunchback along the antpasterior axis activate the gap
geneskruppel knirps andgiant, whose products in turn help to delineate the expression of
the pairrule genes, e.cevenskipped(eve, which are gpressed in 7 stripes along tA®

axis.
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bicoid
nanos

Figure 8. Patterning along the AP axis of theDrosophilaembryo.

A cascadeof maternal (nanos, bicoid) andgntic genesis activated in the syncitial embryo to subdivide th
ectoderm into smaller domains. Tambryo cellularizes and undergoes gastrulation after activatitdre pair
rule genes. The segment polarity genes andtivegenes are activated by the paile genes but a subset of
gap genes also influences directly thex genes. Both segment polarity and Hox genes are thought o act
concert to control the differdiation d each segment of the future larvdeprinted by permission from
Macmillan Publishers Ltd: EMBO Repoté copyright 001)

A nuclear concentration gradient of the DFis established along tHaV axis by the
time DV patterning genes are activated (stageidure9). This isachieved by maternal cues
that activate the Toll receptor only on the ventral side of the egg. dinthBon initiates a
proteolytic cascade that ultimately leads to the regulated degradatiacifs. AlthouglDl
is maternally loaded and uniformly distuted throughout the egg, it remains inactive when
forming a complex with Cactus (as Cactus prevents its translocation tudhes). Thus,
ventral degradation of Cactus allo@kto enter nuclei in a ventréd-dorsal gradient, witiDl
levels being hghest in ventral regions, progressively lower in vetdteral and lateral
regions, and absent from dorsal nu¢legure9). Once in the nucleu®l can bind DNA and
activate its target genes, in a concentratdependent manner. While high concentrations

are required to activate genes suchvdasandsnain ventral regions, lower levels in lateral
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regions are sufficient to turn on genes suctnaks rhoandsog(Figure 9).DI also contributes

to the repression of various target genes, which delimits the expression eXafmplezen

to the most dorsal regions. Positive regulations between TFs, including &u&bi@ac and
positive feed-forward motifs (e.g., thal targettwi activates itself, as well as tid target

sng, along with negative regulations (e.gnarepresses genes suchvasl, rhq andsog
thereby excluding them from ventral regions and limiting their expression td kdbenains)

lead to characteristic expression domains defining the principle@ar$pphilagerm layers:

(1) the mesoderm is established in the ventral-most domain in the preséntceondsna,

and will give rise to various muscle systems and the fat body; (2) expre$gjenes such as

vnd andsogin more lateral regions define the neurogenic ectoderm, which gives rise to the
peripheral and central nervous systems; and (3) the dorsal-most regions, whichgxpesss
like zenanddpp, form the dorsal ectoderm, which is the source of extra-embryonic tissues
(the endoderm forms slightly later by invagination from the anterior and posteriooptmes

gastrulated embryo).

Figure 9. Dorsal establishes three primary tissue types in the embryo

(A) A schematic crossection through the trunk of a nuclear cleavage cycle 14 embryo, ventral down, dorsal
up. The nuclear concentration gradient of TfeDI (A, red) sets up the three primary tissue types in the early
Drosophila embryo. Highest levelsfauclearDl lead to transcription ofwi (green) andsna (blue) in the
mesoderm. Lower levels in lateral regions estalitighneurogenic ectoderm and allow for the trapsion of

genes such agandths(orange), as well as for the transcription efirogenic genes suchasdin a ventral
subset of the neurogenic ectodeidh.acts on genes such asnanddppas a repressor and thus confines their
expression to the dorsal ectoderm, whBtels not present in the nucldn situ hybridizations show th®I
threshold responses »én(B), sha(C), andsog (D). Embryos are shown in lateral (B) or ventateral (C, D)

views with anterior to the left and dorsal Eigure courtesy of Robert Zinzen.
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1.1.4.3Specification of the mesoderm

Between embryonic stages 5 and 15 [@fosophila embryonic development, the
mesoderm is specified into several primor@fagure 7B), including the three largest for
cardiac mesoderm (heart muscle), the somatic mesoderm (analogous to vestefieditd
musck) and the visceral mesoderm (gut muscle). The 8adgophilamesoderm (stage 5) is
composed of a field of pluripotent céff&'% After invagination of the mesoderm (stage 6),
these pluripotent cells (now located inside the embryo) dissociate from ather,
proliferate, and migrate dorsally along the overlying ectoderm, which then ats@saet
signaling source for patterning dhe underlying mesoderm. The specification of the
mesoderm into the different tissue primordia requires that these pluripetisnéxpress the
appropriate TFs and signaling proteins. This multilevel information converges on @RMs
elicit specific devadpmental programs. Genetic studies revealed that mesoderm specification
requires the successive activation of Kess'****{Figure 7A,C), such adwi, tin, myocyte
enhancing factor Zmef2, bin andbagpipe(bap).

At stage 5, in the ventral part of the blastoderm, high concentration of teenaily
providedDI activategwi, a basichelixBloopEhelix TF. Twi then cooperates with its activator
DI to pattern the dorsoventral axis, as well as with its target Sndlitite the process of
mesoderm gastrulation (~stageFdgure9). Up to stage 11, Twi acts as a master regulator
that is boh essential and sufficient to initiate mesoderm developrfeim particular, Twi
directly regulates the expression of both Tin dybcyte enhancing factor @Mef2). Tin is
co-expressd with Twi (stage 5 to 11) and is essential for the specificatiornenfdbrsal
mesoderm into the heart, the visceral muscle and the dorsal somatie'Mdsc Mef2
expression spans a wider range (stage 5 to 15) and initiates muscle dfierento better
understand how Twi can regulate such a broad variety of processes, w€hiBazhip
analysis to map its genorwade binding landscape at two time poifétages 5 and stages
8-9, see Figure7A) of the early mesodermal developnt&nfhis study showed that Twi
binds to thousands of CRMs and potentially directly regulates ~500 genes involvedd in ce
proliferation, morphogenesis and cell migration. Strikngiwi directly targets about 25% of
all annotated TFs, which might represent the complete subset of TFatireguhesodermal

early development.
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Tin expression is restricted to the dorsal mesoderm by pMad, the effe¢che Dpp
signaling €lpp is a mophogen which concentration decreases alongDifieaxis). At the
same time, the panule gene®veandslp and the segment polarity gertesdgehodghh) and
wingless(wg) further subdivide the mesoderm along #ie axis'>. In thetin expressing
dorsal mesoderm, pluripotent cells that receive both ectodermaly derived Dpmasignals
(which effector proteins are pMad and dTCF, respectively) are specified ¢onéeihe
cardiac mesoderm (CMFigure10A). In particular, Tin acts together with Pannier (Pnr, a
GATA factor) and Dorsocross (Doc, abbx factor) to specify CM cell fat¥, whereas the
visceral mesodermVM) fate is actively repressed in these cellsShy a repressor activated
by Wg signaling. Neighboring cells that only receive Dpp signal specifyMio In these
cells, Bap is activated by Tin and its expression is restricted ¢ge 4f@l11. Tin and Bap
activate Bin (stage 10), which remains expressethe VM until stage 1%Figure?). Bin
targets a large number of mesodermal genes and is a key TF of the dificapen '*’. The
ventral region of the hemsiegment(Figure 10A) will become fat body (FB, in the Wg
negative part) and somatic muscle (SM, in the Wg positive partelfB, Notch signaling
actively represses TWf while high levels of Twi are essential for somatic mesoderm

specificatiod™*
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Figure 10. Dorsal mesoderm specification into cardiac and visceral mesoderm duign
Drosophilaembryogenesis

(A) Diagram of aDrosophila embryo showing wg exession in 14 parasegments. Area indicated by blue
rectangle is enlarged ithe right panel, showing a schatic representation of mesoderm subdivision in one
hemisegment. The dorsal domain, which has high leveB3ppfsignaling (black), gives rise M and CM,
whereas ventral regions becoriB and SM CM is specified at the iatsection ofWg (purple) and Dpp
signaling in the posterior part of each parasegm&/g activateslp expression, and together they promote CM
and repress VM specificatiorfB) Triple-fluorescent in situ hybridization showirtghman dorsocross, and
pannier expression in the dorsal mesoderm during early stage 11, whert cpeltification takes place. All
three genes are coexpressed exclusively in the cardoogeesoderm (pinkvhite area of coexpression). The
region of the embryo shown is depictedtbe black square in (A).
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1.2 Prediction of CRM location and activity status

The expression of developmental genes changes during development and reflects
commitment into particular cell fates or response to particular aelunts. These complex
geneexpression patterns are governed by CRMs, which translate TF binding and chromatin
information into gene expression. Altogether, TFs, CRMs and the targeted genasgenm
regulatory network (GRN) that defines and explains the state of the dbllCRIMs being
the bridges between regulators atwl factogene regulation. The characterization of these
GRNs is fundamental for the understandiofy gene regulation underlying metazoan
development. This requires (1) the identification of the repertoire of CRidsent in
genomes; and (2) the determination of when and where an enhancer is activeexThe
sections review the computational and experimental strategies usedl tihdi location of

CRMs and predict their activity.

1.2.1 in silico prediction of CRMs

The exponential accumulation of sequenced genomes since the releaskrsif dingft
of the human genome in 2000 has stimulated the development of computatidmadsriet
annotate the various features of the genomes. In particular, the lack of higghfiub
experimental methods to identify CRMs has pushed investigators to develop nuimerous
silico strategies to locate CRMs genome wide. Reviewing existing computatietiabahs
and tools addressing this task is beyond the scope of this thegiskiadly point the reader
to recent papers reviewing this extremely prolific fi&1d?%. In the following sectiond, give
an overview of these different strategies without gettingp e implementation and
statistical details of individual algéhms; rather| extract major principles, advantages and
limitations of highlevel strategies.
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1.2.1.1Predicting TFBSs and the futility theorem

CRMs are composed of TFBSs and predicting CRMs thus naively boils down to
predicting TFBSs. As shown in Figuge the binding specificity of a TF can be represented
using a PWM that, in turn, can be used to scan the DNA sequence to finsca@ned
sequences conforming to the PWM model, id contrast with a background modej, R
typical approach is to consider the log likelihood ratio of these two probediitid keep
subsequences yielding positive values i.e. lgg(P) > x where x > 0. Technically, a PWM
model gives the probability to find each base of {A,C,T,G} at tifier@nt positions of the
binding site. The overall probability of a particular word to originate from théRWodel,

Pm, is therefore the product of the individual probabilities of having base b ibpasif the
model. Different background models che used to computepPa simple one being to
consider that the probability of finding base b (b in {A,C,T,G}) at position i egbalglobal
frequency of b in the genome. This simple model corresponds to a Markov model d¥,order
meaning that the probadity of base b is independent from the preceding base(s), while a
Markov model of order m implies that the probability of base b depends on theedipge
bases.

Several motif scanners have been developed, such as'®atsigth the most recent
ones, such as arix-scart?, being able to accommodate higher order Markov models. In
practice, the number of sites predicted by such tools is huge (1 site evesQ@EDOp using
common settings), with the vast majority of these predictions being non fuhdtionao
and therefore considered as false positives. Unfortunately, this@iteannot be solved by
considering a higher threshdld Wasserman and Sandelin termed this phenomenon the
Ofutility theoremO, as virtually every gene harbors a binding site for any § Frimédiate
proximity. As a result, single site detection using motif scannermsotebe considered as a
viable approach to predict CRMs, especially in metazoans, and additional catnse
must be used to better reflect the biology, such as sequence conservatiomsepdse
additional sites (TFBSs clusters), presence of spedii8STarrangements, or a combination

of thereof.
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1.2.1.2 Using sequence conservation to locate CRMs

Sequence conservation has been successfully used in many bioinformaticgiapplic
and reflects the assumption that mutations should accumulate more siofugctional
elements than in regions without sequespecific functions. Sequence conservation can be
considered at the TFBS level and at the CRM level. As mentioned befoter{ske1.2.2)
conservation is far from systematic at the CRM level and is ranie frequently observed
at the TFBS level (reviewed %Y. For example, we show&that TFBSs for a particular
TF in regions boundh vivo by the corresponding TF (as assessed by -€hi) are much
more conserved than the same TFR8dicted in regions bound by other TFs (Figlie
Using conservation to enrich TFBSs in functional prediction is therefore d waali
commonly used approach, and prediction of conserved PWM instances is implememted
number a prediction todf€®*?* Nevertheless, such approachesdedactoignoring TFBSs
that are species specific, or are weakly matching their PWM modeldnthi® the use of
stringent thresholds to predict TFBSs in the first place), or fall withimra or misaligned
sequence region due to technical limitations (duplications, repeatsworcomplexity
sequence), alignment mistakes or even incomplete sequencing, or yet casesxeoe
TFBS position has moved over the course of evolution within the €RM

An alternative way to locate CRMs using sequence conservation is to ydentif
conserved blocks in the n@oding genome. This idea has been pushed to its paroxysm with
the detection ofiltraconserved element§ which are defined as a perfect sequence identity
of at least 20®p between very distant organisiisVisel et al. tested the exact potential and
uniqueness of these ultraconserved elements and compared them to thellégmary
constrained Oextremely cowselO elements, which are defined as sequences with
conservation properties similar to ultraconserved ones but lacking perfect exisemtéy.
Strikingly, 50% of OultraconservedO elements as well as 50% of Oextremely conservedO
elements have been shown drive expression in transgenic animals during embryonic
developmerif, a rate identical to that obtained 2 years before by Pennaetfib, who
tested 167 of these humarouserat extremely conserved seq@es in transgenic mouse
enhancer assa}® (note that the remaining elements might be functional at stages of
development or under conditions not assayed). These results clearly demonstraightha

conservation of nowoding sequences points to functibra@s-regulatory elements and
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different algorithms have been developed to identify conserved blocks in maligpienents
(with much looser sequence conservation criteria) and to predict conserved*¥EBSs
Unfortunately, identifying conserved TFBSs (which often results from arbitrary thosghl
usually na sufficient to reliably identify functional sites and encompassing CRN<
Identification of CRMs using overall sequence conservation, which is especielly in
compact genomes like that @frosophila and other invertebrates, still yields high false

positive rate¥'?1?’

Figure 11. Conservation of TFBSs.

(a) TFBSs forTwi, Tin, Mef2, Bin and Bapwvere predicted using Patser in regidrmindor unboundoy the
correspondindactor (unbound regions still had to be bound by at least one of the other fouli€sverage

of the PhastCon& score over the bases of the TFBS was computed for the besgs€BBS found in each
bound and unbound regions. Thistogram presents the medianaverage PhastColi& scores for motifs in
bound (coloured bars) and rboundregionsfor that TF (grey bars). Error bars represent etgilied 95%
confidene inkervals of the median. **P < 0.001; **P<0f (onesided WilcoxonOs rasgum test).(b)
Enrichment of conservetin TFBSs in bound CRMs compared to random intergenic regionsBeo$ophila
species found at increasing phylogenetic distances BomelanogasterD. simulans(droSim1),D. yakuba
(droYak1),D. ananassaédroAnal),D. pseudoobscurédp3), andD. virilis (droVirl). Tin TFBSs predicted in

D. melanogastewere used to extract the corresponding sequence from emeligm alignment (ungajsul
alignments only, alignments downloaded from UCSC). A TFBS prediction wasdsas OconservedO in a
particular species if its aligned sequence triggered a matcmgabove used cutoff, or was otherwise scored
as Onot conservedO (unaligned TFBSsalsoecounted as Onot conserved€ig the best TFBSs (found in
each bound and random regions) shows significant increase in the proportion of conservednTEB#s
compared to background sequences; *=p<0.05, **=px18=p<107? (onetailed Exact Fiker test).Of note,
repeating the analysis presented in (a) and (b) witpraflicted TFBSs yielded similar results (with a reduced
significance thoughMore details as well as results for Twi, Mef2, Bin and Bap €Wiaire similar to the results
obtainedwith Tin) can be found in the original publicatfdn
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1.2.1.3 High density of TFBSs improves CRM predictions

CRM organization, such as TFBS density (usually referred to as TFBS clustsring) i
another featurexploited in CRM prediction methods. Indeed, this feature of CRMs has been
recognized in early studi¥'s?®and various examples of CRMs harboring multiple TFBSs for
several distinct TFs have been reported in fly, mouse and Htim&or example, the
Drosophilaeve muscle and heart enhancer (MHE) contains 6 pMad, 4 Ets, 4 Tin, antwi
1 dTCF binding sites in a stretch of only 312 bp, while the huhglobin locus control
region (that contains binding sites for GATA1, EKLF, -EE, SOX6, BCL11A), and the
IFN-!' enhanceosome (model shown in Figdyeontains 8 TFBSs for 6 factors amly 55
bp. It is therefore not surprising that the detection of clusters of heterOiygBSs of several
TFs) or homotypic (TFBSs of a single TF) sites is at the basis of numerous algorithms.

While most known CRMs fall in the heterotypic category,rggrevidence suggests that
homotypic clusters play functional roles in both vertebtdtemnd Drosophild®. Indeed,
CRMs have been identified uginhomotypic clusters of Din Drosophila by simply
searching for 3 or more DI sites within a 400 bp wintféwPractically, methods vary from
simple sliding window approaches combined with wfined criteria (TFBS number and
diversity) to more sophisticated probabilistic models like HMMs (see égb® Cluster
Buster** or more recently SWAN®). Using the MHE enhancer mentioned above as a model,
Halfon et al. enumerated all 500 bp windows harboring a similar TFBS composition (at least
1 dTCF site and 2 sites each for pMad, Ets, Tin, and Twi) and showed that three 33
predcted elements had the expected spwioporal expression pattern in transgenic
animal$®. Other studies adopted similar strategies and could validate a numbwegirof t
predictiond®21%’

A common aspect of these studies that certainly explains part of theirssuisca
promising starting point: availability of known CRMs that can serve as gurdksnadels.
This, however, prevents the application of such strategies-tegulatory problems kere
no clear combination of TFBSs is known. More sophisticated algorithms, like*&ha
especially address this question by identifying-sequences most likely to originate from a
Omotif cluster model®; this abrogates the need of specifying thresholds qurdii¢ddns,
for example. Still, the investigator is expected to operate -agdeetion of PWMs likely to

cluster together, i.e. reflecting a particular biological system. Using WM maternal and
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gap factors, Schroedet al. ran Ahab on 0.75 Mb of sequenkmated around 29 genes
selected for their gap and pairfe expression patterns during gastrulatio@insophila®®®
Remarkably, 13 of the 16 CRM predictions wled AP differential expression in transgenic
flies. Although successful, these approaches are neither fully agnostic noregeit&in

the sense that they require to select adequate PWMs and seareti §pdaces around pre
selected sets of genes. In atheords, they cannot address the more general challenge of
predictingall potential CRMs in a genome.

Approaches combining both conservation and TFBS clustering to produce an unbiased
and genomavide set of CRM predictions using large PWM sets have begalaped by
several groups. In particular, the PReMod datdfasentralizes genomeide mammalian
CRM predictions computed using the method developed by Blanckettal. **°.
Nevertheless, these approaches still yield low specificity and theredeeto becombined

with additional informatiotf™.

1.2.1.4 Machine learning approaches

When a set of experimentalgharacterizedCRMs is available, the dissection of the
regulatory inputs allowed the investigators to select the features (Whahbuld be present,
site number and density, window size, TFBS organization) that characterizERMe the
best. Using thiset of features, possibly supplemented with sequence conservation filtering,
authors often perform a spacgented search to identify similar CRMs. This is typically
what a supervised machine learning approach does but in a more systemptababdigic
way. Provided a positive and a negative set of individuals (here CRMs) and Se@ure
characteristics, e.g. TFBS presence, or TF binding), a machine learning appribdedrmvi
what features best discriminate the positive and negative individualsfems a framework
to estimate the performance of the trained classifier. The trained malden used to predict
new positive CRMs. Amongst the most popular supervised machine learning mettebufs use
computational biology are artificial neural netk®r generalized linear models (logistic
regression in particular), support vector machines, Bayesian networks, decisioratrées)
forests, and Markov models like HMM& The success of machine learning approaches is
conditionedby the availability of training sets (positive and negative individuals), by the
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degree of similarity (or homogeneity) of these individuals (common traits showddaled
by most CRMs), and the existence of discriminative features.

A number of studies Wwa successfully applied machine learning approaches, in
particular the pioneering study by Wasserman and Fitkettsing 29 CRMs driving
expression in human skeletal muscle and PWMs for 5 TFs acting in nieadopment
(Mef-2, Myf, Sp1, SRF, Tef), the authommployed logistic regression to train a model able
to predict skeletal muscle enhancers. The negative set mainly contantkdn sequences
sampled from the primate genome and from a promoter database. Applying theitortbdel
human genomic sequencesdable at this time (~ 2 Mb in total), authors could identify 91
regions (using a ctdff corresponding to a sensitivity of 66%) and evaluated that at least 50%
of these were located in the immediate vicinity of genes with densiissue expression.
Wasserman and colleagues used the same approach two years later to GRidsfriving
specific liver expressidf’, using a different positive training set (16 CRMs) and a different
collection of PWMs (HNFL, HNF3, HNF4, and C/EBP). This time, the authgnedicted
CRMs in the complete human genome and used phylogenetic footprinting fdtposteir
predictions, leading to the identification of 147 potential liver modules. Itit@gss of the
12 training set CRMs correctly identified by the model,yohlsurvived the phylogenetic
footprinting filter. This result again underlines that sequence conservatiwt & general
feature of functional enhancers.

In both of these studies, the selection of the initial PWMs was dioyermrior
knowledge of the T& active in the tissue of interest and, more importantly, their binding
affinities (PWMs) could be built based on available footprints. Alternigtivaarting with
PWM collections (available in JASPAK UniPROBE® FlyFactorSurve}® or the
commercial TRANSAC database), motifs {lners or PWMs) overrepresented in the
positive training set (as identified bye novomotif discovery), or other features like
sequence composition (encoded in Markov chains), one can select the feattires tha
discriminate the posite from the negative set the best. For example, Nasikal. used the
LASSO linear regression method to select 45 features from an ieitiaf §27 featuréé®.

This initial set of features was composed of (1) PWM match denditg b®th existing
PWMs and PWMs discovered in the positive set (that contained 50 heart enshaacd (2)
Markov models of ordersBB learned on both positive and negative sets (the feature used
being the likelihood ratios). Technically, the LASSO method motielslass (+1 anel for
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the positive and negative sets, respectively) of each sequence aaractindination of
features, and learns the optimal weights associated with each feladateires with no
discriminative power are eliminated (i.e. their weight0). Finally, the authors predicted
42,000 putative human heart enhancers genside (note that predictions were only
performed in humamouse conserved naioding sequence) and validated 16 of 26
predictionsin vivo (they also tested 20 negative prdidins of which only 2 drove heart
expression).

Careful evaluation of the contribution of each selected feature showatdeahdarkov
model based features increased the overall classifier accuracy by 7%,tiaggdjest
sequence features other than PWhiisst be considered. Indeed, it is not always known what
TFs are relevant to the specific regulatory network of interest; in addithe binding
affinities of known ones might not be available and succedsfabvamotif discovery on the
positive CRM sets not guaranteed to yield results, especially when the availablenty siei
is small. To address these limitations, Kantorogttal. have applied supervised learning in a
Omotiblind® way. The authors defined 8 scores based on different sequepositom
features: Markov chains (exactly as in Narlikaral, see above), dot products and sets-of k
mers overrepresented in the positive sets. Each of these 8 metricevaimted
independently using 31 enhancer sets (catalogued in the REDfpbase), each set
representing a different regulatory subnetworkDinmelanogasterUsing extensive cross
validation, they found that 15 of these 31 data sets were amenable to supleaising (and
therefore to CRM prediction) and could correlate praaficaccuracy with (1) the extent of
homotypic clustering (of kners) in the training set, (2) the GC content of the training set,
and (3) the extent of nucleotidievel conservation with orthologous sequence. In addition,
the authors showed that their @fralindO approach outperformed a OraotireO approach,
and that integrating orthologous information further improved accuracy. Genome wide
predictions in the fly and the mouse (the learning/prediction pipeline waspidied to 8
sets of tissuspecfic mouse enhancef®) were performed using a Ofusion® score that
combined 3 of the 8 metrics evaluated. Finally, the authors validatado 5/5 predictions
in the fly and 2/2 in the mouse. Given the different criteria andfptest used to select the
predictions forin vivo testing, this astonishing success rate (100%) should be regarded with

caution. For example, all tested fly predictions originated froensihbnetwork with the
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highest accuracy (the blastoderm) and were located in the vicinity of getiedikely
expression profiles.

Altogether these machiflearning approaches proved to be extremely powerful and
represent a natural choice when a trairseg is available, which also restricts their use to

coherent subnetworks.

Besides motHblind machindearning approaches) silico methods heavily rely on the
availability of, at least, the PWM model for your TF of inter¢stg. localization of
homaypic clusters) although the use of multiple and functionally related PWMs generally
performed much bettefe.g. localization of heterotypic clusterdliternatively, a set of
CRMs driving similar expression patterns can be used as a training satni&dg PWMs.
However, a number of limitations are associated with RBé&gedin silico methods
described in the previous sections. First, they require a prior knowledge of #rerdiff Fs
acting in the regulatory network of interest (as using a unique PVeMdwlikely fail, a
consequence of the futility theorem). Second, TF PWMs are often missingwhed,
available, they might be of poor quality. Indeed, until recently, PWMs were caestruc
(Figure 2) from few experimentally determined footprints typically generated fiornaitro
experiments using purified protein and naked DNAssibly supplemented with orthologous
sequences to increase information content. Although the number of availabheg bmatiels
hassignificantly increased with the development of novel experimental methoasgaat
determining TF binding specificities (bacteriahybrid**® proteinbinding microarray$”®,
SELEX™® MITOMI™Y), or at bcating TF bindingn vivo by ChiRchip or ChiRseq (coupled
with the development of adapted motif finders like MEXEIP*% DREME™? or Peak
Motifs'*%), PWMs are available for only a fian of all existing TFs (a situation that might
rapidly change). As a result, it is not always possible to assembleeeeat set of PWMs to
predict CRMs using am silico approach. Moreover, it has been shown that TF affinity can
vary with cefactors® suggesting that TF binding specificity might be better repregdnte
more than one PWM. Finally, TF Obindirig®ivo does not necessarily implies the presence
of the relevant TFBSs, as TFs can be part of larger protein complexed. tResa reasons,
in vivo approaches probing TF occupancy along the genome willyallva superior to

computational methods that predict TF occupancy.
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1.2.2 Predicting CRMs from experimental data

ChIP coupled with microarray or, more recentlyghhthroughput sequencing (see
Figure 6) has quickly become the method of choice to study pr@®iA interactions, in
particular TF binding, cdactor localization and histone modifications. For example, a simple
search in PubMed for articles published after 2000 which abstract contains(@€jetitpO
or OChIeqO yielded more than 1300 resulthetime of writing, demonstrating the wide
impact of highthroughput ChIP approaches.

1.2.2.1 ChIP against transcription factors

Chromatin ImmunePrecipitation (ChIP) relies on an antibody that specifically
recognizes the targeted TF (or chromatin markgrater to immuneprecipitate bound DNA
fragments. Importantly, the targeted TF might be expressed in multiplestissueven
ubiquitously. In such a situation, the use of whole embryos can be problematigedds
mixed signals from a neaniform pool d cells. Consequently, investigations have usually
been conducted in cell in&"*>° with dissected orgahs>® in whole embryo with tissue
specific factor§ %7 157"1%8 5 at very early developmental stages when the embryo is still
composed of homogenous population of céifs

Early ChIP studies demonstrated the ability of ChIP approaches to identify oegulat
regions in a genome&ide and unbiased manner. An important and fundamentaitigone
concerns the specificity of ChIP: Are all identified binding locations, lsuaimedpeaks
biologically functional? After quality assessment and validation of $kaya the first step of
the data processing workflow is to extract the signal fieennibise, a task usually performed
using a Opeak finder® (e.g. Tile¥fafor tiling arays, or MACS® for highthroughput
sequencing). The methods converting raw signal into peaks vary sudistabétween
platforms (i.e. microarray versus sequencing, but also between different sequencing
microarray technologies), but commonly associate a confidence value to eatfappéak,

as well as a false discovery rate (FDR) tied to a particulashioid. Of note, the FDR
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computed by peak finders is empirical in most casese(thined byfinding peaks in the
control datausingthe real ChIP sample as control) and its caveats should be taken into
accaint. The nature of the sampleidére 6) used as antrol is also an important aspect, as
controls based on genomic DNA, ChIP with 1gG, or yet theipraune serum, will not
identify the same potential artifacts. For example, peaks identifigbiythe serum and its
corresponding prenmune serum are noona fidebinding locations of the TF under study,
but result from the presence of another antibody and are therefore differene&iomical
noise. When plain genomic DNA fragments or fragments resulting from ChIP wiliyGa

are used as control, thepeaks would not be filtered out and would thus affect the FDR
estimates. An efficient way to minimize false positivesoisuse different antibodies (e.qg.,
targeting noroverlapping portions of the TF) for biological replications. Aware of these
potentialpitfalls, Li et al. evaluated by ChHehip the binding landscape of 6 maternal and
gap genes in th®rosophila blastoderm using two different antibodies against each TF
(rabbit serumY®? In addition, both genomic DNA and ChIP with IgG were usedoasrols,

and the FDR was estimated with two separate methods. The authorotisatered two
different levels of confidence, 1% and 25% FDR, which resulted in the idatioficof
thousands of peaks per TF. The authors further confirmed by quantP&iRRethat regions
selected from the bottom half of the 25% FDR list were indeed bound (11 outte$t&d
regions). The analysis of these different sets showed that highly bound regionsirgfthad
1% FDR set) were enriched in the proximity of genesstebed in the blastoderm,
contained most of the known CRMs targeted by these TFs, were largely lodtied
intergenic regions and intronic sequences (as expected for CRMs), and showed higher
conservation than other n@moding sequences. Converselyrégions with lower confidence,

all these associations dissipated, suggesting that the poorly bound regitsi9% EDR set)
were not functional. Consequently, very stringentaftg must be used to identify functional
binding, while the exact role of lowbound regions remains unclear.

Another aspect is that TFs tend to bind to CRMs in a combinatorial and aynami
manner, a property that can be exploited to improve CRM prediction. First, TF bound regions
can be used to identify the Ocollaborative tends@cof TFS*>". For example, we profiled
the genomevide binding landscape of Twi, a mesoderm specific TF essential for early
mesoderm development Drosophila at two early developmental time poings4h and 4
6h AEL) *. Consequently, we found that Twi binds to ~2,000 TFBSs, of which 51% are
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continuously bound, whe 23% and 26% are specifically bound a#it2 and 46h AEL,
respectively, indicating that Twi binds to CRMs in a dynamic manner. Usingf mot
enrichment analysis, we found thait sites were only enriched in the proximity of most early
bound TFBSs, whilélin sites were only enriched in the proximity of later bound TFBSs,
presumably reflecting the collaboration of Twi with these two differactors in DV
patterning and mesoderm maturation in a temporally dependent manner. Importantly, we
confirmed 7/7 and /11 predictions (foDl andTin, respectively) by ChIP and quantitative
PCR.

Such combinatorial binding can be used to decipher-tidar cisregulation codes.
We recently generated genomwele binding maps for 5 key mesodermal TFs (Twi, Mef2,
Tin, Bin and Bap) at 5 consecutive time points in Bresophiladeveloping embryo (2h,
4-6h, 68h, 810h and 1@.2h) using ChIrchip®. We found that these TFs bind near each
other at specific developmental stagesjaating that these TFs amccupy CRMs. Notably,
this enrichment in TF binding proximity (~100 bp) is not observed for TFs functioning at
different developmental stages, (e.g. Twd #iours and Mef2 Q2 hours). We exploited this
property to delineate 8,80putative CRMs, of which more than 46% involve more than a
single binding event. Using experimentally validated CRMs of known expression and
machine learning, we finally demonstrated that the sfpiatigoral activity of these putative
CRMs can be prediatesolely on the basis of their binding profile (i.e. the combination of
TFs and times at which the CRMs is bound), and we could validate more thaof Gl
predictions byin vivo transgenic reporter assays. Importantly, 35 of out of 36 (97%) putative
CRMs tested during this study were sufficient to function as discrete regutabdulesin
vivo, demonstrating the power of such combinatorial approach. The propensity of TFs (that
are not necessarily functionally related) to bind to common places hasléed®en shown
in Drosophila by the modENCODE consortitffh Using the binding profiles of 41 TFs in
early embryonic development, the authors identifl®$2 highly occupied target (HOT)
regions (defined as regions bound by ~10 TFs), which have recentlsthe&n to bébona
fide enhancers, with 94% (of the 108 tested regions) being active during embrydg&nesis

Associated with stringent cuiffs, ChlP approaches provide a straightforward means to

identify enhancers in a genoméde and unbiased manner with impressive success Tfdtes

timing of enhancer activity might not correspond to the first observed binding esdhg a
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presence of more than one TF could be required for activity. Thus, the notion of CRM
activity should be clearly distinguished from that of CRM identificatidlowever, ChIP
approaches are not always feasible, as a specific antibody must lablav&iurthermore,
biological material should be available in sufficient amounts, which naybe possible.
Finally, targeted proteins might be expressed in sevessilids or ubiquitously, thereby
complicating tissue specific analysis in whole organisms. Even whinit¢ady feasible, a
ChIP approach might reveal quickly unaffordable in terms of cost or time whemnhger

of TFs, experimental conditions and replesatbecomes too high. These limitations have
encouraged the development of alternative approaches aiming at determiniognfiete

repertoire of regulatory regions in the genome.

1.2.2.2 ChIP against coefactors and methods exploiting chromatin structure

Regulatory elements are characterized by the presence of segpenife TFs and
co-factors. To bind their target TFBSs, TFs need to access the DNA aetbtherequire
both the chromatin to be open and their TFBSs to be devoid of nucleosome (exttepting
pioneer factors mentioned earlier). This phenomenon has been initially observed in
Drosophila,where it has been shown that the TSSs of active genes are hypersémdioth
DNasel and micrococcal nucled¥e in correlation with a loss or a destabilization of
nucleosomes. Naggt al. demonstrated that, following pherndiloroform extraction of
formaldehydecrosslinked yeast chromatin, the genomic regions immediately upstream of
genes were prefereniia segregated into the aqueous pH3seThis phenomenon was
interpreted to indicate relatively inefficient crdssking between proteins and DNA at these
regions, and further linked to an absence of nucleosomes. Called FAIRE (Formaldehyde
Assisted Islation of Regulatory Elements), this protocol enabled to confirm that FAIRE
enriched regions exhibit a strong negative correlation with nucleosome occtffancy

167,168

DNAsel digestion has been combined with tiling arrays (DNétsp) and with

sequencing (DNAsseq) *¢°
condition. Similaly, FAIRE-chip and FAIREseq have been develop&tBoth DNAsel and

FAIRE based assays were used to isolate a variety of regulatory regions (pspmote

to identify all open chromatin locations under a particular
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insulators, enhancers, locus control regions, silencers, etc.) independently of difie spe
protens responsible for the absence of nucleosomes. Importantly, the capacity ify ident
cell-type specific regulatory regions has been suggested for both DN&sad FAIRE®®
assays. Comparingegions identified by the two approaches, Giresial. reported that
FAIRE-isolated regions are largely coincident with the locatiorDbiSs**®*"® Recently,
Song et al. performed both DNAsseq and FAIREseq in seven human cell lines and
identified altogether more than 870,000 DHSsering nearly 9% of the genofié The
authors reported that the combination of DNasel and FAIRE is more effécéimeeither
assay alone in identifyingikely regulatory elements. As suggested previously, open
chromatin common to all seven cell types tended to be at or near TS&skandoincident
with CTCF binding sites, whereas open chromatin sites found in only one celwgrnge
typically located awy from TSSs and contained DNA motifs recognized by regulators of

cell-type identity (i.e. putative CRMs).

More recently, investigators took a slightly different approach and mapptttoos
like p300 (or CBP) that are recruited by sequesmecific TFs including at enhancéts
Using dissected mouse tissues (embryonic forebrain, midbrain and limb aE&iagg Visel
et al. demonstrated that p300 vivo binding reflects enhancer activity in a tissue specific
mannet’. Of the 86 putative enhancers predicted based on p300 binding (in more than one
tissue for 32 of these predictions) tested in transgenic mouse embryos, 88% shbarexkr
activity and 80% wre active at stage E11.5 in the predicted tissue (i.e. in the tismre w
p300 was assayed). Notably, 22 of the 32 enhancers (69%) identified by p300 peaks in more
than one tissue perfectly recapitulated the predicted expression patternsetBabvhave
used a similar approach to locate heart enhancers using p300 in mouse embryonic hea
tissues (also at stage E11.5) and tested 130 candidate enhancers in tramsyeseic
embryo&'. The authors further demonstrated that 97 (75%) of them drive expression in E11.5
embryos, of which 81 (84%, or 62% of the initial 1308 active in the developing heart.
Interestingly, identified heart enhancers exhibited much less evolutionary aohidtran
forebrain, midbrain and limb enhancers identified by Vetehl These results indicate that
tissue specific mapping of p300 prdes an accurate means for identifying enhancers and

their associated tisstgpecific activity (although to a lower extend).
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As mentioned earlier, p300 is recruited by different sequspeeific DNA binding
proteins and is thus found only at a subfebHS site¥’. Thus, promoter distal DHS sites
represent a more heterogeneous population of CRMs, as compared to p300 binding sites.
Note that only TSSlistal DHSs and p300 peaks should be considered for enhancer
identification but that in the absence of additionalpgort, these locations might represent
alternativeunannotateghromoters(e.g. H3K4me3 marked regions are typically excludéd)
is important to stress that these methods inherently probe general and ubigaitotes and
are thus most useful when donea tissuespecific context. Hence, their application remains
limited to studies with cell lines or dissected organs untvivo tissuespecific methods

become available.

1.2.2.3ChIP against histone postranslational modifications

The last approach ed to locate CRMs is based on histone @stslational
modifications (cf. section4.1.3.3 and 1.1.3.450me of these studies exploit the identified
CRM signatures to predict enhancers, or to validate their predictions.

Heintzman 2007 et al. performéghlP-chip against the core histone H3, 5 histone
modifications,Pol 1l, TAF1 and p300 in human HelLa cells before and after treatment with
INF", which induces p300 binding as part of its induced cellular resfonsising known
TSSs (to locate promoters) and distal p300 binding (to define enhancers), theseuseatthors
a supervised approach and built a model based on H3K4me3 and H3K4mel profiling to
predict 389regions in untreated cells and 324 regions in treated cells (89% of regions in
common). They assessed the validity of these predictions by indirect maeahsass the
distance from the TSS (85% of predictions being more than 2.5 kb from a TSS) streere
of strongly conserved sequence in 53% of the predictions, the overlap with p300 or TRAP220
(also a transcriptional eactivator) bound regions or with DHSs for 63.5% of the predictions,
or with independently computationally predicted CRMs (PReMods,dbaseclustering of
conserved TF binding motifs). The authors further tested 4 regions insuitgo luciferase
assays, where 3 of them gave some activity. Importantly, these 4 regiornseleeted based
on their overlap with STAT1 binding (observed bylRhip after INF treatment) and

therefore do not constitute an unbiased set to assess the method accuracy.

77



Two years later, Heintzmagt al. used the same methodology to predict enhancers in 5
different human cell lines and could demonstrate that ©b8t(78%) of the regions tested
function as regulatory elemeritsvitro (luciferase assayy.

Comparing unstimulated and activated mouse macrophages, De eSaltaused a
supervised approach twain a Support Vector Machine (SVM) to discriminate between
promoter and enhancers based on the H3K4mel and H3K4me3%ighettagenic p300
binding was used to define the enhancers of the SVM training set. The waxdt#ien used
to classify 4,588 extragenic Pol Il peaks (identified by CB#) as putative enhancers or
promoters. The authors first verified that (1) predictedoreghave a significantly higher
conservation than random genomic sequence, and (2) 84% of predicted enhancers overlap
with PU.1 bound regions. Finally, the authors tested 7 regions (associated with Pol
occupancy) byn vitro luciferase assays. Based jpublished data, 5 of these regions (71%)
presumably correspond bmna fideenhancers cf. the error bars shown in Figus€ of 3.

Ernst et al. defined chromatin states using Cid&q data for CTCF and 8 histone
modifications in 9 human cell tyg€sHere the authors start from a chromatimtric view
and use a HMM to segment the genome into regions with different chroress. sSThey
then correlate each set of genomic regions linked to a specific chrostaténto kown
annotations (gene bodies, promoters, enhancers and insulatorsg). Correlating the putative
enhancer predictions to gene expression data, they separated the enhancer piiethictions
classes, based on their proximity to genes that are (1) highly segrégeferred to as strong
enhancers), (2) intermediately expressed, (3) lowly expressed, and (4) not expressed
(Oinactive enhancersO). Experimentally, the authors selected 18 regions corresponding to
Ostrong enhancersO and tested them usimifro luciferase assays. Importantly, these
Ostrong enhancersO are also enriched for H3K4me3, a mark typically found on active
promoter§>% |t is of note that a luciferase assay cannot distinguish betiveetivites of
an enhancer or a promaters both can lead to luciferase expression, with a strong promoter
potentially having a higher chance of doing so. Based on published figures, weesHtaha
between 50% and 75% of the regions tested funcaegulatory elements vitro.

Finally, Negre et al. generatedDrosophila genomewide maps for 6 histone
modifications,CBP and Pol Il across twelve stages of developmienimportantly, these
maps were generated using whole animals. To identify putative enhancewrs,thioes

required the comhed presence of CBP and H3K4mel and tested 33 sequences using
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reporter assays in transgenirosophila Thirty of these produced specific expression
patterns during embryonic development. Unfortunately, the authors do not discuss the
potential concordancketween the timing of CBP binding and that of enhancer activity. As
mentioned earlier, p300 is also found at poised enhaficémsleed, Raddglesiaset al.
showed that p300 bound regions enriched in H3K27me3 (and la&lBK@7Ac, which
represented ~30% of p300 binding in human ES cells) can function as enhancemscat dist
devebpmental stages and anatomical locations, using zebrafish embryo transpertier re

assays, for 8 out of 9 of the tested sequéfices

79



2 Aim of the PhD

CRMs integrate and translate the input of multiple factors into sfgtiporal patterns
of gene expression. The characterization of CRMs is therefore central to andexgtgene
regulation and metazoan development. In previous studies, we demondigdted \ivo
binding profiles of TFs couldot only be used to locate enhancebsit alsoto predict their
spatietemporal activity. It is unfortunately not feasible to profile the hundreds orahdss
of TFs, in all different tissues, at the different elepmental stages of an organismOs life. We
therefore need alternative approaches to identify comprehensive sets/efemttancerm
vivo at high accuracy in a TF agnostic manner. Recent stude$DHSs, p300/CBP or
FAIRE to globally locate enhancerdlevertheless, these approaches indifferently identify
various types of regulatory regions (enhancers, insulators, promotersE) and are not
necessarily informative regarding the activity state of the putative CRMgzarticular for
DHS and FAIRE). Other stlies have used histone PTMs to define different chromatin states
that associate with genomic features and their activity state. Impgytthese approaches
could only be conducted in cell lines or with dissected tissues, as thd figmawhole
embryoexperimentss not tissue specific.

In this context, our first objective was to study chromatin state at enbkaviti@n the
developing embryo in a tissue specific way. Toward this goal, we needetb fadevelop a
protocol enabling tissuspecific ChIP Next, usingDrosophila mesoderm as a model, our
goal was to identify a subset of chromatin marks specific to actikaneers. Finally, we
aimed at using this information to predict enhancers active in the mesodigigna machine
learning approach.

A second objective of this work was to increase our understanding of how CRMs
function and, in particular, whether TFBSs found in CRMs obey to specific ataniiec
rules. To address this question, we chose the specification of the dessalerm into the
cardiac and visceral mesoderm. Although cardiac enhancers display relatie&lgegrence
conservation, the heasits-regulatory network is one of the bestnserved networks from fly
to human. Importantly, essential TFs of this network have been showmotiperate
genetically and to form protejprotein interactionsThis system is thus particularly relevant

to study potemél cisregulatory constraintsTo address this challenge, we analysed the
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binding profiles of five TFessentiafor Drosophila heartdevelopment by ChHZhip and

deciphered the organization of the CRMs predicted based on binding correlations.
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3 Results

3.1 Article 1. Tissuespecific analysis of chromatin state
identifies temporal signatures of enhancer activity during

embryonic development.

3.1.1 Introduction

Previous studies aiming at deciphering the chromatin state on enhancers érave be
conducted in cell lin@§®36>80.88.96.98.103, \yjith whole organisnt®®. Approaches based on
tissue culture allow probing a (mostly) uniform cell population, but remain édgeakin to
in vitro assays, as theells are cultured outside the living and developing organism. In
contrast, ChlP against ubiquitous factors in whole embryos yields mixed and osenteil$
from various tissues and cell types, which severely limits their intaipliet. Consequently,

a major challenge remained to extract the cell type specific sigaatiiotherwise ubiquitous
(or nontissue specific) factors from complex tissues and organism.

Notably, the conclusions of different celllture and dissection studies appear
contradid¢ory at various levels. First H3K4mel has been considered as an indicattivef a
enhancef$, while two recent studies concluded that its presence dictorotlate with
activity’®® Secondthe presence of H3K4me3 has been recently described at enH3ncers
while the vast majority of studies specifically associated this modiboativith active
promoersand its depletion as an indicator of enhancéhérd, all previous studies used sets
of putative enhancers like TSS distal regions identified by p300/CBP binding om4Bg)
Finally, the activity statusf a putative enhancevas assessed using tBepression of the
closest gene, which may be sometime misleading. Indeed, genes are reoylateltiple
enhancer elements, both distal and proximal, that have independent or partialymwagrl
effects on gene activity. Several studies have showrettietncers can be located in the body

of other genes, while genes can be found between enhancers and their target genes.
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Our aim was to overcome these limitations and evaluate the chrorsdératona
fide enhancersn vivo. Towards this goal, we firsteveloped a noveh vivo tissuespecific
ChiP-seq protocol and used it to map nucleosomes marked by H3K4mel, H3K4me3,
H3K36me3, H3K79me3H3K27Ac and H3K27me3 andPol Il occupancy, inDrosophila
mesoderm at-8h AEL. We thenuseda set of enhancexharacterisedn vivo, which we
have curatedfor their exact spatictemporal activity, and used it to discover what
differentiates an active from an inactive enhancer, both spatially (@ettwesues) and
temporally (activity switches within the same tissaver time). Using Bayesian inference, we
subsequently predicted locations of regulatory regions and their activity stattie i
mesoderm at-8h, and validated 89% of them to be actimevivo at the predicted time.
Finally, we integrated temporal bimgj maps of 5 key mesodermal TFs and identified
temporal signatures of enhancer activity in terms of chromatin stateyiniing, and

nucleosome displacement.

3.1.2 Personal contributionsto this work

In this work, | participated in the design of the studyasived and implemented the
complete ChiPseq analysis pipeline (with the exception of the quality control of sequencing
results and read mapping, which were performed by Nicolas Delhomme), and apfaied i
the datasets generated. | further assembledeale and CRM lists used, conceived the
Bayesian modelling approach and generated the subsequent CRM predictions. Finally, |
contributed to the writing of the manuscript (main text, methods, figures, suppémne

materials, rebuttal, resions, and proofig process).

3.1.3 Article
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Tissue-specific analysis of chromatin state idestif
temporal signatures of enhancer activity during
embryonic development

Stefan BonA4 Robert P Zinzeh? Charles Girardot2 E Hilary Gustafsof Alexis Perez-Gonzaléz
Nicolas Delhommé, Yad Ghavi-Helm, Bartek WilczyrsKi Andrew Riddelt & Eileen E M Furlong

Chromatin modifications are associatedwith many aspectsof gene expression,yet their role in cellular transitions during
development remains elusive. Here, we usea new approach to obtain cell typePspecificinformation on chromatin state and
RNA polymerasell (Pol Il) occupancy within the multicellular Drosophila melanogasterembryo. We directly assessedhe
relationship between chromatin modifications and the spatio-temporal activity of enhancers.Ratherthan having a unique
chromatin state, active developmental enhancersshow heterogeneoushistone modifications and Pol Il occupancy. Despite
this complexity, combined chromatin signaturesand Pol Il presenceare sufficient to predict enhancer activity de novo. Pol
Il recruitment is highly predictive of the timing of enhancer activity and seemsdependenton the timing and location of
transcription factor binding. Chromatin modifications typically demarcate large regulatory regions encompassingmultiple
enhancers,whereaslocal changesin nucleosome positioning and Pol Il occupancy delineate single active enhancers.This
cell typebspecificview identifies dynamic enhancer usage,an essentialstep in deciphering developmental networks.

Distinct chromatin modifications are associated withny aspects of the activity of the closest proximal gene may Ip@a@ proxy for
gene expression; for example, trimethylation of histd3 on lysine 4 enhancer activity, as genes are regulated by mudigiancer ele-
(H3K4me3), trimethylation of histone H3 on lysin@ (H3K79me3) ments, both distal and proximal, that have indepenae partially
and trimethylation of histone H3 on lysine 36 (H3K883) reflect overlapping effects on gene activity.

promoter activity, gene-body transcription and, gome degree, Much of our knowledge on the role of chromatin maattion
exon-intron usagk?and are highly correlated with gene expressidras come from cell culture studié$7910put there is little infor-
levelg®. Other histone modifications, in particular monomethylamation on how they reflect transcriptional networksving embry-
tion of histone H3 on lysine 4 (H3K4me1) and alziyn of histone onic development. For example, histone modifications undergo
H3 on lysine 27 (H3K27ac), have proven to be a Végtive means dramatic changes over the 7D12 d of ES cell diffetienti6.79.10
to determine the location dfisregulatory elements (CRM&). reflecting changes in promoter and enhancer usagessitoilthose
However, linking chromatin modification to the adtivof enhane observed for transcription factor occupaf®¥®. In contrast, many
ers remains a key challenge. Studies in embryoaic €ES) cells cell fate transitions during embryonic development occur on the order
found a positive correlation between the preserfdd3iK27ac on of hours, yet it is not known how this relates toayic changes in
putative enhancers and the activity of the clogestimal gene, but chromatin state. More fundamentally, it is currgntiot clear how
opposing results were reported for the presendeimgthylation accurately changes in chromatin modification reflaetprecise tim-
of histone H3 on lysine 27 (H3K27me3) on regulatdgment®’. ing of enhancer, promoter or gene activity. Withinimvivo context,
In contrast, a study in human CDBZ cells, investigating a much moreavailable chromatin data comes from dissected $%we whole
extensive collection of chromatin marks, found rngngficant cor- embryos, yielding mixed signals from heterogeneelisypes! 720,
relation between any chromatin modification and emter activity. The latter studiés'”20 form part of an important effort to annotate
These discrepancies may have arisen from the @iffenethods the genome, but it is essential to move beyond wémleryo datat
used to define large sets of putative enhanceregitsnusing either to understand the dynamic interplay between chromativdifica-

a collection of chromatin marks in noncoding regidher DNase | tion and transcription factor occupancy at cellé@specific resolution
hypersensitive sitésEven with &ona fideset of enhancers at hand during embryonic development.

1Genome Biology Unit, European Molecular Biology Laboratory (EMBL), Heidelberg, GermangThese authors contributed equally to this work. Corespondence should
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Figure 1 BiTS-ChlP facilitates cell typeb a
specific ChlIP in a multicellular context. 3%‘3)@:9 O“OOO
(a) Method outline. Embryos with a transgene Fixation 028 OO. S Nuclear sorting -.':5.' Chromatin g
i i ————>00-® fots; 1! > 8 >

encoding a tagged nuclear protein expressed and nuclear 080 Q%Q. 0 - S) :f'.:.é preparation Seq
in a specific tissue (SBP-H2B) are collected extraction  QSOS O%%O *>95% purity %
and aged to the desired stage (6D8 h) and then °§8800'0 ° AE
cross-linked with formaldehyde: Fixed nuclei Ofséﬁ:gs:’yggtﬁic\}iisgsa Fluorescent staining %g,%é,;%%og" tissE:-ZIp(;fC|!c
are extracted, fluorescently stained for the tag tissue-specil ¢ nuclear tag 8ceB° nuclei
and sorted by FACS to >95% purity. Chromatin Discard
. . - unstained nuclei
is extracted, sheared, immunoprecipitated b 10* d
and subjected to Solexa sequencing. b) FACS 30BiTS-ChIP-Seq
sorting of nuclei results in very high purity.
Typical FACS scatter graph relating side scatter ’53103’ 107
(y axis) to fluorescent intensity (Alexa488; < 307chiP-geq
x axis). The red gate indicates the sorting events %1027 / 10
that were isolated (only events containing f 97.4% | A
single fluorescent particles were selected) and 3 1ot purity | ]chip-Fhip [ vvy A Y

r further. This representativ mpl i
Pracessed futher. Thisrepresentalve sarmple ST T TR e .mhliugbggé;.
estimated by epifluorescent inspection of 10° T T T P =
DAPI-counterstained sorted nuclei. 10° 10t 102 10° 10° 18,565,000 B = —
(c) Transgenic embryos encoding a tagged Alexads (tog) 30 4BITS-ChiP-Seq ppa robo CG30259
nuclear protein: the transgenic twiPEMK::SBP- C
His2B line directs expression of tagged histone 10
H2B throughout the mesoderm, representing 303ChiP-Seq
~20% of the embryo at the indicated stages.
Shown are embryos stained for SBP (red) at 10
stages 9/10 (top) and stage 11 (bottom). 3chip-chigl Y \ \/ Yy \AJ
Left, anterior; up, dorsal, st., stage. Scale bar, 1] ﬁ m M m ““
50 Nh. (d) Sorting fixed nuclei does not affect Tt B .ummhm D
the regulatory context. Representative loci RX AT
showing Mef2 binding data determined by 16,820,000 16,830,000 885000 _ 8,870,000
three methods: BiTS-ChlIP followed by Solexa Psc

sequencing (BiTS-ChIP-Seq, red), conventional
ChIP-Seq (blue) and ChIP-chi#’ (green). Shown are the background-subtracted reagber genomic coverage (RPGC) values (BiTS-ChIP-Seqéd
ChlIP-Seq) and the mean log ratios for ChIP-chip (computed peaks are indicated by arrowheads).

RESULTS BiTShashigh sensitivity and specificity
Cell typebspecificChIP in developing embryos The dissociation of cells from tissues and embryos leads to-a tran
We developed a method to batch isolate tissuefspebiromatin for scriptional stress response, which is typicallyeoked with FACS
immunoprecipitation (BiTS-ChlIP), which uses a trg@se to express sorting of live cells. Covalent cross-linking befemgbryo dissocia-
a tagged nuclear protein specifically in the cpktyf interest. Entire tion avoids this problem by blocking all transcriptiomativity. This
embryos are covalently cross-link&dand intact, fixed nuclei arekey feature of the BiTS-ChIP protocol preserves estriptional
isolated and sorted by FACS to obtain pure poputatiof nuclei context during nuclear sorting and facilitates tglebspecific analy-
from specific cell typed=ig. 1a); the average purity of all samplesis of transcription factor binding, which is not possiwith native
used in this study was 97.4P4g. 1b). To generate a widely applicableChlIP. We directly confirmed this by performing ChéRperiments
protocol, we optimized our ChIP procedﬁ?@o use less chromatin, on a mesoderm-specific factor, Mef2, which has a ceedeole in
thereby allowing multiple ChIP experiments to be paried from a myogenesis in insects and vertebrzieslef2 occupancy in sorted
single FACS sort (see Online Methods). nuclei (BiTS-ChIP) was remarkably similar to thaserved with

We applied BiTS-ChIP to examine six chromatin maaksl standard ChIP-Seq and ChiIP-cRAimnalysesHig. 1d), with >81% of
RNA polymerase Il (Pol II) occupancy in mesodermal cells dyveaks being called by any two methd®@ispplementaryFig. 1), thus
ing Drosophiladevelopment, for which extensive transcriptiowvalidating the reliability of the BiTS-ChIP method.
factor occupancy data are availdBfé27, Transgeni®rosophila A second important feature of BiTS-ChIP is the héglecificity
strains expressing a tagged histone under the corfteohtesoder of the data it generates. Genes that are known ¢éxjiressed exclu-
mal enhancerKig. 1¢ see Online Methods) were used for stagesively in mesoderm at 6D8 h of development showed high enrich
embryo collections at 6D8 h of development (std§€sl1) and ment for H3K4me3 and H3K27ac at their promoters an&KFBne3
processed by fixation, FACS nuclear sorting andP&fdquencing on their gene bodies-{g. 23 Imd, andSupplementaryFig. 2abd),
analysis (ChIP-Seq) to examine chromatin modificaiat pre whereas mesodermally inactive genes typically showesign of
moters (H3K4me3 and H3K27ac), gene bodies (H3K79ameB transcription ig. 2b, tll, andSupplementaryFig. 2cEf). To evald
H3K36me3),cisregulatory elements (H3K4mel and H3K27agte tissue specificity more globally, we used atedtdata of the
and repressed regions (H3K27me3), as well as Rualclipancy spatio-temporal expression patterns of over 6[D@@ophilagene?’.
and histone H3 density. These six chromatin maiksaddition Genes that are mesodermally (but not ubiquitouslypressed at
to histone H3 density, represent four of the fivajon chromatin  6D8 h of development had high levels of chromatin modifications asso
types recently defined irosophil&8, with the exception of silent ciated with active transcription (H3K4me3, H3K27#48K79me3 and
heterochromatic regionsSipplementaryNote). H3K36me3) and Pol Il occupandyig. 2cEf andSupplementaryFig. 3,
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——= Meso. 6! 8 h (201 genes) — No meso. 6! 8 h (209 genes) Inactive 6! 8 h (56 genes)
Figure 2 BiTS-ChlIP has high tissue specificity and sensitivity. (a,b) BiTS-ChIP signal enrichment for histone modifications (RPGC, H3 subtracted)
and Pol Il occupancy (RPGC, input subtracted) for a mesodermally [md) (a) and non-mesodermally expressedt(l) (b) gene. Promoter arrows indicate
transcription direction. Blue boxes show CRMs defired by mesoderm transcription factor occupancy (TF-Mso-CRMs: filled symbol, bound at 6D8 h;
unfilled symbol, not bound at 6D8 h). Red and gray boxes show CAD2 enhancers (red, mesodermally activgray, mesodermally inactive). Gray shading
indicates CAD2 regions. A distance filter (double-tailed arrows) served to exclude enhancers within 1kb of genes. Bottom, embryos showing the
expression pattern of the indicated gene (red) by doublein situ hybridization with a mesodermal marker (Mef2, green). Scale bars, 50 Nh. (cEf) Global
assessment of tissue specificity. Large-scalein situ hybridization data (from the Berkeley DrosophilaGenome Project (BDGP)) were used to identify
mesodermally (but not ubiquitously) expressed genes at 608 h of development (Omeso. 608 hO, colored line, 201 genes), genes expressed only non-
mesodermally at 608 h (Ono meso. 608 hO, dark giime, 209 genes) or those expressed only at later sages non-mesodermally (Oinactive 608 hO,
light gray line, 56 genes). Background subtracted signal is shown for Pol Il (c), H3K79me3 ( d), H3K4me3 (e) and H3K36me3 (f); shading indicates
95% confidence intervals. OMeta-gene modelsO were calculated for genes d¥50 bp to ensure reliable signal interpolation (see Online Methods).
Whereas Pol Il and H3K4me3 signals were highly enrched around the TSSs and H3K79me3 and H3K36me3 were enriched across the transcription
units of mesodermally active genes, there was very little signal at non-mesodermal and inactive genes.

colored lines). In contrast, genes that are notadesmal but are Ofthe 144 intergenic enhancers, 111 (77%) weighedrfor H3K4me1,
active in other cells at this stage of developrsbntved very low and 23 (16%) were enriched for H3K278aplementaryFig. 5).
levels of chromatin signatures linked to active trepson (Fig. 2&f  Pol Il occupancy was seen at 11 (8%) of the developheaitancers,
and SupplementaryFig. 3, dark lines). The remaining Pol Il signain line with recent observations in mf&°and human ES ceflsie
at non-mesodermal geneBi¢. 2¢ dark gray line) in the absence oflso observed H3K79me3, a modification previously asdpciated
active chromatin marks suggests Pol Il pau¥iegd was absent atwith active gene transcription, on 21 (15%) ofgkee-distal enhanc-
genes not expressed in any tissue at this skage2(). The ability ers, indicating a potentially new role for this chromatiark. Although
to detect tissue-specific gene regulation was ndérkeduced when the presence of H3K79me3 on gene bodies is assbwiiltePol 11
using whole-embryo data(SupplementaryFig. 4); the lower sen elongation, only 7 (33%) of the enhancers contgi8K79me3 also
sitivity and general lack of any spatial informatiomvimole-embryo had Pol Il binding, suggesting either Pol lIDindepamdrimethyla-
chromatin data highlight the limitations in usinbi$ approach to tion of H3K79 at enhancers or H3K79me3 perduraffiee &ansient
dissect regulatory programs driving tissue development Pol Il occupancy. In contrast, H3K36me3, anotherkrassociated
with active transcription, was not present at anjiancer element
A new role for H3K79me3 on developmental enhancers examined2 H3K27me3, a modification associated with Polycomb-
To directly assess the relationship between chriomaddifications mediated repression, was present at 95 (66%)tbealevelopmental
and enhancer activity, we assembled publicly aMailaformation enhancers examine&(pplementaryFig. 5). The general presence of
on the activity of 465 characterizBdosophilaenhancers examined these chromatin modifications (H3K27me3, H3K4mel, H3K27ac and
in vivo using transgenic reporter assays (CRM ActivityaDase H3K79me3) and of Pol Il is significantly greaterdevelopmental
2 (CAD2); see Online Methods alipplementaryTable 1), in enhancers than expected by char@gpplementaryFig. 5), suggest
which reporter gene expression provided a direahdcriptional ing an association with enhancer function.
read-out of the spatio-temporal activities of théa@mcersfig. 33). We note that chromatin marks typically spanned éaggnomic
Each literature-annotated enhancer was manuallatedr and its regions that contained several enhancer elementsexXample,
activity mapped tdrosophilaembryonic tissues. Enhancers werei3K79me3 Fig. 2aand SupplementaryFig. 6a,c) and H3K27me3
broadly grouped into those with mesodermal or noesodermal (Fig. 2b and SupplementaryFig. 6ef) often spread from the gene
activity at each developmental stagig(3aand Online Methods). body into upstream enhancer regions. This is intiast to Pol Il
To avoid potentially confounding signatures from thenscription occupancy, which was restricted to small locabregwithin known
of genes, enhancers within 1 kb of gene boundaréee excluded enhancer elementS@pplementaryfFig. 6aEx).
(see Online Methods arBupplementaryTable 2). The remaining
144 intergenic enhancers were used for all subsequent analyseBiverse chromatin marks and Pol Il indicate active enhancers
We first examined the general distribution of chromatiarks on To assess the relationship between chromatin nerkisthe activity
developmental enhancers, without considering thetivity status. status of an enhancer, we divided the developmenteneers into
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Figure 3 Chromatin marks and Pol Il presence
are highly correlated with enhancer activity.

(a) CAD2 enhancer activity annotation and
filtering. CAD2 contains literature-based
enhancer activity information. Left, reporter
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activity elsewhere (other: O, blue) or no activity o mmmmmm’f mmm v
(white). !', no information (gray). Right, Activity

144 of 465 enhancers are located >1 kb M DD...D Pre At Post

away from genes and do not overlap with
H3K4me3 peaks. Activity data (bottom right)
tabulated nonexclusively for tissue and stage.
Yellow shading indicates the investigated
developmental stages. p,c) Correlating chromatin
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(c) within regions marked by H3 maodifications E % 3 § % 3]
or transcription factor or Pol Il occupancy. The G2 S E 2.1
y axes show fold change relative to background 2E 2 § 24 L1111 1o
(where 22 of 144 enhancers are mesodermally gy | 2 g3 Lol —
active and 31 of 140 are active exclusively 5% 52 D12 D12
outside mesodermNenhancers active in both & P2y P17 & 8929

were removed). Significance was estimated *
using a two-sided FisherOs exact test:P a0.05;
**P a0.001; ** P a0.0001. ( d) Enhancers

with H3K27ac, H3K79me3 or Pol Il are co-
marked by H3K4mel. Enhancers were grouped
by H3 modifications or Pol Il occupancy and
inspected for H3K4mel presence (+) or

absence ( ). The green bar represents enhancers
carrying H3K4me1 only. (e) Precision and

recall for active mesodermal enhancers

at 6D8 h by chromatin marks, Pol Il presence
and transcription factor occupancy. Left,

Percentage of enhancers (144) o

Precision Recall

30
30 14

precision of mesodermal enhancers (gray arrow 100 80 60 '40 20 0 20 40 60 80 100
indicates the baseline; 22 of 43 enhancers had Kamel Percentage
B K27me3 W Kdmel B K27ac B K79me3 Pol Il

mesodermal activity at 6D8 h). Right, recall of
mesodermal enhancers active at 6D8 h.

Non-mesodermal TFs

B Mesodermal TFs

two groups on the basis of their reported activities: enhancers actiygig. X), indicating that H3K27ac and H3K79me3 marks aadlP

mesoderm at 6D8 h of development and those without reported mésioding distinguish active and inactive enhanceth high precision.

dermal activity Fig. 3and Online Methods). Examining the presencEowever, their recovery varied substantially, witiKE3ac recalling
of chromatin marks on active enhancers, we obsethatdalthough 13 (59%), H3K79me3 recalling 10 (45%) and PotHlliag 8 (36%)
H3K4mel is present on regulatory elements as previously repbftied of the active mesodermal enhancefgy(3€). Of note, two active
provides no information on their activity statusNeancers marked by enhancers did not contain significant levels of@irthe six chroma-
H3K4mel were not significantly enriched for activitgiobackground tin marks studied here, suggesting that these atgyl regions may
(Fig. 3b). This finding is in line with a recent report shingrtH3K4mel be marked by other chromatin signatut€%or that covalent nucleo

enrichment in the vicinity of both active and inactive génes
H3K27me3 was significantly depleted on active mesuédl

some modifications are not required for their activity.
Taken together, our results show that there is usttgne specific

enhancers (2.1 timeBig. 3h). A recent study proposed that the preschromatin mark associated with active enhancers, such as H8K27ac
ence of H3K27me3 at H3K4me1l-defined regulatoryoregindicates but instead active regulatory regions are enricfedmultiple
enhancers in a poised state, ready for subsequevaitaan during chromatin modifications and Pol Il occupancy.

ES cell differentiatioh This is in contrast to what we observed in the

context of embryonic development, as many enhancenrked by Chromatin modifications and the timing of enhancer activity
H3K27me3 in the mesoderm were active in othertgpls at this Development requires very rapid transitions fromeamegulatory
stage of development but did not become active in nezsual cells state to another, especiallyDmosophilain which the entire proc-
(SupplementaryFigs.6ef and 7), indicating that these enhancersess of embryogenesis occurs within ~18 h. Takingratdge of this

were in a repressed rather than a poised state.

In contrast, enhancers with H3K27ac and H3K79megsmand
Pol Il occupancy were significantly enriched for otesmal activ-
ity (by 3.7-, 3.1- and 4.8-fold, respectivelg, 3b). This enrichment
was not seen when examining mesodermally inactiverecers

rapid pace, we assessed the relationship betweenr@mpanges in
enhancer activity and chromatin modification withar2-h window
(6D8 h) by dividing the enhancers into three terapolasses: those
that are mesodermally active during the 2-h timgquk(at 6D8 h),
those that are only active earlier (<6 h) and tlibaeare active only
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at later stages of development (>8 h) (see Onlisehdtls). The
presence of H3K27ac and H3K79me3 marks and Poléhbancers
at 608 h was highly correlated with the precise gnoinenhancer
activity (Fig. 4a). Pol Il occupancy was particularly transientngei

Figure 4 Pol Il occupancy and local nucleosome positioning identify
temporal enhancer activity. (@) The presence of chromatin marks and Pol Il
was highly correlated with the timing of enhancer activity. Analysis of three
temporal classes of mesodermal enhancers: active only early (<6 h AEL,

n =39; E), late (>8 h AEL, n=7;L)orat6D8 h (n=22; A). Bar graphs
show the percentage of enhancers containing the indicated chromatin
marks or having Pol Il or transcription factor binding. Presence of H3K27ac,
H3K79me3 and Pol Il at enhancers at 68 h was highly correlated with the
timing of enhancer activity, whereas H3K4me1 was present irrespective of
activity. Significance was calculated using a two-sided FisherOs exact test:
*P a0.05;* P a0.001; ** P a0.0001. ( bEX) Distribution of Pol Il and
chromatin mark quantitative signals across TF-Meso-CRMsx axes show
distance from CRM center defined by transcription factor binding;

y axes show background-subtracted signal at 6D8 h.If) Spatial distribution
of Pol Il, H3K4me1, H3K27ac and H3K79me3 on enhancers with signal
normalized to [0,1]; Pol Il signal is centered, and chromatin modifications
show bimodal distributions around Pol Il. Signals for H3 (c), Pol Il (d),
H3K4mel (e) and H3K27ac (f) on intergenic CRMs bound by transcription
factors at 6D8 h (colored line, n = 293), enhancers bound only early (2D6 h,
dark gray,n = 72) or only later (8012 h, light gray, n = 8). Shading indicates
95% confidence intervals. Pol Il signal peaks at the time of transcription
factor binding but not when transcription factors are no longer bound
(orange versus dark gray lines ird. H3K4mel and H3K27ac signals exhibit
bimodal distributions at the time of transcription factor binding but peak
centrally thereafter (green and red versus dark gray lines

in e and f, respectively).

(Fig. 4ef, dark gray lines). Therefore, the local distribati
of chromatin modifications around transcription fac binding
sites rather than the simple presence or absenbesé tmarks may
better reflect enhancer activity, with a bimodatdbution being
indicative of an active enhancer, whereas a sipmeg& indicates a
switch to an inactive stat&38,

A notable exception to this rule was H3K79me3. éth its
presence was highly correlated with the activitgefelopmental
enhancersKig. 3b), its distribution was much broader than those
of H3K27ac and H3K4mel, and it seemed to be presdtifferent

nucleosomes located at a greater distance from the region of transcrip-

tion factor occupancyH(g. 4b).
In contrast to chromatin modifications, Pol Il oqrancy was

absent from enhancers that were only active attyjigarlier stages enriched in a discrete peak centered on the regidranscription

of development and from those that had just becamaetive in

factor binding Fig. 4b). When transcription factors were no longer

mesodermal cell$={g. 4a). This result is in contrast with our obser bound to an enhancer but had been bound at a $jiglatrlier stage

vations for H3K4me1, which persisted at 6D8 h oly eahancers,
even though these enhancers were no longer aotihe ilater time
frame Fig. 49).

The timing of enhancer activity is highly correthteith the
timing of transcription factor occupancy, as hagmshown for

of development, Pol Il was no longer present, sstygg that it is
recruited to the enhancer by transcription factdfgy(4d). Thus,
Pol Il occupancy is tightly correlated with both thihg and loca-
tion of transcription factor bindingRig. 4d) and the precise timing
of an enhancerQs activifyg( 4a CAD2 enhancers). Taken together,

mesoderm-specific factors!526 We therefore assessed the reldahese results suggest that transcription factoupancy facilitates

tionship between chromatin marks and temporal transooipfiac
tor occupancy using a large collection of enhart@ments defined
by the binding of mesoderm-specific transcriptiactbrs at multi-
ple stages of development (TF-Meso-CRfyi®nline Methods). In
examining the quantitative signals across thes®&l€se-CRMs, we
observed very different spatial distributions for ahedin modk
fications compared to Pol Il occupandyid. 4bbX). H3K27ac and
H3K4mel marks exhibited a bimodal distribution omhancer
elements at the time of transcription factor bindifgg( 4b), pre
sumably as a result of nucleosome displacementamgdription
factors at their site of occupancy, as evidencettéyositioning

Pol Il recruitment, which may represent a cruciatswin the activa
tion of some enhancer elements.

H3K4mel constitutively marks enhancer elements

H3K4me1l was present on the vast majority of developghenhanc-
ers in mesodermal cells (111 of 144 enhan&upplementary
Fig. 5), being similarly distributed on mesodermally =seti
(20 of 22, 91%) and inactive (14 of 21, 67%) emtanas well as
on enhancers active in other tissues at thesesstdgievelopment
(24 of 31, 77%SupplementaryFig. 7). These findings indicate that
the placement of this mark is not cell type spedifiing embryonic

of histone H3 Fig. 40. In contrast, when transcription factors weralevelopment, in contrast to what has been observed in tissue cul

no longer bound (CRMs bound before 6 h), histonalifications
peaked around the earlier transcription factor bimglsite(s), sug
gesting nucleosome remodeling at these develophenktancers

ture model87-2 On mesodermally inactive enhancers, its presence
often coincided with the repressive H3K27me3 mdiilg.(3d and
SupplementaryFigs.6f, 7and 8).
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Figure 5 Modeling chromatin state on a

enhancers to predict enhancer activity. 47% L)y Kamel, K27ac
(a) Heterogeneous combinations of Pol Il 13% &nothing else
occupancy and chromatin marks on enhancers. TE

Left, CAD2, containing active and inactive a 42’*0%2%) 9% Meso-CRM &Polll

CRMs. Right, TF-Meso-CRMs, defined by QB0 (844 CRMs) &K79me3
mesodermal transcription factor binding, show 13% & Pol Il & K79me3
higher incidence of activating marks (H3K27ac - 9%

and H3K79me3) and Pol Il occupancy. & K27me3 & other
(b) Bayesian modeling of mesodermal enhancers

at 6D8 h of development. Left, hierarchical O No mark O K27me3 O K4mel & K27me3 O K4mel O Pol Il O K4mel & Pol II
clustering of ChIP-Seq signals on the training O Kdmel, K27me3 & Pol Il @ K4mel, K27me3 & K79me3 [ K4mel & K79me3 B K4mel & K27ac (& other)
set (top row enhancer represents an unannotated b »

promoter and was eliminated). Clusters (C1DC4) Training set N Trained network/conditional probabiltes
contain 9, 18, 24 and 15 enhancers: C1 and C2, IRV P — T e
active clusters (89% and 69% active me so- COLTY &

dermal enhancers, respectively); C3 and C4, c1 :E_ ‘ ‘

more repressed states (17% and 13% active 2

mesodermally, respectively). Top right, Bayesian 3 e o5

network trained to predict the activity state of c2|g Bayesian ° s
developmental enhancers (dark gray box) from % inference

guantitative histone modification and Pol Il T
levels. Green arrows indicate positive conditional 5,10 075 ° ° 2t 0.1‘;‘2
dependencies. Bottom right, conditional cs|& Sos 064 e e 0.337
posterior probabilities (PP) of an enhancer 2 2os os3| & 0.418
being active/inactive (PP,/PP,,,) mesodermally 2 2oa4 042| ® L 0.455

at 68 h given H3K27ac, H3K79me3 and ¢ 29, 031 : g'gig
Pol Il presence (red dot). Receiver operating ca % = 0 AUC=082¢, 5 '
characteristic (ROC curve; middle) shows 0 0204060810 ]

classifier quality. (c) Predicting mesodermal P2 3 False positive rate O-éostenur pmbabiml;-g
regulatory regions active at 608 hde nova NormDiff average

Left, quantitative H3K27ac, H3K79me3 and ) ) . )

Pol Il levels for each intergenic 1-kb window C Scoring the intergenic genome Predicted enhaTbcers
(50-bp steps) were converted to probabilities Scan intergenic genome (1-kb window) N qq@z ,&('
of being present (P(K27ac), P(K79me3) and —— <o E
P(Pol Il)) using learned mixture models (red Kol ik

and green Gaussians) and used to compute the
probabilities of each window being in each of the

eight possible states (bottom right in b. These o
were multiplied by the corresponding PP, to 2
compute the final PP, of evaluated windows; § 2
1-kb windows of PP, @.582 (corresponding to £ prec. = 100% &
100% precision, 36% recall) were merged into £ PPt | e—— S
112 predicted active regions and hierarchically é, (PP, > 0.582) %
a ~

B

b=

clustered, showing heterogeneity in quantitative
signals (right). Prec., precision.

P(K79me3)

Convert signal to probabilities

Examining active chromatin marks, we
observed no characterized enhancers that BimmDiﬁaverages
contained H3K79me3 or H3K27ac marks in
the absence of H3K4mekEi¢. 3d). This is in contrast to reported sequential order of H3 modifications in which Lysthisnomethyl-
de novasearches for enhancers using the presence af d8kelmel ated first, and Lys27 can then be acetylated.
or H3K27ac, in which these marks were found to oseparately in ~ This tight association between these marks may liese missed
noncoding regiond’:2 To assess this discordance between the stiittprevious studies because of undersampling of tB&4tel
co-occurrence of H3K27ac with H3K4me1l on characterized enhasignal in organisms with large genomes. Subsamplingdata
ers versus their separate occurrence in globatisesof noncoding (SupplementaryFig. 9 and Supplementary Table 3) indicated
regions, we examined the co-occurrence of H3K27cH@K4mel that ~26 million mapped reads are required to resaturation of
on the TF-Meso-CRM&. Of the 844 intergenic and transcriptionH3K4me1 peaks in tHerosophilagenome, which is ~16 times smaller
factorboccupied CRMs at 6D8 h of developmentomely0.12%) was than the human genome. Although the presence of H3K4rae&e
marked by H3K27ac in the absence of H3K4n&lpplementary did not correlate with enhancer activity, the quaattite levels of sig-
Fig. 8). The strikingly low percentage suggests thahercontext of nal were higher on active versus inactive enhan8engplementary
bona fideenhancer elements, H3K27ac rarely occurs in thenabs Fig. 10). Undersampling H3K4mel would therefore tend ttede
of H3K4me1l. Performinde novesearches for H3K4mel or H3K27acegulatory regions enriched in active enhancers whigsing many
regions throughout th®rosophilagenome further confirmed this repressed regions, which may explain the obserifedeahces in the
observation: 96% of H3K27ac regions (covering ~MiB)overlapped presence of this mark between different cell tyf2im contrast to
with H3K4me1l (covering ~29.4 Mbip € 0.001; Online Methods). Asits general presence when sampling the entire regyl&odscape
H3K4me1l did occur in the absence of H3K27ac, ault@suggest a (Supplementaryrig. 7).
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