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Résume

L'étude des ondes d’extrémement bassesufrdges dans les cavités ionosphériques des
planetes et satellitedotés d’atmosphére suit une approdcmilaire a celle suivie pour la
Terre. Elle contribue a la aatérisation du circuit électriquatmosphérique, des sources
d’énergie associées et des limites internex@erne des cavités. Un modéle numérique a
éléments finis a été développé et appliqué&es corps planétaires en vue d’étudier en
particulier les résonances de Schumann. Les pamesndu modeéle sont : (a) la géométrie de
la cavité, (b) les caractéristiques ldenosphere, (c) la réfractivitde I'atmosphére neutre et
(d) la permittivité complexade la proche sub-surface. lsamulation donne la fréquence
propre et le facteur Q de la résonance ajog la distribution sgi@le du champ électrique
dans la cavité. Les cavités de Vénus et Titan éudiées dans le détail. La premiere est tres
asymétrique et un dédoublement de la fréqeate résonance est prédit. La seconde a été
explorée par la sonde Huygens et, additionmediet la faible conductivité du sol de Titan
ouvre la porte a I'étude de la sub-surface. Ldimence d’'un modele de la cavité de Titan a
été testée par rapport aux mesuresitu de I'instrument Permittivity, Waves and Altimetry
(PWA) a bord de la sonde Huygens. L'instrutnPWA a mesuré legrofils de conductivité
électronique et ioniques gracexatechnigues d’impédance mutuelle (MI) et de relaxation, et
a identifié une couche conductrice a une wdtt d’environ 60 km. Aprés atterrissage, la
constante diélectrique et la conductivité lesadu sol mesurées par la sonde MI sont
respectivement ~2 et ~ 1910° Sni*. Aucune évidence d’éclair ou de coup de tonnerre n'a
été enregistrée, mais un fort signal a 36 &2té recu pendantui® la descente. Cette
émission a bande étroite n’est probablemest yra artefact. On a montré par modélisation
avec des parameétres appropriés que le signalgbeutine résonance naturelle. L’expérience
acquise est appliquée a lanception de nouveaux instrumemdRES et SP2, pour étudier
I'atmosphere et le sol de la planéte Marasdée cadre du projet ExoMars et pour d’autres
corps lors de futurs projets spatiaux. On prepae tirer profit des caractéristiques polaires de
I'eau et d’appliquer la technique MI a lateétion de la glace dans le régolithe martien.

Mots clés

Sciences planétaires; mission Cassini-Huygemsdes électromagnétiques; résonance de
Schumann; électricité atmosplgtre; instrumentation spatiale






Theoretical and experimental studies of electromagnetic
resonances in the ionospheric cavities of planets and
satellites; instrument and mission perspectives

Abstract

The study of extremely low frequency electrgmatic wave propagation in the ionospheric
cavities of celestial bodies indtSolar System follows an approach similar to that developed
for Earth. It contributes to the charactefiaa of the atmospheric electric circuit and
associated energy sources, and to the ideatiibic of the inner and outer cavity boundaries. A
wave propagation finite elementodel is developed and applitm all planets and satellites
surrounded by an atmosphere, with the amstudying, in particular, the Schumann
resonance phenomenon. The input parametertheofmodel are: (a) the geometry of the
cavity, (b) the ionized atmosphere characterisficsthe neutral atmosphere refractivity and
(d) the top subsurface complex permittivity. umulation yields the eigenfrequency and Q-
factors of the resonance and thstribution of the electric fiel in the cavity. The cavities of
Venus and Titan are studied in more detaile Térmer is highly asymmetric and a significant
splitting of the eigenfrequency is predictélthe latter has been gored by the Huygens
Probe and, additionally, the low conductivity of Titan’s soil opens the door to subsurface
investigations. The validityf a model of Titan’s cavitys scrutinized against thie situ
measurements performed by the Permittivity, Waves and Altimetry (PWA) analyzer, onboard
the Huygens Probe. The PWA instrument meagtine ion and eledn conductivity profiles
using the Mutual Impedance (MI) and relaxation technique, and identified a conductive layer
at an altitude of about 60 km; the relatipermittivity and conductivity of the surface
measured by the MI probe atetitanding site are ~2 and ~1010° Sm?, respectively. No
evidence of any lightning event or thundeapping was found; but sing electric signal at
around 36 Hz was observed throughout the desdéns narrow band emission is probably
not an artefact. Modelling the davwith an appropriatset of input parameters indicates that
this signal is possibly a natural resonancethaf cavity. The acquired experience is then
applied to the design of novelelrical probes, ARES and 3Fo study the atmosphere and
the ground of the planet Marg the forthcoming ExoMarmission, and of other celestial
bodies in future space missions. It is proposddke advantage of the polar characteristics of
the water molecule and to apply the MI tecjud to the detection &fubsurface ice in the
Martian regolith.

Keywords

Planetary sciences; Cassinityfjens mission; electromagnetic waves; Schumann resonance;
atmospheric electricity; space instrumentation
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1. Introduction

The propagation of electromagnetic waves tire atmosphere of Earth has been
extensively studied, ia wide spectral range, for scieitifind technologial purposes. This
work is devoted to phenomena that fall witlthe Extremely Low Frequency (ELF, range
3 Hz - 3 kHz) and Very Low Frequency (VL8530 kHz) ranges, where the wavelengths are
commensurate with planetary sizes. The propagaf ELF waves within the cavity formed
by two highly conductive, conceitr spherical shells, such #s boundaries formed by the
surface and the ionosphere of Earth, wag 8tadied by Schumann (1952); the associated
resonance phenomena were subsequently wixséry Balser and Wagner (1960). Resonances
in the Earth cavity are closely related witfjhtning activity and contain information about
the global electric circuit of the cavity; thetharacterization contributes not only to our
understanding of wave propagation but alsothte study of the physical and chemical
processes that take place in the atmospéweddower ionosphere. Aospheric ion chemistry
processes are closely kied with the distribution of the engy sources, the interactions with
the solar wind, the conditions for wave propama and the global dynamics of the gaseous
envelope. Lightning plays a peculiar role hesa it is the major source of electromagnetic
energy in the Earth cavity. In this thesis, wealep a generalized appiato the resonances
of planetary cavities that involves the chaeaistics of the ionospie, the atmosphere, the
surface, and the interior tiie planets and their moons.

Schumann resonance studies are currentlydweied in three major fields of research,
specifically climate change, high altitude aspberic electricity, and space weather. The
connection between Schumann resonancestniigln and thunderstorm activity at global
scale presents a reliable method to maimntp climate variabily and space weather
(Williams, 1992; Williams and Satori, 2007). Correlation between Schumann resonance
measurements onboard stratoghballoons and Earth obseriats from satellites, namely
TARANIS (Blanc et al., 2007), reveals a promgs approach for the investigation of high
altitude discharging events, such astep (Williams et al., 2007a).

An approach similar to that used for Earth ¢enapplied to the planets, from Venus to
Neptune, and their moons that are surroundgdan atmosphere. A special attention is
devoted to Titan and the situ measurements performed by the Huygens Probe. Titan, the
largest satellite of Satn, is a remarkable object; it is teele moon of the $ar System with
a thick atmosphere, which might resemble tfathe primordial Earth, several billion years
ago. Voyager flybys, in the earlyghities, revealed an atmosphemmposed of nitrogen with
a small amount of methane, and permeated watre that impaired the observation of the
surface. It is known that NCH; mixtures can produce compleorganic radicals when



subjected to high voltage etdc discharges (e.g., Rauland Owen, 2002). The observation

of possible prebiotic ealitions on Titan was thefore one of the majabjectives of Cassini-
Huygens, a mission dedicated to the KronianesystSaturn, its rings and its moons (Matson

et al., 2002; Lebreton et aRP02). The spacecraft includadorobe, Huygens, to perforim

situ measurements of the composition and electrification of the atmosphere, possibly down to
the surface of Titan.

The Cassini-Huygens mission is an inteéio@al collaboration, where the National
Aeronautics and Space Admination (NASA) provides the CassiOrbiter, which carries a
large set of remote sensing instruments] the European Space Agency (ESA) supplies the
Huygens Probe that includes sevenatruments entirely devoted to thresitu observation of
Titan. The Permittivity, Waves and Altimetry (PWA) analyzer, a subsystem of the Huygens
Atmospheric Structure Instrument (HASI), is pafthe Huygens payload and is dedicated to
atmospheric electricity and surface dielectrieasurements (Grard et al., 1995; Fulchignoni
et al., 2002). PWA comprises the following ekamts: (a) a Mutual Impedance Probe (MIP)
for atmospheric and surface permittivity studi@gs;a Relaxation Probe (RP) for atmospheric
ion and electron conductivity measurements;a@eceiver to observe lighting activity, and
ELF and VLF waves; (d) an acoustic transdudoethunder-clap detection; (e) a radar module
to not only assist descent operations but @edorm atmospheric backscatter and surface
topography investigations; (f) atsaf electrodes that form theectric field antenna, and the
MIP and RP sensors. The PWA complex foramsomprehensive set dietectors that can
significantly contribute to the characterizatiof the electric environment of Titan, in
particular assessing the conditidos ELF wave propagation.

The mutual impedance probe techniques H@een introduced in geophysics at the
beginning of the 20th century for measwgithe ground conductivity (Wenner, 1915). The
mutual impedance is the ratio of the voltageasured by a receiving dipole to the current
injected into the medium through an adjatceéransmitting dipole. This technique was
transposed to space plasmas by Storegl.e1969) and applied in many ionospheric and
magnetospheric experiments; Grard (1990)eraed the concept tetudy the dielectric
properties of planetary surfaces. A MIP wasluded in the Huygens Probe to measure the
dielectric properties of the atmosphere and surfdcEtan; it is also part of the payload of
Philae, the Rosetta Landan routeto the comet Churyumov-Gesimenko. As for future
planetary missions, the instrument has bemommended for the ExoMars project, in a new
configuration and with improwk capabilities. The later instrument is comprehensively
described in this thesis and typifies avngeneration of space tools based upon the mutual
impedance technique. These new developmangs particularly usful for assessing the
dielectric properties of a planetary surface, Whi essential to ascam the location of the
inner boundary of a resonating cavity.

The understanding of wave propagation otairequires information about a number of
cavity parameters, such as the atmosphemciactivity profile, the gurce of electromagnetic
energy, and the boundary conditions. Priothe Huygens Probe descent upon Titan, the
cavity parameterization relied exclusivetyn modelling, with theexception of the upper
boundary whose conductivity could be estimatednfthe Voyager data. Unlike the cavity of
Earth, where most parameters and wavep@gation conditions are known with a fair
accuracy, those of other celestial bodies aretlyntseoretical. Therefa, the PWA data set
brings an essential improvement to the Titavitgamodels and a contribution to comparative
planetology.

The scientific rationale of this thesis is manifold; the work consists of: (a) a presentation
of the PWA data analysis results; (b) a depment of a wave progation numerical model
for the cavity of Titan; (c) a generalization ofstnumerical model and its application to other
planetary cavities using spéci parameterization; (d) a set of recommendation for the



development of instrumentation suitable &mospheric and surface studies of planets and
satellites. The data analysis of the PWA instrument is mainly focused on the electron
conductivity profile of the atmgere, the calibration of the Eldpectra, and the evaluation

of surface dielectric properties. The numericaldel to study wave propagation is based on
several tools available in the COMSOL Multiphgsisoftware, which uses the finite element
method to solve specific equatioie algorithm is generalizeohd applied to other cavities,
namely those of Venus, Mars, Jupiter andnitsons lo and Europa, Saturn, Uranus, and
Neptune. Possible instruments for measuringeieetric properties of the atmosphere and
surface of planets are described; a new tegleio study the Martian regolith subsurface was
proposed for the ExoMars mission. The instrument, known as the Subsurface Permittivity
Probe (SP2), is based on the mutual impedarneiple and benefits from the heritage of the
Huygens and Rosetta missions.

The introduction concludes with a brief deption of the publications closely related to
this work. The structure of éhthesis is the following:

Chapter 2reviews the theory of wave propagatiand resonance phenomena in planetary
cavities. The description of ¢hEarth cavity, energy sourcesdaglobal electric circuit is
followed by a presentation of the scienthigrpose for studying oth@lanetary cavities.

Chapter 3reports a generalized merical model that can bepplied to any cavity

configuration. The paranrization and numerical tools thatake use of the finite element
method are first described. The results, narttedylowest eigenfrequeies and Q-factors, are
then presented for several planetary cavities.

Chapter 4is dedicated to Titan. Following acagitulation of the Cassini-Huygens mission,
and a description of the Prgbave depict in more deatathe PWA analyzer and the
measurements performed in the atmosplagr@d on the surface of fein. The experimental
results are included in the model and provwigev constraints for theavity. The numerical
output from the simulation consists of eifequencies, ELF spectrand electric field
profiles. The results are briefly discussed inltgket of our current knovddge of the electric
environment of Titan. The ELF signal measiiduring the descent is also presented.

Chapter 5is dedicated to prospective and futurg@ssions. The heritage and scientific
objectives of the SP2 instrument proposedaasontribution to subsurface studies for the
ExoMars mission are briefly presented. A fullieal description of SPB not the aim of
this work; only the most importang¢dtures of the instrument are given.

Chapter 6finally, summarizes the progress achieaddut the characteation of planetary
cavities, with a particular emphasis on Tignpresents a synopsd possible electric
measurements in the atmosphere and onstiniace of celestial bodies, and discusses the
advances that can be expected from an instrument such as SP2.

The full articles, reports, and qareedings directly related with this thesis and including
contributions of its author are added @spendices, with one exception, Simdes (2004),
because of its length (abstract only). A corheresive bibliography listing all other relevant
works is also included.

The appendices are sorted by topic (Titan, &kny Cavities, Instrumentation), and are
summarized hereunder.



Titan:
X

[Paper 1] Fulchignoni et al. (2005) present tlirst observations made with HASI and
PWA, and provide a preliminary descrinti of the environment of Titan from the

situ measurements performed during thesagmt of Huygens. The temperature and
density are both higher than expected ie tipper part of the atmosphere; a lower
ionospheric layer is seen between 140 &nd 40 km, with a peak in electrical
conductivity near 60 km; the terpmture on the surface is 9318525 K, and the
pressure 14671 hPa; the surface permittivity is abdjta narrow line is observed in

the ELF spectrum at around 36 Hz from dituede of 140 km down to the surface.
The amplitude of this line is enhanced approximately one minute after the deployment
of the stabilizer parachutat an altitude of ~110 km.

x [Paper 2] Simdes et al. (2005) apply the ifmn element method to estimate the

influence of the Huygens vessel upon tmeitual impedance and electric field
measurements. The calibration of tiRWA data requires indeed an accurate
determination of the effective length oktdipole antenna. The mascript presents a
simple approach, using Poisson and Laplegeations, to calibrate several of the
sensors. The self and mutual capacésn of the Huygens vessel and of the
electrodes, for example, are calculatedeagiired for the calibration of the MIP data.

[Paper 3] Grard et al. (2006) report the PWAeasurements with further detail and
provide a first overview of #h electric properties andlaged physical characteristics

of the atmosphere and surface of Titdhe electron conduciity profile shows a
peak at an altitude about 60 km. The ®&lat conductivity is measured with two
independent techniques: the shapes ofptiodiles are similatbut the conductivities
differ by one order of magnitude; the ion conductivity is measured with RP, but the
relaxation curves deviate from an exponential law, due to the presence of segments
with constant potentials Igteaus). The RP voltage glites show that the time
constants relative to the negative and pasicharges are minimal at 64 and 77 km,
respectively. The narrow line at 36 Hz ynaot be due to a malfunction of the
instrument. The surface condwity is of the order of 4u 10'° Sm'. The
performance of the mutual impedance duringfilst phase of the descent is not well
understood. The ELF and VLF spectrogramewsian enhancement of the signal at
altitude lower than 22 km. The PWA data not reveal any significant signal in the
acoustic and lightning modes that dsnassigned to natural phenomena.

[Paper 4] Simdes et al. (2007a) present a mawnerical model of electromagnetic
wave propagation in the cavity of Titan asidcuss the constrasintroduced by the
PWA results. The analytical, semi-analglicand numerical models of the Earth
cavity are first discussed. The parametdiat characterize the cavity are then
introduced and the finite element model is described. The experimental and modelling
results are finally compared. The major conclusions are: (a) The 36 Hz signal might
be consistent with the second harmoni¢ha& cavity resonance frequency; (b) A 90°
angular separation between the electrom@giseurce and the Huygens Probe might
explain the predominance of the second harmonic over the fundamental resonance
signal; (c) The surface ofitAn cannot be considered #g inner boundary of the
cavity; a subsurface ocean may instead playrtilat and it is possible, in principle to



investigate the electric progiees of this subsurface neaial because of the low
surface reflectivity.

X [Paper 5] Béghin et al. (2007) study the ELF spearal present seked scenarios to
explain the natural or artft nature of the 36 Hz signal. Each hypothesis is then
assessed with reference to the whole data set, laboratory tests on a mock-up,
theoretical models, and numerical simulatiohdefacts include aerodynamic effects,
boom and parachute vibratignand instrument interfereas. A natural source is
more difficult to identify; several hypotheseare neverthelessffered: lightning
activity, local corona discharges, atmospbédriboelectricity, and interactions with
the magnetosphere of Saturn. The most likely scenario in each category is boom
vibration or interaction witlthe magnetosphere of Saturn.

x [Paper 6] Hamelin et al. (2007) present an s of the calibried MIP data and
derive the electrorconductivity and density profilesf the atmosphere of Titan.
Calibrated amplitudes and phases of thgnai are derived from theoretical and
numerical models of PWA circuitry anduygens vessel geometrical configuration.
The effects of vertical motion and temakmre are also included. The peculiar
performance of the instrument the altituderange 100-140 km is scrutinized. The
major results are summarized in thédwing. The maximum electron conductivity is
about 3UL0° Smi* at 63 km, corresponding to atectron density of 650 cin The
conductivity and elecdbn density are significantly reded in the altitude range from
80 up to at least 140 km. The ionized lagbows relativelysteep boundaries; the
scale heights are small compared witleditetical predictionsThese features are
probably resulting from electron attachment on aerosols.

X [Paper 7] Simdes et al. (2007d) present aralgsis of the MIP surface mode and
derive constraints on surface composition. &#vecenarios are discussed to explain
the first measurements performed immegliatafter surface impact and the sudden
transition observed 12 min after touchdown. Ttygics developed in this article are
the following: the mutual impedance technique and instrument characteristics; data
calibration; boom configuratioafter landing and Huygenstitude; surface dielectric
properties for various rest positions, aeffrequencies in the VLF range; comparison
with radar measurementsdiconstraints on soil compgten at the landing site.

Planetary Cavities:

x [Paper 8] Sim6es and Hamelin (2006) discuss the propagation of low frequency
electromagnetic waves in large cavitiesngshe COMSOL Multiphysics tools. This
work partly addresses the accuracy of tlemthtical models used for Earth cavity and
the generalization to other planetary eamments. A special attention is devoted to
Titan and to the corrections associated it relatively large separation between the
inner and outer shells. Angical, semi-analytical, and numerical approaches are
compared. The application of the timermanic and eigenfrequency modes to the
computation of eigenfrequencies, Q-factasgd electric field prales, is discussed.
The respective merits of 28Bxisymmetric and 3D geometries are discussed, regarding
accuracy and memory optimization.

X [Paper 9] Simdes et al. (2007b) apply a model similar to that used for the cavity of
Titan, to study the electromagnetic envir@mhof other celestial bodies. The finite



element model is solved ftine cavities of Venus, Mars, @iter and itamoons lo and
Europa, Saturn, Uranus, and Neptune. Cemgigenfrequencieand Q-factors are
computed and are discussed in a preliminary comparative planetology study. It is
concluded that the cavity of Venus exhilmtver losses than that of Earth and that
ELF waves in the Martian atmosphere suffegyhleir attenuation; wes in the cavities

of lo and Europa are evanescent, becausignificant electromlensity extends down

to the surface and prevents their prop@ga the water content of the gaseous
envelope of Uranus and Neptune dam estimated by measuring the Schumann
resonances, which are strongly ughced by the conductivity profile.

x [Paper 10] Simbes et al. (2007c) improve theisting models of the Venus cavity.
They include corrections for the day-niggdymmetry and atmospheric refractivity,
and calculate the eigenfrequencies and figlafiles. The model is validated against
the VLF data collected by Venera 11 ah?l This study shows that the day-night
asymmetry may split the Schumann frequency by as much as 1 Hz; and that the
atmospheric refractivity introduces a maximunthe electric field, at an altitude of
about 32 km. The profile predicted in the FMltange is fairly onsistent with those
recorded during the Venera descents, thdoghl features, likely due to turbulence,
are not reproduced.

Instrumentation:

x [Paper 11] Trautner and Simdes (2002) descrde instrument based on the MIP
technique to study the Martian regolith. Thens® consists of an array of several
transmitting and receiving dipoles attached to a penetrator. Using a standard finite
difference method to solve Laplace equatitiey compute the potential distribution
in the vicinity of the atmosphere-soil intace and in stratified media, such as those
produced by water ice deposits. The spatial range and resolution are commensurate
with the separation between the electrodes.

x [Paper 12] Hamelin et al. (2004) comparthe performance of several MIP
instruments proposed for the Cassini-Huygens, Rosetta, Netlander, BepiColombo,
and ExoMars missions. They describe otbenfigurations suitable for the study of
the Martian regolith at shallow deptasd the detection of water ice.

x [Paper 13] Trautner et al. (2004) present elminary concept for measuring the
dielectric properties of planetary subfce materials in the VLF range. They
describe the technique and a specific aeciitre for subsurface applications, namely
water ice detection and stifatation characterization.

x [Paper 14] Simfes et al. (2004a) study the dieliecproperties of JSC-Mars 1, a
Martian soil analogue, in the range 20-Hx kHz. Laboratory measurements on
Martian soil simulant JSC Mars-1 are described, which is used to support the
calibration of instruments for planetary missions, namely SP2.

x [Paper 15] Simdes et al. (2004b) study the dieteciproperties of JSC-Mars 1, a
Martian soil analogue, in ¢hrange 20 Hz-10 kHz. The measurements are made under
controlled laboratory conditions to study theiation of the peritivity as a function
of several parameters, porosity, gragtnc water content, frequency, and



temperature. It is possible to measure gr&ii ice contents of the order of 1%, due
to the peculiar dielectric signature of the water molecule.

[Paper 16] Simdes (2004) proposes to mount aPMin a mole, to detect water/ice in
planetary regoliths at shallow depths. The report recapitulates the various stages of
the study, from proof of concept to labangt experiments and initial scientific
calibration. The list of the tops covered in this work ithe following: scientific
rationale; water/ice dielectric propertiemyechanical structure, electronics, data
acquisition, control and gnal processing, prototype development; hardware and
software testing, instrument calibrationpdasatory testing in controlled environments,
instrument performance and study of Martaralogue materials. It appears possible,
with less than 100 g and 1 W, to developllé® to measure water/ice in the Martian
regolith and study the stratifition at shallow depthsThe gravimetric water/ice
content detection threshold is ~1%mndainterfaces and heterogeneities can be
identified within a range of ~1€m with a resoltion of ~1 cm.






2. Wave Propagation and Resonates in lonospheric Cavities

2.1. The Resonant Cavity
2.1.1. Basic Description

Earth can be regarded as a nearly condactphere, wrapped in a thin dielectric
atmosphere that extends upthe ionosphere, whose conductivityalso substaral. Hence,
the surface and ionosphere of Earth forroasity where electromagnetic waves propagate.
This phenomenon was first studied by Schumét®b2) and an historical perspective is
presented by Besser (2007). When a cavityexsited with broadband electromagnetic
sources, a resonant state can develop prdvitie average equatorial circumference is
approximately equal to an integral numbemaivelengths of the electromagnetic waves. This
phenomenon is known as the Schumann resenamd was first observed by Balser and
Wagner (1960); it provides infimation about thunderstorm andHtning activity at Earth and
acts, for example, as a “global tropical themeter” (Williams, 1992). In certain conditions,
the same theory can be used to study other planetary cavities; we shall apply it to rocky
planets, icy moons, and the gaseous giants.

Neglecting curvature and equating the circumference to an integer number of
wavelengths, the resonant angular freqyesfa thin void caity is written

Z me. (01)

wherem s an integer that identifies the eigenmociéhe velocity of light in the medium and
R the average radius of the cavity. Inclhuglia 3D spherical corrgon yields (Schumann,

1952)
Z, Jmm 2, (02)

The first few Schumann resonances, or longitamodes, have frequencies that fall within
the ELF range for most celest@bjects, including Earth.

In addition to the longitudinal modes thaedunctions of the cavityadius, there exist
local transverse modes along théiah direction. When the sHelthat form the cavity are
perfect electric conductors, thamisverse mode requires that #lectric field be zero at the



boundaries. A resonance develops whenevesé¢paration between the shells, generally the
height of the ionospher#, is an integer numbep, of half-wavelengths,

<

% pS. (03)

The valuep=0 is associated with a possible eledats field between #ionosphere and the
surface; on Earth, the lowest modgs-(@) lie in the VLF range. The longitudinal and
transverse eigenfrequencies of same onaep) differ by more than ter orders of magnitude
for most bodiesh/R~0.01). However, the ratio betweema@spheric height and cavity radius
is relatively large on Titanh(R~0.2) because, there, the cavityer radius is small and the
separation between the boundaries is largeedden of the transverse resonance is more
difficult than the longitudinal onedue to its local naturend to the variability of the
lonosphere.

These estimates give the order of magnitofdthe resonances, but more accurate results
require the solution of Maxwell equations wghitable boundary conéins. We shall follow
the approach described by Kiataenko and Hayakawa (2002) fine analysis of ELF wave
propagation in the Earth cavityn a first approximation, #h longitudinal and transverse
modes of propagation are decoupled and Equat@2®3) are obtained\ general solution,
taking into account the coupling between loandihal and transversmodes, leads to the
relation (Nickolaenk@and Hayakawa, 2002)

c z
Z, E\/m(m 1) %ﬁ;i (04)

The cavity of Earth, however, is not perfemtd the models must take into account
medium losses, which contriteuto the dissipation of thenergy supplied by the excitation
sources. Wave attenuation in the cavity is galhecaused by losses not only in the medium
but also on the boundaries. Whereas the foimeglated with atmospheric conductivity, the
later depends on wave reflectivity efficiencyhus, it is useful to define two physical
parameters, the skin depth and tfuality factor of the cavity.

The skin depth is given by (Balanis, 1989)

2

§ 2 .
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where Kand R are the permittivity and magnetic permeability of vacuu#ithe angular
frequency of the propagating wave, atthe medium conductivityror large conductivities,
V1! ZH Equation (05) reduces to

2
G PZV (06)
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The quality factor of the cavityr Q-factor, is defined by

Re( Z]) %eak
S ©7)

whereReandIm are the real and imaginary padf the complex eigenfrequency”** the
peak power frequency of modeg and 'z, the width of the line at half-power. Physically, the
Q-factor is the ratio of the energy stored ie field over the energy loduring one oscillation
period. An expedient way of estating the quality factor consists in using the ratio of the
resonator thickness over the sldepth of the electric fieldQ v h/ & (Nickolaenko and
Hayakawa, 2002). Increasing the ionosphere heagigiments the quality factor; losses are
more important when the boundary is poatynducting and the skin depth large.

The surface of Earth is generally assumedbe a perfect electric conductor (PEC)
because its conductivity is tfie order of 0.01 and 1 ShiLide et al., 2006) on land and sea,
respectively, whereas ah of Titan, for example, is a$er to a good dielectric and has a
conductivity in the order of I8 Sm* (Grard et al., 2006)Paper 3]. The skin depth on the
surface of Earth is ~1 km that is two ordefsmagnitude lower than the height of the
ionosphere. Consequently, the inner boupdd the cavity is the surface.

A contrasting situation occurs on Titan, whe@10® km, because the surface is a poor
reflector of ELF waves and cartnioe considered as the inngoundary. The cavity is more
intricate; ELF waves penetrate the soil and the surface is not a PEC (Simdes et al., 2007a)
[Paper 4]. In this case, the inner boundary is located below the surface.

The cavities of the giant planets presentitamithl constraints because their surface is not
well defined (Simdes et al., 2007fPaper 9]. The ionosphere, though sometimes fuzzy and
dynamic, represents the outeyrundary for all the cavities.

In a first approximation, the ceay generally consists of two concentric spherical shells,
but this is not always the case. On Eartheeghpeculiarities contribute to alter the spherical
symmetry of the cavity, namely the day-nighyrametry, the polar non-uniformity (latitude
dependence of the conductivity profile), and tfeomagnetic dipole (Galejs, 1972; Bazarova
and Rybachek, 1978). This asymmetry is in @ple responsible for @artial or total line
splitting, i.e. the eigenmode degenerackeimoved (Bliokh et al., 1968). Recent observations
have shown evidences of line splitting and himge variation due to cavity heterogeneity,
namely the day-night asymmgt{Satori et al., 2007; Nkolaenko and Sentman, 2007).

2.1.2. General Formalism

Following a simplified formulation of # Schumann resonance frequency and the
description of typical cavities in the Sol&ystem, we shall now describe the general
formalism that leads to the eigenfrequeneied eigenfunctions of éhcavity. A full treatment
of the Schumann resonance in a planetary gaeguires the solutioof Maxwell equations,

= \—g, (08)
"WHOLE %, (09)
D HH, B BH, (10)
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whereE andD are the electric and displacement fieldsandB the magnetic field strength
and flux density, andihe relative permittivity.

Taking into account the cavity characteristessd decoupling the electric and magnetic
fields, Equations (08-10) can beld in spherical coordinates, (7 A using the harmonic
propagation approximation. @mode is characterized Ibf=0 and is called the transverse
magnetic (TM) wave, the other one B=0 and is known as the transverse electric (TE)
wave. Neglecting the asymmetfthe cavity, and considerilmgR 1, the standard method
of separation of variablgselds (Bliokh et al., 1980)

ed> nn 1 2 281 ¥
Q7 T2 ?/ﬁ) Vﬂ)ﬁﬁ;%ﬂf(r) 0, (11)

where /{r) is a radial function related to the electric and magnetic fields by the Debye
potentials (Wait, 1962). This equation gives thgeavalues of the longitlinal and transverse
modes, assuming eitherAr)/dr=0 or /(r)=0 at both boundaries, respectively. For a thin
void cavity the eigenvalues are those given by Equations (02)-(03)/&mdis a linear
combination of Hankel functions. Howevergtlprevious approximation is no longer valid
when the thickness is commensurate with the cavity radius; the separation between the TM
and TE modes gives inaccurate results and Emuétil) is inappropriatéVhen the cavity is

not spherical and is significaptithick, or when the conductty profile deviates from an
exponential law, the analytical approximaticsw® no longer valid and Equations (08-10)
must be solved numerically.

Although some approximations are accurateugh for the Earth cavity, the analytical
models are generally happlicable to other environmenfBhese simplified approaches are
nevertheless useful because they give an ih&gh the role played by physical parameters
that control wave propagation.

The model of Greifinger and Greifinger (@® is widely used for calculating the
propagation constant; it assumes an expiaetaw for the conduavity profile. This
assumption is acceptable for Earth, lessablgt for Venus, and inaccurate for Titan. The
model was first used in planar geometry @sdgeneralization to spherical coordinates was
introduced by Sentman (1990). Both planar and spdilemodels lead to equivalent results for
thin cavities. We shall therefore recapitulate thsults obtained in plangeometry when the
atmospheric and ionospheric conductiptyfiles follow the exponential law:

Vz |4exp-§i N (12)

h 1

where z is the altitude,g, the scale height, andg the conductivity at the surface. The
conductivity profile is characterized by two altitudes,andh;, usually known as height of
cut-off of the electric field and height offfilision of the magnetic éid, respectively. By
definition, the height of cut-offor electric field is reached whei¥ Z kland is given by

h Z g,ln==% (13)
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The effective altitude for the magnetic field is
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The ELF propagation constarfis a function of frequencynd is written (Greifinger and
Greifinger, 1978)
§Z, ‘h Z ig, 92
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(15)

The real and imaginary componsmf the propagation constarQand Q can be derived
from Equation (15), yielding whegn<<g, andgn<<g,

z_[h Z

Rz$go gl )
4@, Z h Zi

and

(17)

As already mentioned, Equatiofi6-17) are strictly valid iplanar geometry but are still
applicable in spherical coordites provided the radius of curuat is much larger than the
skin depth (Sentman, 1990).

The limitation of the exponential approximatiftum the conductivity profe is extensively
covered in the literature, namely dedence upon latitude, day-night asymmetry,
geomagnetic field, etc. These constraintsexteemely limiting in analytical studies, but are
not relevant in numerical models, whiclonsider arbitrary conductivity profiles. The
analytical results, though restricted to specionductivity modelsnevertheless provide
information that support$e interpretation of gnnumerical results.

2.2. Energy Sources and Global Circuit

The development and maintenance of resoagphenomena in planetary cavities require
suitable electromagnetic sources. On Earth, tigigt is the most important excitation source
for Schumann resonances; it has been extelysistudied in relation with atmospheric
electricity, weather phenomena, and hazael/gmtion. Most lightning discharges on Earth
are produced by precipitating clouds that caontaater in solid and liquid phases. The two
major requirements for lightning generation argir(ieraction between particles of different
types or between particles of the same type whilt different thermodynamic properties; (ii)
significant spatial sepatian of the oppositely charged piates by convection or gravitational
forces. In terrestrial lightning, the cloud-toegnd discharges are the most studied because
they are the strongest and eastestletect. However, it is naeertain this type of lightning
events occurs in other planetary atmospheres.

On Earth, lightning-like dicharges produced by dust aiso possible, though they
release less energy per stroke. Electricalkspdrundreds of meters long, can be produced via
charge generation and separation in volcangtions (Rakov and Uman, 2003). Turbulent
meteorological phenomena associated with dstsrms are also closely related with
discharging processes. Magnetohydrodynamiaves have also been proposed as a
complementary source to lightning for tlgarth’s Schumann resonance (Abbas, 1968).
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However, unlike the unambiguous lightning cdmition, the role played by other sources
requires further investigations.

Though not exhaustive, Table 1 summarizes sofrthe most important works dealing
with observations, models, and global featwkthe Schumann resonam Several advances
in Earth cavity characterization can be appliedtteer planetary environments; this is one of
the objectives of thithesis (Simdes et al., 2007a; Siméesl., 2007b; Simdes et al., 2007¢)
[Papers 4, 9, and 10Q]

Subject Contribution Reference

First theoretical model
of Earth cavity

Prediction of ELF global resonances in the Earth ca
lightning is suggested as thwin electromagnetic source

vi§ghumann (1952)

Diurnal variations

First observation of the phenomenon and of its
variation

dBiyser and Wagner (1960)

Stratospheric

Disturbances in frequency spectra - one explosion shift

5 @endrin and Stefant (1962)

Madden and Thompson (1965)

nuclear explosions resonance downwards by ~0.5 Hz

Cavity asymmetry Influence of day-nigienospheric asymmetry on resonangésalejs (1970)

— line splitting Sétori et al. (2007)
Cavity asymmetry Influence of palanon-uniformity on resonances — lindg3azarova

splitting and Rybachek (1978)
Cavity asymmetry Influence of geamgnetic dipole on resonances - In¥ickolaenko

splitting and Hayakawa (2002)

Greifinger
and Greifinger (1978)

t®eid (1986)

Cavity theoretical
parameterization
Solar cycle

Cavity parameterization ith exponential
profile and 2 scale heights
Resonances are mocdedaby solar cycle and respond
solar flares, magnetic storms and solar proton events Hale and Baginski (1987)
Lightning astool for weather studies Williams (1992)
Application of thesmnance variability tthe study of globa|l Sentman (1995);

conductivity

Thunderstorm activity
Morphological features

lightning Heckman et al. (1998)
Morphological features | Application of msance variability to the study of spritéBoccippio et al. (1995)
activity
Line splitting Attempts to measure resonance line splitting Sentman (1989)
Bliokh et al. (1980)
Labendz (1998)
Nickolaenko and Sentman (2007
Altitude Does frequency vary with altitude? Ogawa et al. (1979)

Morente et al. (2004)
Sentman and Fraser (1999)

lonospheric height
upper boundary
Solar proton events

Dependence of intensity upon height of the ionosphere

Observation otreases in amplitude, frequency, and |@chlegel and Fullekrug (1999)

factor
Lightning induced by Sprite lightning observed around the world with théilliams et al. (2007a,b)
sprites Schumann resonance method

Table 1: Contributions to the study of the Schumann resonance in the Earth cavity.

The upper atmospheres of planatsl satellites are ionised, gardue to interactions with
solar photons and cosmic rays. The lower ahere of Earth is poorly conductive and is
permeated by a current systenatths driven by active tderstorm clouds which act as
generators, with reta currents in fair weather gens. The highly conductive ground and
ionosphere form the boundariestis global eletric circuit.

The global electric circuit is the system tihatolves the surface, mbsphere, ionosphere,
and magnetosphere of Earth, which form tbge a global spherical capacitor. The global
circuit is sustained by thundéssms, which rais¢he potential differece between the inner
and outer boundaries up to seVdmandred thousand volts, and drivertical currents through
the atmosphere. The electric field is largear the Earth surface, where it reaches ~103 Vm
in fair weather conditions. Siingh et al. (20@#)d Aplin (2006) present an overview of the
atmospheric global electric circuit of Earthdaelectrification processan the Solar System,
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respectively, and discuss therigais charging mechanisms thaglay a role in atmospheric
electricity.

Table 2 lists the possible egftromagnetic sources thatight contribute to develop
resonance states in planetary cavitiesre€hatmospheric phenonsedightning - corona
discharge and triboelectricity are possible candidates botly the most likely one is
specified for each body. It is nevertheless impurta mention that, in some cases, the given
scenario is even somewhat uncertaemely on Venus, Mars, and Titan.

Body Electromagnetic source Reference
Venus Possibly lightning Russel (1991); Strangeway (2004)
Earth Lightning e.g. Nickolaenko and Hayakawa (2002)
Mars Possibly dust devils / dust storms Farrell and Desch (2001); Aplin (2006)
Jupiter Lightning Gurnett et al. (1979); lezerotti et al. (1996)
Saturn Lightning Fischer et al. (2006)
Titan Possibly lightning haze / magnetosphergFischer et al. (2004); Béghin et al. (20(Raper 5]
Uranus | Likely lightning Zarka and Pedersen (1986)
Neptune | Likely lightning Gurnett et al. (1990)

Table 2: Major energy sources in various cavities (Simdes et al., 20@ifi8r 9].

On Earth, according to Harrison and Canslg2003), current discinges triggered by
lightning cause a weak electciétion of stratified cloudsral produce a vertical potential
gradient in atmospheric layersear the surface. Horizatcurrents flow on the highly
conductive surface and in the ionosphere. Curréradsflow from the ground to the clouds,
and also from the top of the clouds to the ionesphclose the circuit. Hence, several types of
discharging processes are possible, higirgyn cloud-to-ground strokes, intercloud and
intracloud discharges, and upmd currents flowing from thunderstorm clouds to the
ionosphere (Wilson currents). Several typestrahsient luminous phenomena related to
upward currents, towards the ionosphere, haenlobserved from Earth orbit, stratospheric
balloons, airplanes, and ground observatorfEgyure 1). For example, high altitude
atmospheric phenomena such as blue jets, mig@spand elves have been investigated. These
intriguing atmospheric phenomena present istarg opportunities to broaden our knowledge
of atmospheric electricitylt is expected that future space based instrumentation, namely
TARANIS, a micro satellite prect dedicated to the study whpulsive transfers of energy
between the Earth atmosphere, the ionosplar@,the magnetosphere (Blanc et al., 2007),
contribute to clarify the naturand working mechanisms of these interesting phenomena.
Additionally, recent works have been mergi@ghumann resonances and sprites studied to
understand their interrelation (Williams et,a2007b). Although the number of transient
luminous events detected per night by FORMOSAT2 is ~10 (F. Lefeuvre, personal
communication), which is much lower than the lightning rate, several researchers suggest this
type of discharges may influence the Suolann resonance spectrum (Williams et al., 2007c).

Although several discharging processes takeglon Earth it is natlear whether these
processes take place in other planetary environments. Varying cloud compositions or low
surface conductivities change the global electircuit properties, and any comparison
between the planets must bdene with caution. Foexample, lightning events have been
detected on the giant planets but remaim@troversial issue on Venus. Nevertheless, recent
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Venus Express results, Russell et al. (200paggntly solve the dispe; they have found
evidences of lightning on Venus inferredrr whistler-mode waves in the ionosphere.

Figure 1. Image of typical transient luminous eveolserved at Observatoire dHiPyrénées, France (left,
courtesy of F. Lefeuvre) and sketahthe global electric discharges mechanisms (right, Rycroft and Fullekrug,
2004).

Lightning is the major excitation source the Earth cavity and discharges between
thunderclouds and the surface produce the mosterful strokes; they radiate strong radio
noise bursts which cover the ELF-VLF frequgmange up to the radio band. Temporal and
spatial lightning distributions arfunctions of many parametdrsat the global sbke rate is
the highest over continents, migitropical regions (Figure 2).

flashes/km?/yr

Figure 2: Satellite observation of global lightningtdbution. (Credit: GSFC-NAS, National Space Science
and Technology Centre Lightning Team).

Table 3 lists the most representative charesties of lightning events and Figure 3 shows
their typical profiles vstime and frequency.
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In spite of significant advances about lighimicharacterization, most authors consider
that the excitation source is artieal dipole with arbitrary aplitude and a flat spectrum. We
shall use a similar approach, though wsoalonsider horizontal dipoles.

Parameter Characteristic
Energy 184
Leader duration 50 B
Pulse duration 100 ms
Peak current 20 kKA
Global rate 605
Charge 10C
Spatial distribution Tropical regns of Africa,America, Asia
Daily distribution Maximum at about 18 h local time
Radiation frequency distribution Brogeak centred in the kHz range

Table 3: Typical characteristics of lightning strokes, compiled from Rakow and Uman (2003).

Figure 3: Characteristics of lightning strokes derived from several models: impulsive current waveforms (left;
units: [KA]) and spectra (right; units: [Am]), [ Nickolaenko and Hayakawa (2002)].
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3. Numerical Model for lonospheric Planetary Cavities

3.1. Numerical Tool

Calculating with accuracy the eigenfrequenaied eigenvalues of the cavity requires the
utilization of numerical models, because thalgiical approximations are inaccurate or not
applicable at all due to thetiitacy of the conductivity profie Thus, a numerical approach,
based on the finite element method, might offier most convenient solution to this problem.
Equations (08-10) are solved in 3D geometny 2D axisymmetric geometry whenever
applicable. Two types of gbrithms are available: eigfequency and time-harmonic
propagation analysis. Most of themerical results presented in the thesis have been obtained
with the COMSOL Multiphysics tools, whicemploy the finite element method with non
structured meshes (Zimmerman, 2006). We shall not describe these tools in great detail, but
we shall nevertheless discuss some relevant tepids as equations format, solver reliability,
boundary conditions, and medium propestieThe algorithms vyield the complex
eigenfrequencies, the electric and magneetdfprofiles, and the ELF-VLF spectra. More
specific tasks concern parametric studiesuagtfons of frequency and medium properties.
The medium properties are: (i) éiar and isotropic in all case@i) functions of radius for
spherically symmetric cavitiesjififunctions of radius and angle for asymmetric cavities.

3.1.1. The 2D axisymmetric Approximation

A cavity consisting of concentric shells, are the medium properties are functions of
radial distance only, can be solved in Zisymmetric configutdgon. This approach
minimizes memory and time requirements and provides accurate solutions. There is no
particular constraint regardy eigenfrequency analysighe time-harmonic propagation
studies require the utdation of a vertical dipole alontpe axis of symmetry (Simdes and
Hamelin, 2006)Paper 8]. The eigenfrequency analysis doest require a very fine mesh,
and the cavity is composed of aboutlB® elements, which also provides a reasonable
accuracy in the time harmonic propagation mdegure 4 shows a typical 2D axisymmetric
geometry with a vertical dipolaligned with the axis of symatry. Equations (08-10) can be
simplified in 2D axisymmetric geometry, (A7z) when there is no variation with the anglé
ConsideringE(r,z)=E(r,2)&+E Ar,2)é m+ELr,2)é, and H(r,z)=H,(r,2)&+H Ar,2)é y+H/r,2)&,
where &, € &) represent the unit vectors, Equations (08-10) can be written
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. 2
oL uE(r,z) . $Hi/;Leg'E(r,z) 0 (18)
oP i o ZHia@ 1
and
8 . _l . 2
’ u..§Hi, " uH(r,z) - 8- A(r,z) O, (19)
® ZH1 , @1

where As the relative magnetic permeability. Thgesimode analysis uses Equations (08-10)
written in the form

’ uzip' uE(r,z)% /s HE(r,z) O (20)
and

, 8, -
U@EH uH(r,z)i /s AH(r,z) O, (21)

where /s denotes the eigenvalues, which are gdlyecamplex. In the case of TE and TM
waves, the electric and magnetic figlekctors can be simplified because MEE=E~=H #0
and TM Y H,=H~=E 4D0.

Figure 4: Spherical cavity models used in the simulations: 2D axisymmetric cavity with vertical dipole along the
axis of symmetry (left); 3D meshitlv horizontal dipole (right).

3.1.2. The 3D Model

When the problem cannot be reduced to aa@idymmetric geometry, a 3D model is
necessary. Cavity geometries cannot be redtec@® approximations, when (i) the day-night
asymmetry entails that the comtivity profiles are functions oheight and angle, (ii) one
horizontal or several non-aligneértical dipolar sources are pegs, (iii) a planetary intrinsic
magnetic dipoles must be taken into accowtit. Whereas the implementation of a 2D
problem is rather straightforward becauseaezsonable memory and time requirements, the
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utilization of 3D numerical models usuallynplies severe memory and time constraints.
Therefore, developments of 3D simulationky i@ more sophisticad algorithms. Figure 4
illustrates a 3D geometry mesh wihe horizontal dipole.

Equations (08-10) are replacbkg two equations, where theeetric and magnetic fields
are decoupled:

i - 8, iv-sz
u@o uE(r, 7,'/1/7i ©H ZHi@ 1E(r, M O (22)
and
g . .1 . 2
w3y e e ¥ A Tm o (23)
(§) ZH: , @1

For the eigenmode analysigjuations (08-10) are written

8l .
! = E,7,- R /Snyz- 0 24
U UERL TN /e FECL T %)

and

, 8, -
u(&_/ uH (r, 7,'/1/71 /s AH(r, TM 0. (25)

3.1.3. Boundary and Continuity Conditions
The complete definition of the problerequires boundary and, whenever applicable,

continuity conditions. The four continuity cdtidns between two medi(subscripts 1 and 2)
are given by

A, uUE, E, O, (26)
A, "D, D, U, (27)
A, uH, H, J, (28)
A, "B, B, O, (29)

where &/andJs denote the surface chargad current densities, antl is the outward unit
vector. Of these four conditions, Equatiof6-29), only two are imependent; a set of
independent equations is formed by either Equat26) or (29), togethewith either Equation
(27) or (28). We select doations (26) and (28), whichre suitable for boundary and
continuity conditions. Whereas a 3D cavitgodel requires information about all the
components of the vectorial relations (26) &28l), the 2D axisymmetric approximation uses
the Mtomponent only. The vectdg is either related to the mhle strength or equal to zero
when continuity applies. The PEC conditioms(E=0, define the inneand outer boundaries
of the model domain. In 3D electromagnetaves applications, either of the two time-
harmonic Equations (22-23) can be solved. $ame principle is applied to the eigenmode
applications by selecting one of Equa (24-25), which minimizes the memory
requirement.
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In 3D, the Lagrange elements which play a rialéhe standard application of the finite
element method, cannot be used for electgpratic wave modelling lmause they force the
fields to be continuous everywhere. This implies that the interface conditions cannot be
fulfilled. To overcome the problem, the 3D elechagnetic wave model uses vector elements
that do not carry thidimitation. Though not strictly regeed, verifying the electric and
magnetic fields divergence equations (Gauss law) improves the model accuracy.

3.1.4. Eigenfrequency Analysis

The eigenmode solver uses the ARPACK paeklthgt is based on a variant of the Arnoldi
algorithm and is usually called the implicittgstarted Arnoldi method (Zimmerman, 2006).
Additional information can be found in tHt@OMSOL Multiphysics user guide and model
library documentation. For some combinatiarfsthe model and medium parameters, the
eigenfrequency problem may not be linear, Wwhiceans that the eigenvalue appears in the
equations in a different way than the expdcsecond-order polynomial form. Equation (25)
with finite conductivity is a typical problem with a nonkar solution. In this case, the
equation is solved in several steps: an ingia¢ss is made for the eigenvalue; the equation is
solved and a new eigenvalue is found; éngenvalue is updated drthe new equation is
solved; the cycle is repeated ieigenvalues converge. In geak this procedure converges
rapidly unless the wave atteria is significant. Whenever the medium is lossy, Ve, the
eigenvalues are complex; the real and imagirparts characterizedtwave propagation and
attenuation, respectively.

3.1.5. Time harmonic Propagation Analysis

The propagation mode solves stationarpbems with the tools supplied by the
UMFPACK package. The harmonic propagaticode computes e¢hfrequency spectra,
identifies the propagating eigenmodes, calcult#teslectric field ovea wide altitude range
and evaluates the influence of the sourceribligion on the propagation modes. The solver
employs the unsymmetrical-pattern multifrontaéthod and the direct LU-factorization of the
sparse matrix obtained by disceétig Equationsi8-19) or (22-23).

The harmonic propagation approashespecially suited to ¢hanalysis of global features
and to the study of the electromagnetic fielstritbution generated by sparse sources. For the
sake of simplicity, we shall assume a looadl electromagnetic stimulus. The source is a
pulsating Hertz dipole approxine by two spheres, on the surface of which a uniform
surface current density is imposed. The intensityhe current is not important provided its
density is uniform and its frequency spectruat.flThe dipole size is small compared to the
wavelength and the cavity size. The algorithntelates the frequenagsponse of the cavity,
in the specified frequency range. It is alsosilnle to use a monopoleijth a specified field
distribution, that minindes meshing requirements.

3.1.6. Accuracy and Numerical Solvers

Meshing is an important step in the finkdement method towards the solution of the
numerical model. The selection of appropriateshes minimizes memory needs, optimizes
accuracy and, in the case of intricate geomgtrinay improve convergence efficiency. A free
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mesh consisting of triangular elements is emo®r the 2D axisymmetric geometry. A swept
mesh structured over the anguldirection is used for ¢heigenmode problem. The 3D
geometry is meshed with tetedral elements with a resoluticompatible with the hardware
and software capabilities, i.e. nearly®16lements and ~&0° degrees of freedom. The
models are run in a dueore, dual processor, 16 GbyRAM station. A comparison between
the 2D and 3D results, when axial symmefplees validates the model accuracy. Continuity
conditions are imposed at the surface oflibdy unless the tter coincides vih the inner
boundary of the cavity.

The numerical algorithms ke been validated by compng the eigenfrequencies
computed with the finite element model ahdse derived from Eqtian (11), taking Earth
and Titan as examples. In the case of a tsslé&ss cavity, the samesudts are obtained with
Equations (02), Equation (11), and the finite edatrmethod (Table 4, Test A). The analytical
and numerical results are similar, as longh@smedium is lossless and homogeneous, and the
PEC boundary conditions apply (Table 4, T&t However, the two approaches give
different results when the medium is heterogeneous (Table 4, Test C), which illustrates the
limited validity of the aalytical approximation.

Spherical Approximation (Ed.1) Finite Element Model
Cavity | Test | Longitudinal [Hz]| Transverse [Hz Longitudinal [Hz] Transverse [Hz]
A 10.6 - 10.6 -
Earth B 10.5 1998 10.6 2008
C 10.3 1670 8.86 1635
A 26.2 - 26.2 -
Titan B 22.9 201.2 23.1 201.2
C 14.3 168.1 19.1 163.5

Table 4: Comparison between the eigenfrequencies derived from the analytical and numerical models. Inner
shell radiiR=2575 km andr== 6370 km. (A):ho 0, K.=0, and A&.~1; (B): height of ionospheric boundaries
hy=750 km andhz=75 km, l£,=0, and &,~1; (C): Same as in (B), but the permittivity profile is represented by a
sigmoid-type function, in the range 1-2. Perfect eleatonductor boundaries arensidered in all cases. The
dimensions of Titan and Earth are identified by the subscripts T and E, respectively.

The differences are more important, in the case of the longitudinal mode, for larger ratios
of the ionosphere height over shell radiugpeesally when the medium is heterogeneous.
Inclusion of medium losses coretrs the application of Equah (11) further. The numerical
algorithms have also been validated against the set of parameters applicable to the Earth
lonospheric cavity; the eigenfrequencies anda@édrs thus obtained are in fair agreement
with expectations (Sentman, 19%ickolaenko and Hayakawa, 2002).

3.2. Cavity Parameterization

The various environments emmtered in the Solar System can be grouped in two major
classes: (i) partly rocky/icy an@) entirely gaseous cavities. Bjefinition, the radius of the
gaseous planets is determined by the 1-bar mefersurface that is of little interest for our
modelling purposes. The cavity models of Vendarth, Mars, Jupiter, lo, Europa, Saturn,
Titan, Uranus, and Neptune are described in the following.
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3.2.1. Parameter Description

The resonant cavity problem is solved in @ksymmetric and 3Danfigurations, either
in the eigenfrequency or time4maonic propagation mode. The model uses the finite element
method to solve Equations (18-25) with hdary and continuity conditions (26-29)
depending on geometry and mode selectieigure 5 shows the mgb important cavity
parameters: body surface radius; height oidhesphere, cavity uppé&oundary; depth of the
subsurface boundary, cavity lower boundary; cotidig profile of the atmosphere and
lower ionosphere; permittivity pridé of the atmosphere; condudty profile of the interior;
permittivity profile of the interior.

Figure 5: Sketch of the model used for calculating the Schumann resoRanédanet radiusRy,: lower
boundary radiusRe,: ionosphere radiudy: altitude of the ionospheret depth of the lower boundarylg
surface conductivity; &, An, W, W~ permittivities and conductivities of the interior and atmosphere,
respectively.

Let us first expose how the electric propstof a cavity are estimated. The electron
conductivity profile is derived &m electron density and theoslynamics parameters such as
temperature and pressure; the permittivity praglelerived from gas aeity and refractivity
equations.

The electron densityy, is related to theanductivity by the equation

n.e’

=, 30
mQ (30)

wheree andme are electron charge and mass, respectively, @ns the collision frequency
for momentum transfer. The later can be written

G RnT, (31)
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whereT andn, are the temperature and density of the neutrals,2nd a parameter related
to the neutrals cross section. In the caseasth, considering a pure nitrogen atmosphere, we
find 2=2.33u0"" m’*Ks? (Banks and Kockarts, 1973, p94). Significant uncertainties
subsist about pressure and temperature, anghteel means are used to calculate diffusion
coefficients. In a first approximation, the netilansity is derived fronthe perfect gas law.
However, elaborated profiles are used fordhs density in the case of Venus and the giant
planets.

The refractivity of a neutral gas a linear function of densigt low pressure. For lack of
a better estimate, it is assumed that permittivity is proportional to the square root of the gas
density, a fair approximation at least for an atmosphere. The permittivity of hydrogen is
interpolated between those of the low-presgia® and of the liquid aise (~1.25). Therefore,
following density increasing with depth, the permittivity of the interior of the gaseous giants
varies from ~1 in the atmosphere to 28l.at the phase transition depth. The Schumann
resonances are nevertheless more sensitiidetaconductivity of the ierior than to its
permittivity.

Unlike the permittivity of the giant planet interiors, which can only be crudely estimated,
that of Venus atmosphere is better known for sveasons: (i) the deityg profile is derived
from in situ measurements rather than modelling;t(ig deviation of té relationship between
refractivity and gas density from a linear lawnisgligible compared to other uncertainties;
(i) the simulation code output can be checlagghinst the electric field profiles measured
with Venera 11 and Venera 12, thougta different frequency range.

In Venus cavity, the refractivityl, is proportional to the gas nlgty and is related to the
index of refractionn, by the relation

N{n 1 uc. (32)

An atmosphere is a weak dispersive mediumparticular for large wavelengths. The
dispersion in a neutral gas a function of coposition and density, i.enolecular structure,
temperature, and pressure (e.g. Bean andobuft968). We deal firswvith Earth and then
turn towards Venus. Air refractivity is a funati of pressure, temperature, and water vapour
and is written

27315 N, 11.27p,
ar 101325 T T

: (33)

where T [K] is the temperature, angd and p, [Pa] are the air and partial water vapour
pressures. The dispersive telWy,on, Where the indiceg andph refer to group and phase
velocities, is given by the empirical relation:

Kk A B (34)

Nom K 5 &

whereK=287.6155 is the large wavelength lim#:4.88600 or 1.62887 arn8=0.06800 or
0.01360, for group and phase seaftivity, respectively, andds the wavelength irffin (e.g.,
Ciddor, 1996; Ciddor and Hill, 1999). These values are valid for standard dry air, i.e. 0°C,
101325 Pa, and 0.0375% of &Ohe following simplificationsre possible for ELF waves in

the cavity of Venus: (i) The madn is not dispersive, hence B=0; (ii) the weighted mean
composition is assumed in the evaluation of medium refractivity; (iii) the refractivity is
proportional to gas density and Eqoati(33) is strictly valid; (i the water partial pressure is
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negligible and no additional term due to the presence of $€ouds. Table 5 shows the
refractivities of selected gas at radio frequencies.

Gas Refractivity
H, 132
He 35
N> 294
0, 266
CO, 494
H,O vapour 67
SO, 6862
Earth dry air
78% N, + 21% Q 288
Venus atmosphere 487
(96.5% CQ + 3.5% N)

Table 5: Refractivities measured and/or evaluated at radio frequencies, 0°C and 1 atn, 20&@p1.333 kPa
and? 589.3 nm, after Lide et al. (2006).

The characteristic parameterfsthe cavity are the following:

a) Surface radiugR). Most radii are estimated fromaagating orbital data (Woan, 1999)
and spherical shapes are assumed. By definition, the surface of the gaseous giants
corresponds to the 1-bar reference level.

b) Height of the ionospherg@) and cavity upper boundary {B. The upper boundary of
the cavity is located where the skin deptlpropagating waves is much smaller than
the separation between the shells. Egample, the upper boundary is placed at
h~100 km for Earth ant~750 km for Titan, where the iskdepth is ~1 km for ELF
waves. All cavities, but that of Venus, are defined by concentric shells. The Venus
cavity is highly deformed by the day-nighsymmetry. We shall tentatively assume
that the effective height of Viis's ionosphere varies betweanand 2, where
h~130 km.

c) Depth of the subsurface interfaf# and cavity lower boundarfRi,;). The surface of
the body does not always coincide witie inner boundary ofhe cavity. Earth
represents an exception becaassurface conductivity of ~T0Smi* implies a skin
depth much smaller than the cavity sizegéneral, the surface is not a suitable PEC
boundary and the inner shelllscated lower down where trskin depth is less than
1 km. The inner boundaries of the giant pl@nare solid or liquid surfaces that are
found in the planet interior, well below tHebar pressure level. The skin depth is
calculated from theoretical modelsthe conductivity profile.

d) Conductivity profile of the atosphere and lower ionosphef®:). The ionospheric
conductivity profile ofmost planets has only beereasured down to the electron
density peak of what is gerally known as the Chapméayer; the outer boundary of
the cavity always lies beneath. Thenductivity profile is known with a good
accuracy only on Earth; other conductivity plies rely partiallyon modelling. Titan’s
conductivity profile isknown in the lower part of theavity, from an altitude of
140 km down to the surface. Other conductipitgfiles rely exclusely on theoretical
models.

e) Permittivity profile of the atmospherei,). The permittivity of vacuum, A1, is
generally assumed for the atmosphere mbst planets, but this is a crude
approximation for Venus, because the atmospheric pressure is high. Thus, a
permittivity function that takes into account thegriation of refractivitywith altitude is
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needed for Venus. The permittivity is cdbted using temperature and pressure
profiles, composition, and gasefractivity in the low frequency range. It is assumed
that refractivity is a lineaiunction of density.

f) Conductivity profile of the interiof \f,). The simplest case is that of Earth because its
surface acts as a PEC inner boundary. Thiases of rocky/icy celestial bodies are
not, in general, good conductors and, consetly, do not playthe role of inner
boundary. In a first approximation and in the absence of better information, we
consider that the condtivity is constant with depthyunless better estimations are
available. This assumption does not holdhe case of the giaplanets, because the
density increases with depth and the nhadest take the #oretical conductivity
profile into account.

g) Permittivity profile of the interior( f#). The approach applieto the subsurface
conductivity profile is also valid for the permittivity. The subsurface permittivity of
Venus is irrelevant because the conductigontribution dominates. For Mars and
Titan, the permittivity is considered constant and independent of frequency,
temperature, and depth; typical materialamely silicates and ices, are considered.
The subsurface permittivity profile of the gase giants is treated like the atmosphere
of Venus; and information about compositemd density is required.

A detailed description of theavity parameters can be found in Simdes et al. (2007a)
[Paper 4] for the cavity of Titan, Simdes et al. (2007Baper 9] for several other celestial
bodies of the Solar System, and Simdes et al. (2J@&per 10] for Venus. These articles
contain numerous references related to thigext that are not included in this Section.

3.2.2. Cavity Description
3.2.2.1. Venus

Our knowledge of Venus has been gathdreoh ground-based obsetwans, and orbiter,
flyby, balloon, and lander space missions.e Tproperties of the upper ionosphere are
measured with propagation technes during radio occultatiohut the electron density in the
lower ionosphere and atmosphere is not knoWrerefore, theoretical models are used to
evaluate the conductivity profile. Surfa@®nductivity is unknown but there are a few
permittivity estimations derived from Pioneer Venus and Magellan radar data. However, the
surface conductivity plays a more importaole than permittivity regarding the cavity
parameterization. The conductivity based on the values elbged on Earth for the same
composition and temperature range; its varatwith depth in the range 0-150 km is a
function of temperature.

Thick sulphuric acid clouds shroud Venust bightning activity continues to be a
controversial issue. Therefor€l.F wave propagation studiesopide an alternative approach
to study atmospheric electricity. The resultsrirthe wave propagation model in the cavity
can be compared, in the VLF range, with tla¢a collected by the Venera 11 and Venera 12
landers.

The atmosphere is denser than on Eartbeut 54 times at the surface - and enhances
peculiar features. Permittivity is a function medium density and, mainly, density gradient
that cause refractivity phenomena. For exangie refractivity is strong enough to balance
the curvature and enables electromagnetic wduecircle the planet. The density profile
requires information about temperature, sstee and atmospheric composition, and low
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frequency refractivity standard tables. The pesfin Figure 6 show thdielectric properties
of the atmosphere.

Figure 6: Conductivity (solid) and permittivity (dashed) profiles of the atmosphere of Venus.

3.2.2.2. Earth

Schumann studied the propagatiof ELF electromagnetic wasen the cavity of Earth
and predicted its resonance fuegcies. Subsequent researmh the topic lead to the
identification of lightning activity as the majeource of energy, and revealed the role played
by many geophysical factors: ydaight asymmetry of theonosphere, climate variability,
influence of the solar wind on the upper boundamyrinsic geomagneticdipole, etc. The
work of Nickolaenko and Hayakawa (2002), and haddrof references therein, testify to the
importance of this subject. With the exceptof the phenomenon recediduring the descent
of the Huygens Probe through the atmospheretahTwhich is still undr investigation, the
Schumann resonance has never been idesh&i far on any celestial body but Earth.

Earth is used for the validation of thenife element model because the relevant
parameters, permittivity, conductivity, andumdary conditions, are known with a fair
accuracy, and the Schumann resonance has ddensively studied experimentally (e.g.,
Sentman, 1995). The average Schumann frequeaoig Q-factors are 7.9, 14, and 20 Hz and
4,45, and 5, respectively rfthe three lowest eigenmodes.

3.2.2.3. Mars

Although many missions have been flownMars, electron density measurements are
available in the upper ionosphewaly. Theoretical models atberefore used to extend the
conductivity profile down to the surface.

Observations made with Mars Global Seyer have shown that the atmosphere and
ionosphere are highly variable. The presencenoltiple magnetic “cusps” that connect the
crustal magnetic sources to the Martian taidl ahocked solar wind plasma (Acufia et al.,
2001) probably introduces significant heterogee® in the conductivityrofile. Additionally,
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Mitchell et al. (2001) have found that thenopause can extend from 180 km up to 800 km,
which suggests significant ionospheric asymrastrThe former phenomenon seems to imply
a highly heterogeneous cavity and would inppecific atmospheric conductivity profiles.
Whether the latter is important or not degs upon the altitude athich the upper boundary
of the cavity is located. Howexehe current eleabn conductivity modelsf the atmosphere
do not take into account these contributions.

Using propagation techniqueshe radio science insment onboard Mars Express
measured the electron density down to ~ 70 \khere a sporadic layer is observed (Patzold
et al., 2005), though the condivity profile is unknown at lowealtitudes.

Different profiles are found in the literatuaed, in some instances, ELF wave propagation
Is questionable due to strong cavity losSdEse atmosphere consists mostly of Cfdd the
density at the surface is abait times lower than on Earth.

The Martian environment has been exploreshgukarth-based, remote sensing, and in
situ observation, but the electal properties of theurface are still potyr known. Theoretical
models yield conflicting results for sade conductivity and permittty. According to
several estimations, the relative permittivitytioé regolith lies in the range 2.4-12.5, but no
figure is given for that of the subsurfacBhe conductivity of the surface is also poorly
defined and estimates vary between’1snd 10" Sm' in the literature. Furthermore,
contrasting compositions are seen at low &igh latitudes, due tdahe presence of ice
deposits in the polar regions. The subsurfaceedigt properties of the regolith should vary
with depth and composition, especially iftedice/brines are epedded in the medium.

There is no evidence of lightning activity on Maut it is generally accepted that, due to
triboelectricity effects, massive dust stormsight enhance atmoleric electrification,
particularly in dust devils, asimulated on Earth. The spectifakhtures of these emissions
should however considerably differ frahmse observed in the Earth cavity.

3.2.2.4. Jupiter

The atmosphere of Jupiter is mainly qoyeed of hydrogen (82%) and helium (18%) with
much lower mole fractions of other compat®e such as methane, ammonia and water
vapour.

Lightning has been undoubtedly identified bgveral spacecrafts and the Schumann
resonance frequencies were first estimated by Sentman (1990).

The atmospheric density increases significawityh depth and thegacuum approximation
is no longer valid for the permittivity. Deep in the molecular hydrogen envelope, the density
increases beyond the gaseous phase threstmolda liquid environment is expected. The
permittivity, which is derived from gas density such as for Venus, increases with depth until it
reaches the value of liquid hydrogen, which~ikk25. The normalized radius of the solid-
liquid interface is ~0.76. The conductivity profié the interior is adoptd from a theoretical
model developed by Liu (2006). The conductivdf the ionosphere is derived from the
electron density, pressure, temperature, amoposition data collected by several spacecraft.
The conductivity of the lower atmosphere irgerpolated between those of the lower
ionosphere and of the upper interior.

3.2.2.5. lo and Europa

This thesis deals not only with planetargvities but also witlihose of a few moons.
Titan, Europa, and lo environments are different but unique. Térefore, studying the
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propagation of ELF waves anhe resonance that may develop in their cavities is an
interesting exercise. Titan’s cavity approached in more det@l Chapter 4 and, therefore,
we shall deal with lo and Eopa only. The scientific rati@ate for studying these two moons

is threefold: (i) The possible existence oh8mann resonances on lo has been predicted and
their frequencies have beeatimated (Nickolaenko and Rabinclj 1982); (ii) Volcanoes on

lo might modify the environment, controletpropagation conditionand be an ELF-VLF
source of electromagnetic energy; (iii) The submce exploration of several moons, mainly
Europa, is of paramount importance. As on Titandels predict the existence of a subsurface
ocean on Europa, the moon that displagssimoothest surface in the Solar System.

The existence of an ionospheric layer atiabrefore, of a cavity does not necessarily
imply that Schumann resonances can developntbEuropa possess an ionosphere (Kliore et
al., 1974; Kliore et al., 1997), btite electron density in theithatmosphere of Europa is
such that resonant states canpeisustained; and the subsaoga&annot be explored with ELF
waves. In fact, the conductivitg high and ELF waves are evaoest. The subsurface of this
Galilean satellite can however be accessed athan way. The electrical conductivity of the
ionosphere and interior prevents the penetnatibthe time varying fraction of the external
magnetic field, a phenomenon that should imqiple reflect the presence of an ocean
beneath the surface (Russell, 200@olcanic activity on lois a likely source of energy
though, like on Europa, only evanescent wavesbeaproduced, due to the high atmospheric
conductivity.

3.2.2.6. Saturn

Like that of Jupiter, the atosphere of Saturn is mainly composed of hydrogen (94%) and
helium (6%). The approach used fupiter cavity is also valibr Saturn, and the solid-liquid
interface is expected at a nolimad radius of ~0.48. Lightng has been detected with the
multiple instruments onboard Cassini, which confirms previous observations.

The conductivity of the ionosphere is dexd from the electron density, pressure,
temperature, and composition data collectedséyeral spacecraft. The conductivity of the
atmosphere is interpolated between thosb®fower ionosphere and of the upper interior.

3.2.2.7. Uranus

The cavities of the Uranian planets are qgiferent from those of Jupiter and Saturn.
The atmosphere of Uranus is mainly congzbsf hydrogen (74%) and helium (26%), with
molar fractions different from those of thevian planets. Voyager 2 measured the electron
density (Lindal et al.,, 1987) with somesdiepancy between ingress and egress. Two
conductivity profiles are derived for Uranu®in the Voyager data sets, based on analogy
with Earth and on modelling.

The interior of Uranus significaly differs from that of the Jovian planets. A solid mantle
of ices is substituted for the liquid hydesg metallic mantle of Jupiter and Saturn.
Discontinuities in the permittivity profile and the derivative of the conductivity profile are
expected at the solid-gaseous interfacéu,(l2006). The water content of the Uranus
environment is unknown and a concentratmionly a few percent could increase the
conductivity by orders omagnitude. Voyager 2 measuremealso suggesthat lightning
activity is the major source ofetromagnetic energy in this cavity.
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3.2.2.8. Neptune

Like the other gaseous giants, Neptune igpped in an envelope composed of hydrogen
(68%) and helium (32%). This molar fractioncieser to solar abundagg than those of the
other planets. Contrary to &mus, a single conductiy profile is available (Capone et al.
1977; Chandler and Waite, 198@here are evidences oglitning on Neptune, though less
convincing than on the other outer planets.

The structure of the inteni of Neptune is similato that of Uranus, where an icy solid mantle
is expected. The water contein the gaseous envelope uscertain, but should induce a
significant variability of tie conductivity profile.

3.3. Results

The simulation of electromagneticave propagation in varioydanetary cavities of the
Solar System provides an interesting methadafealysing or predimg the global electric
and atmospheric phenomena that possibly Idpvén their atmospheres. The accuracy
achieved with this model may be limited because the cavity parameterization is approximate,
but wave propagation in planetazgvities reveals itself as axtremely interesting tool for
assessing the properties of the atmosphetk sabsurface. Global characteristics can be
computed and used in coamative planetology studies.

Whereas the atmospheric refractivity does patticularly affectthe frequency of the
Schumann resonance, it doesuefice the shape of the elécfreld profile (Figure 7).

The model electric field maxinmu is reached at about 32 kon Venus, which is roughly
the altitude at which refragity makes a ray circle theplanet. The Venera landers
measurements show similar electfield profiles (Simdes et al., 2007ffaper 10} local
features, not reproduced by the model, are gishypgenerated by tudtences. In fact, the
temperature and pressure model proflesssmooth and convection is neglected.

Figure 7: Electric field amplitude as a function of
altitude in a lossless Venus cavity with PEC
boundaries, where ;RR,, Rx=R,+h, and h=130
km, for R=6052 km. The permittivity is given by a
specific profile (solid line) or is assumed to be that
of vacuum (dashed line). The field magnitude is
normalized to that of the vertical component on the
surface in vacuum. See Figure 6 for details about
the permittivity profile.

Table 6 shows the complex eigenfrequenciethefthree lowest eigenmodes of various
cavities but Titan. The majoesults are the following:

X Venus — The eigenfrequencies are similathimse of Earth; # Q-factor are higher
than on Earth and subsurface losses cannaegkected; like on Earth, the Q-factor
increases with the eigenmode order; camyt to expectation, a lower subsurface
conductivity does not necesgaimply higher losses.
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Mars — Although the lower cavity radi suggests higher eigenfrequencies,
significant atmospheric elgon conductivity decreases the Schumann resonance
frequencies; high atmospheric conductiviglso implies low Q-factors; the
subsurface contribution is not significargdause the planetary surface and the inner
boundary are nearly coincident.

Jupiter — The eigenfrequencies are oneéeprof magnitude lower than on Earth,
which is strictly related to the cavity radjube Q-factor is twice that of Earth cavity
and is similar for the three first eigenmodes.

lo and Europa — The electron densityhigh enough to prevent wave propagation;
hence a high attenuation produces evanescent waves.

Saturn — The eigenfrequenciage similar to those otupiter, though slightly higher
because of the difference between the radii.

Uranus — High and low interior condudativ profiles produce significant changes in
the cavity; the Q-factois in the order of 20 and, for low and high conductivity
profiles, respectively. Since high and love@lon conductivity prates are related to
water content in the gaseous envelope, passible, in principle, to estimate the
water concentration in the cayifrom the Schumann resonance.

Neptune — The global characteristics areilainto those of Uranus, especially those
related with the high and losonductivity profiles; Q-facirs are smaller than those
of Uranus and propagation conditions argslévourable when the water content is
high.

The results are discussed in mdsgail by Simdes et al. (2007[®aper 9].

Planetary Parameters Computed Resonance Frequeies Alternative Value and Reference
body Atmosphere | Kyi[1] | Mor[Sm?Y | d-[km] | n=1 n=2 n=3 n=1
Venus 0 9.01+0.56 | 15.81+0.97 | 22.74+1.42 | 11.2 Guglielmi and Pokhotelov (1996)
profile [5, 10] | high profile | 150 8.80+0.91 | 15.77+1.38 | 22.67+1.76 | 9 Nickolaenko and Hayakawa (2002),
[5, 10] low profile 150 7.95+0.74 | 14.17+1.20| 20.37+1.60 | 10 Pechony and Price (2004)
Earth measured values 7.85+0.7943.95+1.38 | 20.05+1.79 Nickolaenko and Hayakawa (2002)
Mars 0 8.31+2.19 | 15.64+4.27 | 23.51+6.59 | 13 Sukhorukov (1991)
[5, 10] 107 5 8.28+2.10 | 15.49+3.66 | 22.82+5.58 | 8.6 Pechony and Price (2004)
5 10%° 5 8.55+2.07 | 15.93+3.62 | 23.44+5.49 | 11-12 | Molina-Cuberos et al. (2006)
profile [5,10] |107 10 7.93+2.06 | 14.93+3.94 | 22.41+6.04
5 10%° 10 8.47+2.08 | 15.85+3.89 | 23.68+5.97
Jupiter 0.76 Sentman (1990)
profile profile 0.68+0.04 | 1.21+0.07 | 1.74+0.10 0.95 Guglielmi and Pokhotelov (1996)
1 Nickolaenko and Hayakawa (2002)
lo negligible - evanescent wave - Nickolaenko and Rabinovich (1982)
Europa negligible - evanescent wave
Saturn profile profile 0.93+0.0§ 1.63+0.12 | 2.34+0.18
Uranus ingress — low water content 2.44+0.06 | 4.24+0.11 | 6.00+0.1%
ingress — high water content 1.02+0.25 | 1.99+0.49 | 3.03+0.67
egress — low water content 2.47+0.06 | 4.27+0.11 | 6.04+0.16
egress — high water content 1.12+0.38 | 2.17+0.58 | 3.26+0.82
Neptune high water content 1.10+0.54 | 2.03+0.96 | 2.96+1.69

2.33+0.12 | 4.12+0.22 | 5.90+0.31
low water content

Table 6: The complex frequencies of the three lowesiumann resonances calculated with the finite element
model. For the sake of comparison, results found énliterature, but obtained with different approaches, are
also given.
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4. Titan Electromagnetic Environment Characterization

4.1. The Cassini-Huygens Mission

The Cassini-Huygens mission, which aimssttdying Saturn, and its rings and moons,
results from an internationaboperation. The Cassini-Huygemsssion is a joihundertaking
by NASA and ESA. NASA builds the Orbiter, mad Cassini after the astronomer that
studied Saturn and discoveredreml of its satellites andng features. ESA provides the
Probe, named Huygens after the astronomey g@ibcovered Titan. The entire mission spans
three decades, from the initial proposal and planning phase until the end of the likely
extension of the Orbiter mission.

The Cassini Orbiter studies Saturn, its thin system of rings, and several of its satellites
(Matson et al., 2002). Cassini dag also the Huygens Probediie 8) and assists the data
relay during the descent éfuygens through the atmosphakeTitan. The Huygens Probe
performsin situ measurements during its descepon Titan (Lebreton and Matson, 2002).

Figure 8: The Cassini Orbiter during qualification tests with the Huygens Probe attached on the right-hand-side
(left; credit NASA) and toiew of the instrument platform dfie Huygens Probe (left; credit ESA).

Saturn has continuously provediazzling world since anciennties, particularly after the
discovery of Titan and the system of rinyager observations of the Saturnian system
stimulated our imagination further, by relieg the ring structures with an unprecedented
accuracy and showing Titan shrouded by akthiaze that prevents the observation of its
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surface. The possible existence of prebiotinditions on Titan similar to those that might
have occurred on Earth about fdaillion years ago ga an additional boogo the planetary
science community.

The uniqueness of Titan among the celedbiatlies of the Solar System justified a
dedicated mission to investigate its interactrath the Saturn environment and, mostly, to
explore what lies beneath its hazy enveldee combined Cassini flybys and Huygénsitu
measurements revealed themselves to peomising strategy for expanding our knowledge
of this peculiar moon.

The Huygens Probe comprises six instruments dedicatedsitu studies (Lebreton and
Matson, 2002). The major contributions of the instruments to the characterization of the
atmosphere and surface of Titan are listed below:

X

X

The Aerosol Collector Pyrolyser (ACP) is dedicated to aerosol collection and analysis
(Israel et al., 2002);

The Descent Imager and Spectral Radi@méDISR) is a remote-sensing optical
instrument mainly devoted to imaging and spectroscopy measurements (Tomasko et
al., 2002);

The Doppler Wind Experiment (DWE) ustiee radio relay signal to determine the
direction and strength of the Titaonal winds (Bird et al., 2002);

The Gas Chromatograph and Mass Spectran&€MS) is designed to measure the
chemical composition and determine the isotope ratios of various atmospheric
constituents (Niemann et al., 2002);

The Huygens AtmosphericStructure Instrument HASI), which includes the
Permittivity Waves and Altimetry analyzer\A), is a multi-sensor package used for
atmospheric physical properties measoents (Fulchignoni et al., 2002);

The Surface Science Package (SSP) compaiseste of sensof®r determining the
physical properties of the surface at impact and constraining surface composition
(Zarnecki et al., 2002).

Together, this variety of instrumts covers the following objectives:

X X X X X X X X X

X X X X

determine the abundances of the atmospheric constituents;

measure the temperature and pressure profiles;

establish the isotope ratiostbie most abundant elements;

search for complex organic molecules;

investigate the energy sources and tredation with atmospheric chemistry;
measure the wind profiles;

determine the surface composition;

study the aerosol distribution and prdpes, including size and composition;
image the landing site, record the c&® panoramas, and assess the surface
morphological features;

investigate the ionization and reactidynamics of the upper atmosphere;
search for lightning, traaient and standing waves;

characterize haze and clouds;

identify local meteorological phenomena, e.g. methane rain drops.

After years of planning, developmentmadatesting, the spacecraft was launched on
October 15, 1997 and insertedarbit around Saturn on Jull, 2004. To reach Saturn, the
spacecraft required a seven-ygarrney through the Solar Systemith gravity assistances of
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Venus, Earth, and Jupiter. Huygens wagaséd from Cassini on December 25, 2004 and
inserted in a free fall trajemty towards Titan. The desceahtrough the atmosphere of Titan
occurred on January 14, 2005¢ thescent sequence started af{9r00:21 UT and followed
the predetermined sequence of events sketched in Figure 9.

Figure 9: Sketch of the descent seice of the Huygens Probe upon Titan.

The successful descent bluygens upon Titan provided amprecedented wealth of
information that will remain unique for a lonigne. Huygens sent tia during not only the
2 ¥ h of the descent but also during aboutaftér landing on the surda. Various scientific
teams are presently analyzing the data andawmpg our knowledge of ifan. This thesis is
partly dedicated to the analysiEthe Huygens Probe data, mgithe calibration and analysis
of the PWA analyzer measurements, and &rttodelling of the Titan electric environment.
Special attention is devoted to the propagatibelectromagnetic waves Titan’s cavity and
to the related PWA observations.

4.2. The Permittivity, Waves and Altimetry Analyzer
4.2.1. Instrument Configuration

The PWA instrument was designed for theestigation of the electric properties and
other related physical charactedstof the atmosphere of Titafrom an altitude of around
140 km down to the surface (Grard et al., 1995 iffajor objective of PWA is to investigate
atmospheric electricity in the cavity of Titaejectricity plays a primordial role in the
production of aerosols and sootattltontain traces of compl@xganic, possibly pre-biotic,
constituents. The strength of vertical qudatis electric fields,the conductivity of the
atmosphere and of the surface may tell us whether a global circulation current similar to that
observed on Earth is conceivabbn Titan. Searching for éhelectromagnetic and acoustic
signatures of electrical discharges may provide direct evidences for such a mechanism. PWA
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carried sensors to measure the atmosphevnductivity ad record electromagnetic and
acoustic waves up to frequencies of 11.5 afdkélz. The PWA analyzer also intended to
measure the relief roughness during the elesand the permittivityof the surface after
touchdown.

PWA was operated during 2 hours 25 minutesnfran altitude of 141 km down to the
surface, and during 32 minutes after landige first measurements were performed at
09:12:57 UT and an overall data volume of $dytes was collectedAn equivalent amount
of information was lost, due to the failure afie of the Huygens recorders onboard Cassini,
which relayed the telemetry down to Earth. This data loss reduces the time or frequency
resolution of most measuremebisa factor of 2. For PWA recasdthis penalty is acceptable
sometimes, and extremely detrimental inestinstances, depending the data products.

PWA consists essentially of a data processinigj that samples, digitises, and processes
the signals collectedith several sensors (Falkn&0Q04). Two deployable booms carry six
electrodes dedicated to an invgation of the electric charactistics of Titan’s environment
(Figure 10). The main functions of PWA arefaows: (1) the atmgsheric conductivity is
measured with two relaxation probes, RP1 and RP2; (2) the complex permittivity of the
environment is measured during the descent,adtied landing, with a MP made of four ring
electrodes, Tx1, Tx2, Rx1, Rx23) electric fields in the BE and VLF rangesand lightning
events are monitored with the dipole antenreade by Rx1 and Rx2; \4C and quasi-static
electric fields can be evasted from the potential diffemee between the Huygens Probe
structure and either RP1 or RR5) a pressure sensor maeshon a fixed boom monitors the
acoustic noise generated by natural atmosphgiienomena; (6) the return signals of the
radars (RAU) are down-converted the radar altimeter exteion (RAE) and analysed to
yield information about atmospherbackscatter and surface topography.

Figure 10: Sketch of PWA sensors and electronics (left) and the Huygens Probe flight model showing the booms
in deployed configurationi@ht). Credit: HASI-PWA team.

All signals are first processed the PWA-A analogue sectiofhe data are then acquired
by the PWA-D digital section, via a 16-b#&nalogue to digital coverter (ADC), and
submitted to a specific processing for each operation mode. The architecture of PWA,
including the HASI-1 and HASI-2 preamplifierand the interfaces with HASI and RAU are
illustrated in Figure 10. The formatted information is finally distributed between channels,
which are transmitted towards Cassini on two independent radio links.

The PWA analyzer is operated 6 different modes, whiclare successively selected
depending upon time or altitude (Table 7). Theaasitypes of measurentsrare labelled as
follows: VLF electric fields, AC; ELF electridields, SH; relaxation probes, RP; mutual
impedance probe, MI; acoustic pressure, AU; radar, RAE.
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PWA mode HASI status Time T Altitude a Measurements
Entry Descent 1 To-10min A <160 km None

A Descent 2 To+2.5min | 60 km” a <160 km AC, SH, MI, RP

C Descent 3 To+32min 7 km”a<60km AC, SH, AU, MI, RAE, RP
D Descent 4 - 1knia<7km AC, SH, AU, MI, RAE, RH
D Impact - 200m’a<1km | AC, SH, AU, M|, RAE, RP

07a<200m
G Surface - a=0 AC, SH, AU, Ml

Table 7: PWA operation mode as a function of time and altitude. Information on altitude and time is delivered
to each instrument by the Huygeswmmand and data management unit.

4.2.2. Relaxation Probe

The atmospheric polar conductivity due to the presence ellectrons and ions, and can
be measured with the relaxatiar,transient response, techniqieagin et al., 1973; Ogawa,
1985). This subsection follows almagsis verbisthe description made by Grard et al. (2006)
[Paper 3]. The sensor is a thin disk, withdiameter of 70 mm and a capacita@s®.5 pF,
mounted on a boom, at a distance of f@0cm from the Huygens Probe body (Grard et al.,
1997). When the electrode is biased at a p@siiiv negative, potentiavith respect to the
Probe, it collects electric chargavith the opposite polarity frotie environment. When the
voltage source is disconnected, the ele@rgabtential asymptotically returns to its
equilibrium level. The time constant thatathcterizes the response is a function of the
ambient conductivity. This instrument has beestet@ in the Earth atmosphere during several
balloon campaigns with a Huygens mock-up.

The potential of the source witlespect to the vehicle stture is measured once, for
reference, before the start of each relaxasequence. The following 40 samples are taken at
a rate of 50§, the last ones ardl @ollected in pairs every 2 sach pair consisting of nearly
redundant measurements taken 1 ms apart. §halss sampled at diffent rates during the
initial and final phases of the relaxation,arder to acquire both p&d and slow responses
with acceptable time resolutions. The basiquemice of measurements consists of four
relaxation cycles of 56 s, where the source p@kis successively given the values: +5, 0,
-5, and 0 V, and is repeated dwgithe whole descgruntil touchdown.

The source is disconnectedtad. We assume that the pot@l of the Huygens Probe
body is in equilibrium with its environment addes not influence thaff the electrode. Then
the potential of the latter with respect to the vehicle follows, in a first approximation, the
exponential law

Vo (v, V)e'""v,, (35)

whereV, is the source potential an the floating potential of # electrode, both measured
with respect to the Huygens bod{ig the time constant of the discharge. When Equation (35)
applies, the quantity

N
v (36)

yields the medium conductivity. Whew,-V; is negative, the electrode attracts positive

charges and increases; conversely, wh&f-V ¢ is positive, the electrode attracts negative
charges and/ decreases. In other wordggives the polar conductivity of the positive, or
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negative charge carriers, accordingdddt-0 or dV/d&0, respectively. Equation (35) is a
first order approximation for the relaxation plef because descent velocity space charge
effects and quasi-static electric @isldistort the xgonential response.

Information about the possible existenceaoflobal atmospheric oent can also be
gleaned, if we make the assumption that the asymptotic potentialinduced by a vertical
guasi-static electric field,. Then

E, -, (37)

whereL~12 cm is the vertical effective length tife antenna made by the relaxation probe
and the Huygens Probe body (Cadéene, 1995).

PWA carries two relaxation probes. One senB#t1, yields directly the time constai/
that appears in Equation (35). The input e #mplifier which measas the potential of the
other sensor, RP2, is shunted by a capack®52 pF, so that the time constant of the
discharge is artificially increased by the factetC)/C=142. This feature was introduced to
facilitate the observation of fast and sloslaxations with commensurate time resolutions.

4.2.3. Mutual Impedance Probe

There are several techniques for measuriegctbnductivity and dielédc constant of a
medium. MIP measures both the real and imagiparts of the permittivity not only in the
atmosphere but also on therfage of Titan. RP is more suitable for measuring low ion
conductivities. In this &ction, we describe ¢hconfiguration and repbthe performance of
the MIP flown onboard Huygens; in Chapter 5, prvesent variations ahis instrument for
specific applications.

The mutual impedance probe measured timepbex permittivity of the atmosphere during
the descent upon Titan (Grard et al., 1995)siAusoidal current of constant amplitude,
I~10°A, with a frequencyf=45 Hz, and a wavelength much larger than the size of the
instrument, is injected beten two transmitting electrode$xl and Tx2, and induces a
voltage, V, between two receiving electrodd®xl and Rx2. Té complex ratioV/l is the
mutual impedance of the array. If thmplitude and phase of the voltage Aseand /in a
vacuum andA and Mn a given homogeneous environment, the electron conductivity and
relative permittivity of the medium are:

Vv %zpsin(/w M) (38)

H %cos(/l/l M), (39)

where Zis the angular frequency of the workismnal. Equations (38and (39) are valid
under the assumption that ttrrent source and the voltadetector are perfect.
In Titan atmosphere, wher&s nearly equal to unity, Eqgtians (38) and (39) reduce to

V ZHan(M N). (40)

The measurement is independent of the sizes and shapes of the electrodes and of the array
configuration and presents guificant advantage over the self impedance probe technique.
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The instrument was calibratesh the ground, in dry air dnwith the booms in deployed
configuration, in each mode of operation. Hoeurate knowledge of exy discrete and stray
circuit component is essential for the evaluation of systematic amplitude and phase errors that
cannot be calibrated on the ground. Some elermefiest the effect, of the environment upon
the load of the current soure@d the input impedae of the preamplifiers. Accuracies of a
few percents in amplitude ardss than one degree in phase are achieved with the most
favourable combinations of stimulus andirgdevels. MIP’s calibration in the lowest
frequency range is not possibletire laboratory, due to 50 Hiower line noise and must rely
on circuit modelling and reference flight measuents performed in an environment with a
negligible conductivity and a relative permittivitiose to unity, such as the lower atmosphere
of Titan. The direct applicain of Equations (38-40) is ird when the following conditions
are fulfilled: (i) the separatiohetween the electrodes is muchgkr than their size; (ii) the
wavelength of the injected signal is much largen size of the array; (iii) the medium is
homogeneous; (iv) the impedanadghe current generator and preamplifiers are infinite; (v)
the calibrations have been performed in a uatyor in a controlled environment). More
detail about the MIP instrument calibrationdaperformance, is géen by Hamelin et al.
(2007) [Paper 6], who also discuss the effects tife Huygens Probe body and of the
atmospheric flow velocity. The calibration reded more challenging than anticipated and
required post-flight additional efforts, usitige instrument mock-up and spare models. The
calibration procedure of the atmospheric moda be extended, within certain assumptions,
to the surface mode.

PWA-MIP is not only operated duringdalilescent through the atmospherds4% Hz, but
also after touchdown at fivedguencies: 45, 90, 360, 1440da5760 Hz. It is assumed that
the impact does not change the array configuma The interpretation of the measurements
are less straightforward on tlseirface than in the atmosphebecause the environment is
composite (gas-solid interface) and informaatiabout the attitude of the Huygens vessel is
required. A preliminary analysis of therface data is givehy Grard et al. (200gPaper 3],
but Simdes et al. (2009Paper 2] test the sensitivity of theneasured surface dielectric
properties to the vessel attitydesing a 3D finite element mdde solve Poisson and Laplace
equations

4.2.4. Dipole Antenna

MIP is also used in the passiwede to detect natural waves. The stimulus is switched off
and the dipole made by thecetving electrodes Rx1 and Rx&cords mainly the horizontal
electric component of electrognaetic and electrostatic wavd$ie PWA analyzer is operated
in different modes that are listed in TableT8e SH and AC modes cover the ELF and VLF
ranges, respectivelgne of two amplifier gains can be sgkd in the later mode but the best
measurements are performed with the high.galinsampling frequencies are submultiples of
46.08 kHz. More information can be found inlkreer and Jernej (2000) and Falkner (2004).
The Huygens data are transmitted through telemetry channels (A and B); the PWA
spectra are split intodd andevenlines, but only th@venspectral lines are available because
of the failure of the channel A receiver onbo&dssini. All spectraral RP data are split
between the two telemetry channels. Only the MIP amplitude and phase are telemetered on
both channels and are not affstby the loss of channel A.

Operation Mode Sampling rate Spectral range Resolution
[kHZ] [Hz] [Hz]
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SH [ 61.5-140 km] 3.072 3-99 3
SH[0-61.5 km] 6
AC [ 61.5-140 km] 23.04 0-11520 180
AC [ 0-61.5 km] 360

Table 8: Characteristics of the ELF and VLF spectra in the different operation modes.

The dipole antenna consists wfo electrodes diaht of 2.1 m, buthe presence of the
Huygens vessel reduces theeetfve length to 1.6 m; thaipole is aligned with th&), axis of
the Probe (Figure 11).

Figure 11: Overall view of the Huygens Probe attached to the parachute bridle (left, Lebreton and Matson,
2002); Accommodation of the HASI instrument on the Huygens Probe platform, top and side views (right,
Fulchignoni et al., 2002).

4.2.5. Acoustic Sensor

The PWA analyzer includes a light and robasbustic sensor mounted on a stub attached
to the Huygens ring and exposed to the enviemmThe sensor detects the noise generated
by the vessel and the parachutes, and the safratsnospheric events and turbulences. The
acoustic transducer is a Kulite CT-190M lownggerature pressure sensor and is specially
suited for dynamic pressure measurements under extreme conditions. The transducer accuracy
Is about 5% and the pressuragévity is ~10 mPa, which isufficient for detecting thunder-
claps and strong winds. The sensor is operatedgltiie descent, from an altitude of 61.5 km
down to the surface. The sampling rate isS36%Hz; the spectra cover the range 240 Hz -
6.72 kHz with a resolutn of 240 Hz, corresponding to 28 linegh an 8-bitresolution. In
the burst mode, the signal waveform is reedrduring short time periods for complementary
analyses. More detailed descriptions gikeen by Falkner (2004) and Hofe (2006).

4.2.6. Radar
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Huygens carries two Frequency ModulatioonGnuous Wave (FMCW) radars working at
15.4 and 15.6 GHz (Lebreton and Matson, 20@2eir primary function is to support the
payload operation, which depends upon altitudes fddar data is also used for scientific
purposes, cloud backscattering and surfacemoess studies. The frequency of the FMCW
radar is modulated by a triangular whoren of peak to peak amplitudé, whose periodr is
automatically adjusted so thatcanstant intermediate frequenz200 kHz is produced by
mixing the transmitted and returned signals. Tlhiaraltimeter, a unit dedicated to analogue
processing and conditioning, comigethe frequency band from (2005) kHz down to the
base-band (1€7.5) kHz, in the VLF range. The RAdelivers to PWA: (1) a VLF waveform
which contains information about the atrpbere and the surface topography and (2) a flag,
called blanking signal, which incltes the periods of validiyf the base-band signal. PWA
insures the acquisition, numerical processing,farmatting of the data. When the echo is too
weak, the altitude range 150 m - 60 kmaarmed by continuously modifying the peridg
A detailed description can be found in Fugnoni et al. (2002and Falkner (2004).

4.3. Experimental Results

In preparation for the Cassini-Huygens nossithe performance of the instrument was
validated during the Comas Sola and Trag@alloon campaigns. Ehfirst campaign took
place, in Léon (Spain), on December 1, 1998pgz-Moreno et al., 2003nd the latter in
Trapani (ltaly), in 1997 an@003. The measurements perfodnia the Earth atmosphere
supported the instrument calibratiand they provide a referenfoe the data collected in the
atmosphere of Titan.

In this Section, we present the main results collected by the PWA sensor, and emphasize
their respective contributions to theachcterization of Titan’s environment.

4.3.1. Data Synopsis

The PWA data synopsis is plotted figure 12 (Fulchignoni et al., 200faper 1]; it
includes relaxation, mutual impedance, acoustiectromagnetic waves, and radar data. The
approximate extent of the ionized layer due to the interaction of cosmic rays with the
atmosphere is indicated by a thick black line along the top a&)ib) Relaxation carpets for
Vo= 45V and -5V, respectively. The relaxatiprobe, initially biasd at a potential ywith
respect to the vehiglbody, subsequently returnsite equilibrium potential, ¥, with a time
constant that yields the DC conductivity thfe charges with polarity opposite to that of
V.-V . The measurements taken during each relaxatycle form a string of pixels aligned
with the ordinate axis; the voltages are givgnthe colour scales shown on the right-hand
side. The electrode potential is measured e28rys during the first second, then every 2 s
for the remainder of each 1 min cycle. Thesegmgive a visual impssion of the speed at
which the potential of a conductib®dy (colour coded) returns fromd V to zero (‘relaxes’),
owing to the collection of ambient chargesthwopposite polarities. In the lower altitude
range, for example, the colour of the carpatngorm (brown for +5 V and blue for -5 V),
which shows that the ambieaharge densities are low. Above 40 km, on the contrary, the
distinctive carpet patterns talis that the probe voltage ssrongly affected by the ionized
environment. ¢) Mutual impedance phase shift, # i M (non-calibrated). The AC
conductivity is measured with@hquadrupolar probe. A currehtvith frequency 45 Hz and
amplitude ~13° A, is injected between two transmitting electrodes, and the volage
induced between two receiving electrede measured. If the phase\df at 45 Hz is /in a
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vacuum andMn a collisional medium, then the contivity of the medium is proportional to
tan (M M d) Dynamic spectrum of the voltagé measured between two electrodes 2.1 m
apart, in the bandwidth 0-9.22 kKHwhen a current stimuluk is injected between two
transmitting electrodes. The spectrum of thgnal provides information about its energy
distribution as aunction of frequency, at a given timguccessive spectra are represented by
adjacent strings of pixels aligned with the ortnaxis, where spectral amplitude is coded in
colour according to the logarithmscale shown on the right-hand sidgDynamic spectrum

of the voltageV measured with two electrodes ~2madpin the bandwidth 0-11.5 kHz,
without current stimulud) Same as e), but in 0-100 Hz bandwidfhDynamic spectrum of
acoustic differential pressure the bandwidth 0-6.7 kHz. Bound pressure level (SPL) of
0 dB corresponds to 20 mPa. TNaiability of the aoustic noise is causdy changes in the
atmospheric density and wind velociti) The altitude represéed by the red dots is
measured whenever the radar altimeter is lockethe surface; permanent lock is maintained
from 34 km down to 150 m. At gher altitudes, the green dotslicate the distances at which
the signal is returnebly the atmosphere. Several evenssidentified withtriangles along the
top axis: (1) stabilizer parachute opening), f@de change, (3) immive event in e), (4)
surface touch down. Discontinds in time or frequency aretefiacts due to mode change.
The following Subsections present a detailddscription of each data subset. The
measurements of PWA are also compared whthse collected during field campaigns or
returned by other tygens instruments.

Figure 12: The synopsis of PWA data - a) relaxation probe biased to +5 V; b) relaxation probe biased to -5 V; c)
mutual impedance phase shift; d) mutual impedancerspegtVLF data; f) ELF spectra; g) acoustic spectra; h)
radar data. See text for details.

4.3.2. Relaxation Data
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Although the short-relaxation @oe data sent in channel A was lost, the available
measurements still contribute to our invedima of the electrical properties of Titan's
atmosphere. Figure 13 shows tieéaxation carpets at +5, Gnd -5V, where the relaxation
time is plotted against the descent time. The Igagige a visual impression of the speed at
which the potential of a conductive body returns frdsrV to zero, owing to the collection of
ambient charges with oppositelgaties. In the lower altitudeange, the condtigity is below
probe sensitivity; above 40 km and 70 km, oae tontrary, the distotive carpet patterns
allow us to estimate the conductivities of negatand positive charges, respectively. When
the initial potential of the RP2 electrode isittlof the vehicle, theelaxation shows a very
small variation (Figure 13, middle panel). Neheless, after jettisoning the parachute, the
potential increases up to abodi3V during the relaxationwhich suggests that charging
processes might play a role.

Figure 13: Relaxation carpets when the RP2 electrode is biased to +5 (top), 0 (middle), and -5V (bottom).

Figure 14: Relaxation curves of RP2 due to the collections of negative charge csrets ). The labels
indicate the average altitude, in km, at which the measurements are taken.
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Figure 14 shows the relaxation curves dueht collection of negative carriers in the
altitude range 40-140 km. A fewrofiles present segments whethe voltage is constant
(“plateaus”), hence no measulabrelaxation takes place during those time intervals. The
altitude ranges where these pkatis occur are listed in TableThe nature of the plateaus has
not been identified yet, but two interpretatios®e possible: a) a fdware or a software
artefact; b) a significant reduction of the éten concentration. A careful analysis of the
hardware and software did nowveal any artefact so far. €performance of RP during the
descent on Titan has been sinethin the Earth atmosphereadain the laboratory using the
engineering model, but no similar feature colbé reproduced. Qualitative experiments show
that spraying 1,1-difluorethane Ad;F;) on the electrodes decreasias relaxation time. It has
also been shown that ice cirrus clouds changeskictric conductivity mfile and it might be
assumed that thin haze layers in Titan’s atmosphere might produce a similar effect. At about
95 km, the largest plateau of the relaxation cure (ffable 9) coincides with the velocity
increase that follows the paratth release, which suggests thelocity effects must be taken
into account when the thermal velocity of tlws clusters is comparable to the descent
velocity of the Probe. Although the origin of thiateaus is still under westigation, a natural
origin is likely. If so, theplateaus could reflect the presenof aerosol clouds in the
atmosphere of Titan.

Relaxation Curve Time [s] Altitude [km]
4 1111-1166 92.9-96.2
6 1644-1652 69.9-70.2

1658-1662 69.6-69.7

7 1910-1914 62.1-62.2

8 2124-2132 57.0-57.2
2162-2170 54.2-54.4

10 2454-2458 56.5-56.6

2670-2684 50.8-50.9

Table 9: Time and altitude of the plateaus identified in the relaxation curves.

4.3.3. Radar Data

The return signal of the radaot only supports the sequencelod descent operations that
depends upon altitude, but also progidenformation about surface roughness and
atmospheric structure, namely rain drops and clouds.

Figure 15 shows the radar signal reflectedh®y surface (red dots) and backscattered by
the atmosphere (green dots). The scatteredhgtets deviate from thetalide profile and are
likely due to atmospheric structures. The baek®red signal is under investigation and its
strength imposes constraints on aerosol cdraton in clouds. Whenhe radar is locked,
PWA records the altitude profilepresented by the red dots.

The surface roughness is characterized by spacich as that illustrated by Figure 16.
The shape of the spectra ighiy variable and depends uptre topography of the terrain
that reflects the radar signal.
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Figure 15: Atmospheric backscatter distance (graed)Huygens Probe altitude (red) measured by PWA.

Figure 16: Spectral representation of the surfaoghness observed from an altitude of 23.9 km.

4.3.4. Extremely Low Frequency Spectra

The ELF dynamic spectra recorded with BM/A analyzer are shown in Figure 17. The
potential difference measuréy the electric antenna, ingHrequency range 0-100 Hz and
between 60 and 140 km, is shown in the uppeanel; the white stripes represent the
channel-A data loss; the strength of thectic field at around 36 Hz is shown below,
considering an effective length of 1.6 m tbe dipole antenna. A similar representation at
altitudes below 60 km is shown in the two lovpanels of Figure 17, though the width of the
spectral lines is doubled due to an operatiomlenchange. The narrow spikes in the 36 Hz
signal at 900 and 8870 s correspond to thellzt@bparachute deplagent and touchdown,
respectively. Four other spikes at 1996, 209480, and 2288 s are almost equally spaced and
seem to be artefacts but their anipas not been identified so far.

Figure 18 shows average spectra in the rdard00 Hz, which reveals a peak at 36 Hz
during the descent but not on the surface. Eh& spectra are averaged in the following
altitude ranges: (1) 60-140 kr(2) 60-110 km and (3) 115-140 km, before the mode change;
(4) 0-60 km, (5) 22-60 km, (6) 0-22 km, and €urface, after the mode change; the dashed
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lines represent the signalvid measured during the cruiseith the booms in a folded
position.

Figure 17: Electric signal measureith the PWA receivers in the ELFnge before (upper two panels: 1 and

2), and after (lower two panels: 3 and 4), the operation mode cHaagels 1 and 3Dynamic spectra with
frequency resolutions 3 and 6 Hz, respectively. Spectral levels are given by the colour scales shown on the
right-hand side. White stripes correspond to the data loss in chanRenals 2 and 4Electric field of the

spectral line around 36 Hz against tiniée peaks at ~900 and ~8870 sdue to the deployment of the third

parachute and touchdown, respectively.

Figure 18: Average electric field spectreeasured by PWA in the ELF range before (left; profiles 1, 2, and 3)
and after (right; profiles 4, 5, 6, and 7) the mode change, in several altitude ranges: (1) 60-140 km; (2)
60-110 km; (3) 115-140 km; (4) 0-60 km; (5) 20-60 km; (6) 0-20 km; (7) surface. The dashed lines represent
the signal level during the cruise.
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The data sets recorded before and after the operation mode change are split in bins of 50
and 100 spectra, respectively, and the weight#timetic mean frequency of the emission,
I.e. the average value of the 36 Hz and adjdass, is evaluated within each bin. The output
of this crude analysis is reped in Figure 19 and indicates thihe peak frequency increases
by about 1.5 Hz throughout the descent.

The most significant features tife ELF spectra that deseradurther analysis are listed

below:

A) A narrow-band emission is observed at 36ddang the descent but not on the surface
(Figures 17 and 18);

B) An electric field spike aB00 s coincides with the stéber parachute deployment
(Figure 17, top);

C) Another spike at 8870 s is duethe touchdown (Figure 17, bottom);

D) An increase in the amplitude of the 36 KHignal is seen ahbout 30 s after the
deployment of the parachute; the sigredches a steady low level at about 2350 s
(Figure 17);

E) The signal in the upper frequency rangeréase between 950 1400 s (Figure 17,
top);

F) The noise at high frequency>60 Hz) increases after 49%, corresponding to an
altitude of 22.5 km (Figure 17, bottom);

G) Four narrow lines at 1996, 2094, 2190,dak288 s are almost equally spaced
(Figure 17, bottom);

H) The electric field maximum and e amplitudes are 17.5 and 2 mvdz ™ (Figures
17 and 18);

) The mean electric fieldt 80-100 km is ~7 mViHz ™ (Figures 17 and 18);

J) The frequency of the narrow-band emissiat around 36 Hz, increases by about
1.5 Hz throughout the descent (Figure 19);

K) The electric field amplitudest 36 Hz are 0.65 and 0.8 mViz 2 during the cruise
and after touchdown, respectively (Figure 18);

L) The ELF background spectrum in the altitudage 115-140 km is similar to that of
the cruise level (Figure 18, left);

M) A small increase of the electric field amplitude is observed at 36 Hz in the interval
3200-4000 s (Figure 17, bottom);

N) Noise increases at 48 Hetween 4600 and 5600 s.

The interpretation of the 36 Hagnal must comply with thobservations described above.
The Huygens Probe mock-ups were not fully repméative of the flight model but no similar
signal has ever been observed during balloonpesgns. At this stage, the nature of the
source that might explain th86 Hz signal and the assoe@dt features has not been
determined (Simdes et al., 20qPaper 4], Béghin et al., 200fPaper 5]). Nevertheless, the
morphological transition observemt ~22 km in the higher édquency range seems to be
related with a thin haze layertdeted by the onboard camera.
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Figure 19: Variation of the peak signal frequency durirggdescent (solid line), and linear fits to the data sets
collected during the entire descent (dashed line) and at altitudes above and below 21 km (dotted lines).

4.3.5. Very Low Frequency Spectra

The VLF dynamic spectra recorded with f0&/A analyzer are shown in Figures 20 and
21, before and after the operation modange. The PWA analyzexcquired 2204 and 301
spectra during descent and on the surfaceeotisply. Although loss of channel A also
doubles the VLF spectrum resolution, like ire tALF range, white stripes are not shown in
these plots. The top panels show the raw gpEctra in Least Significant Bit (LSB) units.
The lower panels present the plots of the spklitres below 2.7 kHz, to ease the comparison
between the major morphologicaltures visible at these frequencies. Alike the ELF data, the
width of the VLF spectral linedoubles at about 60 km, dtgean operation mode change.

The most significant features obged in the VLF spectra include:
O) A spike at 256 s in the 180 Hz line (Figure 20);
P) A peak at about 400 s ingltb40 Hz line (Figure 20);
Q) The peak present at 900 s in the ELF data is also observed in the VLF spectra (Figure
20);

R) The signal increases afteretistabilizer parachute deployment at frequencies up to
2 kHz; the effect vanishes laigher frequencies (Figure 20);

S) The noise in the frequency range 500-2000 Hz ceases at 1408 s (Figure 20);

T) The signal in the lowest frequency lingscreases between 1290 and 1310 s down to
the instrument noise level (Figure 20);

U) An impulsive event is seen in the wadlequency range &798 s, corresponding to
an altitude of~46 km (Figure 21);

V) Three wide peaks at 2945, 359Qdal675 s occur at 720 Hz (Figure 21);

W) The first VLF line (720 Hz) shows a traneiti at 4975 s that isimilar to those
observed in the ELF range (F) (Figure 21);

X) The background noise level of the first liafter touchdown is similar to that at
altitudes above 25 km (Figure 21);

Y) A narrow spike at 8872 s coincide#h the toucklown (Figure 21).

Some of the features observed in the Edtiél VLF ranges can be compared with the
sequence of events that tookq® during the descent; for exammeveral artefacts match the
ACP pump operation sequence.
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Figure 20: Electric signal measured with the P\W&eivers in the VLF range between 140 and 60 kom

Dynamic spectrum with frequency resolution of 180 Hz. Spectral levels are given by the colour scales shown on
the right hand side in LSB unitBottom Spectral lines below 2.7 kHz shown in arbitrary units and shifted for
better visualization. The spike at 900 s coincides with the deployment of the stabilizer parachute; a sudden noise
reduction is observed at 1408 s, between 0.5 and 1.5 kHz.

Figure 21: Electric signal measured with the PWA reasive the VLF range below 60 km and on the surface.
Top: Dynamic spectrum with frequency resolution of 360 Hz. The spectral levels are given by the colour scales
shown on the right hand side in LSB unBattom Spectral lines below 2.2 kHz shown in arbitrary units and
shifted for better visualization. A significant amplituoherease is observed at abd&@000 s and the spike at

8870 s corresponds to touchdown.

4.3.6. Mutual Impedance Data

The PWA analyzer performed 88 mutual irdpece measurements at 45 Hz during the
descent and 300 on the surface (60 at 5 diffdreguencies). Figure 22 shows the spectra
and mutual impedance amplitude and phaskbatiz during the descent and on the surface.
The amplitude and phase measured in théadligrocessor unit arghown in the top and
middle panels. The even spectral lines are shown in the bottom panel with a resolution of
45 Hz. The transition observed at 8870 s istdu®uchdown and a noise increase is observed
between 1000 and 1400 s and below 22 km untiltdown. A peculiar amplitude variation is
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seen before 1400 s, i.e. above 80 km; a preniphase shift corrpending to an ionized
layer is visible between 1450 and 2850 s, wisiohresponds to the altie range 80-45 km.

Figure 22: Mutual impedance amplitude (top) and phase (middle) measured during the descent and on the
surface. Dynamic spectra (bottom) witequency resolution of 45 Hz. Spettievels are given by the colour
scale on the right hand side in LSB units.

After touchdown, the mutuampedance of the medium is measured at 5 frequencies
(Figure 23). The last measurents performed at 45 Hz befar@uchdown are also included
for comparison. A monotonic variation abserved during the first minute followed by a
sudden transition at ~9539 s (about 11 minrdfteding). The transition is more pronounced
on the phase and at lower frequencies.

Figure 23: Mutual impedance amplitu@left) and phase (right) measuredat altitude and on the surface. The
stimulus frequency is from top to bottom: 45, 90, 360, 1440, and 5760 Hz. About 11 min after landing (B-C
transition), one observes a discontinuity that is masible on the phase and at lower frequencies. The
amplitude shows also a decrease immediately after landing (group-A data).
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4.3.7. Lightning Data

The PWA measurements acquired in thétligng mode do not disclose any obvious
activity. It is possible however to predict theaximum stroke rate that might have been
observed during the descent of the Huyg&webe and several events still are under
investigation. A comparison tveeen balloon campaign datacaPWA measurements reveals
that, if present, the stroke rate is muctsleommon on Titan than on Earth, at least 100 times
lower.

Figure 24: Selected eleatrifield amplitude in LSB Figure 25: |mpu|sive events (red) and background
units as a function of frequency, measured during thfise level (blue) measured in the VLF range on
Trapani balloon campaigrBlue: background noise; Titan at 2798 s (~46 km).

Red impulsive events associated with lightning.

Figure 24 illustrates typical measuremepiesrformed during balloon campaigns and
interpreted as lightning strokes, where the kdimel red curves represent, respectively, the
background level and the impulsive eventsteslao lightning activity. Figure 25 shows the
spectra of the impulsive event, and oé tbackground noise, recorded on Titan at 2798 s
(~46 km) and previously reported the VLF data. Other weaker events have also been
detected but their meaning is even malgbious because data evaluation is extremely
difficult. Electrostatic andcorona discharge phenomena are under investigation as the
possible sources of thmpulsive events.

4.3.8. Acoustic Spectra

The acoustic sensor was operated below 61.5 km after the operation mode change. The
PWA analyzer performed 2168 measuremehigng the descent and 420 on the surface.
Figure 26 shows the dynamic acoustic spectrurthénrange 0-6.7 kHz, where the signal
amplitude is measured in LSB. The top duattom panels show, respectively, the Trapani
balloon measurements and the Titan acoustia.dehe acoustic noiseecorded during the
descent on Titan is 15 LSB highthan that obseed during Earth ballon campaigns, and is
drastically reduced after touchdown. The acoudtta is still under westigation, but no
thunder-clap has been clearly identified.
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Figure 26: Dynamic spectra measdirwith the acoustic transducdiop Trapani balloon campaigmottom
Titan measurements performed in the lower atmospdmedteon the surface. The touchdown drastically reduces
the acoustic noise.

4.4. PWA Data Analysis

The wealth of information provided by PW# unprecedented and will remain unique for
a long time. The data set therefore desemvesareful analysis, supged by, theoretical
models, and comparisons with the lesobtained with dter instruments.

It is clear, at a first glance, that RP avitP observe a peak ioonductivity during the
descent. However, the magnitudes of the pealisured by the two instruments do not match.
For example, Equations (36) and (38) are aaturate enough and an elaborated model is
required that takes into account the aag velocity. Hamelin et al. (200Tpaper 6] have
analyzed the MIP data, including circuit caliboati vehicle and descemelocity effects. The
pre-flight calibrations revealed insufficientyhich required postifjht calibrations and
modelling. The amplitude and pleashift recorded during the stgent are split into several
sets: the amplitude and phabelow 40 km can be useds a reference because the
conductivity lies blw the instrument sensitivity (~80** Sm?), thus providing arin situ
calibration as in a vacuum; above 80 km, thenaalous behaviour of the mutual impedance
can be explained either by an aerosopa$t on the booms or an incomplete boom
deployment, though the issuentains open; between 40 and Bt an ionized layer is
observed with a conductivity peak of 3 n$at 63 km (Figure 27). Enlayer shows relatively
steep boundaries not predicted by existing modglgact, although th theoretical profiles
(Borucki et al., 1987; Molina-Culbes et al., 1999) yield a ma®um in electron density at
about 90 km, the conductivity gk at 63 km was not foresean all. Figure 28 shows the
derived electron density profile between 4@ 400 km with a maximum density of 650 ¢m
The profile structure is probly caused by electron attachmbein aerosols layers. The
differences between measurements and modaligions must therefore be explained in
terms of aerosols physics and atmospheric chemistry.
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Analysis of the ELF spectra above 115 koggests that incomplete boom deployment
during the first part of the descent is the nmstbable explanation for the anomalous mutual
impedance amplitude. Numerical modelling aatboratory tests withpartially deployed
booms are consistent with the measuremértisugh less probable, mdensation or aerosol
deposit on the booms might also be compatviki the results. The ELF average signal
strength recorded during the first part of thesscent is similar to the noise level during the
cruise (Figure 18). The boomseafolded during the cruisend the ELF integrated signal,
excluding the 36 Hz peak, is similar to that observed in the first part of the descent, until the
stabilizer parachute deploys g@lare 18, left). Furthermore, tm®ise is significantly higher on
the surface than during the cruise (Figure right), suggesting a partial deployment as the
likely explanation for the anomalous measuremantsigh altitude. $nilar conclusions can
be drawn from the VLF spectra, namely gmalg the 540 Hz spectral line. Pre-flight
calibrations show that the situation that rha best the amplitude observed during the first
part of the descent on Titan tise configuration where ortgoom is fully deployed and the
other one partially deployed.

Figure 27: Electron conductivity profile below Figure 28: Electron density profile between 40
100 km. and 100 km.

As for MIP, velocity effects must be kian into account in the RP calibration. The
spherical charge distribution@amd the RP electrode is defornegae to the velocity and the
Debye sphere is transformed an oblate spheroid. The effee® Debye length is modified
because the medium is not homogeneous, Efqud86) reveals inaccurate due to velocity
effects, and the corrected conductivity igher. The RP data calibration remains under
scrutiny and it is not clear wether MIP and RP yield the m@ peak conductivity, but their
ratio is not larger than twv Although uncertain in theange 100-140 km, MIP and RP
measurements show that electconductivity is less than ~1dSm?.

The detection of lightning acity was one of the major goaté PWA. A negative answer
Is so far in agreement with the Cassiolbservations. Several events remain under
investigation, but a comparison between Ehgtioon (Figure 24) and Titan (Figure 25) data,
gives an estimation of the maxim lightning stroke rate; if hevents under scrutiny are all
natural, the ratio between these rates s lhan 0.01, assumiripat the phenomena are
similar on Titan and on Edé. Béghin et al. (2007)Paper 5] report a survey of possible
electric discharge scenarios in the atmosphEne acoustic data do not confirm the presence
of thunder claps; the spectrum is extremelsth and the noise vasfies after touchdown.
The acoustic data can nonetheless be analj@edhe explorationof other atmospheric
features, such as wind profile.

The narrow band signal detected in the ELF Bpeteserves a deep analysis. The 36 Hz
signal resembles a Schumannorence though some pieces a fhuzzle do not match. The
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amplitude increase after the stabilizer pamehdeployment is suspous. Simdes et al.
(2007a) [Paper 4] and Béghin et al. (2007)Paper 5] assess the validity of various
hypotheses, including artefactsdanatural sources. A completkaracterizatiof the cavity

of Titan is not possible because the atmospl@mnductivity profile in the range 140-750 km
and the subsurface dielectric properties are awkr) wave propagation in the ELF range can
be modelled yet. The most important resultghi$ study are the fallving (Simdes et al.,
2007)[Paper 4]

% The 36 Hz emission could correspondttee second eigenmode of a Schumann
resonance;

¥ Though unlikely, the lowest eigenmode is Been because its frequency could fit the
15 Hz line of the missing channel A,

¥ The amplitude of the electric field of tfiest eigenmode decrsas when the angular
separation between the source #rereceiver is close to 90°;

¥ The frequency increase observed duringdiaecent roughly fitsnodel predictions;

% The electric field enhancement at abd@0 km might be explained because the
antenna measures mainly therizontal componenf the field that is more tilted at
this altitude;

¥ After landing, the receiving dipole touches the ground and the field amplitude
decreases due to the variatiortteé ambient dielectric properties.

However, several features do not fit the pazzlamely the electric field amplitude. The
electric field is at last one order of magnitude largearthon Earth and no evidence is found
for lightning activity. Therefore, the resonanceeither an artefact ds excited by another
source. Béghin et al. (2007Paper 5] assess the artefact versuastural scenarios and the
major conclusions include:

¥ The 36 Hz signal was never observed befoeither during balloon campaigns nor in

the laboratory, hence hardware or software failure is unlikely; all other PWA functions
are nominal,

¥, Booms vibration induces paiic signals due to microphanieffect but post-flight

laboratory tests do not shamy resonance around 36 Hz.

Possible scenarios are still under investigation. Laboratory experiments are programmed
to assess further the boom vibration hypothesimely measuring a pob& variation of the
Young modulus of the boom compiesmaterial with temperatur&latural sources that might
excite cavity resonances are also being stljciamely the plasma-wave emission mechanism
evoked here above, involving ehTitan wake induced by theagnetosphere of Saturn
(Béghin et al., 2007Paper 5].

Several experiments have been conductestudy the effects of aerosols sprays on the
booms and electrodes. These tests are prelimaratyqualitative, but it is clear that aerosols
and small dust particles impact on the etmbes modify the ELF spectra (Figure 29).
Different hazes produce distinctive spectral fezguhat must be quantified. For example, a
water spray raises the electromagnetic noiséhénlower part of the spectrum, whereas a
difluoroethane spray increasethe noise in the wholefrequency range. Aerosols
concentration, particle size amtharging processes play a rofethe electrification of the
atmosphere. The morphological transition obedrat about 22 kn{F and W features)
matches the altitude of a thin haze lapbserved by DISR (Tomasko et al., 2005), and
deserve further analysis.

Correlating the PWA measurements, e.g. élextric field amplitude in the ELF range,
and the data returned by othestruments can teghe validity of diffeent hypotheses. If the
attitude of the Probduring the descent was d&wn with a fair accuacy and the published
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results did not sometimes cordiet each other, the correlat between the electric field
amplitude at 36 Hz and the Huygens Probeftiitexample, would provide information about
the nature of the signal. In the absenceaafonsensus about the Probe attitude, we shall
tentatively compare the tiltmeter and electric field profiles

Figure 29: Dynamic spectrum, elapsed time against frequency, in the range 3-99 Hz, obtained by spraying fresh
water and difluoroethane {B4F,) hazes on the antenna. The colour scalearbitrary units, represents the
potential measured with the digital processor unit.

The SSP instrument includes two tiltmeters @iand TIL-Y) that areused to derive the
angle between the Huygens Probe and theitgrarector; a coordin@ transformation is
required to convert thed@o angles into the XY, system of the Probe, which is more suited
for an evaluation of the PWA antenna orieitat Lorenz et al. (2007) discuss the tilt
measurements and the transformation fromxhé to Probe reference systems. The tilt and
ELF electric field measurement are asynchronand,are acquired approxately at the rates
of 3 and 1 Hz respectively; consequently]yomalues averaged over intervals of a few
seconds can be compared. The dispersidheoB6 Hz data points between 900 and 1600 s is
consistent with the DISR data, which oftewveals swing rates abov°/s (Karkoschka et
al., 2007). Figure 30 shows a caanigon between the ELF electrield and several other
panels of measurements.

Figure 30: Profiles of various sensor
outputs in the altitude range
140-60 km.Top-left ELF electric field
(36 Hz); Top-right Tilt of the antenna
with respect to the horizontal direction
(Y,-axis), derived from the TIL-X and
TIL-Y SSP  data; Middle-left
housekeeping data collected with the
Radial Accelerometer Sensor Unit
(RASU); Middle-right spin rate
inferred from Descent Data
Broadcasting (DDB)Bottom-left spin
rate reconstructed from several other
sources; Bottom-right acceleration
measured with the X-servo
accelerometer along the Probe descent
velocity (approximately vertical).
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This comparison shows a similitude betweendleetric field amplitude at 36 Hz and the
inclination of the antenna, suggigg a natural origifior the signal. Howewve the antenna tilt
and radial acceleration (top-righhd middle-left panels) are similar, which is confirmed by
the spin data (middle-right and bottom-left paheThe vertical accetation is derived from
the X-servo data and shows a peak betw&@h and 1000 s, during eehute release and
deployment, and a rather smooth profile else@h¥®vhereas the electric field seems to be
correlated with tilt, the lack asimilitude with the X-servo oput is less clear and suggests
that the vibrations induced ke parachute cannot easilypé&in the enhancement of the
36 Hz signal. At present, treeris no definite agreement theen the tilt measurements
performed by SSP, HASI, and DISR; thereaipossible constant offset on the TIL-X and
TIL-Y data that couldnodify the adopted ytilt angles. After landing, for example, the tilt
measured with different instruments differ g much as ~10° (Fulchignoni et al., 2005
[Paper 1], Tomasko et al., 2005; Zarnecki et,a2005; Karkoschka et al., 2007). The
transformation of the TIL-X and TIL-Y data to thg-X, axes shows that the arithmetic mean
and standard deviations ofetlantenna tilt duringhe interval 900-2000 s are 17.4° and 10.5°.
At low altitude, below 20 km, the arithmetic meamd standard variatioralues of the tilt are
4.8° and 3.3°; the tilt on the surface is 2.1°xmaum inclination reachealmost 50° at about
1400 s though the SSP team is not confident attmutmagnitude of strongest acceleration
spikes.

In addition to the 36 Hz signal, Figures 31da32 present the eleictifield derived from
the Schumann resonance model (Simdes et al., 2007a, Figufeap@) 4] and taking into
account the Yp tilt profile. Aough matching is not perfect, dwnajor features are clearly
visible on the two panels, which support the itlest the 36 Hz signdias a natural origin.
Additionally, the electric field enhancement at 30-40 km is not directly related to the

parachute deployment. To definitely reject any possible artefact, we will test the boom at

cryogenic conditions similar to those met on Titiiis expected that the foreseen laboratory
experiments and complementary analysis shalbla final answer to this issue.

Figure 31: Comparison between the 36 Hz signal and the electric field theoretical profile derived from the

Schumann model in the range 0-140 Krop: Electric field profile measured at 36 H2ottom Electric field
theoretical profile takingnto account the antenna tilt.
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Figure 32: Same caption as Figure 31 but in the range 0-60 km.

Comparing the VLF and ACP data reveals railgude that cannot be easily explained.
Figures 33 and 34 show the lowest VLF spédin@s and the current supplied to the ACP
pump. There is a clear match thie ACP current with some of the VLF discontinuities, but
there is none with the ELF, and lowest VLFelifuctuations. It was known that switching-on
and-off the ACP pump generated a transiantabout 400 Hz, and it is observed that
switching-on ACP at 1411 s decsea the VLF signal not only the second setral line but
also at higher frequencies. No correlated evwendentified in the ELF range (compare, for
example, Figures 31 and 33). Below 60 km, there are 3 major events in the ACP pump status:
switch-off at 3600 and 5310 s, and switch-on at 4648he first switch-off is visible in the
lowest VLF spectral line, but not the second é¢ubat is detected ia single line at around
400 Hz, in the MIP spectrum. When the pumpswgtched-on at 4643 s, a broad peak is
observed in the VLF data. A similar peakaébut 2950 s visible ithe VLF spectrum has no
corresponding event in the ACP pump. A furtberdy of the effect of the ACP pump on the
ELF and VLF spectra is requdebut interference in the VAL spectra is obvious. However,
the amplitude transition at about 5000 s is maat artefact linked with the ACP pump
operation. Vibrations probabinduce the noise observedtime VLF data between 900 and
1410 s, because they coincidéghahe parachute deployment and the first switch-on of the
ACP pump. A possible explation, that requires confirmatiois, that the acceleration triggers
the vibrations of the Probe platform or ensteucture and that the ACP motor rotation damps
these vibrations. An alternative explanatisnthat turning-on the pump switches-off other
elements, e.g. valves. These explanations reguarification. Figure85-38 show profiles of
several sensors obtained durthg descent, where resultein PWA and other instruments
are presented in blue and black, respectively.
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Figure 33: Profiles of the ACP pump curretapj, and 540 Hzrfiddle and 180 Hzlfotton) VLF spectral lines,
between 60 and 140 km.

Figure 34: Profiles of the ACP pump curretupj, 720 Hz spectral linenfiddle), and ELF integrated spectrum
in the range 0-96 Hbttom), between 10 and 60 km.
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Figure 35: Data measurements collected during the destéme Huygens Probe. From top to bottom: i) zonal
wind velocity; ii) vertical accelerain; iii) RASU (Radial Accelerometer SemdJnit) acceleration; iv) spin.

Figure 36: Data measurements cokektduring the descent of the Huygens Probe. From top to bottom: i)
atmospheric temperature; ii) vertical velocity; Vigrtical acceleration derivdtbm ii); iv) altitude.
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Figure 37: Data measurements cokielctiuring the descent of the Huygens Probe. From top to bottom: i) MIP
amplitude; ii) MIP phase; iii) electric field at 36 Hz) lectric field integrated in the range 3-99 Hz.

Figure 38: Data measurements collected during the destéme Huygens Probe. From top to bottom: i) ACP
current; ii) electric field at ~500 Hz; iigntenna tilt; iv) electric field at 36 Hz.
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Although the Huygens Probe data requires miovestigation involving multidisciplinary
teams of various instruments, the most intgoatr results obtaineddm the PWA data can
nevertheless be summarized as follows:

X

X

The electron conductivity prié shows a peak at about 60 km that is likely
related to cosmic ray activity and aerosol distribution;

The conductivity of the surface is extremely low and enables ELF wave
propagation below the surface;

The 36 Hz signal observed during thescknt resembles a Schumann resonance
though possible artefacts aret entirely ruled out;

Cassini and Huygens ditbt find any strong evidee of lightning activity.

61



62



5. Prospective Space Instrumentation and Missions

This Chapter describes thevééopment, modelling, assemind, and calibration of a MIP
instrument that benefits from the experiegeghered from previous space missions, hamely
Rosetta and Cassini-Huygens.

The major objective is to apply suitable teologies to the development of a mature
permittivity probe that can be used to study shdface and subsurface of celestial bodies in
the Solar System. Although intezdl for the evaluation of thevater and ice contents in
Martian soils and subsurface materials, fhstrument can alsde adapted to other
environments, like the Moon and Titan.

5.1. Planetary Surfaces Dieldtic Properties Measurement

In the previous chapters we have presgitite ground truth measments performed by a
MIP that probed the dielectric properties afah and the electrification of its atmosphere.
Characterizing the surface and ionospheric cavitylafs is even more difficult due to a poor
understanding of the atmosphere and cawuiyer boundary. Hencesurface dielectric
measurements would provide useful infotima for wave propagain modelling, water/ice
content evaluation, and mitigation of electrostdtgcharges and triboelectricity hazards.

Many missions have been flown to Mars, buty ionospheric electron density profiles
are available (e.g. Fjeldbo et,al977; Patzold et al2005). Theoretical models are therefore
used to extend the conductivity profile dowo the surface (Cummer and Farrell, 1999;
Pechony and Price, 2004; Molu@uberos et al., 2006). Differeprofiles are found in the
literature, but ELF wave propagation is soimes questioned due to possible strong cavity
losses. Despite numerous observations fromhHzased instruments, remote sensing from
orbiting spacecraft, anith situ lander measurements, the electrical properties of the surface
remain largely unknown. Theoretical models g¢iebnflicting results for surface conductivity
and permittivity. According to Christensen akidore (1992), the relative permittivity of the
regolith lies in the range 2.4-12.5, but no figure is given for that of the subsurface. The
conductivity of the surface is unknovand estimations vary betweenftand 10’ Snmi*.
Berthelier et al. (2000) tentaély restrict the range down to 1910"° Sni’. Contrasting
compositions are seen at low and high latitudestduhe presence of ice deposits in the polar
regions. The subsurface digiec properties of the regolitlshould vary with depth and
composition, especially if water/ice/brineg ambedded in the medium. There is no evidence
of lightning activity on Mars but it is genenalaccepted that, due to triboelectricity effects,
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massive dust storms might enhance atmospheritrigtation, in particular in dust devils, as
simulated on Earth (Krauss et al., 2003; Hamad Desch, 2001). Therefore, the surface
electric properties provide useful inputs saveral fields, namely wave propagation, surface-
atmosphere interaction, soil composition char@aéon, and electrodia discharge hazards
mitigation for unmanned and human exploration of the Red Planet.

The abundance and distributionweéter in the atmospheradunder the surface of Mars
have fundamental significance for the geologitgdrological, and climate history of the
planet. Furthermore, water & fundamental ingredient of éifand represents an important
potential resource for futummanned missions. On the Polargies, water is in the solid
phase and mixed in thegaith with dry ice (CQ). Liquid water may be present in the
subsurface in a variety of fornasmd current thermal models suggest that major reservoirs of
liquid water that survive on theaiet today are probabigstricted to depths of 1 to 3 km at
the equator and much deepethaher polar latiides (Clifford, 1993), with the depth of the
0°C isotherm being possibly redect by both pressure and sol@#ects. Since the Martian
landscape provides persuasivadewnce of the possible exisige of groundwater, the next
generation of orbiters and landers will esegiyt track the water under the surface. For
example, the Mars Advanced Radar fwbsurface and lonosphere Sounding (MARSIS)
onboard Mars Express analyses subsurface edhagder to identifywater deposits; future
missions will pursue the same objective.

Water possesses several peculiar properties, but the most relevant parameters are the
dielectric properties that can be measuusthg the mutual impedance technique. Water
possesses a particular electrical signature that allows the identification of its presence among
other materials, even at very low concatitms. Not only the permittivity, but also the
conductivity of permafrost and water-bearimogks depends upon the presence of water. The
knowledge of these two electaic parameters motivates the development of new water
detection techniques.

5.2. Dielectric Properties ofWater, Ice, and Soils
5.2.1. Polarization Mechanisms and Effects
5.2.1.1. Polarization Theory

The relative permittivity characterizes the abilitiya material to store charge. Since the
polarization mechanisms that ocan most materials vary witfrequency, temperature, and
composition, so does the dielectric constants Behaviour is valichot only for pure media,
like water, but also for mixtes such as soils. Many textbaateal with this phenomenon and
we shall not go into all the details. Neverthelgsss useful to present the most significant
polarization mechanisms to define a suitablergdic rationale forthe MIP that is under
discussion.

Several polarization mechanisms can takacelin dielectric bulk materials, namely
electronic, atomic, orientatn, and interfacial polarit@ans. Electronic and atomic
polarizations occur at atomicviel; they are referred to as iastaneous polarizations and are
effective in the visible and adjacent bands. tttc polarization is due to a shift of the
centre of mass of the electromioud that surrounds the nucgelAtomic polarization results
from charge displacements ibound atoms with different edtro negativities. Atomic
polarization differs fronelectronic polarization because itdge to the relative motion of the
atoms instead of a shift ¢fie charge cloud surrounding th@rat. Orientation polarization
mechanisms are generated by molecules paitmanent dipole moments, and occur in the
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infrared spectrum, and at lower frequenci€be interfacial polarization mechanisms are
important at very low frequencies, and appear when multiple phase materials or interfaces are
involved, such as in soils. Figure 39 illates the various polarization mechanisms.

Figure 39: Schematic representation of the different polarization mechanisms (Kihgkr$976).

Electronic polarization is found il materials. When an extenelectric field is applied,
the electronic cloud is displaced balance the electric field. €hsame approach is valid to
explain atomic polarization; ithis case the atoms are displaced from each other. Atomic and
electronic polarization responsengs are very small and referredas instantaneous dipoles;
the result is a temporary dipoleathvanishes when the exterrelectric field is removed.
However, molecules like water possess permadiaies that give them specific properties
concerning orientation polarizati. In the case of water, the permanent dipole facilitates an
interaction between molecules that invol¥les hydrogen bonds, which enhances the ability
of water molecules to respond to externactic fields, i.e. increase the polarization
capabilities. This effect playa key role in the identification of water and ice signatures
because water is a polar molecule. Finallyterfacial polarizationthat occurs at low
frequencies also contributes to increasing diedectric constant. Electrically heterogeneous
materials may experience interfacial polariaatithe motion of charge carriers in these
materials can for each phase and, consequesttbrging mechanisms develop. Polarization
mechanisms exist in homogeneous pure naeriwith the exception is interfacial
polarization that requires either multiple phasesiottures of pure materials to be effective.

5.2.1.2. Frequency Effects
The polarization presents a behaviour thatigunction of frequecy. Therefore, the

relative permittivity is driven by specific meahisms when the frequency changes. Figure 40
shows the contribution of each polarizatioreainanism as a function of frequency. The
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relaxation mechanism in simple single phaseimeés described for the higher frequencies by
the Debye equation (Debye, 1929)

H
K H 12l (41)

where Kland H are the static and ‘infinite’ frequency limits of the dielectric constant\4kd

the relaxation time of the process. The indicesf jsn Equation (41) neresent the high and
low frequency limits. In fact, several relaxatioren be present and Equation (41) should be
written as a sum of several cohttions in differentfrequency ranges. Often, heterogeneous
materials that include several phases exhibitipte relaxation times. Materials that have an
interfacial polarization mech&m may also undergo an anomalous dispersion with some
similarities with the dipolar relaxation. Thusodels of interfacial pakization often rely on

the Debye equations, though with time constants larger than a few milliseconds.

Figure 40: Contribution of the different polarization mechanisms to the frequency dependence of the relative
permittivity (Kingeryet al, 1976).

As discussed above, the frequency responsatsed by several mechanisms. Electronic
polarization takes place ithe higher frequency range,oand the visible band, and is
irrelevant for mutual impecdhee applications. The samegament can generally be invoked
for atomic polarization. Instruments that malse of the mutual impedance technique work
below 100 MHz and, therefore, lgnorientation and space chargelarizations play a role.
The contribution of each polarization mechamigs strictly related to medium phase,
temperature, and homogeneity. Orientation ppdaidn is more important in liquids and space
charge polarization dominates in solids antetegeneous media. Water is a particular case
because orientation polarization is somewhatvegle both in solid and liquid phases. It is
interesting to note that mediulmsses reach a maximum whine stimulus matches internal
resonances because energy transfeasser and thermal losses maximized.
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5.2.1.3. Temperature Effects

The dielectric properties of material are temperatuaependent because molecular
vibrations and polarization areelated. Atomic polarizationfor example, varies with
temperature because bonding forces betweerioatms are thermally sensitive. The ability
of a dipole to rotate in an algd field is also temperature giendent and, therefore, affects
orientation polarization. Fitlg, the charge mobility varies with temperature and the
interfacial mechanism is aldemperature dependent. Thenstard models describing these
variations were developed by Debye (1928 Kirkwood (Kirkwood,1939) for the static
dielectric constant of materials, when molecular orientation polarization is important.

Kirkwood developed a generaj@ation that considers the irdetion between dipoles and
Is approximately validh condensed phases:

(H)2H1) U8 R
TaH He' YaTy “2

where Uis the number of molecules per unit voluriighe temperatureRR the deformation
polarizability, B the dipole moment of a moleculle,the Boltzmann constant, arglthe
Kirkwood correlation function relatesto dipole interaction. Morgeneral relations have been
formulated, namely the Onsager-KirkwooddaKirkwood—Frohlich equations, which are
variations of Equation (42). Owbjective is simply to show thalhe dielectric properties are
functions of temperature, not to present aitkgtaheory, because the associated corrections
lie well below the measurement accuracy.

5.2.1.4. Composition Effects

Polarization mechanisms in hedgeneous materials, mostly solid, are more complex than
in single phase media because several relaxatechanisms can be involved simultaneously.
A typical material is water ice with lattice feéets due to either thgresence of two protons
(D-defect) or absence of gions (L-defect) in ice bonds, a phenomenon also known as
Bjerrum defects (Bjerrum, 1951). The phenomemmore complex when the water ice
lattice contains impurities. The presence ofesal solid phases in the medium induces more
intricate polarization mechanisms.

Simple mixtures (two phasesj ideal dielectrics can be can be represented by layers of
different materials arranged in a parallel directiw perpendicularly tthe applied field. Each
layer has the ability to store charges anerdfore acts as a capacitive element when an
electric field is applied tohe plate capacitor. Although vesymple, this model provides an
upper and a lower bound for the eguéent dielectric constant. €upper limit may be written

IV LV, by, (43)
and the lower limit

1w v (49)

H H H
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with Hand Qrepresenting the permittivity and volerfraction of both phases, respectively.
For more complex mixtures, the permittivity value is given by

§ ’
H = O3 H 45
o Q 7y (45)

for an arbitrary number of phases with homogous distribution @ndau and Lifschitz,
1984). As expected, heterogeneousdia require more sophisticated analysis. For example,
the Looyenga equation (Looyenga, 1965) is apptie spherical particles dispersed in a
dielectric medium and is given by
iLf3 3
Vv, u, (46)
A

and the equation suggested Byuggeman (1935) for oblate spheroids suspended in a
dielectric medium can be written

SH 2v,(H £
3H Vo (H B

H H 47)

A detailed discussion about theridation of the previous equatis is presented by Van Beek
(1969), where more elaborated models can also be found.

The polarization effects in heterogeneanedia are functions of, not only composition
and temperature, but alsodreency. In addition to compositi and geometrical arrangement,
the dielectric properties of med materials often exhibitreng frequency dependence that
cannot be attributed to any imsic properties of either of ¢hpure phases. These effects are
usually attributed to polazation mechanisms resultingom component mixtures. One
example of such dependencetiee interfacial parization mechanism, responsible for a
strong increase of the dielectric constanthie ELF-VLF range. This mechanism is caused by
charging processes on interfaces betwéwo phases of different conductivities and
permittivities, a phenomenon usually known as Maxwell-Wagner effeqPolk and Postow,
1986). A second mechanism is related to the poesehan electrical ddle layer, which can
easily polarize in an appliedefd, and is known as the counten effect (Polk and Postow,
1986). A schematic representation of botheet§ for spherical particles suspended in a
dielectric medium is shown in Figure 41.

The Maxwell-Wagner effect is leed to interface charging ah occurs in electrically
heterogeneous materials. These effects lgadh significant increasef the dielectric
properties of soils; high dieletc constants are often repaitat frequencies below 1 MHz
(e.g., Perrier and Bergeret, 1995; Rusiniak, 2000).

For several mixtures, electrical double lesyexist on the surface of one component. A
double-layer results from the attraction of opfedg charged ions by a charged surface. The
surface of particles in solutiocan contain a net charge, ielh attracts oppositely charged
ions and polar molecules (Reed, 1988). The rasudt difference in thelectrical potential
between surface and bulk. The ions may be ptasesolid or liquid phases and the layers
consist essentially of free charges that are yedssplaced by an applied field. These effects
are strongest at low frequencies, where dbable layer has time to fully polarize because
their relaxation time is highDielectric dispersion at low équencies is often observed in
colloidal particles suspended in electrolytes aatler ice mixtures. Thisffect clearly differs
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from Maxwell-Wagner mechanisms in such aywhey are related to the nature of the
interface instead of bulk properties.

Figure 41: Schematic representations of the MaxWelner (top) and Counter-ion (bottom) polarization
effects with (right) and without (I8fapplied electric field (Kingeregt al, 1976).

The electrical double layer isften modelled as charged rpeles with an immobile
absorbed layer of counter-iorend a concerdtion gradient of iondn a diffuse layer
(Figure 42). A model of #npotential gradient may lokerived usag Fick law.

Figure 42: The diffuse electrical double-layeodel for particle charging (Reed, 1988).

Several models have been developed in order to determine the equivalent permittivity for
soil mixtures with n-phase. Atequencies higher than 10 MHthe dielectric properties of
water-bearing rocks are explained by thkaxwell-Wagner-Bruggeman-Hanai (MWBH)
theory of composite dielectrigse.g., Bruggeman, 1935; Han2868). However, this model is
not valid at lower frequencies.
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5.2.2. Water Dielectric Properties

Despite molecular simplicity, water molecugeunique and complex, which makes it one
of the most remarkable substances in sdiligiid or gas phases. Though a simple molecule,
just consisting of two hydrogen atoms attacteedne oxygen atom, water complexity is due
to its intermolecular ireractions, mainly the hydrogen bor@lwing to this interaction, water
has an unusually high melting point; water ieeists in a wide uety of stable and
metastable crystal and amorphatenfigurations, and the agal point is unusually high,
compared to that of other liquids.

Like other water properties, thedectrical permittivity is differet from that of most other
substances. This particularity feature facilitatesidentification of water, for example in the

subsurface of Mars.

Polar molecules, like water, whose positive and negative charge centres are separated,
possess a dipole moment, and tend to align skéms with an applied electric field.
Although water is a polar molecule, its hgden-bonded network nds to oppose this
alignment. The degree to which a substance gessethis property issitdielectric constant
and, because water is exceptionally cohesivggsta high dielectric constant. This allows it to
act as a solvent for ionic compounds, where thradive electric fieldbetween the oppositely
charged ions is reduced by about 80-fold, allmyihermal motion to sepate the ions into
solution. On heating, the degdtric constant drops, and ligl water becomes far less polar.

The dielectric constant similg reduces if the hydrogen bomdgj is broken by other means,

such as strong electric fields. Few othewiity have such high permittivities and a good
example is HCN with a dielectrmonstant the order of 150. &leonductivity of pure water is

listed in Table 10 as a function of teempture and pressu(®larshall, 1987).

~

Temperature [°C] Saturated vapour 50MPa | 100Mpa| 200MPa| 400MPa 600MP3
0 0.0115 0.0150 0.0189 0.0275 0.045¢ 0.066
25 0.0550 0.0686 0.0836 0.117 0.194 0.291
100 0.765 0.942 1.13 1.53 2.45 3.51
200 2.99 4.08 5.22 7.65 13.1 19.5
300 241 4.87 7.80 14.1 28.6 46.5
400 - 1.17 491 14.3 39.2 71.3
600 - 0.134 4.65 33.8 85.7

Table 10: Conductivity {5 cm'] of pure water as a function of temperature and pressure.

The static, i.e.Z 00, dielectric constant of pure waterlisted in Table 11 as a function of

temperature (Archer and Wang, 1990).

Temperature [°C]

Relative Dielectric Constant

0 87.90
10 83.96
20 80.20
30 76.60
40 73.17
50 69.88
60 66.73
70 63.73
80 60.86
90 58.12
100 55.51

Table 11: Static dielectric constant ofrpuvater as a function of temperature.
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The complex dielectric constaot pure water, real and imagiry components, is listed in
Table 12 as a function of temperatunel drequency (Archer and Wang, 1983).

0 °C 25 °C 50 °C
Frequency H iH H H H H
0 87.90 0.00 78.36  0.00 69.88  0.00
1 kHz 87.90 0.00 78.36  0.00 69.88  0.00
1 MHz 87.90 0.01 78.36  0.00 69.88  0.00
10 MHz 87.90 0.09 78.36 0.04 69.88  0.02
100 MHz 87.89 0.91 78.36  0.38 69.88  0.20
200 MHz 87.86 1.82 7835 0.76 69.88  0.39
500 MHz 87.65 4.55 78.31 1.90 69.87  0.98
1 GHz 86.90 9.01 78.16  3.79 69.82 1.94
2 GHz 84.04 1739 7758 7.52 69.65  3.97
3 GHz 79.69 2464| 76.62 11.13 69.36  5.8f
4 GHz 7436 30.49| 75.33 14.5 68.95 7.7
5 GHz 68.54 34.88| 73.73 17.8] 68.45 9.62
10 GHz 4252 40.88| 62.81  29.93 64.49  18.05
20 GHz 19.56 30.78| 40.37 36.5% 5257 28.99
30 GHz 1250 22.64| 26.53 33.2% 4057 32.74
40 GHz 09.67 17.62| 1895 285 31.17 3243
50 GHz 08.26 14.34| 14.64 24.5% 2442  30.47

Table 12: Real and imaginary components of the dielectric constant of pure water as functions of frequency and
temperature.

5.2.3. Ice Dielectric Properties

The dielectric properties of water ice areualy discussed in the light of the theory
developed by Debye (1929). Inperfect single crystal of puree it is believed that the
number of free electrons is negligible, so thiat DC field is applied, the only mechanism
available for conduction is ¢hproton-jump process (Pounder, 1965), which means that only
ionic conduction is acting. lthe sample contains impuritiése conductivityis increased.
Polarization effects at the surfaaad internal anisotropies duas cracks, gas bubbles and
inter-crystalline boundaries maske true conductivityof ice. Ice conductivity is extremely
low V~ 10°-10° Sni', approximately 10 times lower thahat of pure water at room
temperature.

When an AC field is appleée additional phenomena appetinlike liquid water, ice has
no permanent electric dipole moment but iadily polarized due to ionic conduction and
electronic polarization. When ehinduced dipole moment is reversed as the field reverses,
some of the electrical energy is dissipated as inethie lattice. Thiglissipative effect, called
dielectric absorption, gives rise to an effee electrical caductivity, which ismuch larger
than in the static field.

Since charge distortion distribution requires time, the permittivity depends on the
frequency of the alternating field, which leadsthe introduction of aelaxation time. In an
ideal system, the polarization occurs instantaskgyon response to the applied electric field.
However, most materials require a finite tifoe polarization to occur. This time dependence

involves inertia and charge, amlcharacterized by a relaxatitime for charge transport or
dipole rearrangement.

In the case of water ice, we define
_wi, 2
2SH 2

(48)
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and use the Debye theory, to derikie Drude-Debye relations for realf and imaginary,
permittivity:

: M (49)
1 [72
and

As already defined, the&and A represent the static arfdgh frequency limits of the
permittivity. The parameterDdoes not depend on frequenbyt on temperature, and is
defined by the empirical relation:

D Re “. (51)

The best fit is obtained withee75, H=3, R=1.9uUl0° s, and E0.1°C' in the ranges
0-10 GHz and 0-7AT, in the absence of impurities (Pounder, 1965). Improved models exist,
but Equations (49-51) provide a fair estimatmfnthe dielectric constant and losses of pure
water ice as functions of temperature andjdency. At very low frequencies, impurities
strongly affect the validity of this fittingdzause ion mobility increases. Table 13 gives the
static dielectric consta of water ice as a function tdmperature (Auty and Cole, 1952) and
provides a first insight on the variation ofettpermittivity with temperature. The static
dielectric constant of different crystalline icisslisted in Table 14 at a temperature of°@0
(Lide et al., 2006).

Temperature [°C] Dielectric Constant

0 91.6

-10 94.4

-20 97.5

-30 99.7

-40 101.9

-50 106.9

-60 119.5

Table 13: Static dielectric constantmfre ice | as function of temperature.

Ice structure Dielectric Constant
Ice | (O kbar) 99
Ice Il (3 kbar) 117
Ice V (5 kbar) 114
Ice VI (8 kbar) 193

Table 14: Static dielectric constantmfre ice with different crystal lattices.

5.2.4. Water and Ice Dielectric Signature in Soils

The dielectric constants of wateH80 at 300 K,), and water iceH120 at 210 K,) are
relatively high at extremely low frequencies, but most substances have relative permittivities
lower than 10. This large discrepancy is crufdathe recognition ofvater signature. Several
studies conclude that the dietric constants of the maj@omponents of the desiccated
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Martian regolith are less than 12, and a simple estimate gives a mean value smaller than 5 for
the soil composite, which is one order of magnitude smaller than the dielectric constant of
water ice. Then, if a significant permittivity is measured on Mars, the straightforward
conclusion is that, in the absence of any ogudastance with such aghi dielectric constant,

this signature necessarily reveals the presence water.

There is a significant quantity of G@e on the surface of Marat high latitude, but the
permittivity of CQ, solid phases, including snow, and powder, is very low. At 1 kHz and
200 K, CQ has a relative dielectric caast lower than 2 (Pettineléit al, 2001).

The conductivities of rocks andilsoare listed in Table 15, abvom temperature and in normal
weather conditions, i.e. rocks twihigh water contents. Thesalues are rough estimations
because conductivity is function of not only water content but also macroscopic and
mineralogical compositions.

Material Conductivity [Sm 7]
Granite 10-10"
Lava 10*-10°
Quartz vein <10
Marble 10°-10”
Limestone 16-10°
Sandstone 1610°
Clay 10°
Sand 16-10*

Table 15: Conductivity of Earth rocks and soils.

5.3. Subsurface Permittivity Probe
5.3.1. General Description

The measurement of dielectric propertiesing the mutual impedance technique is
particularly useful for assessing the waterfoatent in a medium. Ifact, water possesses a
particular unique electrical signatuthat reveals its presencedther materials, even at low
concentrations. The distinctive variations tbe dielectric propertiesf liquid water with
frequency, below ~1 MHz, and with temperatwaes controlled by the moisture content in the
soil. Moreover, these particular dielectric featuiare enhanced in water ice, increasing the
ability to detect ice among other materials. TWager/ice threshold detgon is a function of
not only soil characteristics batso frequency and temperatuBveeping the frequency in a
suitable range and measuring the thermal inestigh as day/night temperature variations,
provide a method for evaluag the dielectric propertiesd the Martian regolith.

The scientific and technical knowledge ga#ltewith the instrumas onboard the Cassini-
Huygens and Rosetta missions haignificantly contribted to the definition of the scientific
and technical requirements of a new instrotn¢he Subsurface Permittivity Probe (SP2),
presented in this Section. The SP2 instmim@igure 43) was pposed for the ExoMars
mission, the next ESA mission to the Red Platygiifies a new comjuration and improved
measurement capabilities, andngaies with the specific scidéfic rationale and technical
constraints of the mission. Thestrument is included in thdole (self-locomotion cylindrical
device) that is part of the @physical and Environmental Packd@EP), the static station of
the ExoMars project, which alsmcludes a rover. In order to adjust to the expected
characteristics of the Martian soil, thworking frequency should lie in the range
10 Hz -10 kHz. The measurement accuracieglwvicomply with the scientific goals have
been estimated using numerical simulations, @t be achieved. Theage heritage of this
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technique (Grard et al. 1995; IEnignoni et al. 2002) allows us to set the accuracies to about
0.1 for the relative permittivity, and 10 Sni* for the conductivity, with corresponds to a
water content threshold not higheatha few percents (Simdes, 20(Baper 16] Table 16
presents a list of the most significant instent characteristics and measurement accuracies.

Figure 43: The SP2 prototype attachhe mole-type carrier. The goldengs are the transmitting and receiving
electrodes.

Measured parameters PERMITTIVITY

- range, 1-120 in 0-5 m depth

- accuracy, resolution better than 2.5%, ~0.5%
CONDUCTIVITY

10*%-10° Smi?, in 0-5m depth
better than 2.5%, ~0.5%

MASss

- analogue electronics 20g

- digital electronics 35¢g

- electrodes and cabling 50g

FREQUENCY RANGE 10 Hz — 10 kHz

POWER <0.25W

TELEMETRY 5 bytes per measurement
Measurement technique PWA/Huygens

Space heritage PP/ Philae-Rosetta

Table 16: The main charactédits of the SP2 instrument.

5.3.2. Electrodes

TheMoleis a cylindrical tube with a hammerimigvice that provides self locomotion and
enables the system to penetrate the solil.tfdresmitting and receiving electrodes of SP2 are
attached outside the payload compartment ¢batains the electronic¥he electrodes must
be thin, lightweight, and protesd from soil abrasion.

Several configurations are pdds for the array, with differe sensor separations, to
explore the subsurface @arious spatial resolutions. The st consists of at least 4 rings
mounted on a cylindrical rod. An insulating sopps preferable though a metallic one can be
accommodated with appropriate efecguarding and insulation. An external insulating layer
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is also added to avoid a direct contact betwtberelectrodes and tineedium. The outer layer
material must be an insulator resistant to abrasion; several polymeric materials are under test.

Each electrode is a sandwiaiade of a thin kapton lay&etween two copper foils that
forms a capacitance and filters out any DC ponent from the signals. Figures 44 and 45
show the cross-sections tife prototype electrodgSimdes, 2004, chapter @paper 16]
Each ring is further split in two angular sestaf ~270° and ~90°, in order to test the
response when the instrument is rotatesuad its axis. The areas of each 90° and 270°
sectors are 3 and 12 gmespectively. The prototype therefore includes 4 transmitting and 4
receiving sensors that can be combinedmany ways to form various quadrupolar
configurations, two transmitting electrodes (Tarld Tx2) and two receiving electrodes (Rx1
and Rx2), in order to test tmeability to detect interfacesid heterogeneities in the medium.

A simpler configuration is foreseen for the flight model. The experience gained with the
HASI-PWA package onboard Huygens Probe, ko that stray capacitances should be
minimized and that electrode asg#ing is an important issue.

10
I I I I I

[ [ 1 [ Jm™x2orTx4 | [Tx1orTx3 | [Rx2orRx4 | [RxlorRx3 |

I I I I I I
| [ [ T™x2orTx4 [ Tx1orTx3 [[ Rx2orRx4 | [ Rxlor Rx3

I I I I I I
1

D Aluminium pipe Eapton D Copper D Shrink sleeve

Figure 44: Cross section of the multilayer electrodeget &0 is a protective matatithat resists abrasion.

10

GND SGN

CABLE

Figure 45: Wiring cross section of the multilayer electrodes.
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Figure 46 illustrates the layout of the SP2 electrodes though other arrangements are
possible.

Figure 46: The SP2 electrode prototype.

5.3.3. Electronics

The electronics block-diagram (Figure 47) skaaconfiguration with 4 transmitters and 3
receivers, though a simplest version inclu@egsransmitters and 2 receivers only. Signal
generation and acquisition are controlled tha FPGA (Field-Programmable Gate Array)
accommodated in thiklole. Both transmitting currents and receiving voltages are sampled.
The pairs of transmitting and receiving eledis are selected with two multiplexers. A
sinusoidal waveform is generated and sergri@mplifier with a differential output. Electric
guards minimize losses in the cables. The recgigiectrodes are connected to the inner wire
of triaxial cables with grounded shields. Tiheer shields are bootspped to reduce the cable
stray capacitance to ground, which is a mimiger than the electrode capacitance. The
properties of the Martian regolitre unknown, and the systencludes an amplifier with two
gains (high and low) to increase the dynamange of the permittity and conductivity
measurements.

Figure 47: The SP2 electronics block-diagram. The simpler configuration includes only two transmitters and two
receivers.
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The prototype does not include digital elecicsrbecause it uses an ADC (Analogue to
Digital Converter) cardlirectly connected to a computerhich simplifies control, and data
acquisition and processing. Little space is lade within the mole, which imposes severe
constraints on the electrancircuitry. Furthermore, the effts of the shocks and vibrations
induced by the self-locomotion system on calded connectors require a systematic test
programme.

5.3.4. Signal Processing

Signal processing plays a key ratethe quality of the results. An AC signal is injected in
the medium and both its amplitude and phasenagasured. The received signal is similarly
handled by the data acquisitionneerter, processed, and stoifed subsequent telemetry to
Earth. The signals can be handiedwo ways: either the waveforms are sampled and sent as
time sequences, or processed in the frequeliooyain before telemetry. The both solutions
present advantages and inconveniences; theefoapproach requires transmission of large
amounts of data but the latewblves additional onboard dateopessing and extra resources.
Handling time domain sequences on the ground facilitates data analysis but is not always
possible, due to data rate and communicati@mstcaints. Thereforehe signals are usually
transformed in the frequency domain and proagssereduce the data volume. In general,
onboard data processing witkast Fourier Transform (FFTand averaging provides the
amplitudes and phases of the signals. Sones, the complete waveform spectra are
transmitted. These algorithms have been resttely used in space, namely in the PWA
analyzer, because of their robustness aridbitty. In the caseof SP2, several signal
frequencies are used with a maximum sampfig of 20 kS/s per channel. Other signal
analysis techniques are envisaged for futp@ieations though they require extra processing
time. In fact, onboard dedicated time-dom#&achniques can be more accurate than FFT
because they do not entail spectral leakage.€eltehniques take advantage of the fact that
the injected signal is known.

For specific applications of the SP2 instrumeseveral methods such as the sine-fitting
algorithm produce more accuratsults than the standafFFT method though they require
more computational time. This algorithm igime domain analysis of the acquired sample
sequence that yields the paradens of sinusoidal ghals (frequency, amplitude, phase, and
DC bias). These algorithms are extremelgwerful because they measure the medium
impedance at several frequencies simultarigousing a multi-harmonic sine-fitting. The
selected frequencies can be injected simutiasky in the medium and no sweep is required;
this technique is known as the multi-harmonic stimulation.

The SP2 signal processing system must comyt several constints: (i) mission
telemetry limitation; (ii) maximum data traesfrate between the nier station and thiglole;

(i) overall Mole processing capabilities; (iv) numbef SP2 receiving electrodes and
maximum signal sampling rate. Whatevtre final solution may be, onboard signal
processing seems unavoidable.

5.3.5. Operation
The main objective of th®lole is to perform thermal andesdtrical measurements of the
Martian regolith at the landing site. TMole is attached to a 5 norhg tether that powers the

sensors and the data bus. The knowledge ofdeatyre provides extra information about the
presence of water ice in the soil. Diglez measurements @rconducted during the
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penetration phase of thdole in the regolith, every ~5 cm. This resolution is required to
identify successive layers of different t@aals and study strgiaphy. Four working
frequencies have been selected: 16, 10° and 16 Hz. The MIP also works in the passive
mode (no transmitted signal) and records thbiant electromagnetic noise. Synergy can also
be expected from the comparison of thesta daith those collected by the atmospheric
electricity and meteorological instrument®r example. A coordinated operation with
components of the rover payloashecifically the ground petrating radar, will provide
ground truth for the soil permittivity, though at frequencies several orders of magnitude
smaller.

Once theMole has reached its rest location below the surface, a few daily measurements
will open the door to the study of the diuraad seasonal phenomena induced by variations
of the soil temperature amdmposition.

5.4. Laboratory Experiments
5.4.1. Experimental Setup and Instrument Calibration

The tests are conducted in a thermal dmamwith Martian sib analogues. The
measurements are performed with the SP2oppé and, for comparison, a plate capacitor
with a guard. The capacitor cortsiof two parallel disks witta diameter of 10 cm and a
separation that can be adjusted betweemmh and 1 cm and, which corresponds to a
capacitance between 10 and 100 pF.

Figure 48 shows the sketches of the two expental test setup3he SP2 prototype is
connected to a wave generator that prodsiessoidal and square waves with amplitudes
between 0.1 and 5 V, in the frequency rangeH¥0—- 10 kHz. The alogue electronics is
connected to a laptop through amalogue to digital converteard with 16 channels, 16-bit
resolution, and a sampling rate of 20 kS/s pleannel. The software controls the wave
generator, data acquisition, and signal processing. The second setup shows the plate capacitor
connected to a signal analyzeattiworks in the same frequen@nge. A resistor is connected
in series with the plate capacitor and an ihite@ibration is made imir to take into account
phase corrections, due to the stray capacitaotdse cables and connectors. The amplitude
and phase shift of the signal the resistor yields the compladielectric constant of the
material that fills in the gxe between the capacitor plates.

Figure 48: Sketches of the SP2 prototype (left) and plate capacitor (right) experimental setups.
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Figures 49 and 50 show the exp®ntal apparatus: the test equipment, the capacitor cell
inside the thermal chamber and the SP2 prototype that are used to measure the soil stimulant
properties. Because of hardware constrathis,SP2 prototype was operated at temperatures
above -50°C.

Figure 49: Test equipment for theafd capacitor technique (left) and maasnent cell in the thermal chamber
(right).

Figure 50: Test equipment for the SP2 prototype (peftjially buried in the JSC Mars-1 soil stimulant (right).

The conductivity measurements are validatediresy those of three different reference
media, namely dielectric oil, puseater, and a standard KCI 0.01 mol dsolution, which
offer conductivities from ~1¢ Sm' for oil to ~10" Sni’ for the KCI solution in the
frequency range 10 Hz-10 kHz. The experimenégiults fit the nominal values within an
error of 0.1% both for oil and ¢hKCl solution. The ror associated with pure water is about
12%, which might be due to the presence of dissolveg @ conductivity of C@saturated
water is indeed much higher (<1®m?) than that of pure water (5.610° Sm’, at 25C).
The permittivity measurements are calibratethyiure acetone, pure water and the dielectric
oil already used for conductivity. The relatigeors are 0.1% and 0.8% for oil and acetone,
respectively. Permittivity was measured in acetone, at 10 kHz only.

The permittivity result for p& water does not match theethetical value because an
increase in permittivity is observed in the ELF range. Thus, experimental results were
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confirmed at 1 kHz with a RLC meter, ugithe same plate capacitor technique, and a
difference below 0.25% was obtathbetween the two approaches.

For water ice, the experiment was conducted stationary nitrogeflow, in a thermal
chamber at temperatures between®c5and 6C, in step of 8C. The difference between the
measured permittivity and the theoretical value is ~2%.

The SP2 prototype was calibrdt@ot only in air but alsen a solid medium, namely
polyethylene; the probe was inggttin a hole which had been bdrin a large block of this
material.

After performing the calibration measuremente used the JSC Mars-1 analogue (Allen
et al., 1998) as a substitute for the Martian rélgoiiVe also used glass beads of various sizes
(50 En and 1 mm ranges) and a simathstratified and heterogeous soil. The experiments
have been conducted for various combinatiaisenvironmental parameters, such as
gravimetric water content, porogifrequency, and temperature.

5.4.2. Soil Analogues Testing

A limited knowledge about the mineralogical and chemical composition of the Martian
regolith is a prerequisite tthe development of earth-madeil analogues, or simulants.
Palagonitic tephra from the Pu’u Nene cindemegdocated in the saddle between Mauna Loa
and Mauna Kea volcanoes, in Hawaii, has beemdfited as a close spectral analogue to the
bright regions of Mars. It is commonly known #e JSC Mars-1 simuta (Allen et al.,
1997). Another Earth materialaiined to be a good Mars analogue, mainly for exobiology
experiments, is found in the desert of Atacama, Chile.

The JSC Mars-1 simulant was selected for éixigerimental investagion. This analogue
has already been studied by other experisrenfCooper and Mustard, 2002). Allen et al.
(1998) described the properties of JSC Marsdmely mineralogy, chemical composition,
magnetic properties, and othehysical parameters. The water content of JSC Mars-1 has
been modified for the purpose of this work, istchemical composition has not been altered
otherwise. Although theneecessarily remains some doubt alibetsuitability of JSC Mars-1
as a Martian analogue, instrument calibratiod ssting must nevertless rely, not only on
standard and well known media, but also on gbdg more or less effectively reproduce the
properties of the Martian regolith.

The JSC Mars-1 is highly hygroscopic, and ghavimetric water coeint at thesaturation
point is about 0.6 for a porosity of 0.54. Thelpavimetry was utilized to measure the water
content of the samples used in the experisieBince the Mars soil simulant includes other
volatiles, the precise measurement of the watmtent is difficult. Hydroxides are fully
removed above 70, but free water is eliminated below 2§0(Yen et al., 1998). The
sample has been heated at fB0nterlayer water is fullyemoved, but some bond water may
remain. In order to prevent the absorptioratthospheric humidity, #hdried soil container
remains sealed during the experiments.

5.4.3. Results
5.4.3.1. Gravimetric Water Content
The measurements with JSC Mars-1 (Table @lgss beads, rocks, gauge materials, and

other media that play the rabé heterogeneities, were madéh the plate capacitor technique
and the SP2 prototype. The purpose of theseriments is not only to study the dielectric
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properties of the materials undesting but also assess thefpamance of the SP2 prototype
(Simbes et al., 2004a, [Papers 14-15]

The measurements are performed using JSC Mansdlants with different porosity and
gravimetric water contents. Soil samples are dried atql86r several hours. The water
content is modified by spraying distilled watver the desiccated simulant and subsequent
mixing. The different porosity values are obtairy vibration and compaction of the soil.

Oxide Weight percent Permittivity
Sio, 435 4.48 (*)
Al,O; 23.3 10.1 (%)
TiO, 3.8 114 (*)
Fe0s 15.6 4.5
MnO 0.3 12.8
CaO 6.2 11.8
MgO 34 9.65
K,0 0.6 5(?)
Na,0 2.4 7(?)
P,0Os 0.9 10 (?)

Table 17: Chemical composition of the JSC Mars+husint and associated permittivities. (*) Average
permittivity of anisotropic oxides; (?) Representative valade( et al, 1998;Lide et al, 2006).

Figures 51 to 55 show how the dietric properties of JSC Marssimulant (conductivity,
relative permittivity, and loss tangent) vary in the frequency range from 10 Hz up to 10 kHz,
for different combinations of temperatuf®,(porosity (), and gravimetric water contenfj{

The measurements are performed with ateplcapacitor and the SP2 prototype. The
gravimetric water content refers to free watentent, because traces of bond water may have
remained in the soil. For the sake of clarity, data points severely contaminated by
electromagnetic noise, at 50 Hz and harmoric&y ambient noise, at low frequencies, have
been eliminated.

Several sources of error habeen identified, namely ¢hcircuit wiring, the spectrum
analyzer, the external environment, and thék material heterogeneity. The effects of
spurious resistance and capacitance in thaeitiace minimized by the calibration procedure.
The error associated with the spectrum analiz@egligible. The external interferences are
reduced with a Faraday cage, but cannot be t=igip eliminated when the temperatures or
water contents are low. The dispersion asgedi with particle ditribution, porosity,
temperature gradients, and water/soil fegeneity is reduced by averaging several
acquisition cycles. An error summary is presemtediable 18 but, for the sake of clarity, no
error bars are included in the plots. An inceeasthe relative error of the measurements is
observed, if frequency, tempauet, or water content is deased. Although less pronounced,
a similar effect is observed when porositycrdases. One explanation for this behaviour is
that, for high impedances of the material untlest, the circuit is more susceptible to
interferences from external sources. Anothelaxation is the loweaccuracy of the phase
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shift measurement at low frequencies (Chelidizal., 1999), but it doesot account for the
role of temperature and water content.

Frequency T=-55¢ T=20¢
10 Hz 30 20
100 Hz 2 1.5
1 kHz 1 0.5
10 kHz 0.5 0.5

100 kHz 0.5 0.5

Table 18: Relative error percentages for permittivity and conductivity at given frequencies and temperatures, for
the highest porosity £0.58) and the lowest water conter€(.005), which represents the worst case.

The electric properties of ¢hdry simulant are illustratein Figure 51 for different
porosities. At a given frequency, both cantivity and permittivity show a quasi-linear
increase with density. At 10 Hzetfconductivity is in the order of (3) uL0™° Sm?, a value
close to that expected for drgcks without metallic componentSor the sake of comparison
the conductivity in a JSC Mais saturated solution is ~ 610* Sm' at 10 Hz and at room
temperature.

Assuming a dry JSC Mars-1 with homogene@asticle distribution and no porosity,
Equation (45) yields a permittivity of 7rB.4. For a porosity of 0.54.01, the measured
permittivity is 2.490.05 at 100 Hz and 2.00.01 at 10 kHz. The effective permittivity
derived from Equations (43-44) lies withinfew percent from the later value assuming the
composition given in Table 17 and a porosity of 0.54.

Leuschen (1999) used a coaxial transmiss$iiom to measure the electric and magnetic
properties of the JSC Mars-1 simulabetween 10 MHz and 1 GHz. The derived
permittivities were k=3.57 for DC and H=3.12 for infinite frequency. The differences
between these results and the static theotgdrealictions are significant, which may be due
to the extrapolation of the static value frahe MHz frequency range and variation in the
particle or bulk properties.

The temperature has been raised from@&55 20 in steps of 18, with different
gravimetric water contents. The results obtained &G%Hd -25C are reported in Figures 52
and 53. The results are seennfr another perspective indtire 54, where the dielectric
constant is plotted against frequg, with temperature as a pareter, for two selected values
of the gravimetric water content.

Both water content and temperature incraageconductivity and permittivity of the soll
simulant. This effect is mostigonspicuous when the gravimetwater content is larger than
0.05; below this threshold, theeetric properties of JSC Marsdre not very sensitive to
moisture and temperature.

Plotting the loss tangent reveals new signatures whose complexities deserve further
analyses. Two features, at least, are readilyphsiThe loss tangent increases with the water
content and temperature. Note, however, thagémeral ordering of the curves is different for

£0.05. The study of these features may hehrifging the processeat work in this
frequency range.
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Figure 51: Conductivity (left) and relative dielectric constant (right) of theJ8€y Mars-1simulant ( £0.005),
as functions of frequency, at a temperafflre2@°C, for different porosities:~0.58 (red), £0.54 (green), and
£0.52 (blue).

Figure 52: Conductivity (left) and relative dielectric constant (right) ofJ®€ Mars-1simulant as functions of
frequency, at £0.54 andT=-55°C, with different gravimetric water contents£0.005 (red), £0.01 (green),
£0.05 (blue), andZ0.1 (black).

Figure 53: Same caption as foghie 52, but at a temperatdre-25°C.
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Figure 54: Relative dielectric constant of i&C Mars-Isimulant with gravimetric water conten0.005 (left)
and E0.1 (right), as functions of frequency, fo=0.54 and at different temperaturds:-55°C (red), -46C
(green), -28C (blue), -16C (black), +5C (cyan), and +2T (magenta).

Figure 55: Loss tangent of tB&C Mars-simulant, with gravimetric water conter®0.005 (top left)), £0.01
(top right), £0.05 (bottom left), and£0.1 (bottom right), as function of frequency, fér0.54 and at different
temperaturesT=-55°C (red), -46C (green), -2%C (blue), -16C (black), +5C (cyan), and +2 (magenta).
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5.4.3.2 Stratigraphic Measurements

The detection of layer interfaces and heterogesseii one of the maiobjectives of SP2.
A special medium test bed isgmared to study the responsetwd instrument to stratigraphic
features, such as interfacesjntiayers, holes, local hetsgeneities in permittivity and
conductivity, etc. Figure 58hows the test medium that cwts of a strafied soil with
differentiated composition and local features.

Figure 56: Sketch of the stratified ment used to produce the 2D electric maps.

The soil used for stratigraphic studies consisthiae layers of JISC Mars-1 with different
water contents. It also contains a layer of paper and several other items at identified positions:
a polyethylene block #2), an aluminium block ¥ >>1 Sm), an empty plastic shell
(H1.05), small pebbles, and water. The objecitsvéo record the response of SP2 when it
crosses this heterogeneous environment and whsmrotated around itaxis. The probe is
placed in a vertical position in the meoi sketched in Figure 56. Several hundred
measurements are performed during the folgnsequence of operations: (i) the probe is
placed at the bottom of the container; (ii) the probe is rotated through 360° in steps of 30°;
(i) the probe is moved upwards over a distante50 cm in steps a2 cm until it reaches
the top of the containemhe Figures 57 and 58 show typi@&) electric maps that comprise
more than 300 data points each. In each datathe frequency is swept between 4 and
8192 Hz, and takes the valu€{taz) where n=2, 3,..., 13.

Figures 57 and 58 show remarkable similesitivith Figure 56; #following conclusions
are drawn:

X Interfaces can be easily detectedintyain the lower frequency range;

X Heterogeneities can be identified, unding dielectric materials and conductors;

x The differential mode, i.e. the potentidifference considering multiple receiving

electrodes, is more suitable for detecting thin layers;

x The differential mode can be also usedlétect local heterogeneities provided their

sizes are not smaller than the sepanabetween the receiving;

X As expected, a highly heterogenesod gives a more complex map.
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Smaller structures seem to be more eagigntified in the kHz range than at lower
frequencies. A numerical model is employed ie tbllowing section to identify some of the
most intricate structures.

Figure 57: 2D raw electric maps of the stratified mediecorded with the electrogsl®f larger size (sectors of
270°), at 16 Hz. Depth is plotted against angle; the arbitrary colour code represents either amplitude or phase.
From left to right: amplitude of the Tx signal; phas#tsif the Tx signal; Rx amplitude; Rx phase shift.

Figure 58: Caption is the same as for Figure 57, but at 1024 Hz.
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Comparing Figures 56-58 shows several singlgnatures in the 2D maps. The calibrated
mutual impedance maps require further analgsisthe simple self-impedance measurements
illustrate the suitability of # instrument for stratigraphic studies. Although a complex soll
structure due to several layers and embeddeddyeteeities is present, a few characteristics
shown in Figure 56 resemble the measurememngsi@s 57-58). For example, soil layers are
easily identified and the dielectric sheet is alsible. Moreover, few heterogeneities can be
identified, namely the air cavity, the dielectnaterial, and the metallic block. However,
local intricate structures are observed, maimyhumid and semi-dryyayers. Experiment
completion takes a few weeks, thus high soiittire was used to maximize the scientific
outcome of a single trial; the dbzantage is that data is extremely intricate. Furthermore, the
utilization of sprayed water produced dgfan phenomena in thsoil and introduced
additional interpretation difficulties.

The configuration of the flight model arragrdiguration requires fiher studies, in order
to optimize stratigraphic resolution. The ZSPrototype reveals nevertheless extremely
promising for planetary subsade studies and its capability seems to extend beyond than the
dielectric measurements that had been initially foreseen.

5.5. Probe Modelling

The optimization of the mutual impedancelpes architecture and calibration procedures
require the development of appropriate tleéical and numerical tools. For simple
configurations, namely lineand planar electrode arrangemeint& multilayer medium, it is
possible to develop analytical solutionsings the method of image charges. However,
numerical methods areqeired for arbitrary array configurans in heterogeneous media. We
assume that the working frequency is low #mel electrostatic appraxation can be used for