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Chapter 1

Introduction

In the past decade, semiconductor companies artundvorld started investing in the area of
image sensors. On the technology point of view, GVthage Sensors (CIS) have become
mature and attractive to produce in mass quantilesthe application point of view, CIS and
its capability is utilized in various sectors peémiag to various application areas such as:
commercial applications (toys, digital cameras, wealneras etc.), industrial sector (machine
vision, automotive, quality control etc.), securggctor (security cameras, motion detection,
finger print ID, target tracking, spy cameras etny it is also used in space applications. On
the business point of view, the know-how in thed€sign and fabrication process has increase
the chance to be successful and meet the markeanteron large array formats, high image
quality, low cost, low power. Current technologyvadcement i.e 3D technology has
advantage of small foot print imagers, dedicatedhi®logy (analog, digital etc.) for different
layers is becoming more and more attractive becafissost and optimized performance. In
this research work we will focus on the 3D imagér |

In the section 1.1 we will see how an imager fumes, the rise of CIS technology,
CMOS APS structure, CIS performance metrics, Cl&@&cources. Section 1.2 describes in
detail the 3D technology trend, opportunities asgdues. Section 1.3 describes in detail the
research focus and followed by research contrilouithosection 1.4 and finally thesis outline is

described in section 1.5.

1.1 Imager

An imager is an array of photosensitive devices twavert optical information into electronic
signals. Firstly, the image scene is focused onithage sensor with the help of imaging
optics. If the application requires it, a colorndil array is placed during fabrication on top of
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the image sensor arrays for color sensing. Becatfigbe color filter, each pixel behind the

filter array produces an electrical signal corrastiag to one single color (red, green or blue).
An analog-to-digital converter (ADC) is used to wernt the generated signal into the digital
domain for digital post processing such as coloocpssing, image enhancement, data
compression for storage, etc. The digital image adter the ADC block can also be fed back
for auto exposure and auto focus followed by (Im&ygnal Processor) ISP for processing ,
color enhancement etc. as shown in Figure 1.1.

Figure 1.1 Imaging pipeline [1]

Visible spectrum imaging is the main target for somer applications such as mobile
phone cameras. Silicon, the cheap and widely-ablElamaterial at the basis of the
semiconductor industry, also happens to be highitable for visible spectrum imaging due to
its high absorption in the visible range of light( the range of wavelengths over which the
human eye is sensitive, around 390nm-750nm).

In the following sections, we focus on the drivehimel the main (CMOS)
technological implementation of consumer image eesisand on the main performance

metrics and limitations.
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1.1.1 The rise of the CMOS image sensor

Over the past decade, developments in image sdesbnology have brought a shift from
Charge Coupled Devices (CCD) to Complementary M&aide Semiconductor (CMOS)
based image sensor technology, due to the potenti@MOS imager sensors (CIS) compared
to CCD. In this research work, we focus exclusivety CIS. Some key advantages of the CIS
technology are listed below:
Low power dissipation
CIS has lower voltage swing, switching frequency arapacitance which allows
them to be more suitable for portable applicatif#js
Integration and miniaturization
CMOS components such as memory, signal processimgits, microprocessors
can be integrated into the same chip. This redeoesplexity in board or System in
Package (SiP) design and reduces the cost of gteray[3].
Cheaper fabrication
CIS are produced for several years by tweaking skendard digital CMOS
processes[4][5]. This supports mass productiomgugixisting CMOS fabrication
lines, reducing the cost of production. Lately tlas scaling continues these tweakss
have become more pronounced and lead today to aedicproduction lines to
tackle technology scaling and market demand.
Reliability
Due to on-chip integration, the component countdssembly of the overall system
is reduced, which improves robustness and relighidf course, scaling can tend to
offset this advantage since the reliability of thelividual circuit elements is
reduced.
Speed
On-chip integration of all components lowers intatoect RC time constants
between them, and therefore favors increases toatleeof data transfer between the
sensor and the processing units. This translates faster frame rates: CIS with
rates of 10,000 frames per second has been rep¢6ledNormal commercial

sensors work at few hundreds of frames per second.
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Random access

With the CIS, because of its two-dimensional stuuetof the data readout circuit
within the imaging sensor, which allows for datadeut by selectively addressing
X and Y coordinates, it is relatively easy to realia random-access [7]
performance.

Although CIS provides the above advantages it safffeom noise and lower
sensitivity compared to CCD technology. Higher tixgattern noise [8] is observed due to the
readout through a chain of buffers and amplifiefhese drawbacks are reduced with
technology improvements and the emergence of deztic&MOS production lines for image
sensor fabrication.

1.1.2 CMOS Active Pixel Sensor

The CIS pixel matrix is composed of a 2D array ight-sensitive voltage generators (pixels).
In this thesis, we explore the 3T Active Pixel Sem®] (APS) (Figure 1.2) structure, one of
the simplest and most widely-used structures comgad a photodiode and three transistors.
The photodiode is a p-n junction diode operateddwmerse bias mode to convert photonic
energy into an electrical current via electron-hgéneration within the depletion region. The
three transistors have specific roles, assaddurce follower transistor, adM- selecttransistor
and a Mg reset transistor. The reset transistor acts awigcls to reset the photodiode. The
select transistor allows a single row of pixel mato be read by readout electronics. The in-
pixel source follower amplifier acts as a buffedadue to its proximity to the photosensitive
element, enables a non-destructive read of thernmdtion at high speed with high signal to
noise ratio.

Figure 1.2 APS structure
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However, the presence of three transistors in gaxél leads to a low overall pixel
fill factor, which persists even though technologgaling reduces transistor sizes. Detailed
operation of APS architecture is described in @witoWing chapters.

1.1.3 CMOS image sensor performance metrics

The performance of an APS structure is measured aihumber of criteria: Few of them are

described in the following paragraphs:

Dynamic range:the range between the minimum and maximum deteetlbimination
levels, measured in dB. The dynamic range can hésoepresented as the number of
illumination levels that can be encoded. When theident illumination is high, the
photocurrent is large, causing the photodiode techiarge quickly. Therefore, it is
necessary to reduce the integration time in ordgorevent the pixel from discharging
completely. However, in low illumination, the phatorent is small, causing the
photodiode to discharge slowly. In this case, ituldobe necessary to increase the
integration time in order to allow the photodiod® discharge enough to provide a
detectable signal at the output.

_aQmax ok -(1.1)

Imax Tintegrati on dB

D.R =20lo = 20lo
glO |m|n glO

. S— L \dark * Tintegration+ ,°
Tintegration \ q

where Qhaxis full well capacity, dak is the dark current, iJegration IS integration time
and is read out noise.

The dynamic range of a 3T-APS is determined byubkage swing between
the power supply voltage @¥) and the ground voltage. However, the thresholidage
drop across the source follower diminishes the agst detection range at the output.
Also, technology scaling reduces the supply voltéayed to a lesser extent the threshold

voltage), which affects the dynamic range.

Frame rate: is used to describe the imaging speed of the semMsmmally it refers to

the number of images that can be taken within arsec
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Sensitivity describes the output response of the photo seasaa function of light
intensity at specific wavelength. Sensitivity isethatio of collected charges to the

number of incident photons.

Conversion gain: After the photons are converted and collected aelpiloating
diffusion (FD) nodes, collected electrons cause rapgrtional change in voltage
depending on the FD node capacitance. This is d¢atlearge to voltage conversion

gain.

Signal to noise ratio:the ratio of signal power to noise power, measuredB. SNR
can be improved by improving the signal, which pdes a better signal dynamic.

2 --(1.2
SNR(l,,) =10log,, . 1 eh dB (1.2)
g (=(1,, +dark)Tint egration+ *)

q

Tintegration?

where |y is photocurrent signalqdw is the dark current, ifegration IS integration time
and ,is read out noise. The following section descrilmedetail the sources of noise in
CMOS APS structure.

1.1.4 CMOS image sensor noise

Like any other electronic circuit, CMOS image senatso suffers from noise. There are two
primary sources of noise [10][11][48] in CMOS APKhey are

Temporal noise

Fixed pattern noise (FPN)
Temporal noise
Temporal noise is temporally random and not camsfiaom frame to frame. It is described by
statistical distributions and can be reduced byragg successive frames or by using
correlated double sampling techniques. In genegaipioral noise can be divided into three

categories: shot noise, 1/f noise and reset noise
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Photon shot noisePhoton shot noise describes the fundamental staisincertainty
on the amount of photoelectrons that are generayelight falling on the photodiode.

It depends on fundamental physical laws, little &opfrom the design decisions.

1/f noise: originates from fluctuation in the conductivityn ICMOS APS different

components contribute to total 1/f noise at difféareperation phases. For example
during integration time, this noise is producedgiwtodiode dark current fluctuation.
During readout phase, the column source followed aocess transistor generate 1/f

noise. In system level, reducing the system tentpegahelps in improving 1/f noise.

Reset noise:The photo-generated electrons start to accumulateth® junction

capacitor after the reset operatidteset noise is a function of sensor temperature and

capacitance. It causes variance in the voltagehictwthe photodiode is charged.

- --(1.3)
where K is the Boltzmann constant, T is the terapee (Kelvins).

Fixed pattern noise
Fixed pattern noise (FPN)[8] is a spatial noiseisltthe variation of output from different
pixels under the same illumination conditions. tbguces variations from pixel to pixel or
column to column in the sensor array. The FPN cdidddue to non-uniformity of the micro-
lens, non-uniformity in effective pixel fill factotvariability in pixel circuit dimensions) or
non-uniformity in conversion gain (variability inransistor characteristics). FPN can be
categorized principally by the signal dependendgn& independent one is the Dark Signal
Non-Uniformity (DSNU) and signal dependent one ikof® Response Non-Uniformity
(PRNU).

Dark Signal Non-Uniformity (DSNU)Pixel to pixel dark current variation is one of
the sources of FPN. This variation is not signgbetedent. It is due to non-uniform
spatial patterns of impurity concentrations in tivafer. Additionally, this non-

uniformity depends on temperature distribution e pixel array.
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Photo Response Non Uniformity (PRNUhis is signal dependent component of
FPN. Local variation in different layer thicknessda doping impurities cause
variations in photo generated -carrier lifetime. 3&eare caused by mask
misalignment. They result in modifications of quamt efficiency, source follower
gain or pixel capacitance across the pixel arrajRNB depends on process

technology, light spectrum, pixel design and timing

Existing conventional 2D image sensor suffers fromny limitations. The main
drawback is the limited area available to accomnediae pixel array and other blocks (ADC,
ISP etc.) together. Due to this reason fill faatdipixel is reduced. 2D image sensor blocks are
connected by long wires increasing the RC delay realicing the bandwidth. The entire chip
is fabricated using single technology. These draskbare overcome by the 3D imagers. The
main drivers for 3D technology are imagers and mme@so[13][14]. 3D imager has shorter
wirelength and so increased bandwidth. Long termal g 3D imager is the possibility of
increasing the fill factor and increasing the logalage processing by stacking pixels above
transistors (APS transistors underneath photodio@ejt the intermediate term and high
granularity approach is to have an image procesbiogk below pixel matrix. This is very
attractive due to the technology heterogeneityngslifferent technology node for each layer
and dedicated CMOS imager process lines). 3D stgctiould free CMOS imager processes
completely from standard digital.

During this research work we will focus on how wencmodel and design an imager
using the 3D technology. Due importance is giveramalyzing the problems when moving to
3D and proposed solutions to overcome the assat{atainly thermal) issues.

1.2 3D technology

1.2.1 Trend

In 1965, Gordon Moore postulated his famous andhgpmus law, which formalized for the
first time scaling trends in the semiconductor istly, trends which continue to this day.

However, at the end of the ®@entury, the semiconductor industry started slgwirom the



Chapter 1 — Introduction

trend proposed by the law, and costly technologscdilitions (e.g. copper interconnect, high-k
dielectrics) became increasingly necessary to ocometito achieve the levels of performance
predicted by Moore's Law. Recently, the concept3bf integration and use of the vertical
dimension as a vector to pursue performance begagather support in both academic and
industrial communities [15][16]. The idea was ircfariginated in 1985 by the Nobel laureate
Richard Feynman, who expressed the idea of stadkirgs address on “Computing machines
in the future”. Today, it is widely accepted th& thtegration is well on its way to becoming a
future mainstay of the semiconductor industry, wtthown specific roadmap for development

as proposed by the Advanced Semiconductor Engingepnioup, as shown in Figure 1.3.

Figure 1.3 3D Roadmap [16]

1.2.2 Opportunities

3D technology has many advantages compared toRheoRnterpart. The main driving factors
towards 3D technology are

Interconnect delay reduction and circuit speed
The most important advantage of 3D technology $s dapability in reducing the distance
between system blocks, leading to a reductionhelength of global wires and consequently
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lower global interconnect delay and power. Gloleiconnect delay (Figure 1.4) is a serious
issue in planar (2D) systems, where interconneldydgominates the gate delay above a length
of just a few gate pitches. In 3D technology, timerconnect issue [17] can be strongly

mitigated, since while in a given area A (for whitte maximum wirelength is ), the same
o . : A . .
area split into n layers reduces the maximum wirgth to 2,/— . The maximum wirelength
n

(Figure 1.5) exhibits therefore a reduction profmoral to — [17].

Figure 1.4 Inteconnect delay [18]

Figure 1.5 2D vs 3D wirelength distribution [18]
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A Through Silicon Vias (TSVs) is formed by aliggindefining, and etching a cavity
between two tiers to expose an electrode in thectotier; lining the sidewalls of the cavity
with an insulator; and filling the cavity with métar doped polysilicon to complete the
connection. All 3D IC fabrication process (Figureb)l comprise three basic steps, namely
wafer thinning, TSV etching and filling, and tieotding. Depending on the sequence of these
steps we can distinguish between different appreaciA process is described as “TSV first”
or “TSV last” if the TSVs are fabricated before after tier bonding, respectively, and the
order in which TSVs are fabricated within a 3D Ifbgess is an important process decision to
be made before developing a 3D IC technology. Emgth of the vertical connection, in TSVs,
is more or less negligible since each layer is thss 100um thick. In order to minimize the
TSV pitch, we have to maximize the aspect ratidhaf TSV cavity defined as the ratio of the
depth to the width of the cavity. TSV aspect ratimsnot exceed 10 due to fabrication issues.
The key projections given by International TechmgldRoadmap for Semiconductors (ITRS)
relevant to TSV are given in Table 1-1. Currenthtemlogy advancement helps in thinning of
the individual chips to reduce the height of theafichip stack

Figure 1.6 3D IC fabrication process [19]

Table 1-1 TSV parameter projections in 2011 ITR&Imap[20]

Parameter
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Since the time constant of an interconnect linggases with the square of its length, it is clear
that long interconnects cannot exist without somenf of signal regeneration to guarantee a
level of circuit speed. The use of repeaters en#idesignal delay to depend linearly (rather
than quadratically) on interconnect length [21]. Baducing the maximum wirelength in 3D
systems, the number of repeaters required will dsuced, which will be beneficial both for
circuit speed and for power consumption. Furthemsistor resources used for repeaters in the
2D case (upwards of 25% in high performance prame3swill be freed up for other functions,

such that transistors are used more efficiently.

Heterogeneous Integration and System Miniaturizatio

A compelling and fundamental driver for 3D techrplds the possibility of mixed-technology
(e.g. digital, analog, RF, optical etc.) systemsheterogeneous integration (Figure 1.3). This
heterogeneity implies that the constraint of eveiryg in the same process is removed, such
that each function can in principle be implemenitedhe most suitable technology. This is a
profound change to the semiconductor industry. Beigction of different technology will lead
to cost optimization (e.g. aggressive and costbitdl stacked with mature and cheap analog),
then performance optimization as processes become repecialized and the organization
more stratified, and finally full system miniatuaizon with the emergence of many specialized
suppliers both at the process and at the IP / systéegration level.

To our knowledge the main application explored tated has been imager. The
advantage of using 3-D in imager is that no aremtbabe sacrificed on the imaging layer for
additional circuitry such as Correlated Double SAngp(CDS), Image Signal Processor (ISP),
Decoder, Analog to Digital Converter (ADC) can lealized in different layers according to

the cost, interconnect possibility, thermal impaid.

Figure 1.7 Heterogeneous integration [22]
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3D integration is not limited to the above but tredgo have other advantages such as
parallel processors, new functionalities, new aggiions etc.

Although 3D technology possesses many potentiahathges, it also imposes many
challenges compared to the mature 2D technology.reklize a 3D system, some important

issues must be addressed in the design stagepksred in the following section.

1.2.3 Issues

As described above, 3D technology has the greatnpi@ to overcome issues in planar 2D
technology to pursue the performance levels predichy Moore's Law and required by
application. . However, the technology also has ynabstacles to achieve mainstream
production capability, impacting the feasibility cameliability of systems implemented with

this approach. The main obstacles are describéetail below:

Thinning and mechanical stability
Power consumption[23] creates heat and if it is dissipated fast enough the temperature of
die increases leading to problems such as increlasd&ege currents in transistor and reliability
degradation. Moreover the die is thinned beforediog. This adds complication to the heat
dissipation problem: thicker die can spread heathmbetter than thinner ones along the
horizontal plane.

Apart from heat dissipation problem in the thin ,dike 3D stacks will comprise a
number of die of different sizes thinned to a fewcnometers, made of materials stacked and
bonded on top of each other so as to retain etadtdonnections. This system creates lot of
problem in terms of mechanical stability when temgpere changes. Different materials have
different thermal expansion coefficients and arée@kd in different manner by thermal
gradients. This might lead to stack de-bonding ilegdo electrical failure. Mechanical stress
[24] due to thermal expansion can interfere witk #giress carefully engineered in transistor
channel to destroy the on-currents of transistArsother major source of problem is handling
of the thinned wafers. The thinned wafers are fiexiand so extreme care is taken when they
are transferred from one process step to otheca®wer wafers to solve this problem, but still

bonding and de-bonding to carrier wafer may crea¢ehanical issues.
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Electromagnetic interference

The increased power consumption per unit area rhastonsidered in a 3D stacked
chip Power Distribution Network (PDN) because tgpalwer consumption is proportional to
increased current magnitudes through TSVs and EBKlecfromagnetic interference) is
increased by high current switching and high PDNpadhlances. Although, TSV shows very
small inductance, which is very helpful to 3D IC lgyving lower PDN impedance[25].
However, when it combined with the large capacitanta chip PDN, it can induce high PDN
impedances, which are called as TSV effects or Tisluctance effects and can be an EMI
source in the GHz range as shown in [26]

Thermal issues

One of the main challenges facing 3D integratiorhéat dissipation. In a conventional 2D
planar approach, a heat sink is attached to thimsaiof the chip package such that heat ows
straight from the chip to the heat sink. Usuallye theat sink uses the whole area of the 2D
chip, which results in the lowest (best) achievabever density at the heat sink interface. In
this case, there are only two possible approadlesont-cooled, where the heat sink is placed
above the chip and heat flows from the transisémel through the interconnect levels to the
heat sink, and (ii) back-cooled, where the heak sinplaced below the chip and heat flows
from the transistors through the bulk (substrate)he heat sink. Moving to 3D integration
decreases the chip footprint and both increasespadensity at the heat sink interface, as well
as multiplying the number of layers that heat lmpdss through to reach the heat sink.

Another problem is that upper layers insulate IoVegers from the heat sink. Silicon
has a high thermal resistance, so we expect a statigal temperature gradient to develop in
the chip. The temperature rise is discussed iih [27

--(1.4)

where P is the identical chip power dissipationeach layer, n is the total number of active
layers, A is the total 2D chip surface area, Rhis identical thermal resistance between layers,
and R is the thermal resistance between the top layat #Hre heat sink. From (1.4)

temperature rise can be expected to rise linearly power density and the square of number

of active layers. If we assume that>RR, then there is an approximately linear relasiup
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between n and . This also suggests that for most 3D-ICs with5 R, will dominate the
rise of temperature in any layer. For example, wimeoving to a two layered chip, this
relationship indicates that the package thermadktasce has to be halved in order to maintain
the same temperature.

Thermal hotspots [27] are created due to non umiftyr in power distribution of
blocks. The local power distribution varies ovanei and is not uniform due to many factors
such as current flow, transistor size, frequencypération etc. This condition is exacerbated
by: thermal barrier created by the low thermal asctive interface material used to attach two
layers (e.g. epoxy), longer heat dissipation patimfthe die to the heat sink is another factor
worsening the local temperature. Thermal hot spatisonly increase cooling costs, but also
negatively impact reliability and degrade perform@an Hot spots accelerate failure
mechanisms [28] such as electro-migration, stresgration, dielectric breakdown, device
failure and leakage. Leakage is exponentially exlab temperature, while the effective carrier

mobility (and consequently operating speed) of desidecreases as temperature increases.

Design challenges

The addition of a third dimension would require gag from more advanced CAD tools due to
the increased complexity [29] of the problem. Th2 $ystem is much larger with many more
dimensions in the design space, tradeoffs and deslgcisions. Moreover it can be
heterogeneous. The design decisions of such a empystem has to be at the early
architectural exploration.

3D physical design is complex compared to 2D desggch individual design step in
3D has to take the special constraints (e.g Sizthefproblem, multiple technology database
etc.) of 3D integration into account. Hence, phakidesign of 3D circuits cannot be simply
viewed as a stack of multiple 2D physical desigwsrmally, during physical design, all circuit
components are instantiation with their geometrepresentations, resulting in a layout
representation of the circuit. In other words, metric images (shape, size, and metal layer)
of all macros, cells, gates, transistors, etc.,am®gned a location using oorplanning. So this
step has to include new, 3D specic characteristlea must be represented in the underlying

data structures. For example, high output powerutesineed comprehensive consideration of
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thermal-driven oorplanning [29-31] with verticalependencies arise in addition to horizontal
ones.

3D placement[32] requires optimizing the placembetween multiple active layers.
Since thermal constraints are crucial for 3D desigAence, 3D placement must ensure that
thermal considerations are ful lled. For examplke tplacement must spread cells such that a
reasonable temperature distribution can be expecBatk to increased package density
additional techniques are required to tackle that luessipation issue in 3D designs. Therefore,
vertical metal structures called as thermal viday @n important role in achieving a thermal
solution. 3D placement problem size is increasddcgment of blocks in different tiers along
with optimized placement of thermal vias [30]).

Next major step is 3D interconnect routing[33][34hused by the multi-tier position
of net terminals that lead to net topologies whagpan more than one tier. This requires
expensive inter-tier vias to be used in additionrégular signal vias which connect metal
layers within one tier. Furthermore, 3D routing mteke additional constraints into account,
such as blockages introduced by thermal and ingéervias[30] leading to a more complex heat
management is necessary. Finally, the result ofsjglay design is a set of manufacturing
speci cations that must be subsequently veri ed.

From the above description, it clear that perforgna thermal analysis is essential
during the floorplanning at the early stages ofigiesand this is necessary to avoid very costly
redesign later as the cost of redesign increade @ath step of design process. Thermal-aware
floorplanning is performed to determine if modulesed to be rearranged in order to control
temperature. The peak temperature and/or the teatper gradient can be reduced by
performing a thermal-aware oorplanning of the chiponsisting of nding an optimum
oorplan that minimizes area, wire length, and nrawm temperature. If a hot (power-hungry)
block is placed beside (or, in 3D, above or belaodler blocks, lateral (and, in 3D, limited
vertical through the insulating layers) spreadinfy heeat takes place. As a result, the
temperature of the hot block is reduced. Floorplagrmprocess can be also used for adding
additional area for thermal vias to reduce tempaet Floorplanning improves the
performance, reliability of the chip. Thermal amsl/ is also necessary at the end of
verification. This step will not lead to any majoedesign if the first floorplanning step is

performed correctly.
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1.2.4 3D Imager

Several research groups such as IMEC, CEA-LETI, i@€roelectronics, Sony are
working on 3D integration for imagers [35-40]. Mashussets Institute of Technology (MIT)
has reported, 1MP 3D imager [37] with first 2 tien® a 3D imager, and the supporting 5 tiers
are a multichip silicon stack. The 3D imager is-#e2 1024x1024 pixel image sensor array
fabricated with 8m-pitch, per-pixel 3D vias. The imager is vertigatlonnected to the silicon
stack through agold stud bump array at 58Q0pitch. Tier-1 consists of 100% fill factor, deep-
depletion photodiodes, thinned to 30. In the year 2010, IMEC has reported its workanea
3D integrated imager with detector layer, analod digital image processor layer using high
density bumping and area redistributed TSVs. RégeWEC has also announced a project on
advanced 3D-Stacked Imager Sensor(3SIS) [41]. CEAlLand ST microelectronics has
reported their work on 3D integrated imager in [42]

The next section will discuss about the focus @f thsearch work combining the need
of the imager technology integrated on 3D techngloghe focus of the work has been

restricted to few topics which are important froor oint of view.

1.3 Research focus

1.3.1 Scalability - Technology

3D integration techniques are proposed as a patlestilution to overcome the scaling limit
[43]. The challenge lies in developing a desigrhteque to realize a 3D system. The design
technique has to take care of scaling, simulatiapability needed to handle the complex 3D
system and hierarchy to meet all the tradeoffs atyestages of design. When the chip is
represented hierarchically, the design processfimé solutions for each block in hierarchical
description. To realize an efficient and reliablierarchical methodology, it is necessary to
make critical design decisions early on in the gediow, to give a fairly high probability of

achieving first-time design (no reliability or fut@nality issues) and minimize design cost.
Therefore some information (e.g system netlistgstimations (e.g. floorplanning) are required
early on in the design process. In the traditiodasign flow, front-end designers create a

Register Transfer Level (RTL) netlist that is trbarsed to back-end designers. This netlist
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mainly covers functionality and interconnectivignd has low physical information content,
which often results in much iteration between trenf-end and the back-end designers. These
iterations have significantly increased for designeith technology scaling. The lack of early
design data during the front end implementatiorultssin initial failure and lead to redesign
which is costly. Technology scaling allows the de®r to put an increasing amount of
functionality on a die, but also with greater unaérty since device variability and overall
system complexity issues are exacerbated.

To overcome the existing problems, models neecetddwveloped at different levels of
abstraction in order to analyze the system andsymthesizing the system. The challenge lies
in formulating a methodology to analyze a systemmealy early stages that could be optimized
with respect to the intended functionality. Fornaddstractions are important to represent an
individual model to fit in the hierarchical desiglow. Formulating the problem with proper
specifications (i.e. design constraints and optation budget) taking into account technology-
related issues confines the problem into acceptablends. Constraint propagation between
these models at various abstraction levels is edrout to meet all the requirements can lead to
a successful synthesis. Also the design flow needbe generic, not only in analyzing the
system but also in integration and testing. The nrmiagénefits with this kind of modeling
technique are shorter design time (and consequdntlg to market), adaptability to new
technology constraints, reusable models.

As explained earlier, 3D design has to undergo roge thermal analysis at
floorplanning, placement, routing to have a releabystem. The tool has to be sophisticated to
manage the three dimensional problem. During thelefing and design work the lack of
thermal information at early stages of design wdemntified. This information is necessary to
analyze the 3D imager system performance. Fromuhderstanding deeper focus is given to
understand the impact of thermal aspects on impgeiormance. The next section will focus
on imager sensor thermal model and 3D integratedhial model which could create a detailed

analysis into 3D technology.

1.3.2 Simulation scalability— Pixel matrix

In the past few years, the imager industry hasamto propose imager resolution of 8-12MP
(with an extreme case at 41MP [44]) in mobile phoameras. This trend seems to be growing

since the consumer is inclined towards higher nmgsmh for improving image
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quality(averaging) and zooms. From a designer'sitpof view, the simulation of an entire
pixel matrix at the system level is important inder to analyze the behavior of the pixel
matrix when it interacts with other blocks. Simutatthe entire pixel matrix can be useful for

Early stage exploration of imager

Analysis of the overall performance
o Identify critical regions based on
Thermal impact
Noise

Improve the algorithms in ISP based on criticalioag

Typical analog and multi-domain simulation envircgmbs [45] (Spectre or Pspice or
modeling languages such as VHDL-AMS [46][47], VegtA etc.,) are not suitable for the
simulation of high resolution imager matrix struas. It is difficult to make system-level
analysis because of the number of inputs and ositgedr example, since a conventional 3T-
APS has three inputs ("reset" for initializatiorselect” for reading and the light intensity
signal itself) as well as two internal nodes (plibale voltage and amplifier output), and these
are replicated for each pixel in a matrix, a 12MRepmatrix would require the representation
of 24M input terminals (reset, select), 12M outperiminals (readout) and 24M internal nodes
signals. These signals are common for each lineé have to respect precise timings.

In conventional simulation, the light input is aftset to be a constant value over the
entire pixel matrix (potentially incremental in arametric simulation). This kind of simulation
looses the realism in emulating the imager hardvibeteavior. One challenge is to fix different
values of light for different pixels, where the ptem is how to calculate thousands or millions
of design variables. The important point to notwaéh pixel matrix is that there are millions of
nominally identical modules (pixel), and that brui@ce simulation does not exploit the
similarity or regularity of the pixel matrix. It itherefore a hugely inefficient approach if we
want to simulate the whole pixel array. Moreoverisitanyway impossible to simulate with
current simulator due to machine limitations. lkda several hours to several days to simulate
large matrix. This is the reason typically designenly simulate small matrices to validate the
pixel design, and then just check interconnectitayvalidate the matrix. Using the existing
approach it is not possible to 1.look at the acfuakttionality of the matrix on a whole image,

i.e. carry out a proper validation with realistippdication scenarios, and more importantly
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2.examine characteristic variations over the pixatrix and analyse their impact on image
quality. There is therefore a need for
Imager models capable of:
Simulating large pixel matrix size (scalability) &areasonable time
Taking into account heterogeneous input variabléght; temperature,
integration time) for each pixel
Integrated design flow capable of:
Integrating a complete 3D imager floorplanner wtilkermal model

Simulating the integrated model with realistic teamgture and light conditions

1.4  Key research contributions

Several research problems related to CMOS imageoserare addressed in this thesis work.

The following are the key contributions:
Demonstration of a methodical analysis of imagesigie to achieve a high level of
flexibility and modularity. We developed a modeliagproach to enable early design
space exploration using a hierarchical approactd B particular focused on the
development of generic models for imager IC in ordeexplore early design choices.
Demonstration of a “Thermal-aware imager model” usiag mainly on the thermal
impact on imager performance. Existing electrigalidation tools (Spectre or Pspice)
help in the design of a single pixel, but scalelpad relevant sizes of pixel matrices
since they do not exploit the massive regularityasfje pixel matrices and thus lack in
speed and face memory issues. The high-level ins@agsor models developed in this
work can simulate any size of imager matrix witts@ecific focus on thermal impact
while overcoming speed and memory issues. Simulagpeed-up factors of about
500000x have been achieved using a SystemC modlelamielative error of below 4%
(average error of about 500V for a quanta of 12/9for a 256*256 pixel matrix.
Demonstration of a “3D integrated thermal desigowfl integrating floorplanner,
thermal simulation tool and imager thermal modelvisualize the impact of various
blocks on the performance of the imager. This flages the realistic temperature

distribution of each pixel to produce the output.
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1.5 Thesis outline

This thesis is organized as follows:

Chapter 2 focuses mainly on the modeling and top-down desigproach. The approach is
explained with a supporting methodology, consistfiggarameter dependency graphs followed
by segregation into abstraction levels. Some imdgecks such as the pixel matrix and ADC
are chosen to illustrate the methodology. Anothethudology based on Pareto fronts is also

explained to illustrate the importance of perform@atradeoffs.

Chapter 3 focuses mainly on the thermal aspects when mowug 8D technology. Initially,

image sensor thermal modeling and requirementsdisseussed in detail, followed by the
description of a methodology to realize the thermmaddel. The validation of the model is
explained by supporting results, and is followedthbg implementation of the imager thermal
model in SystemC to simulate any pixel matrix sigamally, the SystemC model is concluded

by a validation phase.

Chapter 4 focuses on further development of the imager tlarmodel discussed in earlier
chapters through the establishment of a 3D integrahermal design flow. This chapter
explains in details the need for an integrated ttardesign flow including floorplanning,
thermal simulations of the imager thermal modelhwat realistic thermal map and input light
generated from an image. Finally the chapter is<haded with results with several test cases.

Chapter 5 This chapter concludes the thesis with final outeaand future perspectives.

Supporting code, and model and tool parametersatieehed in the appendices of the
thesis.
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Chapter 3

Thermalawareimage sensomodel

3.1 Introduction

One ofthe unavoidablesource of pixel noise in 3D stacked CMOS imagerghgrmal- both
in terms of absolute temperature for thermal noise, and in terms of imadertemperature
variation for interpixel variability. In the former case the thermal noise is generated by
random thermally induced motion of electrons. It exhiljity a zeremean, flat and wide
bandwidth Gaussian power spectral density. Several analysis have been published [2][3][4] on
the absolute temperature impact on thermal noise. We are interested in proving and proposing
solutions for the intepixel variabiity due tothe impact of temperaturdhis is important in
system level modeling perspective moving from 2D to 3D stacked chip. Although temperature
can be of some impact in 2D imagers, it is exacerbated in 3D imagers due to a higher overall
power density.Thermal noise also of course leads to greater performance degrasia8én
chip. In order to minimize the thermal impact on the pixel matrix it is essential to analyze the
thermal problem in detail and provide possible solutions.

In this chapter, the thenal aware model generation fonayzing the thermal impact
is explained in detail Firstly, the need for the model and the properties whickeha be
fulfilled by the new model will be discussed in section.3[Be model generation takento
account exhaustive data generation from electrstalulations as discussed in section 3.3.
With the obtaineddata, we describe the methodology used dieate the thermal modéh
section 3.4followed by aprevalidationphasediscussed in sectiod.5. The integration of the
pre-validated modeinto a SystemGbased modeling tool will be discussedsiection3.6. Post
validation of the final model is discussed in section 3.7. In sectionc®®clusions will be

drawn from the analysis made througdveral test cases.
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3.2 Thermal Model

3.2.1 Problems and requirements

Few tools exist to analyze the impact of temperature variation odiéierent regions of the
entire pixel matrixon the output Such analyss could give aclear picture 6 the impact of
temperatureduring theearly stages of design space exploration. This is not feasible with
existing tools such as$pectreor PSpice, since thes®ols are very costly in terms of
computationtime to simulate large (>1Mpixels) imager pixel matricEsen more costly are
finite element method based tools (such as ANSYS), wheduire sophisticated meshing
methodologiesand long simulation timefor high+esolution simulationlIt is not currently
feasible to simulate a complete matrix with this apphoacinstead, designers simulate
individual pixels or groups of pixed to analyze theibehavior.Hence, systentevel designers
face real difficulties in the development of simulation and modeling methods for fast, scalable
and accurate pixel matrix evaluat. The focus of research work for simulation and modeling
at high abstraction levels strii® overcome these problemThe main factors which are
targeted in this worlare:
X Short simulation cycles (speed)
x Ability to simulate any pixel matrix size (scalability)
x Low error (a few %) when comparea electricalsimulationresults (accuracy)
Such a thermal model could offer the designer:
X More accurate verification oflesign decisions in terms of the pixel matrix
output
x Choice oftechnologyparametergsilicon thickness, area, power etbased on
thermal impact
x Early and thermal aware floorplanning
x Hardware block specifications to apply correction (CorrelatedDouble
Sampling (CDS), filters etc.)
x Introduction of thermaFixed Pattern NoiseFPN) - Softwarebased correction
algorithms applied only to regions whichveahigher thermalimpact. This

could reduce the workload of ISP
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To achieve thisa basic understanding of the thermal model is necessavg cover
this in the next sectian

3.2.2 Compactthermalmodel

Hotspot [5] is a tool enabling the description of simplified models of thermal resistance
networks, and subsequent simulatiogsing the thermalelectrical analogy. The temperature
difference caused by the heat flowing through a material becomes a voltage difference caused
by the current through a resistance. The volume of the stack is meshed inbuilukésg up a
resistive matrix Rand capturing both the silicon stack and the {spaeader/heatsinks shown
in Figure 3.1. For a system with power (heat) sources P, the temperiatweach point of the
stack, T, is then obtained solving the linear system of equati®ns (3.1)

q 4 - 4y 3

e-i= e - ° -ie-i
61 411 411 21

~(3.1)

Figure 3.1 HotSpot modelq]
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Although this model caaid in visualizing the temperature evolution across the layer,
based on the power density of each block and material properties available at each layer, an
imager thermal model requires more information to accurately evaluate discharge behavior,
which is cependent on:

x Temperature
x Light intensity
X Integration time

In our approach, we implemein imager thermal model with SystemC to include
description of discharge behavior based on light intensity and integration timepapke this
to the HotSpot basedompact modeling technique to obtairteanperature map, which fed
into the imager thermal model. This integration of imager thermal model along with the
compact model is described in detail in Chaptetrdthe next step we will go through the

imager thermal model development steps.

3.2.3 Model development steps

We follow a bottorup (Figure 3.2) and empirical approach modeling to achieve an accurate
(but designspecific) highlevel model. We qualify the approach as bottomm because we
extract data from an existing circuit described at the transistor level; it is therefore intended to
be used in system validation steps in system exploration steps (where free exploration
parameters are in blocks other than the imager). The approach is also empirical, because we
generate mathematical models from the data, without the use of any physical parameters, and
further without any preconception of the type of mathematical model to be used. Detailed

description on model and its characteristics is made in Chapter 2.
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Figure3.2  Bottomup approach

The modeldevelopment procedsllows a set ofsteps as depictedn. Thisprocess is
generic and cabe easily adapted to any pixgsign.As explained earlier, Compact modeling
technique is used just to analyze the temperature evolution on a chip. The reqtivathe
respect to imager is a model expressing the behavior of pixel as a function of temperature, light

and integration time. The following modeling steps can be used to realize imager specific

4 N

model.

\ /

Figure 3.3 Model development process
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Two model validation steps are integraiatb the developmenrocessFirst, the pre
validation stepis carried out on a single pixel simulation. This step supports in selection of
ordersof fitting to meet the required accuracy. Second, the post validatepis carried out

on a pixel matrix. This step supports in selection of ardéfitting based on simulation time.

3.3  Exhaustive data generation

3.3.1 Pixel behavior

Firstly let is understand the structure and behavior of the pixel operation. FAetd/ Pixel
Sensor (APS)[6] [7] structure uses a photodiode as a phaensing node. Figure 3.4(a)
shows the pixel schematic with photodigdaehile its timing graphis shown inFigure 3.4(b)
The pixel consists of three nMOtBansistors. The potential of the photodiodes&tto Vpp
through a reset transistor (M. Whenphotonshit the photodiodecharges are collected in the
form of photocurrent and converted into a voltage signal (dischdigently bythe photodiode
junction and parasitic capacitanck.follower transistor (M) is used to amplify the signal.
During integration time, the photodiod®de capacitance dischargeovidesa time-dependent
signalslope proportional tohe intensity of the incident light.tAhe end of the integration time

the signal level is readut through a roveelect transistor (M,).

Y
% Treset Tselect
S
>
Q,
s,
%6,
%
OO/L
® \
N, >
B L N
. . time
Tintegration
(a) (b)

Figure 3.4  (a) 3T-APS structure (b) Timing gph
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3.3.2 Imagerthermal model

The imager thermal model has to incorporate the previoespfained pixel behavioalong
with the thermal impact on thdischarge behavior. To add these details into the msdeéral
electrical simulatiors were performed to analyze theormal behavior of aixel in room

temperature conditions, as well fas various other temperature conditions

N
A
S JI_ Qsat
° L !
@ Highlight |
(3] 1
= !
° i
> :
g aht |
3 Low light !
I
: Time
T

int
Figure 3.5(a) Charge vs Time (b) Discharge voltage vs Temperature(@10msTintegratic

Theidealcharge versus timeharacteristidor two photocurrent values is illustrated in
Figure 3.5(a). In the lowlight case, the charge at the end of integration is proportiontie
light intensity, while in the high light case, the dioskturates, and the output charge is equal
to the well capacity Q: which is definedasthe maximum amount of charge that can be held
by the integratiorcapacitancg8].

The discharge curve is alstependent on temperatyreshich is clearly visible in
Figure 3.5(b), resulting from simulatios performed at a fixed light intensity of 2w for
varying temperature valueSom 300K to 350K. The light intensity (2W/Anis low light
condition and it does not cause any saturation in the circuit parameters.

The imagethermal modefunctionality can thus be summarized here ughg)

4A=@REPP=BMAILAN=P.GRREJPAJBEPRACN=PE ~(3.2)

Ultimately the aim of this work is to combine the pixel discharge behavior along with
the temperature evolution of the entire system. With this model a designer easilgy
visualize the impact of temperature, light intensity and integration time on the output

performance of pixel matrix.
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This model does not includearameters such aspact of supply voltage, crostalk,
statistical process parameter variation etc. that can have influence on the performance of pixel

matrix.

3.3.3 Electricalsimulations

Electricalsimulations were performed using tB@adenceSpectresimulation tool and with the
AMS 0.35um technologydesign kit Figure 3.6 shows the circuit schemati®] that was
simulated,of a single pixel with sized parametdms all componentsThis includes a generic
photodiode model9], developed using Verilogy, which can take into account various
techndogy parameters, light and temperatuetated data. The simulation resuét®e already

presented in Figurd.5(b).

VDD

R iy gnd!
Reset . .# wfot@.ﬂrui
gnd

nmos4
net187 ng=1

. =
ight % net8 M,NZ

Readodl ng=1

gnd
Readout

gnd

Figure 3.6 Pixel schematic with séd parameters

The circuit schemati¢s usedto perform parametric simulations coveritltge entire
expectedrange of operation of the imager, eslicated in Table 3. Although simulations
were performed up to 380K, values above 350K were omitted since the eotfage values
were below the threshold voltage of 0.1V. The threshold voltage is decided as 0.1V based on
the following reasons: 1. Firstly, the selectionimtiegration time is a tradeoff covering both

bright light and low light condition. iSwulationsperformed usinghe above pixethowed that
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integration time betweeBms to 10ms isppropriateo covermaximum region of operation of

the pixel 2. The simuhtion performed amaximum conditions of temperature, light intensity
and integration timg(350K, 10msand 200W/rf), showed that 0.1V is the least possible
discharge voltagérom the pixel. Ay voltage below this threshold voltage is considered not
meaningful.Sincethe discharge of the photodiode is almost linear, the selection of simulation
variableswas taken at reguldtinear) intervalsoverthe entire range of operation of the image

sensorData from a total of 338imulations were generatéar further model development.

Figure 3.7 Parametric simulation input and output

Table 3-1 Parametric simulation operational range

Variables Minimum value| Maximum value| Step No of simulations
Temperature 300K 350K 10K 6

Light intensity | 0 W/n¥ 200 W/nf 20W/nt | 11

Integration time| 2ms 10ms 2ms 5

A parametric simulatior{fFigure 3.7), running for the above mentioned rangasted
for one minutefor each set of simulation Dedicated Skill™ function code is written to read
all the data pointsand store The photodiode discharge voltage and readout voltage were
collected in tabular format The results areported to the Matlab environmeribr post

processingnd to do fitting.
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3.4  Fitting

3.4.1 Types of fitting

Fitting is a process afonstructing a curve or mathematical function that fits the series of data
points. We have performed various simulations and collected the series of data points which
exhibits the behavior of pixel. The aim of the fitting is to find a mathematical funttadrfits
well with the data points. The well knovtypes of fitting are

X Least Squares fitting

x Non linear fitting

X Smoohing fitting

Least Squares is the most populathod of fitting. It is relatively simple in terms of
required computing power. LeaSquares minimizes the square of the error between the
original data and the values predicted by the equation. Least Squatkod is sensitivity to
outliers in the data. If a data point is widely different from the majority of the data, it can skew
the reslts of the regression. So it is important to examine the data before fitting. The most
well known types of Least squares fitting are linear, polynomial, exponential and logarithmic.
As the name suggests linear least square fitting uses a function to fit a straight line through the
data. Polynomial function fits a curve through the data. Higher order polynomial can be used
if the curveneedsa complex curvature. Exponential function is used if the data increases or
decreases at high rate. Logarithmic isdigfethe data that spans decades. Exponential and
Logarithmic cannot be used if the data spans through negative or zero values.

The non linear fitting is anethodthat provides a numerical solution for a problem of
minimizing function which are non lime. This method starts with an initial guess of an
unknownparameter thatalculates a value which represents the sum of squared error between
data and the calculated fit.

Smoothing fitting,as the name suggestsusedto improve the appearancé plot by
drawing a smooth curve through the data. This fitting generally does not generate any equation
for the resulting curve. This is because there is no single equation that can be used to represent
the curve. Commonly known smooth fitting methodologies &meooth, Weighted, Cubic

Spline and Interpolate. Smootnd Interpolateuses a geometric weight to arrive to a final
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curve. Weighted curve uses a weighted least squares error (lowess) method. Cubic spline uses
a series of cubic polynomials.

Selection of fitting methodology is mainly based on the behavior of the pixel and the
data collected. Ectrical simulatiorsuggestsl. discharge behavior of pixel to be almost linear
2. data collected were free from amprupt riseor fall in values3. data @ not span through
negative values but there are regions with values equal to zero. The model needs the
following: 1. needa behavioral equation as a functiohall the parameters2. portableinto the
SystemC environment faimulaing pixel matrix 3.capable to deal with values equal to zero.
With the above requirements and behavior of the data points, “Polynomial fitting” is the most

suitable since it satisfies all the requisites.

3.4.2 Surface fitting

The data points can be established as a function of two independent variables (x,y) to
implement the surface fihg (polynomial) methodology [10The data points are denotedias
(3.3):
H8—>& @&z, Y)fore= Q0.7 --(3.3)

This data is used to construct a surfasection 1( T ) which approximates the given
data set as closely as possibléis is measured by the accuracy (i.e. the distance between the
approximationfunction and the collected data points) and to a lesser extent the smoothness of
the resulting function, and is achieved by the type of mathematical function and the number of
coefficients allowed in the fitting. A higher number of coefficients for a given function
approximation will lead to greateaccuracy and smoothness but will also require more
computational effort, both to find during the fitting process, and also to evaluate during model
execution and system simulation. To measure the accuracy, i.e. the distance between the data
points and th@pproximation functioni( T |, we use the standard definition of the residual, as
denotedn (3.4):

Residual f "~¥ U --(3.4)

Hence, the selection of type of function approximation is critical since the accuracy
per number of coefficients varies according to the suitability of the function approximation to

model the set of data points. The selection of order of polynofittalg can be done by
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comparing the number of coefficierdad different surface fitted results. When the oiddow
the fitting will be poor and if therderis high the fitting will be as close as possiliawever,
we can already indicate that we use polyia fitting in the current problem becausee
performance space represented bylaes not have any sharp peaks or sudden change in
behavior, and we should therefore use a continuous mathematical funtdoalso consider
thatthe set ofdata poin$ with which we are dealing extends to the entire range of operation of
the system. In other wordshe systemis not expected to operate (and it is not expected to
simulate the modelputside this rangeso thefitting range is boundedlhe robustness of this
methodologywill be proved by checking the fitting at number of intermediate pdings
points which have been evaluated at electrimail which have not been used in the fitting
process).

As a starting point to prove the methodology, we formulated the problem with only

two independent variables (temperature, light intensitygx@gandedn (3.5)

Readoutvdage (~d u %ur€eEUightintersity,) --(3.5)

Parametric simulations were performed to collect phetodiode discharge voltage
and readout voltagir the above function at faxed integrationtime value (10m$ This value
is chosen to check the model capability at the end of system operating range (350K, 200W/m
and 10ms).Moreover, this is justan indicative value chosen to prove the surface fitting

methodologyand proceed withdevelopinga model with all the three variables to cover the

§oeff - o
Readoutvdhge - :* Temperatue Lightintersity 0 --(3.6)
&oeff, +
entire system range Figure 3.8 shows the fitting obtainetbr a fifth order function in terms

of temperature and light intensity as indicated in equato®).(
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Figure 3.8 Surface fitting with two variables

The completeequationused in solving this problentoefficient values and goodness
of fit values along with the residual plot are givemAppendixI.
Having established the basic methodoldgy two independent variables, we must

now deal with three variables and extend the appraadhe entire range of pixel operation.

3.4.3 Volumefitting

In this section we will discuss in detail about including another independent variable in the
surface fitting[10] methodology. Integration time is the third independent varialfieeh is
dealtalongwith temperature and light intensityhe photodiode discharge voltage mradout

voltage depenehce is expressead (3.7):

Readoutvahge (~d u %wur€eEUghtintersity, Uintegraton,) --(3.7)

We have used readout voltage in most of the work, since we are more interested in the
output voltage of the pixel Nevertheless, the model is capable of providing the photodiode
voltage as well adlustratedin Figure3.9. The model hashe capability to use o&ny order of
polynomial to. We have restricted the orders of fitting from third to sixth order for the
following reasons: 1. belowhe third order the fitting error is high comparison to electrical
simulation result®2. At the sixth order the accuracy was as expected in terms of quanta 3.
Increasing theorder than required will result in simulation time. These points are explained in

the following setions.
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Formulation of the multivariate polynomidlL1][12], to perform the fitting with
constant coefficients is given b{B.8). Consider x,y,z as temperature, light intensity and
integration time.

ATUYY = oy TCUN +..+ 55, PUV+ ®+ 553 TUN ®+ 500 T+ 750 U

+ o1 Voo —(38)

To reduce the coefficients, sum of polynomial power is obtained. The coefficients of
the term which have power equal to or less than the order of fitting is taken and the rest (mixed
term) is omitted. For example with the polynomiaPUN we can reduce mixed term using
(3.9)

(G- H 1) QKN@®WEBEPPEJC --(3.9)

This is performed when the ordexless than or equal to the maximum order of the
original two polynomials. This process is used to reduce the mixed terms in the prdbhiem. |
keep all the mixed terms thrumber of coefficients is calculates / ° where M is the number
of variables and N is the orderFor instance with our three variables and third order
polynomial, normally the number of coefficients is 27 but due to the reduction of mixed terms
we obtain 20 as indicated in Tal8e2. In this work we explore the use of third order to sixth
order polynomials to analyze the fitting efficiencyThe table below alsandicates the

increasing number of coefficientghen the orders of fitting aiecreased.

Table 32 Fitting order

After performing the reduction of mixed terms, the coefficients of the polynomial in
its power form can be computed by solving a system of simultaneous linear eqasation

expressedn (3.10)



76

Chapter 3 Thermatawareimage sensor model

-EJFl -EJFZ 1 3 41
m - - 1gm-g= m-q
TR TR1 5 4, --(3.10

a; to a, are the coefficients derived afteemoving the mixed terms and B R, are the output
values. helinear system matrixx values)is known as Vandermonde matix4].
The simplified final equationused in calculating the readout voltage usfiting

process i$3.11):

goeff - B --
& 6 61

Readoutvdhge - :* Temperatue Lightintersity Temperatue ° (3.11)
&oeff, 1

The above equation is solved with all the variables with Fid®eand Figure 3.10
depicing thefitting of photodiode node voltage and the pixel readout voltagpectively The
impact of the third independent variable (integration time) is clearly seen in the multiple
voltagesurfaces (five surfaces for discrete values of integration tiote 2ms to 10ms The
topmost curve shows the voltag®r Tintegration2ms and the bottom curve is for

Tintegration10ms.

Figure 3.9 Photodiode discharge voltage
(Topcurve at 2ms and bottom curve at 10ms)
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Figure 3.10 Readout voltage
(Top curve at 2ms and bottom curve at 10ms)

The equationcoefficientvalues andordersof fitting details areattached in Appendix

Il. The selection of fitting order will be explained in the following section.

3.5 Pre-Validation

3.5.1 Requirement

As mentioned in the previous section tlidumefitting is complex and so a pnealidation step

is necessaryFirstly, it helps in verifying the model results before integrating them for the
simulation of entire pixel matrix. Secondly, this verification also helpdeatify the orderof

fitting that is accurate with respect tihe electrical simulaion results.Thirdly, regions of
deviation from accuracy could be identifiéelg. bright light or low light condition erropsand
improved before integration.

To perform the prevalidation step, the operating range of the system has to be chosen. For

instance,we chosethe light input ranging from2W/m? (dark current) to maximum system

test image Output

Readout

Pixel Matrix voltage
pixel

Light

intensity

Figure3.11 Signal path of proposed model
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photocurren200W/nf. These are just indicative example valudge assume bit resolution
This resolution provide256 grey levels.

To simplify the process of prealidation, rather than considering the imager as
continuous systenfrom the input perspective (light intensity from-0200W/n?) it is much
easier to consider the imager as a discrete system the output pepective (256 grey
levels). Thanks to the integer type grey levels. The input imagk various grey levels as
illustratedin theFigure3.11is converted intdinearly relativelight intensity value as indicated
in Figure3.12. This light intensityis fed into the pixel matrix to have a realistic light intensity
distribution.Pixe generates apnutputvoltage which can be converted irdo 8 bit depth grey
level image with intensity data ranging from 0285. So we need 256 different output voltage
boundsfrom the highest to the logst corresponding from intensity O to intensity 255 and these
voltage stages all relate to a speclight intensity Since we need 256 differeatitput voltage
stages, we segregatke input light intensityinto 256 blocks 256 light intensity valuesare
simulated bothn the electricakimulationandusing the developed model at different orders of

fitting. The output voltag@alue of both the simulations comparedo evaluate the accuracy.

Figure 3.12 Light intensity vs Grey scale intensity

This methodology has the following advantagiesthe system point of view, this step
helps in simulating the continuous system as discrete sys#tatpws identifyingthe range of
light intensity (float) that yields specific range of output voltage (float) yieldgrey level

(integer). In the modeling point of view, it reduces the number of simulations needed to
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analyze the accacy of the model, it helps icorrelatng the influence of temperature in terms

of intensity level.

3.5.2 Preliminary result

Once the input {yht intensity, temperature) is set for the pixel, the select window is placed at
the required integration time to obtain the readout voltage. This process is also performed in
the electricalsimulation. Both the model and the electrisaghulation readout voltageesults

are compared against the intensity value. Fidi8 represents the readout voltage validation

for the third to sixth order of fitting against the electrisahulation readout voltage (in red).
Validation step is performed for the entire range of the system operation.oHgrdew of
themare illustratedFirst one is thevalidation step performed at 300K, wiBms integration

time for the entire range of Bit grey scale input light intensity values

Figure 3.13 Pre-validation model vs Spice simulation
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Then thevalidation performed fovariousothervaluesof temperature and integration
time as indicated in Figurd.14 (300K, Tint=10ms), Figure 3.16T=325K, Tint=10ms) and
Figure3.16 (T=350K, Tint=10ms).

Figure 3.14 Pre-validation (T=300K, Tint=10ms)

Figure 3.15 Pre-validation (T=35K, Tint =10ms)
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Figure3.16 Pre-validation (T=350K, Tint =10ms)
From these figurest is clear (and intuitively correct) that the accuracy of the model

improves as we increase the order of fitting. This\yakdationstep proveshatthe output of
the model will not have any influencen éhe final image output intensitgvel, since the error

is well below the quanta needed to switch between one intensity level to another.

3.5.3 Fitting order accuracy

A prevalidation step has been np@med to evaluate the accuracy of the metlsodasto
choose the ordersf fitting. The final selection of the order of fitting is performed after
evaluatingthe simulation timen the SystemC environment

The average error and relative error is caltrdaising (3.2) and(3.13

ACHH B8 B> T8eede ' STeFyeSciesE—>5e S ect
2> <" eEetrc™ --(3.19

maoe< FadTe7( o’S%
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—— mo< f«i™e™ | |
g~ (%) = 00 x Uuu --(3.13

For this step, several simulations were performed with temperatures of 3@6K,
350K and integration times of 2ms to 10msregular intervals of 2ms fad™, 4", 5" and @&"
ordersof fitting. Their average error at each simulation is tabulated in TaBle 3

The behavior of the model for variouwders of fitting with respect to electrical

simulation are depicted iRigure3.17 andFigure 3.18.

Table 3-3 Simulation data- Average error i Volts & in %)

2ms
300K 325K 350K
Order Avg error (Volts) |Error (%) |Avg error (\Volts) |Error (%) |Avg error (Volts)|Error (%)
3 0.0193 0.58 0.0233 0.71 0.0382 1.16
4 0.0039 0.12 0.0095 0.29 5.30E-03 0.16
5 9.40E-04 0.03 0.002 0.06 5.11E-04 0.02
6 5.91E-04 0.02 0.0024 0.07 0.002 0.06
4ms
300K 325K 350K
Order Avg error (Volts) |Error (%) |Avg error (Volts) |Error (%) [Avg error (Volts)|Error (%)
3 0.0209 0.63 0.0021 0.06 0.0223 0.68
4 0.0052 0.16 0.0054 0.16 0.0108 0.33
5 5.79E-04 0.02 0.0014 0.04 0.003 0.09
6 8.00E-04 0.02 0.0012 0.04 0.0016 0.05
6ms
300K 325K 350K
Order Avg error (Volts) |Error (%) |Avg error (Volts) |Error (%) [Avg error (Volts)|Error (%)
3 0.0152 0.46 0.0029 0.09 0.0392 1.19
4 0.0065 0.20 0.0041 0.12 0.006 0.18
5 2.91E-04 0.01 0.0024 0.07 6.65E-06 0.00
6 6.85E-04 0.02 0.0012 0.04 8.94E-04 0.03
8ms
300K 325K 350K
Order Avg error (Volts) |Error (%) |Avg error (Volts) |Error (%) [Avg error (Volts)|Error (%)
3 0.0052 0.16 0.0191 0.58 0.0239 0.72
4 0.0054 0.16 0.01 0.30 0.024 0.73
5 0.0016 0.05 3.04E-04 0.01 0.0205 0.62
6 3.92E-04 0.01 1.20E-03 0.04 0.0128 0.39
10ms
300K 325K 350K
Order Avg error (Volts) |Error (%) |Avg error (Volts) |Error (%) |Avg error (Volts)|Error (%)
3 0.0484 1.47 0.0436 1.32 0.046 1.39
4 0.0074 0.22 0.0095 0.29 0.1095 3.32
5 6.18E-04 0.02 0.0018 0.05 0.0911 2.76
6 9.26E-04 0.03 2.64E-04 0.01 0.076 2.30
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Figure3.17 Average error aBOOK for various values of integration time

Figure3.18 Average error at 350K for various values of integration time

The developed modédias to perform with as few erroes possible in order not to
modify the intensity value. However, there is a lower bound to what can be considered to be a
significant level of error, since the number of bits representing the intensity value is known
and therefore so is the intrinsic léw# accuracy of the datd his level of accuracy is typically
expressed in “quanta”in Volts). Any error below the quanta criterion will not haaay

influenceon the output intensity. For anl@t pixel value representation (andb@-conversion
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at the output and for a maximum voltage of 3.3Vn(ia 0.35um CMOStechnology, the
guanta can be calculated as followmg3.14)

D ﬁE]uuahtage:S.3V
Numberof levels 256

Quanta= =12.89mV --(3.19

However, there is a drop in voltage in the reset transistor which makes the discharge
start below 3.3V and the actual maximum voltage to be below the supply voltage. So an
electrical simulation was performed under dark conditions to identify the voltage at which
discharge starts in the pixel. It is therefore this value of voltage (2.262V) which must be used
as maximum voltage in the quanta criterion. This adds further constraint and requires more rob

ustness and accuracy in the model. The modified values and the equation is as in (3.15)

D A ]uwadltage 2.2622V_

8.836mV --(3.19
Numberof levels 256

Quanta=

The average error across the system operational range has been calculated for various
orders of fitting andis shown n Figure 3.19 This error quantifies the deviation from the
electrical simulation results and gupports in selection of the order of fitting whichllvwnot

modify the intensity level

Figure 3.19 Average error across the system operational rang
various orders of fitting
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It is necessary to usefidth or sixth order fitting aghe average error idose or below
the quanta criterion. Final selection of either fifth or sixth could be decided by the simulation
time againstaccuracy tradeoff.

The selection of thditting order could be improved to achieve higher robustness by
adding more constraints to the mod®&ormally the model tries to converge as close as
possible to the realistic behavior of the circuit. This has forced the model to converge closer to
OV in either high temperature conditiond350K) or in maximum light conditions
(200W/cnt).Thereare instances in wbkh the discharge voltage reaches zero volts before the
prescribed integration time. For exampleFigure 3.20 the discharge reaches zero volts before
8ms. If the model needs the voltage at 10ms integration time, it sekgaldate to OVIn the
above case, model produced negatigdageor voltages in micro volter nano voltswhich is
not a meaningful signaResults show a maximum error of 76n{Vable 3-3) certain regions
(350K, 200W/m) even though the average error is below the quanta criterion.nitue|
suffered from such discrepancies in this region of interest where a maximumseét¥ohigher
than other regionsTo overcome this deficiency, a readout voltage threshold criterion is
introduced. This threshold criterion not only improves the robustness of the model but also it
avoids dealing witldata which are not useful signal data. This readout threshold criterion is
fixed at 0.1V as explained in section 3.3.3. Any readout voltage below this criterion is
converted automatically converted to OV in the model output. In other words the user could

identify that the discharge voltage has reached OV before the prescribed integration time.

Figure3.20 Readout voltage at bright light and 350K
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This additional constraint has niefluence on the low temperature or low light
conditionssince the discharge voltage is always above the readout threshold voltage. It has
improved the model especially fohe high temperature (350K) region. This is indicated in
Figure 3.21 which proves the absence of influenme operation in the low temperature region
(as compare to Figure 3.17) and its influencen operation inthe high temperature region
shown in Figure3.22 (ascomparel to Figure 3.18).

Figure3.21 Average error at 300K with readout threshold criterie

Figure 3.22 Average error at 350K with readout threshold critel
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This criterion has an influence on the overall performance of the model which is
indicated inFigure3.23. It clearly shows the model performing better from the fourth order of

fitting compared to fifth order fitting in previous case.

Figure 3.23 Average error for readout threshold voltage over entire
system range

Including the thresholdriterion into the model provides an improvement of 13.95%
over the previous implementatiomhe maximum error in the region (350K, 200W)m
explained earlier is reduced from 76mV to 166uhhis also showsthat the model could
perform much betteusing a polynomial of at lea&urth order- usingfifth or sixth order adds

a security margino the results

3.6  Integrated simulation environment

3.6.1 SystemC

We use SystemC to model our system. SystemC is an open C++ library, the standard of which
is defined by OSCI[13]. It allows designexploration at various abstraction levels, from
functional to RTL[14] (register transfer language) level. In a Syst@mChip design flow,

SystemC allows simulation at a higher level than that provided by typical HDL simulators,
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consequently enabling reduced simulation tihg (or the simulation of larger, more complex
systems). The recent SysterBIS extension to the existing SystemC library also helps to
explore heterogeneous system design, where software components and elements of analog,
digital and multiphysics naturesam be simulated seamlessiyn our case the application
requires only a discretéme simulation (SystemC) rather than continudimse simulation

3.6.2 Image processing

SystemC has the flexibility to allow both hardware and softwarsimaHation, so the input

image processing can Iperformed using C+{Figure3.24).

Figure 3.24 C++ based image conversion

Pixel matrix behavior is defined using a test ima§jel024*1024 pixel “lena” picture
was consideredwhile aBayer filter pattern is considered for simplicity. The bitmap image is
processed to obtain the RGB intensity spectrum of each individual pixel. With the obtained
RGB spectrum,the overall intensity of each pixel is calculated using two different
methodologiesthe Hue Saturation Intensity (HSI) method atftk Grayscale method. Two
different methodologies were consider®dview the differences obtained in the final image of
the imager in implementing color and black and white pictufidhe HSI methodology has
intensity representations in color formathile theGrayscale method represerkte intensity
from black to white in a linearlyncreasing order of intensity. Our model could use both input
methods.However,the Grayscalemethod is used for simplicity and for easy validatidheir
calculations are given b§3.16) and (3.17)

~#G+B)

HSIntensity= --(3.16)
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Grey scaleintensity=0.2989R-0.5870G+0.1140E --(3.17)

Figure 3.25 Intensity based HIS (Left), Greyscale (Right)

This intensity valugof each image pixelepresented in Figur&25, is converted t@a

light intensityvalueas given bythe equation(3.18), considering normal room light condition.

Greyscalentensity* D /A ] u gystenlight range --(3.19
255

Lightintensity=

These steps are done to obtain the realistic input light intensity value for each pixel in
the matrix to act as the input teach photodiode in the pixel matrix.

3.6.3 SystemCbased pixel matrixnodel

The Systemébased pixel matrix model has to serve the following goals: (i) validate the pixel
matrix model developed using tlerface fitting methodology, (i@valuate the readi voltage
for each pixel(iii) operate for any size of pixel matrix, (e sufficiently flexible to integrate
any thermal map generated from external sourceruyw)at high speed to evaluate the impact
of various input parameters on the output voltage

The generator module behaves as a virtual decoder. It generates the reset and select
signal as per the user requirementhe select signal is used to control the width of the
integration time. This model could also disable the generator module anplassible to fix an
integration time globally according the analytical equation developed using surface fitting.

The pixelmatrix module has an array of pixels. This block is developed based on the
3T pixel architecture behavior which includes photodiode, reset transistor and source follower.
This block is simulated at transist@vel and integrated into SystemC as a behavioral equation

developed using surface fitting methodology as discupsexdouslyin this chapter.
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Figure 3.26 SystemC model block diagram

Theseblocks are described in SystemC modules affleb. A pixel SystemC module
consists of control signalgorts and analog inpudutputsterminals with floatdata type The
photodiode voltage ian internal variableepresented with the floatatatype. The reset signal
is generated by the generator module and the pigdut is transferrethroughto the display
module as shown in Figurg.26. In our approach &ingle pixelmodelis developed and is
instantiatedas many times as required according to the pixel matrix aizé¢¢each instance is
mapped appropriately with the relevanbntrol signals. The image processing toolbox
developed using C++ is also integrated into this model to have the input light intensity.

The display module is developed not only to visualize the readout voltage of each
pixel, but is also equipped with specific code to save/process the output voltag#hento
required format It can also convert the set of analog voltagato a .pgm image file to

visualize the voltaggaluesasanoutput image.
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3.6.4 Model integration

After development of the SystemC modules, the surface fitting model is integrated into the
pixel module. In the currdg form, the model has four possitdeders of fitting (third to sixth
order) integrated. This was done intentionally to verify the results produced by each order
against both electricabimulation and our image sensor thermaiodel. All the model
parameters, fitting coefficients were ported from tatlab environment into the SystemC
model. In the current form, the model has been used to simulate from 2*2 to 1024*1024 matrix
size.Extension of the model to allow the simulation of larger matrices would negligible
modifications(inclusion of new matrix size, appropriate picture input

Since the prevalidation step has provided enough information in terms of fitting
accuracythe model integration has certain other goalttbll. They are

x Simulation of entire pixel matrix with appropriate inputs

x Measurement othe speed of simulation for all the orders of fitting

x Validation with electricabimulation

These steps could help in narrowing down to a single order of fitting for future
simulations and validate the entire model.

To simulate withthe pixel matrix thermal maghe model is equipped to read .txhd
.mfile formats with double data type to read in the thermal map with high precision. This high
precision helps in iproving the accuracy of our model to the reference simulation. The input
data(temperature, image data) needed for the model to simula¢adsinto memory arrays in
order to avoid continuous opening, reading and closing of files. This avoids time ca@hfume

file operations.

3.6.5 Simulation speed

As discussed earlier, the main goal is to identify the simulation timearious orders of
fitting, as indicated inFigure 3.27. The reference simulation to identify the speed of various
orders of fitting are performed using2&6*256 pixel matrix size. The input to the SystemC
model is the lend' picture with the sane resolution. Ast can be clearly seeand as dictated

by intuition, ahigher order of fitting results in a longer simulatibme. At the sixth order

fitting the simulation timas at 630ms.
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Speed Vs Fitting order (256*256 Lena)

0.6 prad
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Fitting order

Figure 3.27 SystemC model simulation time

The mainfocus of this work is to havihe model behave in a robust way in the entire
region of operation. The selection of fittingrder is a tradeoff between accuracy and
simulation time. Overall relative error perceage in the entire region of operation for the fifth
order is 0.015% and for the sixth order is 0.014% with a constraippdr bound voltage at
2.262V (from eq.3.13).i8th order fitting exhibitedan accuracy botn thelower temperature
andhigher tempeature regioralongthe entire region of integration time of same order. On the
contrary the accuracy of fifth order is lowg.04%)in the regionwith 4msintegration time
(Figure 3.22) compared to sixth orde6o we have chosen sixth order of fitting: 1.To have a
robust behavior in the entire region of operation of the pixel, 2. Accuracy remained as main
concern3. This selection allows the model utilizable (scdi@bi from 8 to 14 bit resolution,
although this work only 8 bit resolution is used. Nevertheless, the Systeno@el is
completely equipped to use any order of fitting as per the user requirement.

To compare the simulation timef the SystemC model with that of thedectrical
simulation, several pixel matrix sizewere simulated Table 34, Figure 3.28). The

simulationswere performed on almtel Xeon server running at 2.4GHz wiieB of RAM.
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Table 34 Simulationtime comparison

Simulationtime (in seconds
Matrix Size| Classical SystemC
6*6 141 0.01
32*32 4249 0.02
48*48 8678 0.03
128*128 88380 0.17
256*256 345960 0.63

Electrical vs SystemC simulation spet
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£ 300000 o5 2
2 250000 -3
0 04 9
& 200000 / &
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Figure 3.28 Simulation time comparison

Figure 3.28 clearly depicts the huge speedup obtained by the simulation approach
using SystemC. A typical classical simulation took around 4 days to simulate the 256*256
pixel matrix while the SystemCapproachsimulated the same pixel matrix in 630ms. The
SystemC simulation therefore achieves approximat®,000X speedup compared to the
electricalsimulation.A 1024*1024 megapixelLMP) arrayis simulated to verify théeasiblity
to simulate largepixel matrices It took 9.5 seconds to simulate the 1MP arraye \dan

thereforealso conclude thathe SystemC model has greater capability for gsheulation of



94

Chapter 3 Thermatawareimage sensor model

large pixelmatrices This size cannotbe simulated using Caden8pectre ¢r any Spicebased
simulatoy.

SystemCsimulation timefor the 6*6 or 32*32 ismuch faster but they are having an
influence from the image, thermal map read/write/open/close operations involved which takes
significant amount of time. This simulation model not only allexdatbe problem of
simulating large pixel matrces, but also helps the designer to analyze ith@act of pixel
behavior at early stages of systelasign,due to the high speed simulation and the tunable

accuracy available from the model.

3.7 Postvalidation

3.7.1 Matrix simulation

The prevalidation step provided the necessary behavior of the pixegrey scale intensity
(imag® and the temperature impact (thermal map). The integration step provided the
simulation behavior and its speed for different pixel matrix sizes. The next step is to simulate
an entire pixel matrix with @aest image input and severddermal maps. This wilenable the
evaluation ofthe robustness of the model integrated into the SystemC environment. To start
the preliminary post validation, lmomogenous distribution of temperature is taken across the
pixel matrix. This is performed to validate the model aodsee if all the pixels behave the
same way with homogenous temperature distribution.

To perform this validation, several electricanulations were performed for the same

input imageat differenthomogeneous temperatsr@as depicted in Figurg.29.

For the Cadenc&pectre reference simulatipa Skill™ function based interfacil6]
was developed to decode the image into light intensajues to bded into the pixel matrix.
This toolbox wasdeveloped to help designers handle millions of pixels easllge toolbox
uses the same resolution as the image sensor. Sampling times can be fixed to fetch the readout
voltage of each pixel. This toolbox helps in feeding the image input and obtaimsattheut
voltage of each pixel. Generallgesigners tend to simulate only small groups of pixels to
validate the global simulatiQrusing approaches based DBAD at thephysicallevel [16].
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Figure 3.29 Post validation steps and used tools

Both the electricabimulation and highHevel simulation results are obtained in ton
feed into Matlab for further processing. In the Matlab environment both tiaeada collected
and applied with the following equation (3.19) is used to calculate the average error across the

picture.

Classical€ %o yaiage]- SystemC[piE valtage] --(3.19)

Averageerror = ~Volts
? Totalnumberof %] A& o0« Volts)

3.7.2 Testcase | (128*128¢&nd’)

Classical and SystemC based simulations were performed fd28td28 size lend' picture.
Several simulations and their average error results are shown in FabBomeexamples in
Figure3.30 andFigure3.31 depict the errofor eachindividual pixel across theléna’ picture.
In both figures the Zxis is the error in Volts and-Axis, Y-axis is number of pixelsThe

colors in the figurendicateerror at different pixels.
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Table 35 Average error -128*128 lena picture

Average error (Volts)

Tintegration
Temperatire | 2ms 4ms 6ms 8ms 10ms
300K 0.000448| 7.20E05 | 0.000246| 0.000137| 0.000236
325K 0.000945| 0.000276( 0.000804| 0.001079| 6.20E05
350K 0.001308| 0.000168| 0.000459| 0.000139| 0.001364
Average 0.0009 | 0.000172[ 0.000503| 0.000452| 0.000554

Figure 3.30 Post validation at T=300K and Tint=8ms (Average errod39uV)
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Figure 3.31 Post validation at T=350K, Tint =10ms (Average error = 101t

A relative errorof 4% is seen across the entire range of temperature and integration
time. The averagerroracross entire region of operation of pixel mais%16uV for quantaof
8.83mV.

3.7.3 Test case Il (256*256 lena)

Classical and SystemC based simulations were performed f@581@56 size lend’ picture.
Several simulations and their average error results are shown in F&8bBomeexamples in
Figure 3.32 and Figure 3.33 depicts the error foeachindividual pixel across the lend’
picture.In both figures the z&xis is the error in Volts and-&Axis, Y-axis is number of pixels.

Thecolors in the figure indicaterror at different pixels.
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Table 3-6  Average error 256*256 lena picture

Average error (in Volts)

Tintegration
Temperatire | 2ms 4ms 6ms 8ms 10ms
300K 0.000998| 0.000104| 0.000615| 0.000742| 0.0013
325K 0.000152| 0.000303| 0.000425| 0.000895| 0.000104
350K 0.0013 | 0.000181| 0.00032 | 2.06E05 | 0.000129
Average 0.000817| 0.000196| 0.000453| 0.000552| 0.000511

Figure 3.32 Post validation at T=300K, Tint=8m@verage error =20.55uV)
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Figure 3.33 Post validation at T=350K, Tint=10ms (Average error =129.4uV)

Overall average error across the entire range of temperature and integration time is
506uVolts.Relative error is less than 4% seen across the SystemC model for this specific

test case.

3.7.4 Test case Ill (White picture)

The previous test case usadomplete distribution of the light intensity from white to black
colors. A test case with onengle light intensity distribution across the pixel matrix is also
necessary to verify if the behavior tise same across the entire pixel matrix. A bright light
(white color intensity) test casgas chosen to verify the behavior of tipéxels with a steep
discharge behavior. Thipostvalidation is used as reference for future simulatiotos be
described inChapter 4. Classical and Systerb@sed simulations were performed for a

256*256 size whitepicture. This simulationis performed at 300K at 10ms integration time.
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The error distribution across the picturesisown below in Figur&.34. In both figures the Z
axis is the error in Va$ and Xaxis, Y-axis is number of pixels.

Figure 3.34 Post validation at T=300K, Tint=10ms (Average error = 1.2mV)

The error foreach pixel compared to the reference electrisinulation is 1.2mV.
This is far below thé.83mV criterion established with theb® quanta calculation

This postvalidation $ep is also extended by performing more simulations to cover the
entire range of temperatur€igure 3.35 depicts the simulation performeashderbright light

conditionsat 325K andor Tint =10ms.

Figure 3.35 Post validation at T=325K, Tint=10ms (Average error =1.3mV)
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The error for each pixel compared to the electrieéérence simulation is 1.3 The
modelstill holds very well to the prescribed behavior expected from the simulation model.

A final test casefo satisfy the robustness of the simulation model as explained in
section 3.5.3applies the additional constraint to the model to avoid reporting noise voltages
once the discharge nodeaches zero volts.

Electrical simulation indicated a readout vaia of 2.625uV Figure 3.36) which is
clearly a noise voltagevith no meaningfulalue in this context. SystemC simulation produced

the readout voltage as 0V as expelct

Figure 3.36  Electrical simulation (T=350K, Tint=10ms)

The error for each pixel compared to electricaference simulation is 2.625uV.
Figure 3.37 depicts the error across each of the mxelthe 256*256 white picture test case.
To conclude, this testase clearly ascertains thdte SystemC model behaves as expected

indicatingOV.
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Figure 3.37 Post validation at T=350K, Tint=10ms

3.8

Inference

The thermalaware image sensor model has been fully developed and integrated into the

SystemC environment for simulating any size of pixel matrix. The model has fulfilled the

following

X

Several orders of fitting is realized (Surface fittinghird to sixth order fittingdeemed
a useful range

Fulfilled the expected accurag¢ire-Validation).

Average error of 963uV (improvised model) and 690(standard model)

Achieved the speed requirement (SystemC Integration):

630ms for 256*256 pixel matrix

SystemC pixel matrix behaves as expected (Post validation)

Several pixel matrix sizes have been verified

Testcases withléna and“white” pictures hae been validated
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The above results and validation hapeovided a model which is flexible to be
integrated with other tools such as Hotsfidt(thermal simulatorpr a floorplanner to perform

various experiments. This will be dealt in the next chapter.
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Chapter 4

3D Integrateddesign flow

4.1 Introduction

The thermal aware image sensor mo@detroduced in Chapter 3eveloped and integrated in
SystemC carbe used in a more sophisticated way to analyze the temperature of a 3D stacked
chip (Figure4.1). The integration of atacked chip floorplan coupled with analysis of the
thermal behavior supports improvements in the imager performance when moving to complex
architecturessuch as 3D. 30echnologyis not only canplex in fabrication but also suffers
from a greater and more complex dependencyh@mmalbehavior, which impacts specifically
noise performance, aging, leakage issues. These famaid have alirect influence on the

performance of the imagée.g.shotnoise,darkcurrent,resetnoise etc.)

Figure4.1 3D stacked chip

4.1.1 3D stacked chip

3D stacked chip have been the topic of both academic and industrial resdaxeHopment
due to its promise to extend the life of Moore's L&D technology hashe potential to

alleviate performance limitati@presentin 2D chips where there is a continued CMOS scaling
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trend [1][2][3], and in particulato overcome the interconnect bottleneck which exist in 2D
chips. By using the vertical dimension, chip size is automatically reduced by a factor
equivalent to the number of stacked levels, such that the maximum lengthesfismieduced,
leading to a lower number of repeaters or bufferd consequenthbetter circuit speed
performance.The 3D integration approach furthéwas the potential to combine different
technology layers [4$uch as digitalanalog opticalin a single chip.

Although there aremany advantagesiiusing 3D it doessuffer from issues such as
power density integrationyield and test coveragén particular, power density increases with
the number of layers integrated on top of each other, the natural consequence being that the
temperature dissip@n also increases maiigld [5]. In a conventional 2D chip thieeat sink
area evacuatdseatover the entire surface of active elemeist 3D integration decreases the
chip footprint (and stacks layers of active elements above each atitherefore increases
the power densitywhile at the same time reducing theea of the headink interface so the
heat sink cannoevacuate the high temperaturehe analysis and reduction of the thermal
impact is therefore mandatory in any consideration of 3D technology.

In this chapter we will discuss imore detail the thermal model integration into the
3D platform. In section 4.2 we witletail the floorplannerfollowed by the thermal evaluation
tool in section 4.3. The integration of tlieermataware imager model in the integrated
environment will be discussed in section 4.4 followed by results of the tool in section with
various test cases in section 4.5. The thermal impact and its effects will be correlated with the
imager performance as and when required. Finally, inferences will be drawn from the test cases

in section 4.6.

4.1.2 Integrated design flow

The thermal aware image sensor model demonstrated in Chajgtaec8urateand simulates at
a speedcompatible with systerevel simulation In order to simulate the performance of the
imager level in the 3D stack, we require a tool which eitract a thermal map from the 3D
stack thermal model, and inject this thermal map into the theamateimagesenso model.

In addition to the thermal map andwe have seen in the previous chaptee imager thermal

model needs light intensity and integration time irs@g shown irFigure 42.
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Figure 4.2 Imager thermal model input/output

The input light intensity necessary for the model is available through the input picture
which is decoded into individual pixel light intensity as explainadsection 3.6.2.As
described in the previous chapténe thermal map used to test the model had a homogenous
distribution of temperaturehis isof course not the case 3D stack scenarios$n this caseit
is necessaryto use the actual thermal mab the underlying layer(s) t@rovide a realistic
temperatue value to each pixeland causing a proper evaluationeafth pixel discharge. This

is not feasible in conventional simulators such as Spice, since temperatwaeglobal
parameter

TM - Thermal map T1,7T2,T3,T4

™

Vout

| SystemC or Spectre |

Vout

!

Figure 4.3 Integrated desigrflowchart
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A further consequence of the combination of a thermal map with the thewaae
imager model is thait can also be used ithe design cycle Eigure 4.3) to help adjust the
placement of blocks in underlying layers according to their power deasiyin order to
minimize their impact on the imager performantedeed, the availability of many layers
supportsa greater freedom of movemetd enable the movement of higlower blocks away
from temperatureensitiveareas or layersn the final placement. Ais temperatureaware
placement is however of coursenstrained by interconnect length, technology, area, power
density.

T1-T4 representslifferent scenarios (e.g. compact area, minimum temperatajeto
analyzethe imager performancein the design cycle. Each scenario actsaasonfiguration
setting forthe thermal simulator to run the optimization. At the end of the optimization, the
output is a thermal map which is fed into the imager thermal model. The average error
compared to the reference simulation is calculated. $lectsuitablescenariomanualy at the

end of simulatiorbased on the average error (thermal impantjhe imager performance.

4.2 3D Floorplanning

4.2.1 Thermal floorplanning

There are several approachieseduce the temperatuirea 3D stacked chifg]:
x Thermalaware Floorplanning
x Thermalvia insertion cooling microchannel insertion
X Heat sink and package design
The latter two have been proved to help heat dissipation by fabrication techniques and
external componentdut also increase coskhermalaware floorplanning moves consideration
of the thermal issues upstream of fabrication and can, through design, lower the temperature
and consequently the need for and cost of thermal vias, heat sinks and heat extracting
packaging.
The floorplanning algorithm used in this work is &ine-tuned version[6] of the
simulated annealing basédorplanningalgorithm adapted toedue the peak temperature as

well as thermal gradients. It also uses smart heuristics that help the search algorithm to
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converge to thermally efficient solutions. Since ourechive is to achieve a bettamager
performancethrough redudion of the influence of temperatureve explore the use of this
floorplanning algorithm in conjunction with th@D integrated design flowin the following

paragraphs we give a brief description of the algorithm and its use.

4.2.2 Floorplanneralgorithm

Primarily this work is a parallel research work going on in our group which focuses on
architectural exploration using Parquet 2D floorplanner and HotSpot tool. Part of this work and
its improvementsra utilized to realize the 3D integrated design flow

The floorplanner tool is adapted from the Parquet 2D floorplafngrwhere he
floorplanningalgorithm is based on simulated annealing. The problem is formuiatede 3D
case[6] as follows:B={b4, by, ..., by} are the set of rectangular blocks with heighaihd
width w; having terminals T={, t»,..., {,}. P; are the pins that connect the varidlsecks
and terminalswhile L={l {|1” L n} arethe set of Hayers.

Let (x;,y;,1;) denote the coordinates of termintabnd (x,y;,li) denote the coordinates
of block hh. The 3D floorplanning problem is to find a solutiorid® the assignment of blocks
coordinates (xyi,li) so that no two blocks overlap and a cost function @Shinimized. In
the implemented optimization, the solution is initialized to a random floorplan. The solution is
incrementally improved until the optimization times out. The solution quality depends on the
starting point and how much time the algorithm is allowed to spent refining it. Increasing the
optimization time reduces the dependency of the solution quality on the starting point.

For a 3D stacked IC problem, the circuit and the stack descriptions are necessary. The
circuit description indicateshe size,power and connectivityof the blocks,while the stack
description indicates over how many and of what types of layers the blocks earabgedIt
is important to be able to realise various kinds of optimization (area, wirelength, temperature)
for the tehnology nodes used in each layApart from area minimization, theonnectivity
between blocks as well as the I/O pad positions@geiredin order to be able to optimize the
wirelength Material conductivities,and stack geometrieare necessaryfor temperature

minimization The workflow is illustratedn Figure4.4.
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Figure4.4  Workflow[8]

The file input/outputs in this workflow are:
Design filescover the circuit descriptiora set of blockglefinedby their dimensions, power
figures and connectivity with other blocksand I/O padsFile extensions: .blocks, .nets,

.power, .pl, .wts

Stack files cover the physical stack descriptiofhere are three stack files in total: one for the
floorplanner, indicating the number of layers and tlasisociated technologwhile the
other two areused by the thermal simulatofhey definethe geometry andhermal
properties of the tiers in both detailed and simplified manr@ne is then used during
the floorplan optimization and the other isserved for a detailed analysis. File
extensions: .stack, .Icf, .Ifc.eval

The following section describes in diétdhe floorplanner options and implementation
details.

4.2.3 Floorplanner options

In the following we presenthe command line options (bolktters) to run the floorplanner.
The basic command line should always contain the following options:
-f <designName>loads a given design. The argument designName is the prefix afetign

files. All design files must be placed in the same folder. .power and .wts files are

optional.
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-stack <stackName>specifies the use of a given stack. The only stack file mandaddhei
.stack. The other two files are necessary if thermal simulation is activated. Adjain,
files describing a stack must be in the same folder.

Apart from the basic command line arguments there are otheoptsens which give
means to control the optimization process. The user can control the random seend generator
and runtime (number of iterations), change the optimization objectives or modify the thermal
simulator setupWith these options theiser has the possibility tachieve better solutions

and/or repeat experiments.

-n <p>produce p independent runsffdrent seeds). The console output reports the minimum,
average and maximum values attained for the various quality measures (wirelength,
temperature, etc). Default 1

-s <g> set the random generator to use the seed q (integer). To reproduce a given result, we
initialize the random generator with same starting point and store all the seeds
generated. The stored file is used in the optimization to guarantee the result
reproducton. Default random

-seedlist <seedsFile*s a combination of théirst two options. The tool runs foeach seed
value declared in seedsFile. This mechanism allows the ingfatifferent options to
be compared in a statistical manner. Default not used.

-maxlter <k> sets the maximum number of iterations (solutions visited) before the algorithm
stops. To scale with the size of the problem, the actual maximum numberatifons

is obtained multiplying k by the number of blocks (max k * n,...). Default 2000.

The position[8] of the I/O terminals (pads) is an important factor for floorplanning.
Different assignments will lead to different floorplan solutions, with the placement of the
blocks close to the terminals to which they are connected.

In a first approach, the actual pad position may not be known, as well as the
dimensions of the floorplan outline (core outline). Therefore, three wayprocessthe
terminal positions are available.

-noScaleTermsThe positions declared in the placement file are used and kept unchanged

(Figure 4.5(a)). The actual floorplan outline can either be contained in or exceealtliee
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delimited by the terminals. This useful when the dimensions of the 1/0 padskarewn and
impose the outline of the chip (pdithited instead of cordimited).

default The positions declared in the placement file are scaled to fit the floorplameoutl
(Figure 45(b)). In a real design, scaling these locations can cause pads to overldggréut
pads are considered to have zero aheall simulatiors performed the default option is used.
-centerTerms All terminals are placed at a single point at the center of the dhgure
4.5(c)). This option is useful whethe designer has not yet defined the P&d positiors,
although it will lead to solutions that are different from those with the 1/O’s abdbhedary.
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Figure 45 (a) No scaling (b) Scaleddefault (c) Centered8]

Plotting the output is possible using the optigriot. The output is generated using
out.plt and visualized in gnuplothe header of the output file lists the numafiesults of the
solution. The random seeagsed is listed, giving thmeans to reproduce the same result again.
In the case where multipkeins are performedynly the best result is plotted (i.#he result that
bestminimizes the costffunction).

The block labels can be sometimes cumbersdméhese cases cleaner oiput can
be generated with the alternativelotNoNames. Also, out.plt is a gnuplot script that ¢en
modified if other plot layout is needed or to save the image in other foriitegs.esults cabe
saved in the same format used for input to exploit the placement informatiomtimearnool.
This is achieved by
-save <baseFileName>This saves all the solution information (.blocks, .pl, .nets, .wts,

.power) with the prefix baseFileNameExample command line:> ./mofp -f oldDesign -stack

4layerStack -save newDesign
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4.3 Thermal Simulation

4.3.1 Thermalaware floorplanning

Thermalaware floorplanning problem is formulated usitige areawirelength minimization
problemandadding the maximal temperaturénfax)in the weighted cost functiof@.1):
C(S)=DArea + £ WL + FTmax -(4.1)

Firstly, the solution with optimal wirelength usually does not correspond to the
solution with optimal area. But, in a general way, wirelength benefits from area reduction. On
the other hand, temperature and area are completely opposite objectives: compact floorplans
present high temperature while sparser arrangements are cooler. The objective of this thermal
aware floorplanner is to find a balance between these opposite objective.

During floorplanningprocessneedsa significant numberngillions) of iterations until
the search converges to thermally efficient solutions. Due tchtgls number of iterations and
corresponding candidate solutiottsevaluate, it is not feasible to run a detailed finite element
simulation to evaluate the thermal profile of each onenpffied thermal models that are
suitablefor use in a floorplanning algorithrhave been proposed by several research groups
[9][10]. Two modelsare identifiedthat represent different degrees of accuracy. Both rely on
the thermalelectrical analogy and use cubes to mesh the chip volume. The temperature values
are obtained solving the linear system T = R*Rvhere R, is the thermal resistivity matrix

andP is the power vector.

Figure 46 Simplified thermal model [10
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Among theidentified models, HotSpof9] is the most refined. It solves the linear
system with an iterative mulgfrid method, starting with a coarse mesh and then successively
refining the slution. HotSpot also models the heat flow from the chip to the heat sink and the
board. A faser alternative was used [f0]. Instead of solving the complete linear system, the
lateral heat flow is neglected and tile stacks amalyzed individually (Figure .8). Because
there is no interaction between tile stacks, this approach is less accurate and can produce a
noisy thermal profile. Nevertheless, [ibl] it is shown that the correlation between this model
and HotSpot is 0.82, making it a reasonable choice for floorplanning. In the implementation for
the current work, both approachesare used neglecting lateral heat flow during the
optimization and using Hotspatith a fine mesh to evaluate the final solution.

Floorplanning algorithms are usually initialized randomly. Random initializations
generally produce disorganized (sparse) floorplans. This largely favorsyth@bjective and
can impede the search algbrit to move to solutions of smaller area and wirelength.
Moreover, the thermal conductivity of the bonding interface material (epoxy, 0.05W/mK) is
much lower than that of silicon (150W/mK) and copper (285W/mK). This large difference
creates a barrier to heat flow, leading to significant temperature increases at each bonding
interface. Consequently, it disturbs the search and impedes the efficient use of the upper layers.
As an example, in10], where the formulation (4.1} used, the temperature reductioones
at the expense of area increase, of the order of 16%. An alternative to this problem is proposed
in [11], using a twophase algorithm. As described in the next section, this approach has been

adapted in our implementation with different characterssto improve its efficiency.

4.3.2 Two-phase algorithm

Floorplanning specialized in temperature minimization is carried out once taeea is
sufficiently compact. Floorplanning is performed in two phasewhere temperature is
minimized implicitly during the first phase and then explicitly during the sec8mdtching
between different phases of the algorithm is based on area and a heuristic supporting the search
algorithm to converge to cooler solutionwigching between phase one to phase two duoas

involve restartingthe annealing schedule. Theost function for phase two keeps all the
objectives ofphase one, in contrast with [11] in which the wirelength objective is not

considered when optimizing terarature.
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Phase | -Power density distribution

Figure 47(a) Vertical heat flow model (b)Power distribution profile that minimizes temperature
In the first phasea thermally efficient power density distributiois performed as
explained belowFrom a 1D approximation, theertical heat flow on the chip as indicated in
Figure 4.7(a) it can be ascertaineithat a power distribution with a pyramidal shape (Figure
4.7(b)) will implicitly reduce peak temperature.
Therefore, during the first pea, we arrange the blocks inlayers so that the power
density is maximized and the more powemgry blocks are placed closer to the heat sink. For

this purpose the cost function is written as:

C(S): DArea+ EWL + G PDensity) "(4-2)

wherePpensty IS @ weighted sum of the power densitypdleach layer:

" P . i
| i |
F’Density ill Area q , with q; Rl/jll RJ- --(4.3)

The g; weighting factor decreasder layersfurther away from the heat sink. In this
formulation, the term Bengty IS maximized both when the area is reduced and when the power-
hungry blocks are moved to the lower layerbis formulationprovides a means to combine

the opposng objectives of area and temperature reduction in the same direction.

Phase 2 -Minimize thermal gradients

Once the area value threshold is achieved and all layerapgm®priately occupied,

the second phaseommencesnvolving thermal simulationsThis threshold must be at least
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O Azpl n whereA,p is the area of the design in a 2D configuration anslthe number of

available layersKigure 48).

A = Annealer temperature
= = = = Area

Area < threshold
~
~ e

-—
— - —

Phase 1 Phase 2 iter
Figure 48 Two-phase algorithm and the switching criteria

During the second phase, the cost function is augmented wetih@eraturdgerm

C(S)=DArea+ EWL + G Ppend + £ Amax --(4.4)

Our approach minimizethe sum of maximal temperatgren each layeinstead of
minimizing the maximal temperatur€his formulation is motivated by the observation that the
x-y coordinates of the hottest spot in each layer does not always coincide. If these situations
occur, he formulation is able to reward the improvements in the thermal profile of each
internal layer (i.e. gradient reduction). Furthermore the temperaturéhe@nop layers is
naturally higher than that in the lower layers and, consequently, a higiard isgiven to
improvements at the tomost layer.
T

max3 max2 A Tmaxl

Temp A
N> layer 3

~<—> layer 2

\/\M"’) layer 1

>
x-y plane

Figure 49 Thermal profile of each layer along a cross section of tyepxane.
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The power density heuristic consists biasing all the intefayer moves in the
direction of attaining a pyramidal power distribution. Therefore, a blgdk kayer k is only
allowed to move to a lower (resp. upper) laygiflit meets the condition of having a power
density greater (rgs lesser) than the average power density of the blocks.itwhen
performing a 3D move, we randomly select a blockiartil this condition is satisfied.

The next section describes in detail the various optissed in the thermaware

floorplanner and its implementation.

4.3.3 Thermal simulation options

When power information is available through the .power file, the user can activate the thermal

simulation with three options:

-evalT Performs a detailed thermal simulation at the end of the optimization. No temperature
minimization is performed. Default off.

-minT Minimizes the temperature using the two phase algorithm. Default off.

-useHeur Activates the use of the power density heuristic. This option enabledT and can
eitherbe used alone for a fast thermeabare floorplanning, obe combined with minT

to further improve the solution quality. Default off.

The grid size used to discretize the volume can be adjusted to obttn decuracy.
It can be adjusted to a fingranularity for detailed evaluation and to a coargganularity

during theiterativeoptimizationprocess

-gridEval <size>The grid size used for the detailed evaluation. The value musipbear of
2. Default32 (32x32 grid).

-gridOpt <size> The grid size used for the simplified vertical model. The value mus be
power of 2.Default8 (8x8 grid).

-hsConfigFile <filename> is used to replace the default simulatmnfiguration file by a

user definedile.

Using a very fine grid doesot imply better results because the simplified thermal

model neglects the lateral heat flow and otdiges into account the vertical alignment of heat
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sources.A very fine grid can map to regions tfe floorplan where there are no blocks or heat
sources. Since the model neglects lateral heat flow it canl¢ladsto very low or quasiero
temperaturedifference with respect to ambient temperatuesd can cause the gradient
computation to be very high. mally, the minimum grid sizés the area of themallest block
below this value, there is of course moprovement in optimization resultén practice, the
grid size(number of rows * number of columnej the meshused during optimizatiors set to

be slightly larger than the smallest block ar@a calculate the number of rows and number of
columns we consider a perfect square floorplan ovéayers with zero white space (A=
Abiockd/N) and let the A, be the area of the smallest block considetinig as square. Then the

minimum grid sizg8] is given by ratio of the square sid@s5)

gridsize t Aocs --(4.5)

n

We utilize 32*32grid size in our simulation.

Saving and plotting the thermal data is done in the command line. Files with prefix
"thermal_grid" containtemperature values for the grid, whiteose with prefix thermal_flp
describe placementalues All filenames have a numerial suffix to indicate heir layer
number. The plot command used in HotSpot generates an SVG image from the aforementioned
output files where the @mperaturevaluesin the plot Figure 410(a)(b))arein Kelvin. The

temperature scale of each plot is set automatically.

Figure 410 (a) Layer O (top) (b) Layer 1 (bottom)
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The configuration settingsf the floorplanner and the hotspot tool is elaborated in the

Appendix V.

4.4 3D Integrated design flow

4.4.1 Design flowcharacteristics

The 3D integrated design flowcombines all the characteristics explained in the previous
sectiontaking into account underlying systeftoorplanning and thermal map via Hotspot
simulation and is integratel into the imagerthermal model to simulate the completxeg
matrix in the 3D environmenas developed and explained in Chapter 3(Figurgl)4This 3D
integrated tool carprovide a complete analysis of the 3D stacked IC mainly in terms of
thermal behavior, as well ageaandinterconnect data. In this work, we focoginly on the

thermal behavior and its impact on the pixel matrix output performance.

Input

No of layers
Blocks
Power

Thermal Map

SystemC
Pixel matrix
Model

Readout voltage [pixel]

Reference
simulation

Matlab/C++

Readout voltage [pixel]

Output
Error

Figure 4.11 3D integrated design flow
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Figure 411 depicts the flow of informatiorthroughout the complete evaluation
process Initially, the number of layers, the blocks available in the entire system and their
power values are set. As explained in the previous sedtierfloorplanning algorithm is run
to obtain asuitableset of layer floorplansvith block positions,along with the approximate
thermal profileof each layer Then the HotSpot tool is run to obtaimere accurate thermal
profile of each layer of the 3D chip.

Both the floorplanningand HotSpot tools wereun using a 32*32 grid size The
thermal mapthus obtaineds adapted according to thmagerpixel matrix size. This process
helpsto determine the operatirtgmperature of each pixel.

Simulation of the 3D ntegrated design flows necessary to choose the floorplan
which has the lowest thermal influence on the output performance of the imager pixel matrix.
The thermal map obtained from HotSpot is used to provide realistic thermal data per pixel as
input to theSystemCbasedmager pixel matrix thermal model. Only the thermal map from the
layer O (top most layer) is taken into account for the thermal simulation of the pixel matrix.
The modelcalculatesthe readout voltage of each pixel based on the input fronthtbrenal
map and set of inpumageintensityvalues

To verify and select the floorplan which has the lowedstuence on the output
performancea validation step is performed. The validation step involves calculating the error
taking the average of absolute differences of each pixel readout voltagé&dm the reference
simulation. This is given by

XE 0 i
#R AN AN N et ﬁ‘QF-BOOO] P &bl —(4.6)

where Ty represents theéemperature value for the given pixel at the relevant point in the
thermal map of the pixel matrix.

In this case, we have taken the readout voltage error as sole criteriaziefotion of
the best floorplanOf course, the overall process can also introduce other metrics for selection,
combining for exampléemperaturempact minimizatiorwith areaminimization, resulting in a
more complex and longer design cycléhis topic will be coveredin detail in the following

sections.
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4.5 Results

4.5.1 Test cases

The integrated desigmas been verified using the following test cases. Test cases were
carefully chosen to prove the robustness, flexibility and capability of the 3D integrated design
flow. All the test cases are sutated with MCNC benchmark suite utilizing the ami33 with 33
blockqd13]. Power values for all the blocks are used as per the benchmark without any
modification. The 3D structure which has been used for the simulation has three active layers

below the pixelmatrix as indicated in Figure.}.

éQ
K
K>

Pixel matrix

Figure 4.12 3D stack—ami33-4 layer structure
During the floorplanning optimization process the solution is initialized tanalom

floorplan. Then the process searches for improved solutiotis the optimization times out
(reaches the maximum number of iteratiors.previously mentionedhe quaity of the final
solution depends on the starting posrid on how much time the optimization process is
allowed to refine it(with increased time, the dependency on the starting point decreases).
Typically the initialization is random but it could aldme fixed to thesame starting point.
Fixing the same starting point helps to analyze the impact of setting optimizations with
different objectives and/or different algorithm parameters sashweights ontemperature
minimization or areaminimization, or raisng the maximum number of iteratisnDuring the
proposed test cases, and since the objective at this stage is to determine the best tool
configuration,the floorplanning tool issetto use anumber offixed seed q (integer)to ensure

the use of the samstarting poins for all test casesThis approach is typically used to
reproducea given resultand here enables tlm@mparisonbetween different test cases. In all

test cases the simulations run through five seeds. The test cases considered are ss follow
(Table4-1):
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x T1- Compact area, ignore temperature impact, 2000 iterations, no heuristics
X T2 -—Ignore area, minimizeemperaturempact, 2000 iterations, no heuristics

X T3 -Ignore area, minimizeemperaturempact,4000 iterations, no heuristics

X T4 —Compact area, minimizeemperaturempact, 2000 iterationgjseheuristics

Table4-1 Test cases

A simple pixel matrix size of 128*128 is considered in all test casescerfidy the
robustness of the model we have chosen twpat picturesPart of the fend (it will be called
aslenain future sections) pictureF{gure 4.13) has different intensities at different pixels of
the picture. The Wwhite” picture EFigure 4.14) hasuniform intensity over all pixels. These
pictures are fed into the imag#rermal model with a uniform temperature distribution set at
300K. The colors represented in the figures tre actual &it pixel integer valuesather than

intensity levels.

Figure 4.13 “Lend pictureinputto imager thermal model
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Figure 414 Inputintensity of “ White pcture” to imager thermal model

Theimagerthermal model output gives the readout voltage of each individual ipixel
the pixel matrixat 300K and for 10ms integration time. Figure4.15 and Figure 416
represent the reference simulation resultsb® used in all test cases to evaluabe t

performancevariationdue to temperature.

Figure 4.15 Readout Voltage Reference simulation (Tint=10mBemperature=300K)
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Figure 416 Readout voltage Reference simulation (Tint=10ms, Temperature=300K)

Each test case is detailed on a case by case la&mig with their relevant results in
the next section. While considerations such as area and wirelength optimization are also
possible this work mainly concentrates on temperature minimizatiod temperature based
floorplanning.

4.5.2 Test case | €ompact area

The main goal of this test case is to obtain a compact area for the four layered chip stack.
Temperature minimization is not performed. The top layer is occupied entirely by the pixel
matrix, the layout of whichis fixed. The floorplanner handéemovemet only on the three
lower layers, whereblocks undergo both intrandinter-layer movements.

As discussed earlier, the flow begimstially with floorplanning at the end ofvhich
the thermal maps are produced for each layer as indicated in Figlife 4
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Figure 417 Test case 1 resultFhermal map
Layer O (Topleft), Layerl (TopRight), Layer2 (Bottorteft), Layer 3(BottorRight)
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During the optimization process reports were generated individually for each seed
and they are tabulated as Table 42. Each column represents either the geometry (area,
height, width, wire length) or temperature (maximum temperature, gradient) and power density
data AR is the ratio between the height and width values. Gradient is the difference between
the maximum temperature and minimum temperature value. Power density is calculated by
(4.2). The thermal mapshown inFigure 4.17 are shown for Seed 2, which resulted in bleest

area (objective of this test case).

Table4-2 Test case + Compact area Report

Seed | Area Height |Width |AR WL Temperature |Gradient |Power density
(m?) |um) |um) (um) (K) (K) (W/m?)

1 429828 (1428 |301 474419 |95996.5 [325.317 19.8503 1636680

2 421890 |735 574 1.28049 |67311.5 |340.617 21.5142 1667480

3 425320 |868 490 1.77143 169756.2 |332.1 18.9416 1654030

4 434042 (1442 301 47907 |89115 323.845 18.084 1620790

5 422037 |693 609 1.13793 |71983 |340.253 19.642 1666900

Once the optimization process was completed, the thermal map of the pixel matrix
layer is decoded into theemperaturevalues of individual pixelsand fed into the imager
thermal modelvith 10ms integration time to obtain the set of actealdout voltage With the
same thermal mapgwo different simulations werperformed:one with lightintensity values
coming fromthe lena image, and the other with uniformand nonzero intensity across the
picture. The readout voltage distribution obtained for #alpicture is indicated in Figure

4.18 andreadout vaiage distribution obtained fahe white picture is indicated in Figure.1®.

Figure 4.18 Testcase tesult— Lena picture- Readout voltage
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Figure 4.19 Testcase tesult White picture- Readout voltage

Table 4-3 depicts the maximum and minimum temperature values and readout
voltages as extracted fromme pixel matrix. Temperature distribution is depicted in Figure
4.20. The mean value for this test case is 328.28 K with standard devigt80b219 and 3
value is 10.5657.

Table4-3 Comparative result§Reference vs Testcase |)
Temperature (K) Readout voltage (Volts)
Mintemp Maxtemp [Min Voltage [Max Voltage
Ref. Lena 300 300 1.0072 2.2088
Lena 319.1 340.36 0.7583 2.1457
Ref.White 300 300 1.0072 1.0072
White 319.1 340.36 0.4987 0.9892
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Figure 420 Test case | temperaturestribution

Using equation 4.6 we finéhn average error over the pixel matrix of 0.1367V for the
lenapicture and 0.1138V for therhite picturedue tothe temperature increase in test case |
(best compact area)As previously calculated, the allowable error based on ghanta

calculation is 12.89myso te above error will lead tohift of 10 levels in intensityEq 4.7).

4.5.3 Testcase Il Minimizing tenperature

The main goal of this testcase is to minimize temperatarea is not part of the objective
function). It uses the two phase algorithm as explained in section 4.3.1. The model produces

the following thermal map as in Figure24.
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Figure 421 Test case Il results Fhermal map
Layer O (Topleft), Layerl (TopRight), Layer2 (Bottorteft), Layer 3(BottorRight)
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During the temperature minimization optimization process reports were generated for

each seed and they are tabulated as in Té&dleThe thermal maps shown in Figure2# are

shown for Seed 1 whichresultedin the lowest temperatui@bjective of the test case)

Table4-4 Testcase I+ Minimization temperature Report
Seed | Area Height |Width |AR WL Temperature |Gradient [Power density
@m?) |(um) |(um) @m) (K K) (W/m?)
1 433650 |413 1050 0.39333 [82664.5 |324.838 15.7494 1622260
2 462560 |826 560 1.475 74231.9 |330.978 15.969 1520870
3 454279 [889 511 1.73973 |85262.8 |328.032 13.2272 1548590
4 459375 |875 525 1.66667 |69264 325.554 12.1655 1531410
5 444136 |616 721 0.85437 [65395.9 [331.584 12.5326 1583960

The layer O thermal map obtained after the optimization psoisefed into the Imager

thermal model. The Imager thermal model produces readout voltage of individual pixels. With

the same thermal map two different simulations have been performed, one with intensity

distribution coming fromlena picture and other with white picture. The readout voltage

distribution obtained for the lengicture is indicated in Figure .22 and the readout voltage

distribution obtained using white picture is indicated in Figur234

Figure 422 Testcase Il results Lena picture -Readut voltage
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Figure 4.23 Testcase Il results White picture- Readout voltage

During the above results generation, few comparative results has been noted down and
tabulated as in Tabk-5. Temperature distribution is depictedkigure 424 . The mean value
for this test case is1¥.99K with standard deviation is 3.6G and 31value is9.0467.

Table4-5 Comparative results (Reference vs Testcase Il)

Temperature (K) Readout voltage (Volts)

Min
Mintemp |Maxtemp [Moltage |Max Voltage
Ref.Lena 300 300 1.0072 2.2088
Lena 309.09 324.81  0.9574 2.2028
Ref.White 300 300 1.0072 1.0072
White 309.09 324.81  0.9504 1.0129
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Figure 424 Test case Il temperature distribution

Seed 1 which is selected based on lowest maximum temperature among all the seeds.
An average error calculated for the pixel matrix stand at 0.0241\éfadicture and 0.0163V
for white picture. Based on quan(aq 4.7)calculation shift in two levels will be seen fana
picture and one level for white picture because of temperature. From this calculation and the
above tabulation there is a clear improvemen performance compared to the previous
testcase.

4.5.4 Testcase lll -Longer iteration

In this testcase minimization of temperature across the layer is the main objective but
additionally we allow the optimization process to run longer than the default condition. In the
previous testcases default iteration of 2000 times was used. In this test case 4000 iterations is

performed.
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Figure 425 Test case lll results Fhermal map
Layer O (Topleft), Layerl (TopRight), Layer2 (Bottorteft), Layer 3(BottorRight)
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Reports for various seeds were generated during the process of this optimization and
they are tabulated in Tab#e6. The thermal maps shown in Figure28are shown for Seed

3, which resulted in the lowest temperature with long iteration (objective of the test case).

Table4-6 Testcase Il Longer iteration with temperature minimizatiofReport

Seed | Area |Height |[Width |AR WL Temperature |Gradient |Power density
@um?) |(um) |(um) (um) (K) (K) (W/m?)

1 446880 [560 798 0.70174 |74350.2 |331.445 15.8771 |1574230

2 445214 {826 539 1.53247 |67404.3 |327.486 11.4272 |1580120

3 460404 1134  [406 2.7931 |83174.8 |323.492 15.7018 |1527990

4 448791 {903 497 1.8169 |65374.7 |324.126 10.544 1567530

5 470008 {616 763 0.8073 |69118.2 |329.716 12.273 1496760

The layer O thermal map obtained after the optimization process is fed into the Imager
thermal model. The Imager thermal model produces readout voltage of individedd. plVith
the same thermal map two different simulations have been performed, one with intensity
distribution coming fromlena picture and other with white picture. The readout voltage
distribution obtained for the lenpicture is indicated in Figure .26 and the readout voltage
distribution obtained using white picture is indicated in Figur274

Figure 426 Testcase lll resul Lena picture -Readout voltage
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Figure 427 Testcase lll resul white picture -Readout voltage

Comparative results of the maximum and minimum temperature evolutitm w
reference to the ambient reference simulation is tabulated as in #ahleTemperature
distribution is depicted irFigure 428. The mean value for this test case 16.84 K with
standard deviation is 3.331d 31value is 100140.

Table4-7 Comparative results (Refence vs Testcase lll)

Temperature (K) Readout voltage (Volts)
Mintemp |Maxtemp [Min Voltage [Max Voltage
Ref.Lena 300 300 1.0072 2.2088
Lena 307.79 323.47 0.986 2.2022
Ref.White 300 300 1.0072 1.0072
White 307.79 323.47 0.9626 1.014
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Figure 4.28 Test case Ill temperature distribution
An average error calculated for the pixel matrix stand at 0.0175\éf@arpicture and

0.0098V for white pictureBased on quantéEq 4.7)calculation shift in one level is seen in
lenapicture and no shift of levels in intensity in white pictuFgom this calculation and the
above tabulation there is a clear improvement in performance compared to the previous

testase with longer iteration.

455 Testcase IV UseHeuristics

In this testcase we use the compact area along with minimization temperature activated with
power density heuristics as explained in section 4.3.1. In this method we try to move blocks

based on the power density i.e mean power density of lower layer should be greater than the
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top layer to form a pyramidal structure of blocks based on power density. By thispibee

model generated the following thermal map of each layer as in Fig@&

Figure 429 Test case IV results Fhermal map
Layer O (Topleft), Layerl (TopRight), Layer2 (Bottorteft), Layer 3(BottorRight)
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Reports for various seeds were generated during the process of this optimization and

they are tabulated as in TableB4The themal maps shown ifrigure 429 is for Seed 1,

which resulted in the lowest temperature with use heuristics (objective of the test case).

Table4-8 Testcase I\~ Useheuristics Report
Seed | Area [Height [Width [AR WL Temperature |Gradient [Power density
@m?) |(um) |(um) um (K (K) (W/m?)
1 508032 | 756 672 1.125 71863.1 |327.542 10.2031 1384740
2 473536 [1057 448 2.35938 (75592.4 (320.639 11.6932 1485610
3 486080 |868 560 1.55 80306.3 [|325.772 12.5917 1447280
4 465696 |672 693 0.9697 |62846.7 |332.092 11.4651 1510620
5 449330 |917 490 1.87143 |72238.3 (326.594 14.7573 1565650

The layer O thermal map obtained after the optimization process is fed into the Imager

thermal model. The Imager thermal model produces readout voltage of individual pixels. With

the same thermal map two different simulations have been performed, one with intensity

distribution coming fromlena picture and other with white picture. The readout voltage

distribution obtained for the lengicture is indicated in Figure .30 and the readout voltage

distribution obtained using white picture is indicated in Figur@l4

Figure 430 Testcase IV resultsLena picture -Readout voltage
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Figure 431 Testcase I\ White picture -Readout voltage

Tabulation of the maximum and minimum temperature and their influence in readout

voltage is shown in Tabld-10. Temperature distribution is depicted in Figure324. The
mean value for this test case is 317.92 K with standard deviation is 2.341 avalu® lis

7.0229.
Table4-9 Comparative results (Reference vs Testcase V)
Temperature (K) Readout voltage (Volts)
Mintemp |Maxtemp [Min Voltage [Max Voltage
Ref.Lena 300 300 1.0072 2.2088
Lena 310.65 323.27 0.9812 2.2011
Ref.White 300 300 1.0072 1.0072
White 310.65 323.27 0.9642 1.0111
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Figure 4.32 Test case IV temperatuddstribution

An average error seen in the pixel matrix is seen as 0.0229V forpietare and
0.01447V for the white picture test case. The above error when calculated using quanta (Eq
4.7) will lead to shift in intensity level by 2 level foerdapicture and 1 level for the white

picture.

4.6 Conclusion

From the above testcases it is clear that each floorplan inflaghe®utput performance of
the pixel matrix. Testcase | and Testcasaépresentwo extremeswhere the former targets
compactan area as possiblgiving no importance to the temperature asperchile the latter

focuses orbetter temperature performance but at the cost of ateexreTis clearlya tradeoff
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space to be explored between these scenanbih is filled partially by tetsases Ill and IV
Testcase Il utilized temperature minimizatjdut allowed the optimization algorithm to run
twice as longto see if the results could be improved as compared to previous testcases.
Testcase IV used a different scenandgth heuristicsrealizing power density in a pyramidal
structure of blocks.

The average error evaluated in each testcase is tabulated in Tableotp@red to

the reference ambient temperature simulation. The graph is shown in Figd#e 4

Table 4.10 Average error

Test Lena White

case Average error (Volts) | Average error (Volts)
I 0.1367 0.1138

[l 0.0241 0.0163

[ 0.0175 0.0098

v 0.0229 0.0144

Figure 4.33 Testcase results Average error

From Figure 4.33Figure 4.34 andrigure 4.35we can clearly conclude that test case
Il or Il is efficient in reducingthe thermal impact on readout voltage performance. Utilizing
these floorplans could translate into a behavior closeutput performanceinder ambient

conditions Area of test case Il is 2.7% greater than test case | and test case Il area is 5.8%
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greater tha test case Il. In terms of gradient test case Il and Ill remains the same. We choose
test case Il to achieve the expected performance with meager increase in heeaompact
area(testcase ), degradsthe readout voltage performance of imager,tdwms to be avoided.

Figure 4.34 Gradientvs Area

Figure 435 Maximum temperatures Area

Since our interest is mainly on achievittte bestreadout voltage performanci is
obviousthat testcase Il achieves the best resultghe designer has to consider both area and

readout voltage performance then Test case Il could be selected.
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Thus the complete 3D integrated design fiswealizd with the following
x 3D Integrated design flowntegrating
x Floorplanner
o 3D stacked layers
o Flexible integration of block information
x Thermal simulation
o Flexibility in adding material properties
0 Accurate and fast thermal simulation
X Imager simulation
o0 Readout voltage =(fTemperature, Light , Integration time)
0 Accurate results

o High speed simulation

This designenvironment could handlany size of pixel matrix, androups together
floorplanningandthermal simulationwhich is missing from existing industrial design flaws
The procedure followed in this work could be easily followed to utilize the capability of the
model to realize an imager which will meet the performance requirement at early stages of
design space exploration. Moving to 3D stacked Imager IC could also be met with this work.
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