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Résumé

Nous considérons dans cette thèse le problème de la transmission �able de données par
paquets en utilisant une transmission mono-porteuse sur des canaux sélectifs en fréquence à
évanouissements. Notre objectif est de concevoir des couples émetteurs-récepteurs permettant
d'améliorer les performances de la détection en l'absence d'information sur le canal à la trans-
mission et ceci en exploitant la diversité temporelle disponible dans le cadre des protocoles de
retransmission hybrides (HARQ).

En analysant les performances du système de transmission avec un récepteur à maximum de
vraisemblance, nous établissons un critère pertinent pour l'étude des performances du système
basé sur les statistiques de la distance Euclidienne à la sortie du canal sélectif en fréquence. A
partir de ce cadre théorique, nous proposons un nouveau schéma de diversité entre les di�érentes
retransmissions, nommé précodage de phase, qui permet de combattre l'interférence entre sym-
boles pour les canaux lentement variables dans le temps. Puis, à l'aide de nos outils d'analyse,
nous revisitons un autre schéma de diversité qu'est la diversité d'entrelacement. En particulier,
nous soulignons le double avantage o�ert par ce schéma, à savoir la diversité de modulation
et la réduction de l'interférence entre symboles. Nous réalisons ensuite une étude comparative
entre les deux schémas de diversité précédents sous traitement itératif ou non itératif au ré-
cepteur. En�n, nous introduisons un nouveau protocole de retransmission adaptative pour les
transmissions dîtes multi-couches a�n de réduire l'interférence entre couches pour les canaux
rapidement variant dans le temps utilisant des informations de retour limitées.

Abstract

In this thesis, we consider the problem of reliable data packets transmission using single-
carrier signaling over frequency-selective fading channels. Our objective is to design enhanced
transceivers with improved detection performance in the absence of channel state information at
the transmitter by exploiting the available time-diversity in Chase combining Hybrid Automatic
Repeat reQuest (HARQ) protocols.

By analyzing the performance of the transmission scheme using an optimal maximum-
likelihood receiver, we establish a suitable criterion for the study of system performance based
on the statistics of the Euclidean distance at the output of a frequency-selective channel. From
this theoretical framework, we propose a novel transmit-diversity scheme between subsequent
HARQ transmissions, called phase-precoding, which allows the mitigation of intersymbol inter-
ference for slow time-varying channels. Then, with the help of our analytical tools, we revisit
another transmit-diversity scheme which is the bit-interleaving diversity scheme. In particu-
lar, we emphasize the double advantage o�ered by this diversity scheme including the inherent
modulation diversity in addition to the intersymbol interference reduction. Subsequently, we
perform a comparative study between phase-precoding and bit-interleaving diversity schemes
under iterative and non-iterative receiver structures. Finally, we introduce a new adaptive re-
transmission protocol for a multi-layer transmission scheme for the mitigation of inter-layers
interference for rapidly time-varying channels using limited feedback information.
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General Introduction

N
owadays, we are witnessing a signi�cant growth in the use of personal communica-
tions services, including voice, video, and data transmission. According to the ICT

(International Telecommunication Union), the number of mobile telephone subscribers
around the world had reached 49% of the number of inhabitants at the end of the
year 2007. At the same time, this percentage had even reached 97% in the developed
countries. There is continuous development of portable wireless terminals for various
types of applications such as traditional mobile telephony, wireless Internet, and tra�c
information. The demand for high data rate broadband services in cellular and local
area wireless communication systems is increasing steadily. This growing demand is
not only in terms of the number of users, but also in terms of data rate and quality of
service.

Reliable communications through wireless channels are particularly rough due to the
e�ects of multi-path fading, shadowing, path-loss, noise, etc. In order to combat these
e�ects, advanced signal processing techniques are required such as transmit diversity
techniques, channel precoding, and equalization. Even though, errors occur in the
received packets due to the unexpected behavior of the communication channel. In
order to protect the transmitted information against errors introduced by the channel,
error correction codes are commonly used in modern communication systems. The
degree of protection provided by the channel code to the useful information depends
on the code type and its coding rate. The quality of the communication link is usually
expressed in terms of bit error rate (BER) or in terms of frame error rate (FER).
Depending on the underlaying application, other performance measures may also be
required such as transmission delay and data throughput.

A need for retransmissions

A major concern in data communication systems is how to control transmission er-
rors caused by the transmission channel. For one-way communication systems, as in
broadcast applications for example, the channel code rate must be suitably chosen to
match the worst channel conditions. The said "worst channel conditions" are to be
determined as function of the error rate which can be tolerated by the underlaying ap-
plication. This results in small throughput e�ciency due to the wasted redundancy when
channel conditions are good. For two-way communication systems, Automatic Repeat
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Introduction

reQuest (ARQ) [1] is another error control method which uses an error detection code
and acknowledgments to achieve reliable data transmission. This method provides bet-
ter throughput e�ciency than error correcting codes for good channel conditions, but
for bad channel conditions, the inverse is true. Hybrid ARQ (HARQ) protocols combine
error correction codes and ARQ protocols in order to bene�t from the advantages of
both error control methods. In this case, the code rate in the �rst transmission can be
chosen to match the typical channel conditions while HARQ retransmissions operate
for bad channel realizations. This results in an improved throughput e�ciency in the
system. In the case of a decoding failure of the received packet, the receiver discards the
erroneous packet and sends a negative acknowledgment to the transmitter requesting for
a retransmission. This continues until a maximum number of allowable retransmissions
has been achieved. This type of HARQ protocols is called type-I. In type-II HARQ
protocols, the notion of packet combining [2, 3] was introduced. The previous erroneous
receptions of the same packet are stored at the receiver in order to be combined with
the current reception. This increases the probability of correct recovery of the trans-
mitted information message. Type-II HARQ protocols have two main modes: namely
Chase Combining [2] which is based on the retransmission of the same codeword, and
Incremental Redundancy [4] which is based on the retransmission of additional parity
bits. Chase combining HARQ protocols are simple to implement in comparison with
incremental redundancy HARQ protocols. However, they have in general lower perfor-
mance. In this work, we focus on Chase combining HARQ protocols with the goal of
improving their performance while keeping their relative implementation simplicity.

Various transmission systems

An e�cient communication system provides the required quality of service using the
minimum of available resources including signal bandwidth (in frequency and time),
power consumption and system cost. Early cellular mobile communication systems,
which was commercially launched on the GSM standard in 1991, used narrow-band
single carrier transmission with TDMA/FDM multiplexing for sub-channels. In GSM
systems, GMSK was selected over other modulation schemes for GSM systems as a
compromise between spectral e�ciency and spurious emissions. GSM users enjoy data
rates of only 9.6 kbp/s used for short message service (SMS) and Multimedia Message
Service (MMS). In GPRS systems, the data rate was arti�cially increased up to a
maximum of 114 kbp/s by allocating the eight time slots in GSM systems to one user.
This solution is impractical because only one user at a time can bene�t of this improved
data rate. With the increasing demand for high data rate services, an e�cient utilization
of the available resources has become of premium importance. Resort has been made
to high order modulations (8-PSK, 16-QAM, 32-QAM) with multiple coding schemes
in Evolved EDGE systems allowing a maximum of 1 Mbit/s and a typical bit-rate of
400 kbit/s. The price for this enhancement is a less immunity to noise.

For higher bandwidth e�ciency, MIMO transmission schemes with spatial multiplex-
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ing were introduced. However, a more sophisticated signal processing at the receiver
is required in order to remove the resulting spatial interference. Many space-time cod-
ing schemes were proposed which sacrify the bandwidth e�ciency in order to remove
inter-channel interference in a simple way as in [5]. The advantage of space-time cod-
ing schemes is a higher degree of transmit diversity. Between spatial multiplexing and
transmit diversity, there is some diversity-multiplexing trade-o� [6]. However, space-
time coding schemes are not robust in frequency-selective channels due to the destroyed
orthogonality by the e�ect of inter-symbol interference.

Inter-symbol interference is a well known problem in digital communication systems
resulting from multi-path propagation and linear �ltering at the transmitter and the re-
ceiver. In order to overcome this problem, new forms of data signaling were introduced
such as CDMA and OFDMA signaling which are more robust to inter-symbol interfer-
ence and allow a simple multiuser access scheme. On the other hand, they have their
own problems. For example, wideband CDMA signaling has been adopted in UMTS,
the third generation of mobile cellular systems (3G). In CDMA systems, the signal is
processed at the chip-rate which is much higher than the data rate. This results in
a higher power consumption and a higher components cost. Moreover, the quality of
the communication link depend on network loading due to the problem of inter-user
interference.

In recent years, OFDMA has been considered as a strong candidate for the broadband
air interface for its robustness to multipath fading, higher spectral e�ciency and band-
width scalability. It has been selected for WiMAX and 3GPP LTE downlink radio access
technology. On the other hand, the OFDMA waveform exhibits very pronounced enve-
lope �uctuations resulting in a high peak-to-average power ratio (PAPR). Signals with
a high PAPR require highly linear power ampli�ers to avoid excessive inter-modulation
distortion. The result is a low power e�ciency which places a signi�cant burden on
portable wireless terminals in the uplink direction. Another problem with OFDMA in
cellular uplink transmissions derives from the inevitable o�set in frequency references
among the di�erent terminals that transmit simultaneously [7]. Frequency o�set de-
stroys the orthogonality between di�erent subcarriers, thus introducing multiple access
interference.

The renewal of single-carrier transmission

OFDMA signaling is suitable for down-link transmissions because power e�ciency is
not of major concern at the base station. In order to overcome the disadvantages of
OFDMA signaling for uplink transmissions, a modi�ed form of OFDMA is under inves-
tigation for the 3GPP LTE systems [8], which is referred to as Single Carrier FDMA
(SC-FDMA). As in OFDMA, di�erent users in an SC-FDMA system share M di�erent
orthogonal frequencies (subcarriers) to transmit the information symbols. However, the
N transmitted symbols by one user are not directly mapped to the allocated subcarriers.
Instead, this is the N-DFT points of the modulated symbols which are mapped to the al-
located subcarriers. It was shown in [9] that the received signal after carrier demapping
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follows the same model as for a single carrier transmission with a modi�ed channel re-
sponse depending on the subcarriers scheduling strategy. Therefore, SC-FDMA signals
have inherently lower PAPR than OFDMA signals. This reduces the burden of linear
ampli�cation and improves the power e�ciency in mobile terminals. There are two
main subcarriers scheduling strategies including localized and distributed subcarriers
mapping schemes. A distributed mapping scheme provides better frequency diversity
and lower PAPR than a localized mapping scheme, but the latter one is less sensitive to
frequency o�set [10]. The possible use of TDMA multiplexing is not discarded to resolve
this trade-o� problem. However, in cellular systems with severe multipath propagation,
SC-FDMA signals arrive at the base station with substantial inter-symbol interference.
Consequently, equalization techniques must be used at the receiver in order to cancel
this interference.

Since SC-FDMA is a single-carrier system, classical equalization algorithms used in
single carrier systems are applicable. An optimal maximum likelihood (ML) receiver [11,
12] for joint equalization and channel decoding can not be implemented in practical
systems due to its huge complexity. However, near ML-performance can be achieved in
a reasonable complexity using iterative equalization and channel decoding as in turbo-
equalization [13, 14].

A turbo-equalizer uses Soft-input Soft-Output (SISO) modules [15] for its constituent
blocks including equalization, mapping/demapping, and channel decoding. As it will
be seen through this dissertation, the use of SISO equalization is not only fundamental
for turbo-equalization, but also is very useful for packet combining in HARQ protocols.
Actually, the equalization performance can be enhanced even in a non-iterative receiver
by using the available a priori information from previous transmissions of the same
packet.

Context and objectives

We consider in this thesis a point-to-point data packet communication system with a
feedback channel limited to acknowledgments. The system uses single carrier transmis-
sion with cyclic-pre�x insertion over multipath fading frequency-selective channels. The
context of this work is very similar to the context of the 3GPP LTE uplink except that
we consider a single-user system. However, the obtained results can be applied to the
case of multi-user LTE system system due to the complete separation between users
in the frequency-domain. Since the feedback channel is limited, we assume that the
transmitter has no knowledge of channel state information (CSI). The feedback channel
is assumed to be error-free.

Our objective is to perform a cross-layer optimization between the physical layer
and the link layer. At the physical layer, we consider the equalization, while at the link
layer we consider HARQ protocols. More precisely, we investigate the optimization of
the system performance in terms of frame error rate and in terms of data throughput,
taking into account the frequency-selective nature of the propagation channel. The
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error correction code is assumed given and is not subject to our optimization. As it
is previously mentioned, HARQ protocols are the result of combining classical ARQ
protocols with channel coding. On the other hand, turbo-equalization is the result of
combining channel coding with equalization. We search for possible combining between
all of equalization, channel coding, and ARQ protocols in order to improve the overall
system performance in comparison with separate processing of each functional block in
the communication system.

The main questions in this thesis are how to optimize the signal processing in the
physical layer by taking advantage from the inherent time diversity in HARQ protocols?
Inversely, how to modify HARQ protocols in order to improve the performance of detec-
tion in the physical layer? We mainly focus on Chase combining HARQ protocols due
to their low implementation complexity in comparison with incremental redundancy
HARQ protocols.

In order to answer these questions, we start by studying the theoretical performance
of the classical bit-interleaved coded modulation scheme with HARQ retransmissions
over a frequency selective channel assuming an optimal ML receiver in order to deter-
mine the e�ects of di�erent system parameters on system performance. This leads us
to the study of the statistical characteristics of the Euclidean distance spectrum at the
output of the transmission channel. From this theoretical study, we get some insights
for the optimization of the transmission scheme at the transmitter side. In particular,
we focus on two HARQ transmit-diversity schemes having the advantage of preserving
the PAPR of the transmitted signal. These two schemes are the phase-preceding di-

versity scheme and the bit-interleaving diversity scheme. We analyze and compare the
performance of both diversity schemes in the context of time-varying channels.

The above diversity schemes are particularly useful for slow-time varying channels.
For rapidly time-varying channels, we turn our attention onto a di�erent transmission
scheme which is the multi-layer transmission scheme using superposed coded modula-
tions coding with successive interference cancellation (SIC) receiver. In order to facil-
itate the optimization of HARQ protocols for layered HARQ transmissions, we derive
an equivalent MIMO model for the received signal. Based on this model, we optimize
the power allocation problem at each retransmission. This transmission scheme with
the optimized retransmission protocol can be viewed as a form of adaptive modulation
scheme based on the returned HARQ acknowledgments.

Outline of this thesis

This dissertation is organized in �ve chapters. We assume that the reader is familiar
with the di�erent types of channel coding such as convolutional codes, turbo-codes and
low density parity check codes.

Chapter 1 is devoted to the presentation of the considered communication system
and some background materials regarding turbo-equalization and packet combining for
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single-carrier transmission over frequency selective channels. After a brief review over
the basic types of HARQ protocols used to ensure data reliability, we present the vari-
ous channel models encountered along this thesis. At the receiver side, we present the
turbo-equalizer structure using two types of equalizers including maximum a posteriori

probability (MAP) [16] and minimum mean square error (MMSE) [17] equalizers. In
particular, we focus on the low complexity MMSE equalizer and we present its im-
plementation in the time-domain as well as in the frequency-domain. We present the
semi-analytical EXIT charts tools which are useful for the study and the comparison of
iterative receivers. After a brief survey of di�erent types of basic Hybrid ARQ proto-
cols, we discuss various packet combining strategies for single-carrier transmission over
a frequency-selective channels. We conclude this chapter by presenting a performance
comparison between di�erent HARQ retransmission protocols.

Chapter 2 establishes the theoretical bases of this thesis. We investigate the per-
formance of the bit interleaved coded modulation system using an optimal maximum-
likelihood receiver in order to determine the limiting performance of any practical re-
ceiver and to get some insights about the design of the system and the e�ect of di�erent
system parameters such as the channel code, the interleaving length and the channel cor-
relation. To this end, we carry out an error probability analysis which inevitably leads us
to the study of the Euclidean distance spectrum at the output of the frequency-selective
channels. By establishing a suitable formulation for the evaluation of the Euclidean dis-
tance, and based on the uniform interleaver concept, we derive an approximation for
the output Euclidean distance distribution. The approximated distribution is used with
the union bound in order to obtain an upper bound on the FER performance of the
system. This study is performed in the case a static channel as well as in the case of a
time-varying channel with uniform power-delay pro�le.

In chapter 3, we exploit the results obtained in chapter 2 in order to propose a new
transmit diversity scheme among subsequent HARQ transmissions in chase combining
mode for slowly time-varying channels in the purpose of improving data throughput in
the system. This diversity scheme is called phase-precoding because only the phases of
the transmitted symbols are changed in each retransmission according to some speci�c
precoding pattern responding to a suitable performance criterion.

In chapter 4, we study another transmit diversity scheme which is the bit-interleaving
diversity. By using an Euclidean distance based analysis, we show the potential of
this diversity scheme for various channel models in comparison with classical HARQ
retransmission protocol using joint equalization. We compare the performance of this
diversity scheme with the performance of the phase-precoding diversity scheme in terms
of the achievable performance and the implementation complexity. We also extend
the usage of the bit-interleaving diversity to MIMO frequency-selective channels. We
emphasize how bit-interleaving exploits the additional space dimension with a suitable
interleaving design.

In chapter 5, we turn our attention to the problem of packet retransmission for
multi-layered transmission which is an e�cient transmission scheme in terms of data
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throughput for time-varying channels. Multi-layered transmission can be seen as a
MISO transmission system. Therefore, we establish an equivalent MIMO channel model
for HARQ retransmission system using multi-layered signals. Based on MMSE MIMO
detection with successive decoding, we optimize the linear superposition coe�cients at
each HARQ retransmission. Since few layers can be used in practice, we focus on the
practical solutions for the case of two layers.

Finally, we conclude this work by giving some concluding remarks and some possible
perspectives for future research.

Contributions and Publications

We summarize below the main contributions of this work:

• In chapter 2, we propose a new theoretical formulation for the evaluation of the
Euclidean distance at the output of a frequency-selective channels. By using
this formulation, we have given the main statistical properties of the the squared
Euclidean distance at the output of a frequency-selective channel.

• In chapter 3, we propose a novel phase-precoding diversity scheme between sub-
sequent HARQ transmission for intersymbol interference mitigation.

• In chapter 4, we compare the phase-precoding diversity with bit-interleaving di-
versity under iterative and non-iterative receivers.

• In chapter 5, we establish a MIMO model for layered HARQ transmissions in
Chase combining mode. Based on this model, an adaptive HARQ protocol is
proposed.
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Notations

The following notations are used throughout this dissertation:

• Variables and scalars are denoted by italics (a, A).

• Vectors are denoted by lowercase boldface letters (a).

• Matrices are denoted by uppercase boldface letters (A).

• An ensemble of elements is represented with calligraphic fonts (A).

Les main used notations are summarized in the following table:

Operators and functions:

⊕ Binary addition
∗ Linear convolution
⊙ Hadamard product between vectors and matrices (or element-wise product).
(.)∗ Complex conjugate.
(.)⊤ Transpose.
(.)H Hermitian transpose.
ℜ(.) Real part of the complex argument.
Pr(.) probability.
E(.) Statistical expectation.
µ(X) Mean of the random variable X.
σ2(X) Squared standard deviation of the random variable X.
x Discrete Fourier transform of x.
Rℓ(.) Deterministic auto-correlation function for lag ℓ.
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Notations

Symbols:

Kb Number of information bits in a packet.
Nb Number of coded bits in a packet.
Ns Number of modulation symbols in a packet.
t, T Index of HARQ (re)transmission.
Tmax Index of HARQ (re)transmission.
ρ Signal-to-noise ratio
h,H Channel response.
c Coded block.
x Transmitted signal.
f Forward MMSE �lter.
b Backward interference cancellation �lter.
z Received signal.
w Gaussian white noise vector.
e Error sequence.
Π Bit-interleaver.
r Coding rate.
Pe Error probability.
P2 Pairwise error probability.
Th Throughput.
∆ Output squared Euclidean distance.
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Chapter 1

Reliable Communications over

Frequency-Selective Channels

T
his chapter presents the model of the considered communication system for data
packet transmission over a frequency-selective channel with some background ma-

terials regarding HARQ protocols and detection methods including iterative signal de-
tection and decoding. We pay particular attention to packet combining techniques with
integrated channel equalization.

1.1 Introduction

In high speed data packet transmission systems using single-carrier signaling over fre-
quency-selective fading channels, the received signal is a distorted version of the trans-
mitted signal due to the e�ects of the communication channel including fading, inter-
symbol interference (ISI), and background noise. The presence of ISI in the received
signal results from multipath propagation or a limited bandwidth of the channel. In
order to recover the transmitted data from the received signal, equalization techniques
and error correcting codes are usually used in modern digital communication systems.
In particular, there is an interest in iterative signal processing methods such as turbo-
equalization which combine equalization and channel decoding in an iterative manner
leading to a remarkable performance gain in comparison with classical methods using
separate equalization an channel decoding. This performance gain of iterative meth-
ods is achieved at the expense of higher computational complexity at the receive end.
However, with the continuous technological advances in terms of processing speed, this
barrier is not of major concerns for future use in practical systems.

Even with a sophisticated receiver, errors may occur in the received data due to
multiple reasons such as an instantaneous high level of noise or the mismatch between
the system-design parameters and the actual channel behavior. Hence the need for
error control techniques in order to ensure the reliability of the received data. The main
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used error control techniques are forward error correction (FEC), and ARQ protocols
for two-way communication links. Hybrid ARQ protocols combine both of these two
methods for better throughput performance.

Basic types of HARQ protocols ensure data reliability through the retransmission of
the same packet after error detection at the receive end thanks to an embedded error
detection code in the transmitted packet. The receiver discards the erroneous received
signal and retries again to decode the transmitted packet from the most recent received
transmission. Most advanced HARQ protocols improve the system performance by in-
corporating packet combining techniques such as signal combining in Chase combining

(CC) HARQ and code combining in incremental redundancy (IR) HARQ. All received
signals concerning the same packet are stored at the receiver memory to be jointly pro-
cessed in order to fully exploit the available information about the transmitted packet.
Therefore, the design of HARQ protocols becomes directly related to the code design
in the case IR-HARQ, while it becomes related to the signal processing in the physical
layer in the case of CC-HARQ. This thesis focuses on signal combining for data trans-
mission over frequency-selective channels in the context of CC-HARQ. The IR-HARQ
and the optimization of code design is out of the scope of this work.

In this chapter, we review the basics HARQ protocols and some packet combining
techniques for single carrier transmission over frequency-selective channels.

1.2 Single-carrier packet transmission

We consider a typical single-carrier communication system over a frequency-selective
channel whose the block diagram is shown in Figure 1.1.
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Figure 1.1: System model for single-carrier transmission over a frequency-selective channel.

At the transmitter side, the information data bits to be transmitted are �rst seg-
mented into blocks of equal lengths. To each data block di is added a signature sequence
of length Lcrc bits for the purpose of error detection at the receiver. The signature se-
quence is obtained by an error detection code which is traditionally a Cyclic Redundancy
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Check (CRC) code. The obtained block d containing Kb bits including the information
bits and the CRC bits, are encoded by a rate-Kb/Nb error correction code giving a
codeword c having Nb coded bits. The coded bits are interleaved using a bit-interleaver
Π. Then, the coded and interleaved bits are mapped into a sequence x of Ns symbols
using, unless otherwise mentioned, a complex modulation alphabet S of size |S| = 2Q

symbols. For convenience, we assume Nb = QNs. Finally, a cyclic-pre�x (CP) formed
by the last Lcp symbols of x is inserted at the beginning of x before being transmitted
through the communication channel.

The communication channel is frequency-selective and modeled by its equivalent
discrete-time �nite impulse response (FIR), denoted by h = [h0, · · · , hL−1], of length L
and assumed constant during one block transmission but it may vary from one block
to the next depending on the considered channel model. In addition, some background
noise is added to the received signal as in all communication systems.

At the receiver side, the CP is �rst removed from the received signal. The obtained
sequence is �rst processed by a channel equalizer in order to remove the inter-symbol
interference caused by the frequency-selective channel. Then, the receiver performs
the inverse operations that have been performed at the transmitter including symbol
demapping, bit de-interleaving and channel decoding. The integrity of the decoded
packet d̂ is checked thanks to the CRC signature. In the case of a correct decoding, the
decoded packet is delivered to the front-end application and a positive acknowledgment
signal ACK is returned to the transmitter through the feedback channel. Otherwise, a
negative acknowledgment signal NACK is returned back to the transmitter requesting
for a retransmission.

We give in the following the description of each constituent block of the transmitter
scheme and the general adopted assumptions.

1.2.1 Error detection code

In most of communication systems a systematic CRC code is usually used as an er-
ror detection code. For example, in CCITT (Consultative Committee of International
Telephone and Telegraph) standards, a CRC code with 16 parity bits (Lcrc = 16) is
adopted. Its generator polynomial is de�ned by g(D) = D16 +D12 +D5 + 1, where D
stands for bit delay operation.

CRC codes are easy to implement, but it is not easy to evaluate their performance.
However, there are some meaningful measures for the performance of CRC codes, such
as the �burst-error detection capability� and �error-detection coverage.� In general, a
binary CRC code with Lcrc parity bits can detect all burst errors of length Lcrc or less,
and also the fraction 1− 2−Lcrc of all the error patterns [18]. Thus, the performance of
CRC codes are mainly determined by Lcrc. The longer Lcrc, the better the performance.
For example, the 3GPP standard [19] de�nes 3 possible CRC lengths which are 8, 16, and
24. The CRC code with Lcrc = 16 can provide adequate detection for most applications.

In this work, we assume a perfect error detection code and the undetected error
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probability is zero. For more details about the performance of binary error detections
codes, the reader may refer for example to [20, 21].

1.2.2 Channel coding

There are many types of error correcting codes which are used in digital communication
systems such as convolutional codes [22], turbo codes [23], and low density parity check
codes (LDPC) [24, 25]. In this thesis, without loss of generality, we present and illustrate
our results using convolutional codes since they are the basic channel coding feature
on modern communication systems. This is mainly due to their low implementation
complexity compared to other types of codes. In addition, the distance spectrum of the
convolutional codes can be computed in straightforward manner which facilitates the
evaluation of the theoretical performance of the communication system (cf. Chapter 2).
However, we show at some particular occasions some numerical results using turbo codes
as well as LDPC codes. The decoder is based on the maximum a posteriori probability
(MAP) criterion and implemented by the forward-backward BCJR algorithm [16]. This
algorithm allows soft-input soft-output (SISO) decoding which necessary for iterative
signal processing as it will be see later in this chapter.

1.2.3 Bit-interleaving

Bit-interleaving is usually used in communication systems in order to locally decorre-
late the coded bits. Thus, the neighboring coded bits in the interleaved block can be
considered as statistically independent. This property enhances the error correction
capability of the channel code. Beside this, bit-interleaving is necessary for iterative
signal detection and decoding methods. The achieved performance gain due to inter-
leaving is called the interleaving-gain. In general, the interleaving gain increases with
the interleaver length, but at the expense of an increased latency, because the entire
interleaved block must be received before it can be processed. In the literature, there
are several types of bit-interleavers. Based on the construction method, they can be
classi�ed in three categories:

• Random interleaver: The interleaved bits are obtained by applying a pseudo-
random permutation on the original bits.

• Semi-random interleaver: A typical example of this type of interleaver is the S-
random interleaver [26] which has one design parameter S called the spreading
factor. It was originally introduced to improve the performance of turbo-codes.
It is de�ned according to the following rule: Any two adjacent bits in the original
packet are found in the interleaved packet separated from each other by more
than S bit locations. There are some construction algorithms which converge in
a reasonable time if S <

√

Nb/2, where Nb is the interleaver length as in [27].
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• Deterministic interleaver: the data bit are redistributed according to a determin-
istic permutation function. The uniform interleaver and the quadratic polynomial
interleaver used as the internal interleaver in the 3GPP turbo-code [28] are two
examples of this type of interleavers.

1.2.4 Symbol mapping

The symbol mapper associates to each group of bits (b1, b2, · · · , bQ) a symbol x taken
from the mapping constellation S such as BPSK, QPSK, or QAM constellations. Thanks
to the bit-interleaver, we assume that the coded bits are statistically independent and
consequently, the modulation symbols are have equal probability to be transmitted. In
addition, we assume that the transmitted symbols have a unit average signal power i.e.
Es = E(|x|2) = 1 and a Gray mapping scheme is used through this work.

1.2.5 Cyclic-pre�x insertion

The cyclic-pre�x insertion provides a guard time between consecutive transmitted blocks
in order to avoid inter-block interference. Therefore, the length of the cyclic-pre�x
is chosen, in general, to be equal to the maximum channel delay-spread in terms of
symbol period, i.e Lcp = L. Consequently, the linear channel convolution can be viewed
as a circular convolution after the removal of the cyclic-pre�x. The advantage of the
circular convolution that it becomes a simple multiplication in the frequency-domain by
a discrete Fourier transform (DFT) operation. This allows performing the equalization
in the frequency-domain which has in general less computational complexity compared
to the equalization in the time-domain.

1.3 Hybrid ARQ protocols

Early wired communication systems used ARQ protocols to ensure data reliability for
non-coded packets. Based on retransmission strategies, there are three basic types of
ARQ schemes: stop-and-wait, go-back-N , and selective-repeat.

The stop-and-wait scheme represents the simplest ARQ procedure and was imple-
mented in early error-control systems. In this protocol, the transmitter sends a data
packet to the receiver and waits for an acknowledgment before proceeding with the next
transmission. The receiver responds by a positive acknowledgment signal ACK in the
case of correct CRC check on the received packet. Otherwise, the receiver discards the
erroneous packet and responds by a negative acknowledgment signal NACK requesting
for a retransmission of that packet. The acknowledgment for a packet arrives after a
round-trip delay, de�ned as the time interval between the transmission of a packet and
the receipt of an acknowledgment for that packet. If an ACK signal has been returned
from the receiver, the transmitter sends the next packet in the queue. Otherwise, the
transmitter resends the same packet in error and waits again for an acknowledgment.
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This operation continues until the correct reception of the packet or a maximum number
of allowable retransmissions Tmax has been reached. If a packet is still in error after
Tmax trials, an error is declared at the receiver to the upper network layer. This scheme
is simple but inherently ine�cient because of the idle time spent waiting for an acknowl-
edgment of each transmitted packet. This is actually a real problem for communication
systems with long round-trip delay such as in deep-space telecommunications. In order
to overcome this problem, Go-Back-N and selective-repeat ARQ protocols have been
introduced. In these two ARQ schemes, packets are transmitted continuously. We are
not going to describe these protocols, and the reader may refer to [1] for a detailed
description. We only give some useful remarks concerning their relative performance.
Among these three ARQ protocols, selective-repeat ARQ o�ers the best throughput
performance as function of the error probability. However, it requires a larger storage
memory at the transmitter and packets ordering at the receiver. It can be viewed as
multiple stop-and-wait ARQ processes running in parallel. Thus, we assume in this
work a stop-and-wait retransmission protocol with zero delay.

After the introduction of error correcting codes in digital communication systems,
the information message including the CRC bits is encoded by a channel encoder giving
a coded packet. Consequently, the CRC check is performed at the receiver after the
decoding of the packet. The modi�ed ARQ protocols by the incorporation of error
correcting codes in this manner are called Hybrid ARQ (HARQ) protocols of type-I.

Type-II HARQ is an advanced form of HARQ which uses the concept of packet
combining. The rational behind packet combining is as follows: Even if a received
signal has led to a detection failure, it contains, however, some useful information about
the transmitted packet. Therefore, it is stored in the receiver memory to be combined
with other retransmissions which leads to enhanced detection performance. Depending
on the retransmission scheme and the combining method, HARQ protocols of type-II
can be classi�ed into two categories: namely Chase combining (CC-HARQ) which is
based on the retransmission of the same coded packet, and incremental redundancy
(IR-HARQ) mode which is based on the retransmission of additional redundancy bits.
In the following we give a brief description of these HARQ schemes.

1.3.1 Chase combining HARQ

This HARQ scheme takes its name from D. Chase for his published works [2] on the
combining an arbitrary number of noisy packets in a single packet based on a maximum-
likelihood criterion. In Chase combining HARQ, a coded and modulated packet x is
initially transmitted to receiver. The same packet x is retransmitted in response to
a NACK receipt for the previous transmission. The ensemble of received copies of
the same packet are combined at the receiver in a single signal which contains the
accumulated information about the transmitted packet from all received signals.

In order to clarify the combining method, we consider the case of packet transmission
over a �at block-fading channel as shown in Figure 1.2. The received signal at the t-th
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Figure 1.2: Chase combining HARQ scheme.

transmission can be written as

z(t) = h(t)x + w(t) (1.1)

where h(t) is the corresponding complex channel gain, and w(t) is the noise vector whose
elements are i.i.d. complex Gaussian random variables with zero mean and variance σ2

w.
After the T -th HARQ round, the receiver combines the T received packets at the symbol
level in a single packet denoted by zT . The combined packet is obtained by weighting
each packet by an estimate of its reliability before being summed with the other packets.

zT =
T∑

t=1

α(t)z(t) , (1.2)

where α(t) is the reliability of each received packet which is given under maximum-
likelihood decoding by

α(t) =
(h(t))∗

σ2
w

(1.3)

This method of combining is also referred to as the maximum-ratio combining (MRC).
The MRC method is known to be an optimal combining scheme for independent Gaus-
sian channels. Other sub-optimal combining methods exists with lower complexity com-
pared to MRC combining such as equal-gain combining and selective combining [29].

Actually, MRC combining provides the maximum possible SNR at the output of the
linear combiner [29]. The combined signal can be written as

zmrc(T ) =

(
T∑

t=1

|h(t)|2
σ2
w

)

x +
T∑

t=1

(h(t))∗

σ2
w

w(t) (1.4)

The SNR of the combined signal, denoted by ρT , is given by

ρT =

T∑

t=1

|h(t)|2Es
σ2
w

=

T∑

t=1

ρ(t) (1.5)
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where Es = E(|xn|2) and ρ(t) is the instantaneous received SNR at each HARQ trans-
mission. Therefore, CC-HARQ takes advantage from the accumulated SNRs from the
individual transmissions which improves the decoding performance of the transmitted
packet.

1.3.2 Incremental redundancy HARQ

Incremental redundancy HARQ generalizes the CC-HARQ scheme by considering that
each transmission is a punctured version of a low rate mother code denoted by C0.

parity

parity 2
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CRCmessage parity 1CRCmessage
P1

c
(3)

c3

c1

c2P2

P3

c
(1)

c
(2)
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Figure 1.3: Incremental redundancy HARQ scheme.

In the IR-HARQ scheme shown in Figure 1.3, the information data packet is �rst
encoded by a mother code C0 of rate r0 giving the codeword c0. At the �rst transmission,
only some coded bits of c0 are selected according to a predetermined bit-puncturing
pattern P1. The selected bits are grouped in a single block c(1) which is modulated and
then transmitted to the receive end. The ensemble of all possible blocks c(1) de�nes a
certain code C1 having a rate r1 ≥ r0. The bit-puncturing pattern P1 must be suitably
selected in order to have a decodable code C1. We denote by c1 = c(1) the transmitted
codeword.

The receiver tries to recover the information data by decoding the mother code from
the received codeword c1 after bit de-puncturing. In the case of a decoding failure, a
NACK signal is returned to the transmitter requesting for a retransmission. The trans-
mitter responds by sending a second block c(2) containing additional coded bits taken
form remaining bits of c0 which have not been transmitted yet. This time, the receiver
retries to recover the information data by joint decoding of both received blocks c(1) and
c(2). The combined codeword c2 = [c(1), c(2)] de�nes a codeword of a code C2 of a lower
rate r2 ≤ r1. This enhances the decoding performance due to the additional coding
gain provided by the lower rate code C2. This continues until the correct decoding of
the information data or the maximum number of transmissions Tmax has been achieved.

Thus, we have C1 ⊆ C2 ⊆ · · · ⊆ CTmax ⊆ C0 which express the rate-compatibility re-
striction between the punctured codes in IR-HARQ protocols. The puncturing patterns
are optimized for convolutional codes in [4], and for turbo-codes in [30]. We illustrate
the IR-HARQ scheme by an example taken from [4].

Example 1. A family of three rate-compatible punctured codes C1, C2, and C3 are gen-
erated from a rate-1/4 convolutional mother code C(31, 27, 35, 33)8 (in octal notations)
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by applying three bit puncturing patterns of period 4 de�ned as follows

P1 =







1111
1000
0000
0000






, P2 =







0000
0111
1100
0000






, P3 =







0000
0000
0011
1110







(1.6)

where each row in the puncturing matrix is applied periodically to one of the outputs
of the mother encoder. This de�nes three rate-compatible codes of rates r1 = 4/5,
r2 = 4/10, and r3 = 4/15, respectively.

1.3.3 Data throughput

The performance of HARQ protocols are usually expressed in terms of data throughput

which is de�ned by the average number of correctly received information bits per channel
use (bit/cu). It is given by

Th =
Qr1
E(T )

(1.7)

where r1 is the coding rate at the �rst transmission, Q is the number of bits per transmit-
ted symbol, and E(T ) is the average delivery delay per packet which can be computed
using the renewal theory [31, 32] as follows. We �rst de�ne the following probabilities

p(T ) , Pr(NACK1, · · · ,NACKT−1,NACKT ) (1.8)

q(T ) , Pr(NACK1, · · · ,NACKT−1,ACKT ) (1.9)

giving respectively, the probability of decoding failure, and the probability of decoding
success at the T -th round. Then, the average delivery delay can be calculated as

E(T ) =

Tmax∑

T=1

Tq(T ) (1.10)

At round Tmax, since even in the case of NACK the transmitters moves on to the next
packet, we have

q(Tmax) = 1 −
Tmax−1∑

T=1

q(T ) (1.11)

We can verify that q(T ) = p(T − 1)− p(T ) assuming p(0) = 1. By substituting in 1.10,
this yields to

E(T ) =

Tmax∑

T=1

p(T − 1) = 1 +

Tmax−1∑

T=1

p(T ) (1.12)

By substituting this in (1.7), we obtain

Th =
Qr1

1 +
∑Tmax−1

T=1 p(T )
(1.13)
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Equation 1.13 shows that data throughput is directly related to FER at each HARQ
round. Throughput is sometimes expressed in terms of throughput e�ciency which
is the data throughput normalized to the transmission rate in the �rst transmission
Qr1 which is the maximum possible throughput. The probability p(Tmax) is called the
dropping rate which is the frame error rate at the last HARQ round.

1.3.4 Performance comparison between CC and IR

From coding viewpoint, CC can be considered as a special case of IR by using a mother
code formed by the concatenation of the channel code with a rate-1/Tmax repetition
code with an appropriate bit puncturing patterns. Consequently, the performance of
the IR are potentially superior to the performance of CC due to the superior coding
gain which can be obtained by using a suitably selected mother code in comparison with
a simple repetition of a higher rate code. However, there is a major di�erence between
CC and IR from signal processing viewpoint. The di�erence is that the transmitted
signals in CC are the same in all HARQ transmissions which allows performing packet
combining at the signal level, while this is not possible in IR where the combining is
performed at the bit level by joint decoding after symbol detection and demodulation.

From the information theory point of view, it has been shown in [33] that the gain of
IR over CC using ideal codes increase with the initial coding rate r1 for static channels.
For example, for initial coding rate r1 = 0.5, IR provides 1 dB of gain over CC. For
block-fading channels, the gain is less important and the performance of both schemes
become almost comparable. Moreover, in some particular situations, CC can even
outperforms IR. This occurs when the �rst transmitted block c(1) falls in deep fading
and the retransmitted block c(2) is not decodable, even in the best channel conditions.

To overcome this problem, beside the rate compatibility restriction, an additional
constraint on the design of IR codes is added which is the self-decodability of each
transmitted blocks. The IR-HARQ scheme with self-decodable codes are sometimes
referred to as type-III HARQ [34].

1.4 Channel models

The communication channel must be suitably modeled in order to obtain accurate
estimations of the system performance leading to a proper design of the communication
system. In this thesis, we distinguish between three channel models that are commonly
used in the evaluation of HARQ performance.

1.4.1 Short-term static channel model

In short-term static (STSC) channel model, the channel response remains the same
during the period of one block transmission, but changes independently from one block
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transmission to the next. This model can be found in practice when the coherence time
of the channel is longer than the time period of one block transmission but smaller than
the round-trip delay.

1.4.2 Long-term static channel model

In long-term static channel (LTSC) model, the channel response does not change be-
tween subsequent HARQ transmissions of the same packet and changes independently
from one packet to another. Actually, this model does not rely on a physical or system
justi�cation. It is only used for the purpose of evaluating the average system perfor-
mance over all possible channel realizations in slowly time-varying channel conditions
comparing to the round-trip delay.

In practice, channel may change slowly between subsequent transmissions. We model
the channel variations by a �rst order auto-regressive random process (AR1) with a
correlation coe�cient α as

h(t) = αh(t−1) + u(t), t = 1, · · · , Tmax (1.14)

with h(0) = 0, where α ∈ [0, 1] and u(t) = [u
(t)
0 · · · u(t)

L−1]
⊤ is a vector of length L whose

components are complex-valued i.i.d. Gaussian noise with variance
√

1 − |α|2/L in
order to have unit average channel gain, i.e. E[||h(t)||2] = 1. The correlation coe�cient
α is usually expressed in terms of Doppler frequency according to Jakes' model [35] as
α = J0(2πfdτ), where J0(·) is the zero-order Bessel function of the �rst kind, fd denotes
the maximum Doppler frequency, and τ is the time delay between two subsequent HARQ
transmissions. The limiting case when α = 0 corresponds to the STSC model, whereas
the case of α = 1 corresponds to the LTSC model.

1.4.3 Spatial channel model extended

The Spatial Channel Model Extended (SCME) is a model developed by the European
WINNER1 project as speci�ed in [36] and its Matlab implementation in [37]. It is an
extension of the implementation of the 3GPP Spatial Channel Model (SCM) [38]. This
channel model is suitable for both short range and wide area communications including
wireless local area network (WLAN), wireless metropolitan area networks (WMAN),
3GPP long term evolution, and Beyond 3G.

In this model, the frequency-selective channel is characterized by six non-zero taps
with varying delays per link with a decreasing power-delay pro�le. The channel length
L in terms of symbol duration is a random variable and can take large values depending
in the transmission speed. We use this model in some of our simulations in order to
validate our results in more realistic channel conditions.

1
Wireless World Initiative New Radio
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Now, we present the receiver structure including a turbo-equalizer for iterative equal-
ization and channel decoding. The resort to turbo-equalization in our study is motivated
by the desire of investigating the performance limits of the system. The case of sepa-
rate equalization and channel decoding is considered as a particular case of this general
receiver structure.

1.5 Turbo-equalization

An optimal ML receiver for joint sequence detection and decoding can not be imple-
mented in practice due to its huge complexity. In a traditional receiver scheme based on
separate equalization and channel decoding scheme, the equalizer does not bene�t from
the coded nature of the received sequence. By using an iterative approach for signal
detection and decoding as in a turbo-equalization scheme [13], near ML-performance
can be achieved with reasonable complexity. Turbo-equalization is based on the turbo-
decoding principle of serially concatenated codes by viewing the frequency-selective as
a trellis code of unit-rate in concatenation with the channel code. While it is yielding to
superior performance when compared with separate equalization and channel decoding,
turbo-equalization has the disadvantage of higher computational complexity. However,
we envision that this equalization technique will eventually be implemented in future
communication systems.

The received signal is modeled as

zn =
L−1∑

i=0

hixn−i + wn, n = 0, · · · , Ns − 1 (1.15)

where the signal indexes (n− i) are taken modulo Ns due to the cyclic pre�x insertion,
and wn is an independent additive white complex Gaussian noise with variance σ2

w (or
σ2
w/2 per real dimension). Figure 1.4 shows the block diagram of the turbo-equalizer.

The equalizer and the channel decoder are connected iteratively by the intermediate of
the interleaver. They exchange soft information about the transmitted coded sequence.
We use the following notations: P (x) for the probability of the symbol x and L(c)
for the log-likelihood ratio (LLR) of the bit c. The lower indexes a, p, and e indicate
respectively a priori, a posteriori, and extrinsic probabilities, while the upper indexes
E and D designate equalizer and decoder respectively.

From the received signal z and the available a priori on the transmitted symbols
from the channel decoder at the previous turbo-iteration {PDa (xn = x) : x ∈ S, n =
0, · · · , Ns−1}, the equalizer produces the a posteriori probabilities {PEp (xn) = Pr(xn =
x|z) : x ∈ S, n = 0, · · · , Ns − 1}. The soft-demapper converts these a posteriori prob-
abilities into LLRs for the coded bits LEp (c). Assuming the independence between the
coded bits within each symbol, the soft demapper computes from the symbol prob-
abilities {PEp (xn)} the LLRs of the corresponding coded bits {cn,1, · · · , cn,Q} de�ned
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Figure 1.4: Turbo-equalizer scheme.

by

LEp (cn,q) , log
Pr(cn,q = 0|z)
Pr(cn,q = 1|z) (1.16)

where Pr(cn,q = b|z) are computed by using the following marginalization

Pr(cn,q = b|z) =
∑

xn∈S:cn,q=b

Pr(xn|z) =
∑

xn∈S:cn,q=b

PEp (xn) (1.17)

According to the turbo principle, the extrinsic LLRs are computed by LEe (c) =
LEp (c) − LDe (c) to be fed to the channel decoder after de-interleaving. The channel

decoder consists of a MAP decoder which produces the a posteriori LLRs LDp (c′). The
extrinsic LLRs from the channel decoder are computed as LDe (c′) = LDp (c′) − LEe (c′)
to be fed back to the equalizer after interleaving and soft mapping. The soft mapper
computes the symbol probabilities {PDa (xn = x) : x ∈ S, n = 0, · · · , Ns − 1} by

PDa (xn) =

Q
∏

q=1

Pr(cn,q) (1.18)

with

Pr(cn,q = 0) =
eL

D
e (cn,q)

1 + eL
D
e (cn,q)

, Pr(cn,q = 1) =
1

1 + eL
D
e (cn,q)

(1.19)

The probabilities PDa (xn) are used by the equalizer as a priori in the next turbo-iteration.
The iteration between the equalizer and the decoder continues until the correct decoding
of the received packet or a maximum number of turbo-iterations has been executed.

We present in the following the description of the SISO equalizer under the MAP
and the MMSE equalization criteria.

1.5.1 MAP equalization

The MAP equalizer employs the Forward-Backward BCJR algorithm [16] which is a
trellis based algorithm that maximizes the a posteriori probability for each transmitted
symbol.
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Figure 1.5: Forward-Backward equalization algorithm.

On the trellis representation of the channel, shown in Figure 1.5, each state Sn is
identi�ed by the previous L−1 transmitted symbols (xn−1, · · · , xn−L+1). Consequently,
there are 2Q(L−1) di�erent states. For a given channel state Sn = s, the output of the
noiseless channel corresponding to the transmission of a symbol xn ∈ S is

ψ(xn, s) = h0xn +

L−1∑

i=1

hixn−i (1.20)

The MAP equalizer computes the a posteriori probabilities Pr(xn = x ∈ S|z), using the
conventions of Figure 1.5, as

Pr(xn = x ∈ S|z) ∝
∑

(s,s′):xn=x

αn(s) × γn(s, s
′) × βn+1(s

′) (1.21)

where

αn(s) = Pr(s; z0, · · · , zn−1) (1.22)

βn+1(s
′) = Pr(zn+1, · · · , zNs−1|s′) (1.23)

γn(s, s
′) = Pr(s′, zn|s) (1.24)

The variable γn(s, s
′) is the transition probability between two stats Sn = s and Sn+1 =

s′ at the n-th section of the trellis and given by

γn(s, s
′) = Pr(xn|s, s′) × Pr(xn) × Pr(zn|xn, s) (1.25)

where Pr(xn|s, s′) = 1 if s and s′ are connected, and zero otherwise. The term Pr(xn)
is the a priori on xn, and the last term is computed for Gaussian noise by

Pr(zn|xn, s) =
1

πσ2
w

e−|zn−ψ(xn,s)|2/σ2
w (1.26)
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The variables αn(s) and βn+1(s
′) are computed by the following forward and backward

recursions

αn+1(s
′) =

∑

s

αn(s)γn(s, s
′) (1.27)

βn(s) =
∑

s′

βn+1(s
′)γn(s, s

′) (1.28)

MAP equalization provides superior performance compared to other equalization
techniques. However, it has prohibitive complexity when dealing with a high modulation
order or a long channel due to the exponential increase of the number of states versus the
channel length L and the modulation alphabet size. An alternative to MAP equalization
with very lower complexity consists of using linear �ltering equalization presented in
the next section.

1.5.2 MMSE equalization

Linear equalization based on the minimum mean square error (MMSE) criterion has
linear complexity with the channel length and practically independent of the modulation
order. The MMSE equalizer can be implemented in the time-domain using �nite-length
�lters or in the frequency-domain if cyclic-pre�x insertion is used. We describe in the
following both of these methods.

1.5.2.1 Time-domain MMSE equalization

The problem of MMSE equalization with priors was addressed by many works, as
in [39, 40], using di�erent approaches but leading to equivalent results. The structure
of the soft-input soft-output (SISO)MMSE equalizer is shown in Figure 1.6 including
a forward linear �lter f and an interference canceler �lter b. The forward �lter f is
implemented using a �nite number of taps Lf = l1 + l2 +1, where the parameters l1 and
l2 specify, respectively, the length of the non-causal and the causal part of the forward
�lter.

APP
to estimate

estimate to
APP

PD
a (xn)

b

x̄n

x̂n
PE

a (xn)fzn

Figure 1.6: Time-domain SISO MMSE equalizer with interference canceler.
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The linear estimate x̂n of the transmitted symbol xn is given by

x̂n = fHzn − bH x̄n (1.29)

where zn = [zn−l2 , · · · , zn+l1 ]
⊤ are the required observation samples around the esti-

mated symbol. The vector zn can be modeled in matrix form by

zn = Hxn + wn (1.30)

where

zn = [zn−l2 , · · · , zn+l1 ]
⊤

xn = [xn−l2−L+1, · · · , xn+l1 ]
⊤

wn = [wn−l2 , · · · , wn+l1 ]
⊤

(1.31)

and H is the channel matrix of dimensions Lf × (Lf + L− 1) having the following form

H =









hL−1 · · · h0 0 · · · 0

0 hL−1 · · · h0
. . .

...
...

. . .
. . .

. . . 0
0 · · · 0 hL−1 · · · h0









, (1.32)

The derivation of the expression of the linear �lters that minimize the mean squared
error E[|x̂n − xn|2] can be found in [40]. We only provide here the solution which is
given by

f = α(σ2
wI + vHHH)−1h (1.33)

b = HHf − µu (1.34)

where

u = [01×(l2+L−1) 1 01×l1 ]
⊤ (1.35)

h = Hu (1.36)

µ = fHh (1.37)

v =
1

Ns

Ns−1∑

n=0

E(|xn|2) − |x̄n|2 (1.38)

E(|xn|2) =
∑

x∈S
|x|2 Pr(xn = x) (1.39)

x̄n = E(xn) =
∑

x∈S
xPr(xn = x) (1.40)

α =
1

1 + (1 − v)µ′
(1.41)

µ′ = hH(σ2
wI + vHHH)−1h (1.42)
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The variable v re�ects the reliability of the decoder feedback. For a perfect feedback
v = 0, and for no a priori we have v = 1.

The estimated symbol at the output of the equalizer can be modeled by a Gaussian
model as

x̂n = µxn + ηn (1.43)

where ηn is complex Gaussian noise with variance σ2
η = µ(1− µ). Based on this model,

the output extrinsic a posteriori probabilities (APPs) are then computed

PEa (xn) = Pr(xn|x̂) = Pr(xn|x̂n) = Pr(x̂n|xn) Pr(xn)/Pr(x̂n) (1.44)

where second equality results from the independence of noise ηn and the last equality
comes from the Bayes rule. Thus,

PEa (xn) ∼ Pr(x̂n|xn) Pr(xn) (1.45)

The term Pr(xn) is the a priori on xn, and Pr(x̂n|xn) an be computed from the noise
distribution as

Pr(x̂n|xn) = κn exp(−|x̂n − µxn|2
σ2
η

) (1.46)

where κn is a normalization constant chosen to have a true probability mass function,
i.e.

∑

xn∈S P
E
a (xn) = 1 at the output of the estimator.

The complexity of the �nite-length MMSE equalizer increases with the length of
the forward �lter Lf . Therefore, Lf must be properly chosen as a compromise between
complexity and the performance loss due to the �nite-length implementation. In general,
an adequate choice could be L ≤ Lf ≤ 3L.

As an example, we have simulated the FER performance of the transmission over
the Proakis-C channel de�ned by h = [0.227, 0.460, 0.688, 0.460, 0.227]. Simulation
parameters are the following: The packet length is Nb = 1024 bits obtained by a
rate-1/2 convolutional code (5,7). We use a pseudo random interleaver and BPSK
modulation. The MMSE �lter length is Lf = 15 (l1 = 5, l2 = 9). Figure 1.7 shows
the FER performance up to �ve turbo-iterations for both MAP and MMSE turbo-
equalizers. The performance of the channel code over AWGN are reported on the same
�gure as a reference.

We can observe the remarkable gain achieved by turbo-equalization and the superi-
ority of the MAP equalizer where it performs close to the AWGN performance after 5
iterations.

Finally, it is worth to note that the performance of the MMSE turbo-equalizer can
be improved by feeding the a posteriori LLRs from the channel decoder to the MMSE
equalizer instead of the extrinsic LLRs. Actually, as explained in [41], by using the full
available information on the transmitted symbols, the performance of the interference
canceler is improved.
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Figure 1.7: Turbo-equalization performance over proakis-C channel using BPSK modulation.
Solid curves for MAP equalization, and dotted curves for MMSE equalization.

1.5.2.2 Frequency-domain MMSE equalization

Thanks to the cyclic pre�x insertion, the time domain convolution becomes a simple
multiplication in the frequency domain. Thus, after removing the CP from the received
blocks, a discrete Fourier transform (DFT) is applied on the obtained signal z. The
obtained signal can be modeled in the frequency domain as

z[n] = h[n]x[n] + w[n] (1.47)

where the DFT vector of a signal vector x is denoted by x, and x[n] is the n-th element
of the vector x. Based on this model, the MMSE equalization problem reduces in
the frequency-domain to scalar multiplication. The corresponding receiver structure is
shown in Figure 1.8.

DFT

IDFT

APP
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APP

DFT

x̄n
PD

a (xn)

x̂n
PE

a (xn)fzn

b

Figure 1.8: Frequency-domain SISO MMSE equalizer with interference canceler.
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According to this structure, the linear estimate x̂ of x is given in [42] by

x̂[n] = f∗[n] z[n] − b∗[n] x̄[n] (1.48)

In a similar way to the time-domain equalizer, the solution for the linear �lters is given
by

f [n] = α
h[n]

σ2
w + v|h[n]|2 (1.49)

b[n] = f∗[n]h[n] − µ (1.50)

α =
1

1 + (1 − v)µ′
(1.51)

µ = αµ′ (1.52)

µ′ =
1

Ns

Ns−1∑

n=0

|h[n]|2
σ2
w + v|h[n]|2 (1.53)

From the performance viewpoint, the frequency-domain MMSE equalization is equiv-
alent to the time-domain counterpart with Lf = Ns. From the complexity viewpoint,
frequency-domain MMSE implementation requires two initial DFT operations for the re-
ceived sequence and the channel response and two DFT operations per turbo-iteration.
These DFT operations can be e�ciently implemented by using the FFT algorithm.
From the results of [42], the complexity of the time-domain MMSE turbo-equalization
is roughly of the orderNs(Lf+L) per turbo-iteration, while it is of the orderNs log2(Ns)
for the frequency-domain MMSE turbo-equalization. This shows clearly the advantage
of the frequency-domain solution when dealing with a long channel response.

1.5.3 EXIT charts analysis

The analytical assessment of the performance of the iterative receivers is di�cult in
general. However, the convergence behavior of the turbo-equalizer can be studied using
a semi-analytical tool called extrinsic information transfer (EXIT) charts [43]. EXIT
charts are particularly useful for the prediction of system performance in terms of BER
assuming large interleaving length. In practice, the interleaver has a �nite length, and
the system performance in terms of FER can not be predicted using this kind of analysis.
However, EXIT charts analysis give an idea about the asymptotic system performance
which is very useful for the comparison between two di�erent iterative receivers.

The EXIT function for the equalizer is a function which gives the mutual information
with the transmitted data at the output of the equalizer IEout as a function of the mutual
information at its input IEin. The EXIT function for the channel decoder is de�ned in
a similar way giving IDout as function of IDin. Practical methods for the computation of
EXIT charts are given in details in the tutorial paper [44].

In order to show the convergence behavior of the turbo-equalizer through iterations,
the transfer function of the equalizer and the the inverse transfer function of the decoder
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Figure 1.9: EXIT charts for MAP and MMSE turbo-equalizers for di�erent SNR values.

are traced on the same �gure. The convergence point is the intersection point between
the two curves. Figure 1.9 shows the Exit charts for both MAP and MMSE turbo-
equalizers for di�erent values of SNR. We can see that the output of the MAP equalizer
has higher reliability than the MMSE equalizer but they converge into the same point
for high a priori. For SNR=4 dB, the convergence point for the MMSE turbo-equalizer
has low reliability than the MAP equalizer. This explains the performance superiority
of the MAP turbo-equalizer. For SNR=7 dB, both MMSE and MAP equalizer converge
to almost the same point. however, the MMSE equalizer need more iterations to reach
the convergence point.

1.6 Packet combining for frequency-selective channels

As it has been noted previously, IR uses code combining which is performed at the bit
level after equalization and symbol demapping. In the context of CC, There is various
methods to perform packet combining. We presents some of these methods which are
di�erent in the position of performing the combining.

1.6.1 Maximum-ratio combining

A simple way for packet combining over frequency selective channel is to equalize each
received packet separately, and then combine the various received copies of the same
packet at the output of the equalizer as shown in Figure 1.10. The combining can be
made either at the symbol level before soft-demapping or at the bit level after soft-
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Figure 1.10: MMSE turbo-equalization with maximum ratio combining.

demapping. Maximum ratio combining at the symbol level requires the knowledge
of the equivalent Gaussian channel model (channel gain and noise variance). This
is actually the case when using MMSE equalization. When we do not have a direct
access to the equivalent Gaussian channel model at the equalizer output as for MAP
equalization, MRC can be performed at the bit level in an approximated way assuming
the independence between the transmitted bits within each symbol. This is performed
by adding the LLRs at the output of the symbol soft-demapper.

1.6.2 Joint equalization

Channel equalization performance can be improved by performing joint equalization [45]
of all received copies of the same packet compared with separate equalization followed by
maximum-ratio-combining [46]. We present now the corresponding equalizer structure
with multiple inputs.

1.6.2.1 Joint MAP equalizer

The Forward-Backward algorithm for MAP equalization can be generalized for the joint
equalization of multiple transmissions [45]. All what we need is to update the transition
probabilities on the trellis at each retransmission of the same packet. This expressed
by the following recursion

γn,T (s, s′) = γn,T−1(s, s
′) × p(z(T )

n |xn = x, s, s′)

where

p(z(T )
n |xn = x, s′, s) =

1

πσ2
w

e−|z(T )
n −ψ(T )(x,Sn)|2/σ2

w

where the upper index (T ) refers to the T -th HARQ round. Then the equalizer uses
these transition probabilities in the same way as for a single transmission in order to
estimate the transmitted packet.
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1.6.2.2 Joint MMSE equalizer

The structure of the �nite length MMSE equalizer with a priori can be generalized to
the case of multiple inputs as shown in Figure 1.11.
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Figure 1.11: Time-domain joint SISO MMSE equalizer with interference canceler.

The joint SISO MMSE equalizer includes multiple forward linear �lters, denoted as
f (1), · · · , f (T ), and an interference canceler �lter, denoted by b. The linear estimate x̂n
of the transmitted symbol xn after T transmissions is given by

x̂n =

T∑

t=1

(f (t))Hz(t)
n − bH x̄n (1.54)

where z
(t)
n = [z

(t)
n−l2 , · · · , z

(t)
n+l1

]⊤ are the observation samples around the estimated sym-
bol. By grouping all received copies of the same packet in a single vector, the problem
of the joint equalization of multiple identical transmissions can be turned back to the
case of a single transmission by considering the equivalent single-input multiple-output
(SIMO) channel model given in matrix form by

zT,n = HTxn + wT,n

where

xn = [xn−l2−L+1, · · · , xn+l1 ]
⊤

zT,n = [(z
(1)
n−l2 , z

(2)
n−l2 , · · · , z

(T )
n−l2), · · · , (z

(1)
n+l1

, z
(2)
n+l1

, · · · , z(T )
n+l1

)]⊤

wT,n = [(w
(1)
n−l2 , w

(2)
n−l2 , · · · , w

(T )
n−l2), · · · , (w

(1)
n+l1

, w
(2)
n+l1

, · · · , w(T )
n+l1

)]⊤

and HT is the TLf × (Lf + L− 1) equivalent channel matrix given by

HT =









hL−1 · · · h0 0 · · · 0

0 hL−1 · · · h0
. . .

...
...

. . .
. . .

. . . 0

0 · · · 0 hL−1 · · · h0









, (1.55)
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where hi = [h
(1)
i , · · · , h(T )

i ]⊤.
Using this model, the joint equalization can be solved as in the case of a single input
using the equivalent channel matrix. We remark that the size of this matrix increases
steadily with the number of retransmissions resulting in an increased computational
complexity. By contrast, we will see in the next chapter that frequency-domain joint
equalization has too much lower computational complexity requirements.

1.6.3 Numerical results

In order to show the relative performance of CC-HARQ and IR-HARQ protocols over
frequency-selective channels, we consider the following HARQ transmission scenario
with Tmax = 3.

For the IR-HARQ scheme, we consider the rate-compatible family of codes given
in the example of section 1.3.2 with initial rate r1 = 4/5. The di�erent rates in this
example were carefully selected in order to have the same block length at each HARQ
transmission. A packet of 960 information bits is encoded leading to 1200 coded bits
at each HARQ transmission. For CC-HARQ scheme, we repeat the same punctured
codeword obtained by C1 which is used at the �rst transmission of the IR-HARQ scheme.

We assume BPSK modulation over a long-term static channel of length L = 5 with
uniform power-delay pro�le. Figure 1.12 shows the obtained FER performance for both
protocols under separate MMSE equalization and decoding and with MMSE turbo-
equalization which performs a maximum of �ve turbo-iterations.
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Figure 1.12: Performance comparison between CC-HARQ and IR-HARQ over long-term
static channel with L = 5 and Tmax = 3.

The FER performance over short-term static channel model are depicted on Figure
1.13. We can observe from Figures 1.12 and 1.13 that depending on the channel model
and the receiver structure, the relative gains of IR over CC are di�erent.

First, we note that IR signi�cantly outperforms CC over long term static channel
especially a non-iterative receiver. This can be justi�ed by a higher coding gain, in
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Figure 1.13: Performance comparison between CC-HARQ and IR-HARQ over short-term
static channel with L = 5 and Tmax = 3.

addition to signal diversity in IR HARQ scheme. The achieved gain with IR is less
important for short term static channel especially for a non-iterative receiver because in
the latter case the CC has better detection performance thanks to the joint equalization
with uncorrelated channels in comparison with joint decoding at the bit level. This
compensates a part of the coding gain advantage of the IR.

1.7 Conclusions

We have presented in this chapter an overview over the existing HARQ protocols which
are used to ensure data reliability for data packet communication systems over wireless
channels. On one hand, IR-HARQ protocols provide better performance than CC-
HARQ protocols due to the superior coding gain at the expense of constrained code
design and increased complexity. The obtained gain is particularly important for slow
time-varying channels and decrease with lower initial coding rate. This gain is less
impressive for rapidly time-varying frequency-selective channels. On the other hand,
CC-HARQ protocols are more simple and o�er more �exibility for practical implemen-
tation.

We aim to improve the performance of CC-HARQ protocols while keeping their
advantages. To this end, we start by investigating the theoretical performance of the
transmission scheme over frequency-selective channels assuming an optimal maximum-
likelihood receiver in order to determine the e�ect of di�erent system parameters on the
system performance. This is the subject of the next chapter.
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Chapter 2

Maximum-Likelihood Detection and

Decoding

I
n this chapter, we study the performance of the bit-interleaved coded modulation
(BICM) scheme over frequency-selective channels using maximum likelihood (ML)

sequence detection and decoding with perfect channel state information (CSI) at the
receiver. We aim to determine the performance limits for the BICM scheme over
frequency-selective channels with an optimal receiver. This allows us to evaluate how
much the performance of a sub-optimal receiver, in particular a turbo-equalizer, are
far from the optimal performance. In addition, we hope getting some insights into
the improvement of the transmission scheme in the context of Chase combining HARQ
retransmission scheme in order to reduce the performance gap with incremental redun-
dancy HARQ scheme.

2.1 Introduction

The performance of maximum likelihood sequence estimation was �rst analyzed by For-
ney in [11, 47] for uncoded transmission over static frequency-selective channels. Upper
and lower bounds were derived based on the Euclidean distance spectrum at the output
of the noiseless frequency-selective channel. The Euclidean distance weight enumera-
tors are evaluated using a trellis-based approach to calculate the transfer function of the
channel. However, for a multipath-fading channel, where the channel is time-variant,
trellis-based approaches can not be applied because the transfer function depends on
the particular channel realization.

For bit-interleaved coded transmission, the system performance are usually inves-
tigated under the uniform interleaving assumption which was initially introduced by
Benedetto in [15, 48] for the study of the performance of serially concatenated codes.
This approach has been applied to BICM transmission over a frequency-selective channel
by considering the frequency-selective channel as a rate-1 trellis encoder in concatena-
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tion with the channel code. For example, in [49, 50], the authors have applied this
approach for the simple case of partial response channels.

We derive an upper bound on the FER performance based on the union bound and
the uniform interleaving assumption. The uniform interleaving assumption leads, in
general, to loose bounds on the bit error rate (BER) performance. However, for FER
performance, the obtained bounds are more tight as it will be seen in this chapter. The
main problem which arises from in the evaluation of the union bound is the computation
of the Euclidean distance distribution at the output of the noiseless frequency-selective
channel. We present in this chapter a novel approach for the evaluation of the output
Euclidean distance distribution. We start by developing a general framework for the
evaluation of the output Euclidean distance as a function of the deterministic autocor-
relation functions of the error sequence and channel response. Based on this framework,
we then investigate the statistical properties of the output Euclidean distance distribu-
tion instead of exact enumeration techniques. We apply this framework on static and
time-varying frequency-selective channels yielding to satisfactory performance bounds
especially for time-varying channels. In both cases, an approximation of the output
Euclidean distance distribution is used for the evaluation of an upper bound on the
FER performance. We consider in this study convolutional channel coding. However,
the proposed bound can be applied to any type of binary channel codes with known
distance spectrum.

More important than the upper bounds, is the better understanding of the e�ect of
di�erent system parameters, such as interleaving, symbol mapping, and channel model,
on the Euclidean distance. We generalize this study for CC-HARQ scheme which in-
troduces for two transmit diversity techniques that will be presented in Chapter 3 and
Chapter 4, respectively. The proofs of lemmas and propositions announced in this
chapter are given in the Appendix.

2.2 Error probability analysis

In a classical BICM transmission scheme as it has been presented in Chapter 1, let c =
[c0, · · · , cNb−1]

⊤ be the transmitted interleaved binary codeword, and x = [x0, · · · , xNs−1]
⊤

be the corresponding modulated sequence. The received signal z = [z0, · · · , zNs−1]
⊤ is

given by

z = h ∗ x + w (2.1)

where ∗ denotes the discrete linear convolution, and w = [w0, · · · , wNs−1]
⊤ is the noise

vector. In an equivalent manner, the received sequence sample are given by the channel
convolution

zn =

L−1∑

i=0

hixn−i + wn, n = 0, · · · , Ns − 1 (2.2)

The average received SNR is de�ned by ρ = Es

σ2
w
.
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Given the channel response h, the maximum likelihood receiver estimates the trans-
mitted sequence x by the sequence x̂ taken from the ensemble of all possible interleaved
and modulated codewords, denoted by X , that solves the following minimization prob-
lem

x̂ = arg min
x∈X

||z − h ∗ x||2. (2.3)

The estimated sequence x̂ is then demodulated to obtain the estimated interleaved
codeword ĉ for the transmitted interleaved codeword c.

For a large number of transmitted information bits per packet Kb, the minimization
problem (2.3) can not be solved numerically in practice due to the high cardinality of
X which contains 2K di�erent sequences. In order to evaluate the performance of the
ML receiver analytically, we resort to the union bound technique which is based on the
evaluation of the pairwise error probability and the output distance spectrum.

2.2.1 Pairwise error probability

The ML pairwise error probability (PEP) between two di�erent sequences x and x̂ from
X is the probability that the ML receiver commits an error by selecting x̂ as an estimate
of the transmitted sequence x. We denoted this probability as P2(x, x̂), which is given
in [11] by

P2(x, x̂) = Q

(√

d2
E(x, x̂)ρ/2

)

, (2.4)

where Q(x) = 1√
2π

∫ +∞
x e−t

2/2dt, ρ is the average received SNR, and d2
E(x, x̂) is the

output squared Euclidean distance (OSED) between x and x̂ at the output of the
noiseless channel and given by

d2
E(x, x̂) , ‖h ∗ x̂ − h ∗ x‖2 = ‖h ∗ (x̂ − x)‖2 (2.5)

= ‖h ∗ e‖2 (2.6)

=

Ns−1∑

n=0

∣
∣
∣
∣
∣

L−1∑

i=0

hien−i

∣
∣
∣
∣
∣

2

, (2.7)

where we have de�ned the error sequence e , x̂−x. We remark that the OSED does not
depend directly on the x and x̂. It only depends on the error sequence e between them.
Therefore, the OSED is denoted in the following as a function of the error sequence
d2
E(e).

In the following, we use the following notations:

• ∆ = d2
E(x, x̂) = d2

E(e) is the OSED between two modulated sequences x and
x̂. When considering ∆ as a random variable, we denote by δ the value of this
random variable.

• ǫ = c ⊕ ĉ is the corresponding binary error codeword.
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• d = dH(ǫ) or equivalently d = dH(e) is the input Hamming weight of the binary
error codeword ǫ which corresponds to e.

In the next section, we give the general expression for the union bound on the FER
performance of the BICM transmission system over a frequency-selective channel.

2.2.2 Union bound

The average error probability over all possible transmitted sequences is upper bounder
by the union bound as,

Pe(ρ) , Pr(e 6= 0) ≤ Psub(ρ) (2.8)

where Psub(ρ) is given by

Psub(ρ) =
1

2K

∑

x∈X

∑

x̂∈X :x̂6=x

P2(x, x̂) (2.9)

=
1

2K

∑

x∈X

∑

x̂∈X :x̂6=x

Q

(√

d2
E(x, x̂)ρ/2

)

(2.10)

(2.11)

assuming that all transmitted sequences are equally likely. By regrouping all terms in
the second sum resulting from sequences x̂ at the same Euclidean distance from x, and
performing the summation with respect to the values δ of ∆ = d2

E(x, x̂), we get

Psub(ρ) =
1

2K

∑

x∈X

∑

δ>0

Ach
x (δ)Q

(√

δρ/2
)

(2.12)

where Ach
x (δ) denotes the number of sequences x̂ at OSED δ from x. By changing the

order of summation, we can rewrite (2.12) in a more compact form as

Psub(ρ) =
∑

δ>0

1

2K

∑

x∈X
Ach
x (δ)Q

(√

δρ/2
)

(2.13)

=
∑

δ>0

Ach(δ)Q
(√

δρ/2
)

(2.14)

where Ach(δ) is the weight enumerator at the output of the noiseless channel de�ned by

Ach(δ) ,
1

2K

∑

x∈X
Ach
x (δ) (2.15)

which is the average of Ach
x (δ) over all sequences x ∈ X .

The evaluation of the channel output enumerator Ach(δ) is not a simple task in gen-
eral because of the dependence of Ach

x (δ) on the transmitted sequence. Consequently,
we can not take a particular sequence, such as the all-zero sequence for example, as a
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Table 2.1: Example of error sequences with BPSK mapping.

x +1 +1 +1 -1 +1 +1 -1 -1

x̂ -1 +1 -1 -1 -1 +1 +1 -1

ǫ 1 0 1 0 1 0 1 0

e -2 0 -2 0 -2 0 +2 0

reference for the study of system performance as it is the case for binary error correct-
ing codes. Actually, the same binary error word ǫ may correspond to di�erent error
sequences e depending on the transmitted sequence x. Hence, di�erent Euclidean dis-
tances at the output of a frequency-selective channel. We illustrate this by the example
given in Table 2.1 using BPSK mapping. for a BPSK mapping scheme, the non-zero
elements en of the error sequence take their values from the ensemble {−2,+2} depend-
ing on the transmitted symbols xn in such a way that x + e is a valid sequence from
X . For example, if the transmitted symbol is '+1', the corresponding error elements
can only take the value '-2' giving an estimated symbol '-1'. This means that the error
elements are not independent.

Let E(X ) be the ensemble of all possible error sequences between the elements of X ,
i.e.

E(X ) , {e = x̂ − x : x, x̂ ∈ X} (2.16)

The cardinality of E(X ) is |E(X )| = 2K×2K = 22K sequences (not necessarily distinct).
In order to take account for the coded nature of the elements of X , the term Ach

x (δ)
can be decomposed with respect to the Hamming weight d of the corresponding binary
error words as

Ach
x (δ) =

∑

d≥dmin

Ach
x (d, δ) (2.17)

where dmin is the free distance of the code and Ach
x (d, δ) denote the number of error

sequences e ∈ E(X ) of Hamming weight d leading to a sequence x̂ at OSED δ from
x. For a given transmitted sequence x, the number of possible error sequences e of
Hamming weight d is given by the Hamming weight enumerator Ac(d) of the binary
channel code. The linear property of binary codes ensures that Ac(d) is independent of
x. Therefore, we can write (2.17) as

Ach
x (δ) =

∑

d≥dmin

Ac(d)
Ach
d (δ,x)

Ac(d)
(2.18)

=
∑

d≥dmin

Ac(d) Pr(∆ = δ|x, d) (2.19)

where

Pr(∆ = δ|x, d) =
Ach
d (δ,x)

Ac(d)
(2.20)
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is the conditional probability of error sequences e ∈ E(X ) with an OSED δ, having x

and d. Mathematically,

Pr(∆ = δ|x, d) = Pr(e ∈ E(X ) : d2
E(e) = δ|x, dH(e) = d) (2.21)

Let Ed(x) be the sub-ensemble of E(X ) which can be committed on x with Hamming
weight d. The cardinality of Ed(x) is |Ed(x)| = Ac(d). The evaluation of Pr(∆|x, d)
is intractable in the general context because the probability space Ed(x) depends upon
the mapping scheme, and the positions of error bits which, in turns, depend upon the
error event patterns of the channel code and the used interleaver.

To overcome this problem, we resort to two simplifying assumptions:

A1: Uniform interleaver: We assume that the interleaver is a uniform interleaver

of length Nb de�ned as a probabilistic device which maps a given input word of weight
d into all

(
Nb

d

)
distinct permutations of it with equal probability 1/

(
Nb

d

)
.

The uniform interleaver may be thought of as the average over the ensemble of all
deterministic length-Nb interleavers, assuming a uniform distribution. This is not of
major concern for the evaluation of the upper bound, because it can be found, with
a high probability, an interleaver which performs better than the average. The use of
this device has proven to be very valuable in analyzing the average ML performance of
parallel and serial concatenated coding architectures.

This assumption allows to compute Pr(∆|x, d) over an extended ensemble which
corresponds to all binary error patterns of Hamming weight d. The extended ensemble
is denoted by E ′

d(x) and contains
(
Nb

d

)
elements instead of A(c)(d) for Ed(x). Thus,

Pr(∆ = δ|x, d) =
Ach
d (δ)
(
Nb

d

) (2.22)

where Ach
d (δ) is the number of error sequence in E ′

d(x) with an OSED δ.

Even though, an additional assumption is need in order remove the dependence on
the transmitted sequence x in the computation of the conditional probability. This is
the second simplifying assumption.

A2: Conditional independence of error symbols: We assume that the non-zero
error elements en of e are zero mean random variables which are mutually independent
and identically distributed conditionally to the Hamming weight. Non-zero error ele-
ments take their values from the ensemble ε = {en = x̂n − xn : xn, x̂n ∈ S, xn 6= x̂n}
which has 2Q(2Q − 1) elements.

While the �rst assumption A1 overcome the constaint imposed by the deterministic
interleaver, the second assumption A2, in turns, removes any constraint resulting from
the code structure except its weight distribution.
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By substituting (2.19) in (2.15) and invoking that Ac(d) is independent of x, we
obtain

Ach(δ) =
1

2K

∑

x∈X

∑

d≥dmin

Ac(d) Pr(∆ = δ|x, d) (2.23)

=
∑

d≥dmin

Ac(d)
1

2K

∑

x∈X
Pr(∆ = δ|x, d) (2.24)

=
∑

d≥dmin

Ac(d) Pr(∆ = δ|d) (2.25)

Then, the problem of �nding the output Euclidean distance enumerator Ach(δ) reduces
to �nding the conditional probability

Pr(∆ = δ|d) = Pr(e ∈ Ed : d2
E(e) = δ) (2.26)

Under the assumptions A1 and A2, the conditional probability Pr(∆|d) is calculated
over the extended space Ed which contains all possible error sequences of Hamming
weight d even if there is no pair of sequences x and x̂ from the codebook X giving this
error sequence.

The rational behind the assumption A2 is that the conditional probability Pr(∆|d)
remains approximately the same when it is computed over a larger space Ed instead of
Ed(X ) by considering that the elements of Ed(X ) are randomly distributed over Ed due
to the random interleaving assumption. Statistically speaking, Ed(X ) is a representative
subset of Ed. This assumption seems to be more accurate for low value of d or a high-
rate channel code for which the cardinality ratio between the extended space to the
original space |Ed|/|Ed(X )| is not too high.

Finally, by substitution (2.25) in (2.14), we obtain the expression of the upper bound

Psub(ρ) =
∑

δ>0




∑

d≥dmin

Ac(d) Pr(∆ = δ|d)



Q
(√

δρ/2
)

(2.27)

In the following, we give some remarks about the evaluation of the code weight enumer-
ator Ac(d) before moving in Section 2.3 to the main problem which is the determination
of the conditional probability Pr(∆|d) over the extended space of error sequences Ed.

2.2.3 Code weight enumerator

The evaluation of the channel code weight enumerator depends on the channel code type
and the packet length Nb. Therefore, we present the evaluation of this term for trellis
based codes such convolutional and turbo-codes with known output weight enumerators
of error events, denoted by a(d). For trellis based codes, an error event is an error path
which diverges from the correct path at one trellis section and return later to the correct
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Chapter 2. Maximum-Likelihood Detection and Decoding

path after multiple sections (see Figure 2.1). The length of the error event Le is given
by the number of trellis sections between the beginning and the end of the error event.
The free distance of the code dmin is the minimum value of d for which a(d) > 0.

Error event

· · ·

· · ·

· · ·

1 Nsec

...
...

· · ·

Figure 2.1: Error event in trellis-based codes.

An error sequence can be composed from multiple error events. Therefore, the code
weight enumerator Ac(d) can be computed by enumerating all possible combinations of
error events which requires the knowledge of the output weight-length enumerators of
error events for the considered error correcting code. This is actually a very complicated
task. Since we are looking for an upper bound on the system performance, this task
can be simpli�ed as in [48] by upper bounding Ac(d). The upper bound on Ac(d) is
obtained by considering that the length of any error event is only one section. Under
this assumption, the enumeration of all possible combination of error events is given by

Ac(d) ≤
jmax∑

j=1

(
Nsec

j

) ∑

d1,··· ,dj≥dmin
d1+···+dj=d

a(d1) × · · · × a(dj), (2.28)

where Nsec is total number of sections in the trellis and jmax = ⌊d/dmin⌋. This is
actually a loose bound especially for high values of d. However, this can be improved
by considering the particular code structure. For example, using a convolutional code
with k input bits and n output bits at each trellis section, we have Nsec = Kb/k = Nb/n,
assumed integer, and the length of an error event of weight dk is at least jmin = ⌈dk/n⌉.

2.3 Output Euclidean distance

In order to evaluate the conditional probability Pr(∆|d), we start by rewriting the
expression of the OSED in a more compact and convenient form.

2.3.1 Formulation

The following Lemma gives the main mathematical formulation for the evaluation of
the OSED in this thesis.
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2.3. Output Euclidean distance

Lemma 1. The OSED between two sequences at the output of noiseless frequency-

selective channels of length L is given by

∆(e) =
L−1∑

ℓ=−L+1

R∗
ℓ (h)Rℓ(e) (2.29)

where Rℓ(x) is the periodic autocorrelation function of the sequence x for lag ℓ de�ned
by

Rℓ(x) ,

Ns−1∑

n=0

xnx
∗
n−ℓ, (2.30)

where Rℓ(h) is computed by zero padding of h up to length Ns.

Lemma 1 gives the OSED as the sum product between the autocorrelation functions
of the channel and the error sequence. Due to the �nite length of the channel L, only the
�rst L autocorrelation coe�cients of the error sequences are involved in the expression
of the OSED.

Note: Lemma 1 is still valid for systems not using cyclic-pre�x insertion by considering
the aperiodic autocorrelation instead of the periodic de�nition.

Now, by separating the central term in the sum (2.29), we can rewrite the OSED as
the sum of two variables as follows:

∆(e,h) = Γ(e,h) + Λ(e,h) (2.31)

where we have explicitly shown the dependence on the channel response h for the sake of
generality and future investigation for random channels. The two introduced variables
are de�ned as follows

Γ(e,h) , R0(h)R0(e), (2.32)

Λ(e,h) , 2ℜ
(
L−1∑

ℓ=1

R∗
ℓ (h)Rℓ(e)

)

(2.33)

where ℜ(.) denotes the real part of a complex number. The �rst term Γ is the OSED
over an equivalent ISI-free channel, whereas the second term Λ includes the e�ect of ISI
on the Euclidean distance. We see that isolated error elements that are separated by
more than L positions do not contribute to the interference term Λ. This actually the
rational behind S-random interleavers which eliminate the e�ect of burst errors up to
length S on the output Euclidean distance for frequency-selective channels.

In order to separate the channel gain e�ect from the ISI e�ect on the Euclidean
distance, we rewrite (2.31) as the product of two independent random variables as
follows

d2
E(e|h) = Γ(e,h) × Θ(e,h), (2.34)

where

Θ(e,h) , 1 +
Λ(e,h)

Γ(e,h)
= 1 + 2ℜ

(
L−1∑

ℓ=1

R̃∗
ℓ (h)R̃ℓ(e)

)

, (2.35)
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where R̃ℓ(·) denotes the normalized autocorrelation coe�cients.
The independence between Γ and Θ can be seen intuitively since for a given value of the
error amplitude R0(e), the variable R̃ℓ(e) can take any value depending on the relative
errors locations. The random variable Θ can be interpreted as an additional fading
factor which quanti�es the Euclidean distance �uctuations due to the selectivity of the
channel. The formulation given in (2.34) is useful for the evaluation of the upper bound
for time-varying channel as it will be seen later in this chapter.

Returning to the initial expression of ∆ in (2.29), we see that for a given channel
response, ∆ is a weighted sum of related random variables Rℓ(e). Therefore, the com-
plete characterization of the output distance distribution over Ed requires the knowledge
of the joint probability of the �rst L autocorrelation coe�cients of the error sequence.
Unfortunately, the joint probability density function is di�cult to derive analytically in
general [51]. Consequently, for instance the distribution of ∆ can only be analytically
assessed through an approximation. However, exact expressions for the main statisti-
cal characteristics of ∆ including the mean and the variance, can be derived. These
statistics are useful for the derivation of an approximated expression for the Euclidean
distance distribution. Moreover, they provides a comprehensive indicator about the
e�ect of system parameters on the Euclidean distance.

2.3.2 Main statistics of the output Euclidean distance

In order to compute the main statistics of ∆, we �rst need the statistics of the autocor-
relation coe�cients Rℓ(e) which are announced by the following proposition.

Proposition 1 (Statistics of Rℓ(e)). Over the probability space Ed, the mean of the

random variable Rℓ(e) is given by

µ(Rℓ(e)) =

{

Nsµ2 if ℓ = 0,

0 if 0 < ℓ ≤ L− 1.
(2.36)

and the variance is given by

σ2(Rℓ(e)) =

{

Nsµ4 +Ns(Ns − 1)̺2 −N2
s µ

2
2 if ℓ = 0,

Ns̺2 if 0 < ℓ ≤ L− 1.
(2.37)

where

µ2 , E(|en|2) =
(
Nb

d

)−1
Q
∑

k=1

(
Q
k

)(
Nb−Q
d−k

)
m2(k) (2.38)

µ4 , E(|en|4) =
(
Nb

d

)−1
Q
∑

k=1

(
Q
k

)(
Nb−Q
d−k

)
m4(k) (2.39)

̺2 , E(|en1 |2|en2 |2) =
(
Nb

d

)−1
Q
∑

k1,k2=1
k1+k2≤d

(
Q
k1

)(
Q
k2

)(
Nb−2Q
d−k1−k2

)
m2(k1)m2(k2) (2.40)
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2.3. Output Euclidean distance

where m2(k) = E(|en|2|dH(en) = k) and m4(k) = E(|en|4|dH(en) = k) are the condi-

tional moments of error elements which can be both computed directly from the mapping

scheme.

In the following example, we evaluate these results for the case of BPSK modulation.

Example 2. For the BPSK mapping scheme S = {−1,+1} and Q = 1, we have
Ns = Nb, m2 = 4, and m4 = 16. The expressions for µ2, µ4, and ̺2 simplify as follows

µ2 = 4
d

Nb
(2.41)

µ4 = 16
d

N
(2.42)

̺2 = 16
d(d− 1)

Nb(Nb − 1)
(2.43)

Substituting these values in (2.36) and (2.37), we obtain

µ(Rℓ(e)) =

{

4d if ℓ = 0,

0 if 0 < ℓ ≤ L− 1.
(2.44)

and the variance is given by

σ2(Rℓ(e)) =

{

0 if ℓ = 0,

16d(d−1)
Nb−1 if 0 < ℓ ≤ L− 1.

(2.45)

We note that the out of phases autocorrelation coe�cients (ℓ 6= 0) of error sequences
have the same mean and variance. Therefore, we can expect that they are identically
distributed but, of course, not independent. Indeed, the autocorrelation Rℓ(e) are
identically distributed under uniform interleaving because for any value of Rℓ1(e), there
is an interleaver π which can be applied on e such that Rℓ2(π(e)) takes the same value
and this is for any for any ℓ2 6= ℓ1.

An important statistical property of the autocorrelation coe�cients of the error se-
quence which derives from the uniform interleaving and the independence between error
sequences assumptions is the pairwise decorrelation which simpli�es the derivation of
the statistics of the OSED. This is shown by the following proposition

Proposition 2 (Decorrelation of Rℓ(e)). The ensemble of random variables {Rℓ(e) :
ℓ = 0, · · · , L− 1} are pairwise uncorrelated; i.e. E(Rℓ1(e)R∗

ℓ2
(e)) = 0 for ℓ1 6= ℓ2.

Now we are ready to announce the main statistics of the OSED which follows imme-
diately from the results of Propositions 1 and 2.

Proposition 3 (Statistics of ∆). For a given channel response h, the main statistics

of the OSED are given by

µ(∆) = R0(h)µ(R0(e)) (2.46)
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Figure 2.2: Error sequence statistics m2 and m4 for di�erent modulation schemes with Gray
mapping.

σ2(∆) = |R0(h)|2σ2(R0(e)) + κ

L−1∑

ℓ=1

|Rℓ(h)|2σ2(Rℓ(e)) (2.47)

where κ = 2 for complex symmetrical modulation (real and imaginary parts have the

same statistics), and κ = 4 for real modulation and real channel response h. The values

of µ(R0(e)) and σ2(Rℓ(e)) are given by Proposition 1.

Example 3. Again, for BPSK modulation, the evaluation of the mean and the variance
of the OSED using the results of Proposition 1 and Proposition 3 leads to

µ(∆) = 4dR0(h) = 4d||h||2 (2.48)

σ2(∆) = 64
d(d− 1)

Nb − 1

L−1∑

ℓ=1

|Rℓ(h)|2 (2.49)

We remark that the variance of ∆ is proportional to 1/Nb which explains the interleaving
role in the reduction of the Euclidean distance �uctuation over a frequency selective
channel. For a �xed value of d, the variance σ2(∆) tends to zero when Nb tends to the
in�nity. This explains the convergence of the ML performance to the AWGN case as it
was already shown in [52] under an iterative detection and decoding approach.

The term
∑L−1

ℓ=1 |Rℓ(h)|2 gives the e�ect of the frequency selectivity on the �uctuation
of the Euclidean distance. It can be expressed in the frequency-domain using Parseval's

46



2.3. Output Euclidean distance

theorem as
L−1∑

ℓ=1

|Rℓ(h)|2 =
1

Ns

Ns−1∑

n=0

(|hn|2 − µ(|hn|2))2 (2.50)

where hn =
∑Ns−1

k=0 hke
− 2πi

Ns
kn is the DFT of the channel response over Ns points, and

µ(|hn|2) = 1
Ns

∑Ns−1
n=0 |hn|2. This the mean squared �uctuations of the squared channel

response around the mean value in the frequency-domain. Obviously, for a �at channel,
it is equal to zero.

After the determination of the main statistics of ∆, we look for the de�nition domain
for the values of ∆ and in particular the minimum output Euclidean distance. For
simplicity, we assume in the following of this chapter a BPSK modulation with real
channel response.

2.3.3 Minimum output Euclidean distance

Since the autocorrelation coe�cients Rℓ(e) take discrete values depending on the used
modulation and the packet length Ns, the OSED takes also discrete values because
the OSED is a linear function of the error autocorrelation coe�cients. The minimum
output Euclidean distance is a performance parameter which determines the asymptotic
system performance for high SNR. For a given channel response, the minimum distance
can be found by from the transfer function of the channel which determine the output
weight distribution as in [11, 53]. Here, we propose an alternative approach based on
the minimization of the determinant of the autocorrelation matrix of the error sequence
assuming large sequence length Ns.

Let Re = (R0, · · · , RL−1) denotes the L-uple vector formed by the �rst L auto-
correlation coe�cients. It is shown in [54] that attainable autocorrelation values for
large block size lay within a convex region, denoted by VR, which can be determined by
noticing that the autocorrelation matrix ML de�ned by

ML =









R0 R1 · · · RL−1

R∗
1 R0

. . .
...

...
. . .

. . . R1

R∗
L−1 · · · R∗

1 R0









. (2.51)

is a positive-de�nite matrix, i.e. det(ML) > 0. Mathematically, VR is de�ned by

VR , {Re ∈ R
L : det(ML) > 0}. (2.52)

For �nite block length Ns, the region VR is reduced as shown in [55].

The minimum free Euclidean distance at the output of the channel can be found by
solving a minimization problem under constraints. Minimizing the OSED over valid
autocorrelation values (VR) gives the minimum Euclidean distance δmin. Because the
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Figure 2.3: The region VR of attainable values for R1 and R2.

Euclidean distance is a linear function of the autocorrelation coe�cients, the minimum
will be achieved at some point on the boundary region of valid autocorrelation values.
The convexity of VR ensure the convergence of the minimization algorithm to the actual
minimum free distance of the channel.

We show this by an example. The channel response of the Proakis-B channel is
h = (0.408, 0.817, 0.408) of length L = 3. The autocorrelation coe�cients for positive
lags are R0(h) = 1, R1(h) = 0.666 and R2(h) = 0.166. Then, the output Euclidean
distance an be evaluated from (2.29) as,

∆ = R0 + 1.33R1 + 0.33R2. (2.53)

The determinant of the autocorrelation matrix, expressed in terms of the normalized
autocorrelation coe�cients R̃ℓ, and it is given by

det(M3) = R3
0(1 − R̃2)(1 + R̃2 − 2R̃2

1). (2.54)

The boundary region can be found by solving det(M3) = 0 which yields to following
solution

R̃2 = 2R̃2
1 − 1, or R̃2 = 1. (2.55)

Figure 2.3 shows the corresponding boundary region.
Minimizing the Euclidean distance in (2.53) over all valid autocorrelation values with
the constraints in (2.55) leads to the following solution

R1 = −4(d− 1) and R2 = 4(d− 2) (2.56)

for which we have δmin = 2.66 for any value of d. This minimum value is attained
by any error sequence with consecutive error elements of alternating signs. This value
determines the error �oor on the FER performance in the system.
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2.4 Performance over a static channel

As mentioned before, the determination of the Euclidean distance distribution requires
the knowledge of the joint probability of autocorrelation coe�cients. Let Pd(Re) be this
joint probability of the autocorrelation vector Re conditionally to the error Hamming
weight d. Then, the conditional probability for the OSED can be calculated as

Pr(∆ = δ|d) =
∑

Re∈VR:d2E=δ

Pd(Re) (2.57)

Since the joint probability is di�cult to be calculated, we resort to bounding techniques
on the joint probability. The joint probability Pd(Re) can be upper bounded by Fréchet
bound [56] given by the minimum of all marginal probabilities of auto-correlation coef-
�cients.

Pd(Re) ≤ min{Pr(R0), · · · ,Pr(RL−1)}, (2.58)

for Re ∈ VR and zero otherwise. This bound is the best known bound on the joint
probability if no other information is available about the joint probability.

The following proposition gives the marginal distribution for BPSK modulation.

Proposition 4. For BPSK modulation, the marginal probability mass function (pmf)

of the autocorrelation coe�cients of the error sequences of Hamming weight d is given

by

Pr(Rℓ(e) = 4k) =
1

(
Nb−1
d

)

d−1∑

s=|k|
2−s
(
d− 1

s

)(
Nb − d

d− s

)(
s
s−k
2

)

. (2.59)

For simple ISI channels with only two non-zero tap coe�cients, as it is the case for
some partial response channels, h = (h0, 0, · · · , 0, hL−1) for some L > 1 only a single
autocorrelation RL−1 will be implied in the evaluation of the Euclidean distance. In
this case, the corresponding marginal probability mass function, denoted by Pr(RL−1),
determines the output Euclidean distance distribution of the channel. With this, we
�nd the same results given in [49, 57] for the distance distribution of 2-taps channels
with slight di�erence related to the cyclic pre�x insertion.

By substituting the upper bound (2.58) in (2.57), we obtain an upper bound on the
Euclidean distance distribution. Using the result on the expression of the union bound
in from (2.27) we obtain the upper bound on the FER performance. In Figure 2.4, we
show the computed upper bound for the Proakis-B channel. On the same �gure, we
traced the lower bound on code FER performance over AWGN channel given by

Pinf(ρ) = Q
(√

dminρ/2
)

(2.60)

which is also a lower bound on the coded system over any ISI channel. We compare
obtained bounds to the simulated performance using a MAP turbo-equalizer with 5
turbo-iterations. The gap between the two bounds at medium SNR is about 1 dB, and
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Figure 2.4: Bounds on FER performance for Proakis-B channel.

the upper bound diverges for at high SNR values. This is actually due to the loose
bound on the joint probability. Further investigations for additional information about
joint probability may result in a tighter upper bound. This remain an open problem
for future research.

2.5 Performance over a time-varying channel

In this section, we consider the case of data transmission over a time-varying chan-
nel with uniform power-delay pro�le where the channel change independently from one
transmission to the next. We aim to evaluate the upper bound on average FER per-
formance over all possible channel realizations assuming BPSK modulation and a real
channel response.

In order to determine the average Euclidean distance distribution, we consider the
expression (2.34) for the OSED. Since the OSED is the product of two independent
random variables Γ and Θ, we determine the distribution of ∆ by �nding the distribution
of each variable. For BPSK modulation, we have Γ = 4d||h||2. The squared channel
gain ||h||2 follows a Gamma distribution with shape parameter α = L/2 and scale
parameter β = 2/L. Its probability density function (pdf) is given by

fΓ(γ) =
1

βαΓ(α)
γα−1e−γ/β , (2.61)
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Figure 2.5: Distribution of the interference random variable Θ for L = 5, Nb = 256, and
di�erent values for d.

with mean and variance given by

µ(R0(h)) = αβ = 1, σ2(R0(h)) = αβ2 =
2

L
. (2.62)

Now, the problem is the determination of the distribution of Θ which can be only
assessed through an approximation. The �rst step in investigating the distribution of
Θ is to determine its support. For normalized channel gain (||h||2 = 1), it is shown in
[58] that the OSED is lower bounded by a certain minimum value δmin which depends
on the channel length whatever was the channel response. This gives a lower bound on
the interference variable Θ > θmin = δmin/4d.

Additional information about the shape of the distribution of Θ can be obtained by
noticing that Θ = 1 for all error sequences with isolated error elements separated by
at least L positions regardless of the channel response, that is because Rℓ(e) (ℓ > 0)
are identically zeros for these sequences. The probability of such sequences, denoted
by Pz, forms a lower bound on the conditional probability Pr(Θ = 1|d). We obtain by
combinatorial enumerations the value of Pz is given by

Pr(Θ = 1|d) ≥ Pz =

(
Nb − (d− 1)(L− 1)

d

)

/

(
Nb

d

)

. (2.63)

which is a decreasing function of d. Numerically, for Nb = 256 and L = 5 we �nd
pz = 0.97, 0.72, 0.21 for d = 2, 5, 10, respectively.

We approximate the distribution of the remaining error sequences by a truncated
Gaussian distribution for Θ > θmin with the variance σ2

ISI = σ2(Θ)/(1 − Pz). Finally,
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we deduce the conditional pdf of Θ:

fΘ(θ) = P0
1 − Pz
√

2πσ2
ISI

e−(θ−1)2/(2σ2
ISI) + Pzg(θ − 1),

where P0 is a normalization factor due to the Gaussian truncation, and g(x) is de�ned
as g(x) = 1 for x = 0, and g(x) = 0 otherwise. Figure 2.5 shows the curve fΘ(θ)dθ
for dθ = 0.01 compared with the simulated pdf over 106 error sequences and random
channels with L = 5 for di�erent values of d. From [58] (Table I), we have δmin = 0.2679
for an error sequence of weight d = 2, which yields to θmin = 0.134. We observe that our
approximation is very close to the actual distribution for low values of d. For high error
weights, the tail of the actual distribution decreases more slowly than the Gaussian tail
and presents a slight asymmetry around the average. Using this approximation, we can
now evaluate the upper bound on FER given in (2.27).

The upper bound can be rewritten using the new variables θ and γ as follows,

Psub(ρ) =

∫

γ

∫

θ

∑

d

Ac(d)Q
(√

2dγθρ
)

fθ(θ)fγ(γ)dθdγ. (2.64)

Because of the convexity of error function Q(.), performing summation over d and
limiting the obtained error probability by 1 before integration over channel statistics
leads to a tight upper bound as noted by Malkamaki and Leib in [59]. Therefore, we
evaluate the upper bound in two steps. First, we evaluate the average error probability
over interference statistics for a �xed fading level as function of the instantaneous SNR
ρ′ , γρ,

PISI(ρ
′) =

∫ ∞

0

(
∑

d

Ac(d)
fΘ(t/d)

d

)

Q
(√

2ρ′t
)

dt, (2.65)

where the change of variable t = dθ was used. Then we average obtained error proba-
bility over fading statistics after limiting error probability by 1 as follows

Psub(ρ) =

∫ ∞

0
min

{
1, PISI(ρ

′)
} fγ(ρ

′/ρ)
ρ

dρ′.

Figure 2.6 shows the obtained upper bound for a rate 1/2 recursive, systematic
convolutional (RSC) code with generator polynomial (1, 5/7)8 in octal notation. The
frame length is Nb = 1204 and the channel length is L = 5. Simulation results were
obtained using a MAP turbo-equalizer after 5 iterations. The lower bound on FER
shown in the same �gure is the corresponding lower bound for a fading channel without
ISI. We remark the obtained upper bound is within only 1 dB from the lower bound
over all SNR range.
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Figure 2.6: Upper and lower bounds on FER performance over random frequency-selective
channel with L = 5, and Nb = 1024.

2.6 Euclidean distance for multiple HARQ transmissions

For multiple HARQ transmissions of the same packet, the OSED is accumulated. After
the T -th HARQ transmission, the total OSED, denoted by ∆T , is given by

∆T =
T∑

t=1

∆(t) =
T∑

t=1

L−1∑

ℓ=−L+1

R∗
ℓ (h

(t))Rℓ(e) (2.66)

By interchanging the summation order, we get

∆T =
L−1∑

ℓ=−L+1

Rℓ(e)

(
T∑

t=1

R∗
ℓ (h

(t))

)

=
L−1∑

ℓ=−L+1

Rℓ(e)ΩT,ℓ (2.67)

where we have de�ned

ΩT,ℓ ,

T∑

t=1

R∗
ℓ (h

(t)) (2.68)

which gives the accumulated channel autocorrelations over T transmissions. This can
be expressed, as in the case of a single transmission, as the sum of two variables

∆T = ΓT + ΛT (2.69)

where
ΓT = R0(e)ΩT,0 (2.70)
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ΛT = 2ℜ
(
L−1∑

ℓ=1

Rℓ(e)ΩT,ℓ

)

(2.71)

The obtained results for single transmission can be applied here by considering the
equivalent channel autocorrelation ΩT,ℓ which re�ects the channel diversity on the Eu-
clidean distance. For the long-term static channel model where the channel change
independently between transmissions, the relative impact of the interference term ΛT
in comparison with the gain term ΓT becomes smaller while T increases due to the
destructive e�ect of the summation over independent channel realization. For the long-
term static channel model where h(T ) = h(1) , h, for 1 < T < Tmax, we obtain

∆T = T × ∆(1) (2.72)

which re�ects the accumulated SNR gain but the relative impact of the interference
remains the same as for a single transmission. Since the error sequence and the chan-
nel have a symmetrical e�ects on the Euclidean distance, this suggests introducing
some transmit-diversity among subsequent HARQ transmissions in order to improve
the system performance for slowly time-varying channels. Chapter 3 introduce a simple
diversity scheme which compensate for the absence of channel diversity.

2.7 Conclusions

We presented in this chapter a new approach to evaluate the output Euclidean distance
for a general frequency-selective channel. We have determined the main statistical
characteristics of the output Euclidean distance including the mean and the variance.
We investigated the system performance by the evaluation of the union bound based on
the approximation of the Euclidean distance distribution at the output of the channel
for static and random channels. For random channels, the average distance distribution
can be well approximated by a truncated Gaussian distribution. The extension of this
study to the CC-HARQ retransmissions is straightforward by considering the equivalent
channel autocorrelation.

The complete characterization of the joint probability of the autocorrelation coef-
�cients is still an open problem which need more investigation for better performance
bound for static frequency-selective channels.

The results presented in this chapter have led to the following publications:

1. A. Assimi, C. Poulliat, and I. Fijalkow, �Distance distribution for turbo-equalized systems
over static frequency-selective channels,� in IEEE Int. Conf. Acoust. Speech Signal
Process. (ICASSP), Las Vegas, USA, March 2008, pp. 2949�2952.

2. A. Assimi, C. Poulliat, and I. Fijalkow, �Performance analysis of turbo-equalized systems
over frequency-selective block-fading channels,� in Eur. Signal Process. Conf.(EUSIPCO),
Lausanne, Switzerland, August 2008.
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3. A. Assimi, C. Poulliat, and I. Fijalkow, �ARQ-hybride avec turbo-égalisation sur les
canaux sélectifs en fréquence à évanouissements par bloc,� in Groupe de recherche et
d'études du traitement du signal et des images (GRETSI), Troyes, France, September
2007, pp. 1145�1148.

In the next chapter, we propose a retransmission diversity scheme in order to im-
prove HARQ performance for long-term static frequency-selective channels based on the
Euclidean distance analysis developed in this chapter.
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Chapter 3

Phase-Precoding Transmit Diversity

I
n this chapter, we present a simple and e�ective precoding technique to mitigate
inter-symbol interference from multiple transmissions of the same packet in HARQ

protocols over slowly time-varying frequency-selective channels. This technique can be
used to compensate for poor channel diversity by modifying the signal form at each
HARQ retransmission in such way that the channel appears to the receiver as time-
variant which enhances the system performance.

3.1 Introduction

In order to combat the negative e�ects of the ISI on the performance of the communica-
tion system, advanced signal processing techniques have been introduced. When chan-
nel state information (CSI) is available at the transmitter, precoding (pre-equalization)
techniques [60, 61] can be used in order to transform the ISI channel into an ISI-free
channel. While in the absence of CSI at the transmitter, equalization techniques are
usually used at the receiver to mitigate ISI from the received signal.

In the context of Chase combining HARQ protocol, channel equalization performance
can be improved by performing joint equalization of all received copies of the same
packet [45] compared with separate equalization followed by maximum-ratio-combining.
When no channel diversity is available, as in long-term static channels for example, only
an accumulated signal to noise ratio (SNR) gain can be expected after joint equalization.
However, system performance can be improved by introducing some transmission diver-
sity among subsequent HARQ transmissions. For example, a mapping diversity scheme
was proposed in [62] to increase the Euclidean distance separation between transmit-
ted packets. The drawback of this method is to be limited to high order modulations.
Moreover, the optimized mapping depends on many parameters including the actual
SNR and the variance of the log-likelihood ratios of the previously decoded packets.
These parameters must be fed back to the transmitter resulting in an increased load on
the feedback channel and additional memory requirements to store the optimized map-
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pings for quantized values of these parameters. Another transmission diversity scheme
is proposed in [63] using a di�erent linear �lter-based precoder for each transmission
assuming that CSI is known by the transmitter.

In this chapter, we present a novel diversity scheme based on phase-precoding to
combat the ISI in Chase combining HARQ protocols by changing the phases of the
transmitted symbols at each HARQ transmission. An important key feature of this
technique is that no CSI knowledge is assumed at the transmitter. We derive a perfor-
mance criterion on the selection of precoding phases for an optimal maximum likelihood
(ML) receiver. However, for a sub-optimal receiver, the obtained precoding gain in sys-
tem performance is even more impressive. To exploit the introduced phase-precoding
diversity, we present a low complexity joint soft-input soft-output (SISO) equalizer
based on linear �ltering under MMSE criterion. The SISO MMSE equalizer can be
used in an iterative turbo-equalization scheme in order to approaches the performance
of the optimal maximum likelihood receiver. However, we show that the performance
gain due to the proposed phase-precoding diversity is even better for a linear receiver
with separate equalization and decoding.

The main advantages of the proposed precoding technique are summarized by the
following points:

• No CSI is required at the transmitter;

• It can be applied for any modulation order;

• It can be applied for coded or non-coded systems;

• It preserves power characteristics of the modulated signal;

• It provides a substantial performance gain without signi�cant additional complex-
ity.

This chapter is organized as follows. In Section 3.2, we introduce the system model
and the proposed phase-precoding technique. In Section 3.3, we carry out an Euclidean
distance analysis in order to de�ne a suitable performance criterion for the selection
of the precoding phases, and we present the proposed solution. In Section 3.5, we
present the receiver structure using low complexity MMSE equalization that exploits
the introduced phase-precoding diversity. In Section 3.6, we give some simulation results
showing the e�ciency of the proposed precoding technique.

3.2 Phase-precoded HARQ System

We consider the model of the communication system with retransmission diversity
shown in Figure 3.1.
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Figure 3.1: Phase-precoded HARQ system model.

A packet of Kb information bits d = (d1 · · · dKb
) are encoded by a rate-Kb/Nb error

correction code to obtain a codeword c = (c1 · · · cNb
) of Nb coded bits. After a pseudo-

random interleaver Π, the encoded bits are mapped into a sequence of symbols x =
(x1 · · ·xNs) (QNs = Nb) using a complex modulation alphabet S of size |S| = 2Q

symbols with average power Es assuming that all symbols are transmitted with equal
probability. In each HARQ transmission, the same modulated symbol xn is multiplied

by a complex-valued precoding coe�cient of unit amplitude a
(t)
n = ejφ

(t)
n to obtain

the precoded symbol y
(t)
n = a

(t)
n xn, where t is the index of the HARQ transmission.

The precoded symbols y
(t)
n are then transmitted through a frequency-selective channel

modeled by its equivalent complex-valued discrete-time �nite impulse response of length

L, denoted by h(t) = (h
(t)
0 · · ·h(t)

L−1) and assumed constant during each transmission but
it may slightly vary from one HARQ transmission to the next.

The received sequence samples z
(t)
n corresponding to the t-th HARQ transmission

are modeled as

z(t)
n =

L−1∑

i=0

h
(t)
i y

(t)
n−i + w(t)

n , n = 0, · · · , Ns − 1,

where w
(t)
n is a complex Gaussian noise with variance σ2

w/2 per real dimension. At
the receiver, we consider a joint detection and decoding scheme assuming perfect CSI.
At the current HARQ round T , the receiver estimates the transmitted packet from all
received precoded versions of the modulated sequence x. If the packet is still in error
after a maximum number Tmax of allowable transmissions, an error is declared and the
packet is dropped out from the transmission bu�er.

The �rst question we address is how to select the precoding coe�cients a
(t)
n in order

to reduce the e�ect of the ISI on the frame error rate (FER) performance assuming
that the channel does not change between subsequent HARQ transmissions. This is the
subject of Section 3.3.
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3.3 Euclidean distance analysis

In order to �nd out the best precoding coe�cients, we carry out an Euclidean distance
analysis assuming a joint ML receiver. From this analysis, we derive a performance
criterion suitable for the choice of the precoding coe�cients.

Let x and x̂ be the transmitted and the estimated sequence, respectively. Let y(t)

and ŷ(t) be the corresponding precoded sequences at the t-th transmission. We de�ne
the following useful error sequences e , x̂ − x and ẽ(t) , ŷ(t) − y(t). After T HARQ
transmissions, the Euclidean distance separation between x and x̂ at the output of
noiseless ISI channel is evaluated as follows

∆T =
T∑

t=1

∆(t) =
T∑

t=1

Ns−1∑

n=0

∣
∣
∣
∣
∣

L−1∑

i=0

h
(t)
i ẽ

(t)
n−i

∣
∣
∣
∣
∣

2

, (3.1)

with ẽ
(t)
n = ŷ

(t)
n − y

(t)
n = a

(t)
n en. We can rewrite d2

E as the sum of two terms as follows

∆T = ΓT + ΛT , (3.2)

with

ΓT ,

T∑

t=1

R∗
0(h

(t))R0(ẽ
(t)), (3.3)

ΛT , 2ℜ
(

T∑

t=1

L−1∑

ℓ=1

R∗
ℓ (h

(t))Rℓ(ẽ
(t))

)

, (3.4)

Providing that |a(t)
n | = 1, we have R0(ẽ

(t)) = R0(e) which means that phase-
precoding does not change the squared amplitude of the error sequence. Hence the
variable ΓT is invariant by phase-precoding. Consequently, phase-precoding does not
change system performance over ISI-free channels. By contrast, the interference term
ΛT depends on the precoding coe�cients through the autocorrelation function of the
precoded error sequence Rℓ(ẽ

(t)). In order to minimize the e�ects of the ISI on the
FER performance, we intend to minimize the interference variable ΛT with respect to
the precoding coe�cients in the mean squared error sense. In other words, we minimize
the variance of ΛT for all error sequences leading to a �xed Euclidean distance over
an ISI-free channel. To simplify our analysis, we consider the case of long-term quasi-
static channels and we generalize our results to slowly time-varying channels through
numerical simulations.

3.3.1 Performance criterion

In this section we derive a performance criterion for the selection of precoding coe�-
cients. The performance criterion is based on the minimization of the variance of the
output squared Euclidean distance.
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3.3. Euclidean distance analysis

In long-term quasi-static channel model, the channel does not change between sub-
sequent HARQ transmissions of the same packet (h(1) = · · · = h(T ) , h), but may
change from packet to packet [32]. In this case, equation (3.4) reduces to

ΛT = 2ℜ
(
L−1∑

ℓ=1

R∗
ℓ (h)ΣT,ℓ

)

, (3.5)

with

ΣT,ℓ ,

T∑

t=1

Rℓ(ẽ
(t)) =

Ns−1∑

n=0

CT (n, ℓ)e∗nen+ℓ, (3.6)

where

CT (n, ℓ) , aHT,naT,n+ℓ =
T∑

t=1

(a(t)
n )∗a(t)

n+ℓ, (3.7)

which is the cross-correlation between the precoding vectors a
(T )
n and a

(T )
n+ℓ where a

(T )
n ,

[a
(1)
n · · · a(T )

n ]T denotes the vector obtained by regrouping the precoding coe�cients of
the same symbol xn during the �rst T transmissions.

The main idea behind the proposed phase-precoding is to exploit the time diversity
in order to separate di�erent interfering paths by orthogonalization of adjacent symbols
(within the channel memory L). The interference between L adjacent symbols can be
assimilated to the interference between L users in a multiple access system. We can
separate di�erent symbols by allocating to each symbol a di�erent orthogonal spreading
code in the retransmission dimension. For complete interference mitigation, the code
length (here the number of transmissions T ) must be at least equal to L. In this particu-
lar case, a simple matched �lter receiver can e�ciently separate di�erent paths without
the need for equalization. However, allocating shorter spreading codes would reduce the
interference level seen by each symbol. From the Euclidean distance point of view, two
valid transmitted sequences having a low Euclidean distance in one transmission are
remapped in the next transmission into two sequences with a high Euclidean distance,
and vice-versa, in such a way that the overall Euclidean distance after combining is
close to its value for an equivalent ISI-free channel. Mathematically, this is expressed
by reduced variations of the interference term ΛT in the Euclidean distance.

3.3.2 Cost function

We derive here an objective function on the precoding solution based on an upper bound
on the variance of the interference variable ΛT .

To continue our analysis, let Eγ be the ensemble of all error sequences e between pairs
of non-precoded packets separated by a given squared Euclidean distance γ = ||e||2.
We assume that the components of the error sequence en are modeled as complex-
valued i.i.d. random variables with zero mean. This assumption is obviously veri�ed
for non-coded systems. For coded systems, the i.i.d. property is approximately veri�ed
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thanks to the uniform interleaver. Under this assumption, the interference term ΛT
is considered as a random variable over Eγ with zero mean. In order to determine an
objective criterion on the choice of the precoding coe�cients, we derive an upper bound
on the variance of ΛT . Then, we minimize the obtained upper bound with respect to the
precoding coe�cients. The squared value of ΛT is upper bounded, using the inequality
ℜ(x)2 ≤ |x|2, as

Λ2
T ≤ 4

∣
∣
∣
∣
∣

L−1∑

ℓ=1

R∗
ℓ (h)ΣT,ℓ

∣
∣
∣
∣
∣

2

, (3.8)

with equality for a real modulation alphabet and a real channel response. Under the
i.i.d. assumption for error components, it can be easily shown from (3.6) that the
random variables {ΣT,ℓ : ℓ = 1, · · · , L − 1} are pairwise uncorrelated. By developing
the squared sum on the right-hand side of (3.8) and taking the expectation of both sides
over Eγ we obtain

E(Λ2
T ) ≤ 4

L−1∑

ℓ=1

|Rℓ(h)|2E(|ΣT,ℓ|2), (3.9)

where the expectation E(|ΣT,ℓ|2) can be evaluated from (3.6) as

E(|ΣT,ℓ|2) =

Ns−1∑

n=0

|CT (n, ℓ)|2E(|e∗nen+ℓ|2). (3.10)

Note that the expectation E(|e∗nen+ℓ|2) is the variance of the product of two i.i.d. ran-
dom variables with zero mean. Let σ2

e denotes the common variance of en. Consequently,
we have E(|e∗nen+ℓ|2) = σ4

e which is independent of n and ℓ, and therefore can be moved
out of the sum in (3.10) as follows

E(|ΣT,ℓ|2) = σ4
eΨT,ℓ(A), (3.11)

where A denotes the Tmax ×Ns precoding matrix whose n-th column is the precoding
vector aTmax,n, and

ΨT,ℓ(A) ,

Ns−1∑

n=0

|CT (n, ℓ)|2, (3.12)

is the total squared cross-correlations between all precoding vectors separated by ℓ
positions. By substituting (3.11) in (3.9), we obtain

E(Λ2
T ) ≤ 4σ4

e

L−1∑

ℓ=1

|Rℓ(h)|2ΨT,ℓ(A), (3.13)

which is a weighted sum of the auto-correlation function of the channel indicating that
the precoding vectors must be locally uncorrelated within the channel memory L, espe-
cially for lags with high channel auto-correlation. Since no CSI is assumed in this work,
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3.4. Precoding solution

we separate the e�ect of the precoding matrix by applying Cauchy-Schwartz inequality
on the right-hand side of (3.13) to obtain an upper bound on the variance of ΛT as

E(Λ2
T ) ≤ 4σ4

e

(
L−1∑

ℓ=1

|Rℓ(h)|4
)1/2(L−1∑

ℓ=1

Ψ2
T,ℓ(A)

)1/2

. (3.14)

That is only the last term in the upper bound (3.14) which depends on the precoding
coe�cients. Therefore, the minimization of the upper bound with respect to precoding
coe�cients is equivalent to the minimization of the following cost function

JT (A) =

(
L−1∑

ℓ=1

Ψ2
T,ℓ(A)

)1/2

. (3.15)

Since the cost function is based on an upper bound on the variance of ΛT , an optimal
solution that minimizes the cost function does not necessarily minimize the variance
for a given channel response. However, a variance reduction can be expected regardless
of the channel realization. In the next section, we present some possible sub-optimal
solutions for phase-precoding.

3.4 Precoding solution

Minimizing the cost function for a given value of T is a di�cult multidimensional op-
timization problem due to the inter-dependency between the total cross-correlation
variables ΨT,ℓ. However, some general properties of the optimal solution are found by
inspecting the minimum achievable value for the cost function. In fact, applying Cauchy-

Schwartz inequality for sums of squares of real numbers
(
∑N

i=1 bi

)2
≤ N

∑N
i=1 b

2
i on

the expression of the cost function in (3.15) gives

JT (A) ≥ 1√
L− 1

L−1∑

ℓ=1

ΨT,ℓ(A) ,
ST (A)√
L− 1

, (3.16)

with equality if and only if ΨT,1(A) = · · · = ΨT,L−1(A). Consequently, an ideal
solution is a precoding matrix A which jointly veri�es the two following properties:

1. Minimal total cross-correlation ST (A): This property ensures a maximum pre-
coding gain in average for channels with uniform power-delay pro�le.

2. Uniform distribution for ΨT,ℓ(A) over lags: This property ensures that some
precoding gain can be obtained for any particular channel realization.

Another di�culty arises from the fact that an optimal precoding solution which simul-
taneously minimizes the cost function for all T ≤ Tmax may not exist. In this case,

63



Chapter 3. Phase-Precoding Transmit Diversity

some minimization strategy has to be considered. For a particular choice of precoding
coe�cients, we consider the normalized value of the cost function by its value for the
non-precoded system, denoted by GT , as an indicator factor of the goodness of this
choice. Hence

GT (A) , JT (A)/JT (1), (3.17)

where 1 is the Tmax×Ns matrix with all its elements are 1. The indicator factor takes its
values in the interval [0, 1]. A smaller value of GT indicates a better precoding solution.

By the following, we present two sub-optimal solutions, namely random precoding

and periodic precoding. The random precoding solution satis�es the uniform cross-
correlation distribution property, whereas the periodic precoding solution minimizes
total cross-correlation ST (A).

3.4.1 Random precoding solution

For this solution, we select the precoding coe�cients randomly from a �nite alphabet
A = {e2jπk/K : k = 0, · · · ,K − 1} consisting of K (for K ≥ 2) complex numbers
uniformly distributed over the unit circle. For large Ns, the value of ΨT,ℓ de�ned in
(3.12) can be approximated as

ΨT,ℓ ≈ NsE(|CT (n, ℓ)|2) = NsT,

where the expectation is taken over all possible random selections of the precoding
vectors. It follows from (3.15) that

JT (A) ≈
L−1∑

ℓ=1

N2
s T

2 =
√
L− 1NsT.

By substituting this value in (3.17), and providing that JT (1) =
√
L− 1NsT

2, we obtain
an approximated value for the indicator factor given by

GT (A) = JT (A)/JT (1) ≈
√
L− 1NsT√
L− 1NsT 2

=
1

T
,

indicating that the cost function for random precoding is T times lower than the non-
precoded system. Next, we present a more structured precoding solution based on the
minimization of ST leading to better performance and lower implementation complexity.

3.4.2 Periodic precoding solution

To simplify the optimization problem and for equalization complexity reasons as it will
be seen later in Section 3.5, we restrict ourselves to periodic precoding patterns of pe-
riod P ≤ L. Initially, let P = L. We construct the precoding matrix by selecting a
set of L precoding vectors {v1, · · · ,vL} of dimension Tmax. These vectors are period-
ically assigned to transmitted symbols, i.e. we assign to the symbol xn the precoding
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vector vi where i = n mod L. We denote by VL the Tmax × L matrix whose columns
are the precoding vectors vi. For convenience, we assume the packet length Ns is an
integer multiple of L. The precoding matrix AL is obtained by Ns/L repetition of the
generating matrix VL. In this case ST can be written in a simpler form as

ST (AL) =

L−1∑

ℓ=1

Ns−1∑

n=0

|aHT,naT,n+ℓ|2

=
Ns

L

L∑

i=1

L∑

j=1
j 6=i

|vHT,ivT,j |2

=
Ns

L

(
TSCT (VL) − LF 2

)

(3.18)

where TSCT (VL) denotes the total squared correlation (TSC) of the set VL taking only
into the account the �rst T components of each vector and de�ned by

TSCT (VL) ,

L∑

i=1

L∑

j=1

|vHT,ivT,j |2, (3.19)

which is extensively studied in the literature in the context of code division multiple
access systems (see [64] and references therein). It is known that the TSC for a complex-
valued set is lower bounded by Welch's bound [65] given by

TSCT (VL) ≥
{
LF 2 for T ≥ L
L2F for T ≤ L

(3.20)

This yields to a lower bound for ST given by

ST (AL) ≥
{

0 for T ≥ L
NsT (L− T ) for T ≤ L

(3.21)

Combining (3.16), (3.17), and (3.21) leads to a lower bound for GT under the periodic
constraint as follows

GT (AL) =
JT (AL)

JT (1)
≥ ST (A)/

√
L− 1

JT (1)
≥
{

0 for T ≥ L
L−T

(L−1)T for T ≤ L
(3.22)

We see that the indicator factor GT is an increasing function with L, and for large
values of L compared to T , the indicator factor tends to the value 1/T obtained with
the random precoding solution.

3.4.2.1 Precoding period

We discuss here the dependence of the precoding period P on the channel length L and
the consequence of choosing of a short period P .
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In the case of a long channel, we show that limiting the period P to any integer
divider of L will not change the value of the lower bound as long as P ≥ Tmax. Let
L = mP + q for some positive integers m and q. Let AP be the precoding matrix of
period P and VP be the corresponding generating matrix. We can evaluate ST as

ST (AP ) =

mP−1∑

ℓ=1

Ns−1∑

n=0

|aHT,naT,n+ℓ|2

︸ ︷︷ ︸

T1

+

L−1∑

ℓ=mP

Ns−1∑

n=0

|aHT,naT,n+ℓ|2

︸ ︷︷ ︸

T2

It can be shown in a similar manner to (18) that the �rst term T1 can be expressed as

T1 =
Ns

mP

(
m2TSCT (VP ) −mPT 2

)

When P is an integer divider of L (i.e. q = 0), the second term T2 is zero and the
achievable lower bound for ST (AP ) is the same as for ST (AL) if P ≥ T , because in
this case, m2TSCT (VP ) and TSCT (VL) have the same lower bound m2P 2F = L2F .
When q > 0, we do not have an explicit lower bound on T2, but its relative impact on
the lower bound of ST (AP ) is small when m is large. This explains that the system
performance become less sensitive to the precoding period for a long channel response.
In this case the precoding period can be taken equal to the maximum number of HARQ
transmissions Tmax. In conclusion, for a known channel length, the precoding period
can be chosen as the smallest value P = L/m ≥ Tmax without increasing ST , and for
unknown channel length, we can take P = Tmax with some increase of ST that vanishes
with increasing values of L. The price to pay for reducing the precoding period is a
non-uniform distribution of ΨT,ℓ (property 2) because ΨT,ℓ takes the same value as for a
non precoded system for any value of ℓ which is multiple of P . In the worst case where
all channel delays are multiple of P , no precoding gain can be expected. However, the
probability of a such channel realization depends on the channel statistics and it is very
small in general. In the case of a short channel length such that L < P , the precoding
gain tends to zero when L tends to 1 which is natural because the channel becomes less
frequency-selective. Therefore, P must be chosen as small as possible in order to take
account for short channel realizations.

3.4.2.2 Proposed solution

Finding a set VP which simultaneously meets Welch's bound in (3.20) with equality
(WBE) for all T depends on the system parameters P , Tmax, and the precoding alphabet.
For this purpose, we start by rewriting the TSC in (3.19) in a more convenient form.
Let u1, · · · ,uTmax denote the rows of the precoding matrix VP . It follows from the
row-column equivalence property of the TSC [66] that

TSCT (VP ) =
T∑

i=1

T∑

j=1

|uiuHj |2. (3.23)
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From this equivalence relationship, it was proved in [66] that the necessary and su�cient
condition for a set to be WBE that the lines or the columns of the set are orthogonal.
The advantage of using a WBE set is that the interference power is uniform across all
received symbols. We distinguish two cases:

Case P ≥ Tmax This is usually the case because Tmax ≤ 4 in most practical systems.
The set VP is a WBE set for all T ≤ Tmax if all vectors u1, · · · ,uTmax are orthogonal.
These vectors could be taken for example from discrete Fourier transform (DFT) matrix
of order P or more simply from Hadamard Matrix with bipolar alphabet of order P
(when it exists).

Case P < Tmax In this case, it is not possible to have a WBE set for all T ≤ Tmax

because adding anym < P vectors to a WBE set results in a set which has no longer the
WBE property [64]. Therefore, some optimization strategy has to be considered. We
consider in priority the minimization of the cost function at the early retransmissions.
This enhances the throughput e�ciency of the system. In fact, a WBE is still possible,
at least for any T ≤ P , by choosing u1, · · · ,uP from orthogonal bases in C

P . For
T > P , we complete this set by periodical repetition of the previous vectors up to
Tmax. Note that for T ≥ P , the lower bound on GT is zero. The proposed solution
achieves this bound for any value of T which is integer multiple of P because we have
a complete orthogonality between the column vectors. For these particular values of T ,
the interference is completely canceled.

Fourier-based solution: For example, in the case of P > Tmax, and as previously
mentioned, the generating matrix VP can be obtained by selecting Tmax rows from the
Fourier transform matrix of order P ,

VP =









1 ej
2π
P
p1 · · · ej

2π
P

(P−1)p1

1 ej
2π
P
p2 · · · ej

2π
P

(P−1)p2

...
...

...
...

1 ej
2π
P
pTmax · · · ej

2π
P

(P−1)pTmax









, (3.24)

where the pi ∈ [0, P − 1] are the indexes of the selected rows. In this case, the phase-
precoding of the t-th transmission is equivalent to a simple frequency shift of pt/P . Of
course, an arbitrary selection of rows leads to a WBE set, but the best selection is that
which gives the most uniform distribution for ΨT,ℓ(VP ). A very useful property of this
structured solution is that the product between any two vectors depends only on the
shift between them

vHT,ivT,i+ℓ =
T∑

t=1

ej2πptℓ/P , (3.25)

where the shift ℓ is taken modulo P . As it will been seen later, this property allows
reducing the complexity of the receiver. Consequently, the total correlation can be
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computed as

ΨT,ℓ(VP ) = Ns

∣
∣
∣
∣
∣

T∑

t=1

ej2πptℓ/P

∣
∣
∣
∣
∣

2

, ℓ = 1, · · · , P − 1 (3.26)

which simpli�es the evaluation of the cost function. An exhaustive search is performed
to �nd an optimal selection of the DFT lines' indices {p1, · · · , pTmax} that minimizes the
cost function JT simultaneously for T = 2, · · · , Tmax. For example, we �nd for Tmax = 4
that a possible solution (which is not unique) is {0, 1, 2, 3} for P = 4, {0, 2, 3, 1} for
P = 5, and {0, 3, 2, 6} for P = 8.

Hadamard-based solution: In the previous analysis, we did not impose any con-
straint on the precoding phases. It is sometimes preferable for practical reasons to
choose the precoding phases from a limited alphabet. We show in the following that
the precoding alphabet has small impact on the precoding gain. The simplest form of
phase-precoding is when the precoding alphabet is constrained to have bipolar values
(±1). For bipolar vectors, Welch's bound is only tight for vectors whose number is
multiple of 4 and loose otherwise. In that case, we can use Hadamard matrix for the
construction of the precoding matrix in the same manner as Fourier Matrix. In the
frequency-domain this is equivalent to the superposition of two symmetrically shifted
versions of the signal. In general, a tight bound on the TSC for bipolar vectors is given
by Karystinos in [67] and can be used in order to �nd the corresponding lower bound on
the reduction factor GT . For example, for P = L = 5 and Tmax = 4, a direct application
of Karystinos's lower bound to our case ([67] Table II, case P ≡ 1 mod 2) leads to

TSCT (VP ) ≥ P 2F + (T − 1)T,

and the lower bound on GT becomes

GT (AP ) ≥ P − T

(P − 1)T
+

T − 1

P (P − 1)T
,

where the second term gives the relative increase of GT compared to its value for a
WBE set. Numerically, we obtain for a WBE set GT ≥ 0.3750, 0.1667, and 0.0625 for
T =2, 3, and 4, respectively. Whereas, for a bipolar set meeting Karystinos's bound,
we obtain GT ≥ 0.4, 0.2, and 0.1 for T =2, 3, and 4, respectively. We propose the
following precoding generator matrix whose lines are quasi-orthogonal,

V5 =







+1 +1 +1 +1 +1
+1 −1 +1 −1 −1
+1 +1 −1 −1 +1
+1 −1 −1 +1 +1






. (3.27)

We can verify that the bipolar set V5 achieves Karystinos's lower bound as shown in
Table 3.1 where we can see that the uniform distribution of ΨT,ℓ is only veri�ed for
T = 4. In this case the e�ective value of GT meets its lower bound.
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Table 3.1: Performance parameters of the precoding matrix A constructed from the bipolar
set V5.

T ΨT,ℓ(A)/ΨT,ℓ(1) ST (A)/ST (1) GT
H ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 H H

1 1.0 1.0 1.0 1.0 1.0 1.0

2 0.2 0.6 0.6 0.2 0.4 0.45

3 0.29 0.11 0.11 0.29 0.2 0.22

4 0.1 0.1 0.1 0.1 0.1 0.1

To show the e�ect of phase-precoding on the Euclidean distance spectrum, we have
simulated the normalized squared Euclidean distance distribution d2

E/ΓT = 1 + ΛT /ΓT
for input error sequences with a �xed Hamming weight w. We assume that the non-
zero error elements are uniformly distributed over the packet. We consider multiple
HARQ transmissions over the Proakis-C ISI channel [22] of length L = 5 whose the
impulse response is h = (0.227, 0.460, 0.688, 0.460, 0.227) using binary phase shift
keying (BPSK) modulation and the precoding set V5 de�ned in (3.27) . Figure 3.2
shows simulation results over 104 packets with Nb = 600 and w = 10 for T =1, 2, 3,
and 4. We remark spectrum thinning phenomena with relative variance reductions of
0.32, 0.23, and 0.10 for T =2, 3, and 4, respectively.

In order to exploits the introduced transmission diversity, all received copies of the
same packet must be jointly processed by the receiver. To this end, we present in
Section 3.5 the receiver structure for an iterative detection and decoding approach.
The separate detection and decoding approach follows immediately as a particular case.

3.5 Receiver structure

At the receiver, we consider a joint turbo-equalizer as it is presented in 1.6.2.2 of Chapter
1. For low complexity requirements, we focus on MMSE-based equalization. We present
two di�erent schemes for the joint detector that di�er in the way of performing the
combining of the various received packets. The �rst performs joint-equalization, while
the second performs LLR combining after separate equalization.
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Figure 3.2: Normalized squared Euclidean distance distribution at the output of the Proakis-
C ISI channel for input error sequences of length Nb = 600 of Hamming weight w = 10 using

BPSK modulation and bipolar precoding alphabet for T =1,2,3 and 4.

3.5.1 Joint MMSE equalization

For each received sequence, the receiver performs the inverse precoding operation to
obtain

z̃(t)
n = (a(t)

n )∗z(t)
n

=
L−1∑

i=0

(a(t)
n )∗h(t)

i a
(t)
n−ixn−i + (a(t)

n )∗w(t)
n

=

L−1∑

i=0

h̃
(t)
n,ixn−i + w̃(t)

n .

By considering the phase-precoding as part of the ISI channel, the equivalent ISI channel
becomes time-variant whose impulse response during the t-th transmission of the symbol
xn is given by

h̃
(t)
n,i , (a(t)

n )∗a(t)
n−ih

(t)
i . (3.28)

We generalize the �nite length MMSE equalizer with a priori proposed in [40] to the
case of precoded system. The joint SISO MMSE equalizer includes multiple forward
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3.5. Receiver structure

linear �lters f
(t)
n and an interference canceller �lter bn. The linear estimate x̂n of the

transmitted symbol xn after T transmissions is given by

x̂n =
T∑

t=1

(f (t)
n )Hz(t)

n − bHn x̄n, (3.29)

where the superscript (·)H denotes the hermitian transpose, z
(t)
n = [z

(t)
n−l2 · · · z(t)

n+l1
]⊤

are the required observations samples around the estimated symbol. The forward �lters

f
(t)
n are implemented using Lf = l1 + l2 +1 taps, where the parameters l1 and l2 specify
the length of the non-causal and the causal part of the estimator �lter, respectively.
Note that we allow the �lter coe�cients to vary with n because of the variant-time
equivalent channel model de�ned in (3.28), and not because we are looking for a time
varying solution.

The problem of the joint equalization can be turned back to the case of a single
transmission by considering the equivalent single-input multiple-output (SIMO) channel
model given in matrix form by

z̃n = H̃nxn + w̃n,

where

xn = [xn−l2−L+1 · · · xn+l1 ]
⊤,

z̃n = [z̃
(1)
n−l2 · · · z̃(T )

n−l2 · · · z̃(1)
n+l1

· · · z̃(T )
n+l1

]⊤,

w̃n = [w̃
(1)
n−l2 · · · w̃(T )

n−l2 · · · w̃(1)
n+l1

· · · w̃(T )
n+l1

]⊤,

and H̃n is the TLf × (Lf + L− 1) equivalent channel matrix given by

H̃n =







h̃
(T )
n−l2,L−1 · · · h̃

(T )
n−l2,0 0

. . .
. . .

0 h̃
(T )
n+l1,L−1 · · · h̃

(T )
n+l1,0







(3.30)

where h̃
(T )
n,ℓ = [h̃

(1)
n,ℓ · · · h̃

(T )
n,ℓ ]

⊤. The joint MMSE equalizer uses this equivalent channel
matrix in order to detect the transmitted symbols.

3.5.2 Separate equalization with maximum-ratio-combining

Another alternative for packet combining with lower complexity is to use a separate
equalizer for each transmission followed by maximum-ratio-combiner before the chan-
nel decoder. For each transmission, a SISO MMSE equalizer, as described in Section

3.5.1, with single input is used to detect the precoded sequence y
(t)
n . Then, the inverse

precoding operation is performed after the equalizer by x̂
(t)
n = (a

(t)
n )∗ŷ(t)

n . The various

estimated sequences x̂
(t)
n in all transmissions are then combined by a maximum-ratio-

combiner operating at the bit level after the soft demapper [46]. At each retransmission,
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the combiner simply accumulates the extrinsic LLRs Le(c
′) which are de-interleaved and

decoded. This type of combining has in general lower performance than joint equal-
ization, but the performance loss is not very important when the residual interferences
in the combined signals are uncorrelated. Thanks to the phase-precoding, the non-
correlation property is approximately veri�ed. The main advantage of this solution is
to be independent of the precoding solution and its period. This resolves the problem of
the dependency between the system complexity and the precoding period encountered
by the joint equalizer.

It is important to note that the precoding gain results from packet combining and not
from the iterative structure of the equalizer. Actually, the phase-precoding decorrelates
the ISI among the di�erent received copies in order to add destructively after combining.
Consequently, the role of the proposed phase-precoding is to help the equalizer in its
task by removing a part of the ISI. This enhances the overall performance for a non-
iterative detection approach. Using a powerful detection scheme as a turbo-equalizer
could be su�cient alone without the help the phase-precoding in order to remove the
interference, but this may require many turbo-iterations. In this case the use of the
phase-precoding technique reduces the number of turbo-iterations which are required
by the turbo-equalizer to converge.

3.5.3 Complexity issues

We discuss now the required additional complexity due to the phase-precoding in com-
parison with the non-precoded system. In the case of the JE scheme, the complexity of
the MMSE equalizer itself per transmission is mainly dominated by the inversion of the
matrix (σ2

wI+v2H̃nH̃
H
n ) which grows linearly with the number of HARQ transmissions.

Since the phase-precoding transforms the ISI channel into a time-variant channel, one
matrix inversion is required for each symbol in the frame. Therefore, the complexity
of the receiver is highly increased. This is true in general for a non-structured phase-
precoding solution like a random phase-precoding. By contrast, for a periodic precoding
solution with period P , the required number of matrix inversions is reduced to only P
inversions. As we have seen in section 3.4.2 that the period value can be chosen as
small as min(L, Tmax), this signi�cantly reduces the additional complexity. In addition,
by using the periodic precoding solution based on the DFT matrix, only one matrix
inversion is required because the equivalent channel is actually invariant with n. This
results from the particular structure of the precoding coe�cients where

h̃
(t)
n,i = (a(t)

n )∗a(t)
n−ih

(t)
i = e−j2π

i
P
pth

(t)
i . (3.31)

In the case of the SE-MRC scheme, the additional complexity is reduced to complex
multiplications at the receiver for any phase-precoding solution. Moreover, with a bipo-
lar precoding, the precoding operation and its inverse reduce to simple sign inversion
operations.

Finally, in the case of a long channel response, the complexity of the time-domain
MMSE equalizer [68] becomes very high due to the large dimension of the channel
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matrix. It would be interesting to perform the equalization in the frequency-domain
with a cyclic-pre�x insertion at the transmitter. In this case, the DFT-based precoding
turns into a simple cyclic shift in the frequency-domain as shown in the next sub-section.

3.5.4 Simple frequency-domain implementation

In the frequency-domain, the DFT based solution is equivalent to a simple circular fre-
quency shift. Therefore, the implementation of this solution in the frequency-domain
reduces to a simple frequency shift which practically has no signi�cant additional com-
plexity. The receiver structure is shown in Fig. 3.3. For each received frame y(f), the

ID
F

T

S
oft dem

aper
S

oft m
apper

D
F

T

MAP
decoder

SISO Equalizer

−CP

−CP

−CP

D
F

T
D

F
T

D
F

T

CFS

CFS

CFS y(1)

...
...

...

z(T )

z(2)

z(1)

π

−ν1

−ν2

−νF

π−

s

ŝ
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Figure 3.3: Receiver structure for the DFT-based PPD solution.

CP is �rst removed and then a DFT is applied in order to perform equalization in the
frequency domain. In the following, the DFT of a signal vector x is denoted by x.
Thanks to the cyclic pre�x insertion, the time domain convolution becomes a simple
multiplication in the frequency domain. The received frame can be written as

z(t)[n] = h(t)[n]x(t)[n] + w(t)[n]. (3.32)

The inverse frequency shift is performed on z(t) to obtain y(t). Since x(f)[n] = x[n+nt]

where nt is the index which corresponds to the frequency shift ν(t) = nt/Ns and n+ nt
is computed modulo Ns, we can write y(f) as

y(t)[n] = z(t)[n− nt]

= h(t)[n− nt]x[n] + w(t)[n− nt]

= h̃
(t)

[n]x[n] + w̃(t)[n].

(3.33)

The signals y(t) for t = 1, · · · , T are then processed by a joint turbo-equalizer using the

equivalent channels h̃
(t)
. The linear estimate x̂ of x after T transmissions is given in

the frequency-domain by

x̂ =

T∑

t=1

f (t)z(t) − b x̄ (3.34)
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As in [69, 70] and using the equivalent SIMO model, the derivation of the MMSE �lters
are given by

f (f) =
(h̃

(t)
)∗

σ2
w + vH2

T

(3.35)

b =

T∑

t=1

f (t)h̃
(t) − µ (3.36)

where H2
T =

∑T
t=1 |h̃

(t)|2 is the squared compound channel.

With regard to the system complexity, we need only Ns additional complex mul-
tiplications at the transmitter and a simple vector shift operation at the receiver. In
addition, the complexity of the joint MMSE equalizer in the frequency-domain is almost
the same as for an MMSE equalizer with a single input. To show that, we note that
the numerator of each forward �lter f (t) is the matched �lter to the channel which does
not change across turbo-iterations. Hence, it is performed once per transmission. The
denominator is common between all forward �lters and the division can be performed
after summation of the matched �lters output. Consequently, for each new reception,
the accumulated sum of the matched �lters is updated and so the squared compound
channel. Other operations are the same as for an equalizer with a single input.

3.6 Numerical results

In order to illustrate the e�ectiveness of the proposed phase-precoding diversity for
HARQ transmissions, we present in the following some simulation results using di�er-
ent system con�gurations. In the presented simulations, we use a rate-1/2 recursive
systematic convolutional code whose generator polynomial is (1, 21/37) in octal nota-
tions. A maximum of Tmax = 4 HARQ transmissions is assumed. We evaluate the
system performance by Monte-Carlo simulations versus the average SNR de�ned as
Es/N0 = Es/σ

2
w. Simulations were performed over a maximum of 104 packets.

In order to compare the performance of the precoded system to the performance
of the non-precoded system under the two proposed detection schemes without turbo-
iteration, we �rst consider a communication system using BPSK modulation over the
Proakis-C channel, which is a highly frequency-selective static channel. Since both of
the channel response and the modulation alphabet are real, we use the Hadamard-
based precoding solution of period P = L = 5. This prohibits the exploitation of the
imaginary dimension. The MMSE equalizer is implemented using linear �lters of length
Lf = 15 (l1 = 9, l2 = 5). Figure 3.4 shows the corresponding FER performance.

For the �rst transmission, the FER performance of the precoded system are the same
as for the non-precoded system because phase-precoding does not o�er any advantage
for a single transmission. For the following retransmissions, a noticeable gain can be
observed for both combining schemes. Moreover, the performance of the precoded
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Figure 3.4: FER performance of the precoded HARQ system over the Proakis-C frequency-
selective channel using BPSK modulation and joint MMSE equalization without turbo-iteration.

system for T = 4 are close to the system performance over AWGN channel. This
indicates that ISI is e�ciently removed from the last retransmission resulting in a better
dropping rate in the HARQ protocol. We can see clearly that the performance loss of the
SE-MRC combining scheme in comparison with the JE scheme is small when compared
to the precoding gain.

Now, we consider the transmission system using QPSK modulation with Gray map-
ping over a random frequency-selective channel with uniform power-delay pro�le. The
channel changes independently from one packet to the next, but stays correlated be-
tween successive HARQ retransmissions of the same packet. The correlation coe�cient
α between two subsequent HARQ transmissions is given according to Jakes' model [35]
by α = J0(2πfdτ), where J0(·) is the zero-order Bessel function of the �rst kind, fd de-
notes the maximum Doppler frequency, and τ is the time delay between two subsequent
HARQ transmissions. In our simulations, the channel is normalized to unit energy as
in [45, 62] in order to evaluate the e�ect of ISI on system performance independently
of the fading distribution. However, a realistic simulations without normalization are
given at the end of this section.

Figure 3.5 compares between a DFT-precoding solution of period P = L and a
random precoding solution for fd = 0 (α = 1). As predicted by our analysis, we can see
that the advantage of the DFT precoding with the increasing number of retransmissions.
We have found that the performance of the bipolar precoding (not shown on the �gure)
are only 0.2 dB behind the performance of the DFT precoding re�ecting the small
e�ect of the precoding alphabet. By comparing the slope of the FER curve between the
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Figure 3.7: Convergence behavior of the MMSE turbo-equalizer for the precoded HARQ
system over a long-term quasi-static frequency-selective channel using the DFT-based precoding

solution of period P = 4 and QPSK modulation.

precoded and the non-precoded scheme, we observe a diversity gain due to the precoding
technique.

Figure 3.6 shows the corresponding data throughput of the HARQ system for fdτ = 0
and fdτ = 0.1 (α = 0.9). We have found by simulation that the throughput of the
precoded system stays practically unchanged for all values of α. We note that the
throughput performance for low to medium SNR values are the same as for AWGN
channel. For high SNR values the throughput is essentially dominated by the FER of
the �rst transmission, hence there is no signi�cant improvement in comparison with
non-precoded system.

In addition to the performance gain, the proposed phase-precoding technique im-
prove the convergence behavior when turbo-equalization scheme is used. Fig 3.7 shows
the FER at each turbo-iteration for the case of two HARQ transmissions (T = 2).
We note that the convergence of the turbo-equalizer for the precoded system is faster
than for the non-precoded system thanks to the reduced interference power. The non-
precoded system needs more than four turbo-iterations to converge, while only two
turbo-iterations are required when using phase-precoding.

Finally, we consider a more realistic channel model based on the the 3GPP Spatial
Channel Model Extended (SCME). For each transmitted packet, a random channel
realization is generated and used for all HARQ transmissions of the packet. Note
that we do not normalize the channel in this case for a more realistic gain evaluation.
Other simulation parameters are taken from the 3GPP LTE (Long-Term-Evolution)
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Figure 3.8: Phase-precoding performance over the SCME channel model using the DFT-based
precoding solution with period P = 4.

standard [8, 28, 19]. The transmission speed is Fs = 7.68 MSPS, Ns = 512 and the
maximum channel delay spread is Lmax = 128 symbols. Since the channel length is
unknown we choose the precoding period P = Tmax. Due to the long channel memory,
the equalizer was implemented in the frequency-domain thanks to cyclic pre�x insertion
at the transmitter. Fig 3.8, shows the obtained results where about 2 dB of gain is
obtained by phase-precoding at the fourth transmission.

3.7 Conclusions

We presented in this chapter an e�cient phase-precoding technique to mitigate inter-
symbol interference from multiple HARQ transmissions over slowly time-varying fre-
quency-selective channels. The introduced phase-precoding technique can be viewed as
a transmission diversity technique to combat the channel selectivity in the frequency-
domain. A general framework was introduced assuming no CSI is available at the
transmitter to �nd a performance criterion on the precoding coe�cients. We proposed
an e�cient periodic precoding solution leading to a signi�cant gain in FER performance
without any signi�cant increase in receiver complexity. The e�ect of the precoding
period and the precoding alphabet and on the precoding gain were investigated. When
a turbo-equalization scheme is used at the receiver, the proposed technique allows a
faster convergence resulting in a reduced overall complexity. Finally, for a speci�c
channel model with known auto-correlation statistics, phase-precoding technique can
further be optimized to enhance system performance.
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The results presented in this chapter have led to the following publications:

1. A. Assimi, C. Poulliat, and I. Fijalkow, �Phase-precoding without CSI for packet re-
transmissions over frequency-selective channels,� Accepted to IEEE Trans. Commun.,
2009.

2. A. Assimi, C. Poulliat, I. Fijalkow, and D. Declercq, �Periodic Hadamard phase precoding
for HARQ systems over intersymbol interference channels,�(Invited paper) in Int. Symp.
on Spread Spectrum Techniques and Applications (ISSSTA), Bologna, Italy, August 2008,
pp. 714 �718.

3. A. Assimi, C. Poulliat, and I. Fijalkow, �Phase precoding with integrated turbo-equalization
for packet retransmissions,� in IEEE Int. Symp. Pers., Indoor Mob. Radio Com-
mun.(PIMRC), Cannes, France, September 2008.

4. A. Assimi, C. Poulliat, and I. Fijalkow, �On cyclic frequency diversity for single-carrier
packet retransmissions,� in IEEE Int. Symp. Inf. Theory, Seoul, Korea, June 2009.

In the next chapter, we study another transmit-diversity scheme for HARQ retrans-
missions and we compare its performance with the performance of the PPD diversity
scheme.
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Chapter 4

Bit-Interleaving Transmit-Diversity

B
it-interleaving transmit-diversity, is another diversity technique which exploits
the available time-diversity in Chase combining HARQ protocols. In this chapter,

we �rst show by Euclidean distance analysis the good potential of this diversity scheme
which can be exploited by an appropriate choice of the receiver. Then we compare
the performance of this diversity scheme with the performance of the phase-precoding
diversity scheme which was presented in the previous chapter. Finally, we extend the
use of this scheme for MIMO frequency-selective channels.

4.1 Introduction

Inspired from the turbo-coding scheme [23], the bit-interleaving diversity (BID) scheme
as shown in Figure 4.1 was initially introduced in [71] for uncoded ARQ transmissions
over frequency-selective channels using a di�erent interleaver at each ARQ retransmis-
sion in order to form a parallel concatenated system. At the receiver, multiple MAP
equalizers are used in iterative manner in order to detect the transmitted symbols. The
same scheme was proposed in [72] by replacing the MAP equalizer with an MMSE equal-
izer. This scheme was enhanced later in [73] by introducing a binary precoder before
the frequency-selective channel in order to transform the linear channel into a recursive
channel. More recently, similar iterative equalization strategy including channel coding
was proposed in [74] for turbo-equalization.

For coded systems, it was shown by Samra and Ding in [45], in the context of
CC-HARQ transmissions, using a BPSK modulation and MAP equalization, that joint
turbo-equalization of identically interleaved coded transmissions outperforms the bit-
interleaving diversity scheme with iterative equalization.

In the �rst part of this chapter, we show that this is not due to the limitation of
the bit-interleaving diversity scheme itself, but to the sub-optimality of the iterative
equalization approach (iteration between multiple equalizers before channel decoding).
To this end, we �rst show that the BID scheme outperforms the identical transmis-

81



Chapter 4. Bit-Interleaving Transmit-Diversity

Joint

and
decoding

detection
Mapper

Mapper

Mapper

encoder

Channel

h(F )

w(T )

w(1)

z(2)

d̂

z(1)

...

x(1)

x(2)

x(T )

...

Nb

z(T )

h(2)

Kb

π(2)

π(1)

π(T )

c(1)

c(2)

c(T )

d

...

h(1)
c

...

w(2)

Figure 4.1: Bit-interleaving transmit diversity scheme for CC-HARQ systems.

sion (IT) scheme under joint maximum-likelihood (ML) detection and decoding. The
advantages of the BID scheme is even more important for high order modulation. In
order to exploit the potential of the BID scheme, we propose a low complexity MMSE-
based turbo-equalization scheme for packet combining, including multiple and separate
equalizers followed by a maximum ratio combiner. The performance of the proposed
combining scheme are illustrated by EXIT charts analysis [43] and numerical simula-
tions.

In the second part, we compare the performance of the BID scheme with the phase
precoding diversity scheme. Finally, we extend the use of BID for MIMO frequency-
selective channels where the interleaver can be optimized for better performance.

4.2 Euclidean distance analysis

We start by showing the advantages of the BID scheme in comparison with the IT
scheme when using a maximum-likelihood receiver. To this end, we show the e�ect of
using di�erent random interleavers for multiple HARQ transmissions on the statistics
of the squared output Euclidean distance.

Let x(t) be the interleaved and modulated transmitted sequence at the t-th HARQ
round. Let e(t) be the corresponding error sequence, i.e. e(t) = x̂(t) − x(t). We recall
from Equation (2.66) that the total OSED after T HARQ rounds is given by

∆T =

T∑

t=1

∆(t) =

T∑

t=1

L−1∑

ℓ=−L+1

R∗
ℓ (h

(t))Rℓ(e
(t)) (4.1)

which can be expressed as
∆T = ΓT + ΛT (4.2)

where

ΓT =
T∑

t=1

R∗
0(h

(t))R0(e
(t)) (4.3)
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ΛT = 2ℜ
(

T∑

t=1

L−1∑

ℓ=1

R∗
ℓ (h

(t))Rℓ(e
(t))

)

(4.4)

Remember that ΓT gives the squared Euclidean distance for an equivalent frequency-
non-selective channel, while ΛT re�ects the e�ect of the frequency-selective nature of
the channel. The performance of the system over an equivalent �at-fading channel
(ΛT = 0) is referred to as the Matched �lter bound (MFB) which can be obtained by
perfect removing of intersymbol interference from the received signal.

In the following, we will compare the statistics of both ΓT and ΛT between the
BID scheme and the IT scheme over the extended error space Ed (cf. Chapter 2) and
all possible channel realizations. We will consider the two channel models LTSC and
STSC as de�ned in Chapter 1.

For a time-varying channel, the channel autocorrelations R∗
ℓ (h

(t)) are also random
variables whose statistics are required for the calculation of the statistics of the Eu-
clidean distance.

4.2.1 Statistics of channel autocorrelation

For simplicity, we consider a multipath fading channel with uniform power-delay pro�le.
Since the channel tap coe�cients are independent, the random variables R∗

ℓ (h
(t)) are

independent for di�erent t and pairwise uncorrelated for di�erent lags ℓ. The statistics
of the channel autocorrelation coe�cients can be calculated easily using the indepen-
dence between channel tap coe�cients and the fact that R0(h

(t)) = ||h(t)||2 is Gamma
distributed random variable with mean 1 and variance 1/L. This yields to the following
results

µRh,ℓ
, µ(R∗

ℓ (h
(t))) =

{

1 if ℓ = 0

0 if 0 < ℓ ≤ L− 1
(4.5)

σ2
Rh,ℓ

, σ2(R∗
ℓ (h

(t))) =

{
1
L if ℓ = 0
L−ℓ
L2 if 0 < ℓ ≤ L− 1

(4.6)

In the following, the Euclidean distance statistics are given as function of µRh,ℓ
and

σ2
Rh,ℓ

.

4.2.2 Statistics of autocorrelations product

Since the Euclidean distance is the sum of products between the channel autocorrela-
tion coe�cients and the error autocorrelation coe�cients, we need to characterize the
statistics of the product R∗

ℓ (h
(t))Rℓ(e

(t)).

In order to simplify our notations, we also de�ne the following quantities

µRe,ℓ
, µ(Rℓ(e

(t))) (4.7)

σ2
Re,ℓ

, σ2(Rℓ(e
(t))) (4.8)
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Since R∗
ℓ (h

(t)) is independent of the error autocorrelation Rℓ(e
(t)), the mean and the

variance of their product can be calculated as

µ(R∗
ℓ (h

(t))Rℓ(e
(t))) = µRh,ℓ

µRe,ℓ
=

{

µRe,0 if ℓ = 0,

0 if 0 < ℓ ≤ L− 1.
(4.9)

(4.10)

σ2(R∗
ℓ (h

(t))Rℓ(e
(t))) = σ2

Rh,ℓ
σ2
Re,ℓ

+ µ2
Rh,ℓ

σ2
Re,ℓ

+ σ2
Rh,ℓ

µ2
Re,ℓ

(4.11)

=

{

σ2
Rh,0

µ2
Re,0

+ (µ2
Rh,0

+ σ2
Rh,0

)σ2
e,0 if ℓ = 0,

σ2
Rh,ℓ

σ2
Re,ℓ

if 0 < ℓ ≤ L− 1.
(4.12)

where we have used the fact that µRe,ℓ
= 0 and µRh,ℓ

= 0 for ℓ 6= 0.

Under the uniform interleaving assumption, the choice of the interleaver does not
change the statistics statistics for error autocorrelation for a single transmission. There-
fore, the mean statistics for both variables remain the same for both HARQ retrans-
mission schemes, i.e.

µ(ΓT ) = TµRh,0
µRe,0 (4.13)

µ(ΛT ) = 0 (4.14)

However, the variance statistics could change according to the HARQ retransmission
scheme and the channel model as it will presented by the following.

4.2.3 CC-HARQ with identical transmissions

For the IT scheme, the same sequence x is transmitted at each HARQ round. For T
transmissions, we have e = e(1) = · · · = e(T ) and consequently the autocorrelations of
the error sequence Rℓ(e

(t)) are the same for 1 ≤ t ≤ Tmax. In this case, the expressions
of ΓT and ΛT simplify to

ΓIT
T = R0(e)ΩT,0 (4.15)

ΛIT
T = 2ℜ

(
L−1∑

ℓ=1

Rℓ(e
(t))ΩT,ℓ

)

(4.16)

where ΩT,ℓ =
∑T

t=1R
∗
ℓ (h

(t)) which was previously de�ned in (2.68). We see from
(4.15) and (4.16), that a simple retransmission of the same codeword o�ers only channel
diversity expressed by an accumulative channel gain ΩT,0 and accumulative interference
ΩT,ℓ which both depend on the channel statistics.
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4.2.3.1 LTSC model

For this channel model, we have h(t) = h for 1 ≤ t ≤ Tmax. The accumulated channel
autocorrelation at the T -th transmission is then ΩT,ℓ = TR∗

ℓ (h). From this, we deduce
the statistics of the two variables ΓT and ΛT by using the results of Proposition 2 in
Chapter 2 as given below

σ2(ΓIT−LTSC
T ) = T 2σ2

Rh,0
µ2
Re,0

+ T 2(µ2
Rh,0

+ σ2
Rh,0

)σ2
e,0 (4.17)

σ2(ΛIT−LTSC
T ) = T 2κ2

L−1∑

ℓ=1

σ2
Rh,ℓ

σ2
Re,ℓ

(4.18)

where κ is a constant depending on the used modulation (cf. Proposition 3 in Chapter
2). This is simply T 2 times the variance for a single transmission. This indicates
that both the equivalent channel gain and the interference power increase by the same
factor resulting in a simple SNR shift from the performance of the maximum-likelihood
receiver at the �rst transmission.

4.2.3.2 STSC model

For this channel model, the channel changes independently from one transmission to
the next. Consequently, µ(ΩT,ℓ) = TµRh,ℓ

and σ2(ΩT,ℓ) = Tσ2
Rh,ℓ

which leads to the
following statistics for ΓT and ΛT :

σ2(ΓIT−STSC
T ) = Tσ2

Rh,0
µ2
Re,0

+ T (Tµ2
Rh,0

+ σ2
Rh,0

)σ2
e,0 (4.19)

σ2(ΛIT−STSC
T ) = Tκ2

L−1∑

ℓ=1

σ2
Rh,ℓ

σ2
Re,ℓ

(4.20)

In comparison with the LTSC model, we remark a variance reduction by a factor of
1/T for both variables which re�ects the e�ect of channel diversity on the Euclidean
distance.

In the next subsection, we show how the BID scheme changes these statistics.

4.2.4 CC-HARQ with bit-interleaving diversity

Using independent interleavers Rℓ(e
(t)) become i.i.d. random variables for di�erent

values of t. Using this assumption, we can recompute the statistics of the Euclidean
distance for both channel models in a similar way to the case of identical retransmissions.
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4.2.4.1 LTSC model

For this channel model, the expressions of ΓT and ΛT which are given respectively in
(4.3) and (4.4) simplify to

ΓBID−LTSC
T = R0(h)

T∑

t=1

R0(e
(t)) (4.21)

ΛBID−LTSC
T = 2ℜ

(
L−1∑

ℓ=1

R∗
ℓ (h)

(
T∑

t=1

Rℓ(e
(t))

))

(4.22)

This leads to the following variances

σ2(ΓBID−LTSC
T ) = T 2σ2

Rh,0
µ2
Re,0

+ T (µ2
Rh,0

+ σ2
Rh,0

)σ2
e,0 (4.23)

σ2(ΛBID−LTSC
T ) = Tκ2

L−1∑

ℓ=1

σ2
Rh,ℓ

σ2
Re,ℓ

(4.24)

In comparison with the IT scheme, we observe that the second term in (4.17) is reduced
by a factor of 1/T resulting in a variance reduction for ΓT when σ2

e,0 6= 0. This manifests
by a spectrum thinning of the distribution ΓT about its average value. The case where
σ2
e,0 = 0 happens for some low order modulations such as BPSK modulation and QPSK

modulation with Gray mapping for which R0(e
(t)) is proportional to the Hamming

weight of the error sequence whatever was the interleaving. Actually, σ2
e,0 re�ects the

inherent modulation diversity of the used mapping scheme. The relative amount of
variance reduction for ΓT depends on the ratio between the second term to the �rst
term in (4.17) i.e.

(µ2
Rh,0

+ σ2
Rh,0

)σ2
Re,0

σ2
Rh,0

µ2
RRe,0

= (1 + L)
σ2
Re,0

µ2
Re,0

(4.25)

which, increase with the channel length L and the modulation order as shown in Fig-
ure 4.2 for a packet length Nb = 1200 bits and di�erent orders of QAM modulation
with Gray mapping. As an example, for d = 10, L = 5, and 16-QAM modulation, this
ratio is about 6× 0.133 = 0.8. This means that the second term forms 45% of the total
variance.

We conclude that for the LTSC model, the performance limits of the BID scheme are
better than the IT for high order modulations due to the resulting modulation diversity.

With regards to the variance of ΛT , we observe a reduction factor of 1/T indicating a
reduced interference power in the combined signal. This is an expected result, because
the equivalent interleaving length for T transmissions (forming a single codeword obtain
from a concatenated T -repetition code) in the BID scheme is T times larger than the
interleaving length for the IT scheme. We conclude that the joint detection performance
of the BID scheme are better under joint maximum-likelihood sequence detection.
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4.2.4.2 STSC model

For this channel model, we obtain

σ2(ΓBID−STSC
T ) = Tσ2

Rh,0
µ2
Re,0

+ T (µ2
Rh,0

+ σ2
Rh,0

)σ2
e,0 (4.26)

σ2(ΛBID−STSC
T ) = Tκ2

L−1∑

ℓ=1

σ2
Rh,ℓ

σ2
Re,ℓ

(4.27)

In comparison with the IT scheme for the STSC model, we see a reduction in the
variance of ΓT observed in the second term of (4.19) (only if σ2

e,0 6= 0) by a factor of

µ2
Rh,0

+ σ2
Rh,0

Tµ2
Rh,0

+ σ2
Rh,0

=
1 + 1/L

T + 1/L
=

1 + L

1 + LT
(4.28)

which tends to 1/T for large value of L. again, this indicates the inherent modulation
diversity in the BID scheme. For ΛT , the variance remains the same as for the IT
scheme.

In conclusion, the BID scheme has better performance limits than the IT scheme
for high order modulations for both channel models. The interference power is only
reduced for the LTSC model due the decorrelation of ISI among the di�erent received
signals.
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4.3 Turbo-equalizer structure

Motivated by �nding a turbo-equalizer structure which exploits the potential of the
bit-interleaving diversity scheme, and to overcome the excessive complexity and the
performance limitation of the iterative combining scheme, we show in this section that
maximum ratio combining after separate equalization constitutes a suitable combining
scheme for the BID scheme.

Figure 4.3 shows the proposed turbo-equalizer structure. For T HARQ transmissions,
each transmission is equalized separately using the a posterior LLRs LDa (c) from the
channel decoder after interleaving as a priori. The extrinsic LLRs at the output of all
equalizers are added after deinterleaving before being fed to the channel decoder. Note
that we use an enhanced version of the turbo-equalizer proposed by [41] by using the full
soft output channel decoder information which leads to improved soft ISI cancellation.

equalizer T

equalizer 2

MMSE

Channel

Decoder

MAP
MMSE

equalizer 1
MMSE

π−(T )

π−(2)

π−(1)

LE
e (c(T ))
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e (c(1))

LE
e (c(2))

d̂
LE

e (c)

LD
a (c)

... ...

π(T )

π(2)

π(1)

...
...

z(1)

z(2)

z(T )

Figure 4.3: Turbo-equalizer structure with joint decoding for the BID scheme.

In the following, we will show by EXIT charts analysis why this combining scheme
with a turbo-equalizer has a better performance than iterative equalization for the BID
scheme and the joint equalization for the IT scheme.

4.3.1 EXIT charts analysis

Consider two HARQ transmissions generated by a rate-1/2 convolutional code C1(31, 27)8
and transmitted using 16-QAM modulation with gray mapping over random long-term
static ISI channel.

The principle of iterative equalization is illustrated on Figure 4.4 where the inter-
leaving operations are omitted for �gure clarity. The �rst received signal is equalized by
an equalizer, denoted by EQ1. A second equalizer, denoted by EQ2, is used to equalize
the second received signal using the output of EQ1 and the decoder output as a-priori.
Then, EQ1 re-performs the equalization of the �rst signal using the output of EQ2
and the decoder output as a-priori. Several iterations are performed between the two
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equalizers until the convergence. The output of both equalizers are combined and fed
to the channel decoder. This operation can repeated for several iterations.

iterations
Decoder

MAP

Channel

EQ 2

EQ 1

z(2)

d̂

z(1)

LE
e (c)

LD
e (c)

P

LE
e (c(1))

LE
e (c(2))

Figure 4.4: Principle of iterative equalization for BID scheme.

The code combining between two di�erently interleaved observations of the same
codeword is equivalent to the decoding of a single codeword generated by a rate-1/4
code C2 formed by the concatenation of the channel code with a rate-1/2 repetition
code. On Figure 4.5, we have plotted the EXIT charts for two MMSE equalizers for
SNR=2 dB. The curve I2 = f(I1) gives the transfer function of EQ2 and the curve
I1 = f−1(I2) gives the inverse transfer function of EQ1. Also, we have plotted the
inverse transfer functions of the two codes C1 and C2.

Starting with no a priori information about the transmitted packet, the two equal-
izers converge to the cross-point between their transfer functions (Point 'A'). At the
output of the combined code C2, we obtain the mutual information value Id which cor-
responds to the point 'B'. Even if we iterate between the two equalizers and the decoder,
we will converge always into the same point 'B'.

For the joint equalization method, we have plotted the transfer function of the joint
equalizer which bene�ts from a retransmission energy gain leading to a higher transfer
function. The convergence point of the turbo-equalizer is the intersection point between
the transfer function of the joint equalizer and the channel decoder C1 (Point 'C'). We
can see that Point 'C' has slightly higher output mutual information than Point 'B'
which explains the superiority of joint equalization combining strategy in comparison
with iterative equalization.

Now, we investigate the convergence behavior of the maximum ratio method without
iteration between the di�erent equalizers. As the two transmissions have the the same
SNR, the two equalizers give equal output mutual information. Therefore, the average
mutual information at the output of the two equalizers is the same as for the �rst
equalizer EQ1. After many iterations between the pair (EQ1, EQ2) and the channel
decoder of C2 we obtain the convergence point 'D' which has better reliability than 'C'.
These results con�rm the performance improvement provided by the BID scheme.
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4.3.2 Numerical results

In this section, we present some simulation results showing the performance of the BID
scheme using maximum ratio combining in comparison with identical transmissions with
joint equalization.

First, we consider a CC-HARQ retransmission scheme with Tmax = 4 over long-term
static channel of 5 taps with uniform power-delay pro�le. A packet of 600 information
bits are encoded by a rate-1/2 convolutional code CC(31, 27)8 giving 1200 coded bits.
After a random interleaver, each block is mapped to M = 600 symbols using a QPSK
modulation. At the receiver, we use an MMSE equalizer using a 15-tap linear �lter
(l1 = 9 causal taps and l2 = 5 non-causal taps). We evaluate the FER versus Es/N0

for both BID and IT schemes over 10000 packets. Figure 4.6 shows simulation results
without iteration. For comparison purposes, the MFB using perfect a-priori are also
plotted on the same Figure.

Obviously, the FER performance are the same in the �rst transmission. We see
clearly the superiority of the BID scheme in comparison with IT scheme for a non-
iterative receiver. A gain of more than 2 dB at FER=10−3 is obtained at the second
transmission. The relative gain increases with the number of retransmission. Note that
the MFB for both schemes are identical.

Now, we consider the same previous setup using 16-QAM modulation with Gray
mapping. Figure 4.7 shows the corresponding simulation results. We observe an impor-
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Figure 4.6: Performance comparison between BID and IT schemes with a non-iterative re-
ceiver using QPSK modulation over LTSC model.
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Figure 4.8: Throughput performance for BID and IT schemes using 16-QAM modulation over
STSC model. The receiver implements an MMSE turbo-equalizer with 5 turbo-iterations.

tant gain of more than 5 dB at FER=10−3 in favor of the BID scheme. We observe that
the MFB of the BID scheme is about 2.5 dB better than the MFB for the IT scheme
due to the modulation diversity.

For the STSC model we obtain similar results and Figure 4.8 shows the obtained
throughput performance. We see clearly the improvement in data throughput due to
BID, especially at low and medium SNR values. for high SNR values, the throughput
performance is dominated by the FER at the �rst transmission which is the same for
all discussed transmission schemes.

4.4 Comparison with phase precoding diversity

In this section, we compare the performance of the BID scheme with those of the PPD
scheme presented in the previous Chapter 3.

We know that phase precoding does not change the amplitude of the error symbol
and consequently, the PPD scheme has the same performance limits as the IT scheme.
Therefore, we focus here on the comparison of the statistics of the interference term ΛT
in the OSED.
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4.4.1 Euclidean distance analysis

We evaluate the variance of ΛT using the periodic phase precoding solution based on
the DFT matrix which is equivalent to frequency shift of the transmitted signal.

For the LTSC model, ΛT is given by

ΛPPD−LTSC
T = 2ℜ

[
L−1∑

ℓ=1

R⋆ℓ (h)ΞT,ℓ

]

, (4.29)

where we have de�ned ΞT,ℓ as the total autocorrelation of the precoded error sequence
given by

ΞT,ℓ ,

T∑

t=1

Rℓ(e
(t)) =

Ns∑

n=0

CT,ℓ(n)ene
∗
n−ℓ (4.30)

Using the precoding coe�cients a
(t)
n = e−j2πnν

(t)
, we have

CT,ℓ(n) =
T∑

t=1

a(t)
n (a

(t)
n−ℓ)

∗ =
T∑

t=1

e−j2πℓν
(t)

(4.31)

which is independent of n, and therefore can be moved out from the sum in (4.30)
leading to

ΞT,ℓ = CT,ℓRℓ(e) (4.32)

Consequently, the variance of ΞT,ℓ reduces to

σ2(ΞT,ℓ) = |CT,ℓ|2σ2
Re,ℓ

(4.33)

As it was shown in Chapter 3, by choosing frequency shifts ν(t) from the set {k/L :
k = 0, · · · , L − 1}, the squared cross-correlation of the precoding coe�cients is also
independent of ℓ and given by

|CT,ℓ|2 = T
L− T

L− 1
, ∀ℓ > 0, T < L. (4.34)

Finally, using (4.12) and the decorrelation between di�erent product terms of ΛT , the
variance of ΛT can be computed as

σ2(ΛPPD−LTSC
T ) = T

L− T

L− 1
κ2

L−1∑

ℓ=1

σ2
Rh,ℓ

σ2
Re,ℓ

(4.35)

In comparison with BID, we observe smaller variance for ΛT by a factor of L−TL−1 . In

the particular case when T = L, we have σ2(ΛT ) = 0 which means that the interference
is completely canceled by the PPD scheme. For large values of channel memory L, we
have |CT,ℓ|2 ≈ T and both diversity schemes become equivalent with regards to the ISI
power.

We conclude that the BID scheme has a better performance limits than the PPD
scheme for high order modulations, but the PPD scheme is more e�cient in combating
the interference for a short channel memory.
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4.4.2 Numerical results

Simulations are performed using SCME channel model. For each transmitted packet,
a random channel realization is generated and then used for all HARQ retransmissions
of the packet. We assume that the maximum of HARQ transmissions is Tmax = 4.
For the PPD scheme, frequency-shift parameters are ν(1) = 0, ν(2) = 1/2, ν(3) = 1/4,
and ν(4) = 3/4. All used interleavers are pseudo-random interleavers. Other simulation
parameters are inspired from the LTE standard [28] and listed in Tab. 4.1. Monte Carlo
simulations are performed over a maximum of 5000 packets.

Table 4.1: Simulation parameters.

Parameter Value

Frame length N = 516 for QPSK, N = 258 for 16-QAM

Symbol rate 7.68 Msps

CP length P = 64

Channel model SCME urban macro scenario

Shaping �lter raised cosine with roll o� 0.23

Doppler no Doppler

We �rst consider a non-coded transmission system in order to show the intrinsic
gain for both diversity schemes compared to the identical transmission scheme. This
corresponds to the system performance before channel decoding for coded systems.
Figure 4.9 shows the FER performance versus the average SNR after the last HARQ
round (T = 4) for QPSK and 16-QAM modulations.

We can observe the superiority of the PPD scheme among all transmission schemes
due to its best capability in interference mitigation. For QPSK modulation, we have
SNR gain at FER=10−2 of about 2 dB for the BID scheme and 4 dB for the PPD
scheme in comparison with the IT scheme. Note that the PPD scheme is only at 0.4
dB of the MFB which is the same for all schemes in the case of QPSK modulation. For
16-QAM modulation, the MFB for the BID scheme gives the best performance, but the
better performance for the PPD scheme are due to the better performance of the joint
equalization compared to the LLR combining used for the BID scheme.

It is true that the used channel has a large channel memory which may attain more
than 100 symbol periods, but it has a decreasing power-delay pro�le with most of the
interference power originating from the less delayed paths. In this sense, the e�ective
channel memory is not very large. This explains the larger interference reduction in the
case of the PPD scheme.

Now, we consider a coded system with a non-iterative receiver including separate
equalization and channel decoding without turbo-iteration. The performance of the
non-iterative receiver is obtained by performing one equalization step followed by one
channel decoding step.
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Figure 4.9: FER performance comparison between di�erent transmission schemes for a non
coded system using QPSK and 16-QAM modulations.

The channel code is the LTE turbo-code of rate-1/3 using two identical constituent
convolutional codes (1, 15/13)8 with quadratic permutation polynomial internal inter-
leaver of length K = 344 taken from [28] (Table 5.1.3-3). For simplicity, no trellis
termination is performed for the component codes. The receiver performs one equaliza-
tion step followed by one channel decoding step. The channel decoder itself performs
a maximum of �ve internal iterations between the two internal convolutional decoders
in the turbo-decoder. Simulation results are given in Figure 4.10 for both QPSK and
16-QAM modulations.

We remark that using a powerful code, both diversity schemes have almost similar
performance. We can observe that the performance of the BID scheme are still far
from the corresponding MFB for 16-QAM modulation. For a higher coding rate, the
performance gains of the proposed diversity schemes lay somewhere between the full
rate case (rate 1/3) and the uncoded case. In order to close this gap, an iterative
processing can be performed between the detector and the channel decoder.

Due to the high complexity of the iterative processing using a turbo-code, we use the
LTE convolutional code of rate-1/3 whose generator polynomial is (133, 171, 165)8. Here
again, no trellis termination is performed for the convolutional code. Figure 4.11 shows
the FER performance at the last HARQ round for separate detection and decoding,
while Figure 4.12 shows the corresponding FER performance for a turbo-equalizer which
performs a maximum of four turbo-iterations.

We note that for a linear receiver without turbo-iterations, the performance of both
diversity schemes are almost the same. Unlike for a non coded system, using a turbo-
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Figure 4.10: FER performance comparison between di�erent transmission schemes for a coded
system using a turbo-code for QPSK and 16-QAM modulations.
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Figure 4.11: FER performance for di�erent transmission schemes for a coded system with a
rate-1/3 convolutional code using 16-QAM modulation and linear detection.
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Figure 4.12: FER performance for di�erent transmission schemes for a coded system with a
rate-1/3 convolutional code using 16-QAM modulation and turbo-equalization.

equalizer in a coded system, the BID scheme outperforms the PPD scheme because the
iterative receiver performs closely to the MFB which is better for the BID scheme.

In conclusion, the PPD is suitable for a linear receiver with separate equalization
and decoding, especially for high rate channel coding. The BID scheme gives better
performance with an iterative receiver at the expense of a higher system complexity.

4.5 Extension to MIMO frequency-selective channels

MIMO transmission is a powerful technique which improves the spectral e�ciency by
exploiting the channel diversity between the transmit and receive antennas. However,
this requires more sophisticated signal processing techniques at the receiver side in order
to mitigate interchannel interference (ICI) and intersymbol interference (ISI) [75]. Joint
equalization for multiple HARQ transmissions over MIMO channels can be performed
by the generalization of the single-antenna case as presented in [70].

In the context of CC-HARQ transmissions, antennas permutation diversity is pro-
posed in [76, 77] in order to exploit available channel diversity between di�erent antennas
in slow time-varying channels. Each symbol is transmitted on a di�erent antenna at
each retransmission which can be viewed a special form of symbol-interleaving diversity
prior to space-time multiplexing. In this section, we generalize the BID scheme to the
case of MIMO multiplexing.
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4.5.1 System model

We consider the same transmission system with the di�erence that the modulated sym-
bols are spatially multiplexed and transmitted over Nt ×Nr MIMO frequency-selective
channel. The channel between the j-th transmit antenna and the i-th receive antenna
is a frequency-selective channel modeled by its equivalent response of length L, denoted

by h
(t)
i,j = (h

(t)
i,j,0 · · ·h

(t)
i,j,L−1). The received sequence vectors are modeled as

z(t)
n =

L−1∑

ℓ=0

H
(t)
ℓ s

(t)
n−ℓ + w(t)

n , n = 0, · · · , Ns − 1

whereH
(t)
ℓ denotes the ℓ-th pathNr×Nt channel matrix, w

(t)
m is an independent additive

white complex Gaussian noise w
(t)
n ∼ N (0Nr×1, σ

2
wINr), and Ns = Nb/(QNt) assumed

integer.

4.5.2 Euclidean distance analysis

For a MIMO channel, the total OSED after T HARQ rounds can be found by a straight-
forward generalization of the single antenna case by �rst considering the case of Nt

transmit antennas and one receive antenna, then accumulating the results over Nr re-
ceive antennas and T HARQ transmissions. This leads to

∆T =
T∑

t=1

Nr∑

i=1

Nt∑

j=1

Nt∑

k=1

L−1∑

ℓ=−L+1

R∗
ℓ (h

(t)
i,j ,h

(t)
i,k)Rℓ(e

(t)
k , e

(t)
j ), (4.36)

where Rℓ(., .) is the deterministic periodic cross-correlation at lag ℓ between the two
parameter sequences, de�ned for two arbitrary complex sequences x and y of length Ns

by Rℓ(x,y) ,
∑Ns−1

n=0 xny
⋆
n−ℓ.

The performance limits of the maximum-likelihood receiver are obtained by sup-
posing that the ICI and the ISI are completely canceled by the receiver. This can
be obtained by forcing all channel cross-correlation terms in (4.36) to be zeros, i.e.

Rℓ(h
(t)
i,j ,h

(t)
i,k) = 0 for k 6= j or ℓ 6= 0. This yields to

ΓT =

T∑

t=1

Nt∑

j=1

(
Nr∑

i=1

||h(t)
i,j ||2

)

||e(t)
j ||2. (4.37)

The term ΓT corresponds to the squared Euclidean distance for packet transmission
over Nt block-fading channels with an equivalent squared channel gain for j-th channel
∑Nr

i=1 ||h
(t)
i,j ||2 with mean denoted as µh = Nr and variance denoted as σ2

h = Nr/L.
The remaining terms in the expression of ∆T in (4.36) re�ect the Euclidean distance
�uctuation due to the presence of ICI and ISI. These terms are grouped in the variable
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ΛT given by

ΛT =

T∑

t=1

Nr∑

i=1

Nt∑

j=1

Nt∑

k=1
k 6=j

L−1∑

ℓ=−L+1
ℓ6=0

R∗
ℓ (h

(t)
i,j ,h

(t)
i,k)Rℓ(e

(t)
k , e

(t)
j ), (4.38)

We limit our analysis to the e�ect of BID on the statistics of ΓT since we know that
BID would results in interference reduction for the LTSC model due to the introduced
decorrelation between error sequences in subsequent HARQ transmissions.

For a given total Hamming weight d, the random variables ||e(t)
j ||2 are identically

distributed and independent with respect to t. However, for the same t, they are
not independent for di�erent j due the constraint over their total Hamming weight

d =
∑Nt

j=1 d
(t)
j . Moreover, two di�erent blocks ||ei||2 and ||ej ||2 are conditionally inde-

pendent giving their respective Hamming weight di and dj . Taking into account these
considerations, we obtain after a straightforward computation the following general
expressions for the mean and the variance of ΓT

µ(ΓT ) = TNtµhµe, (4.39)

σ2(ΓT ) = TNt

(
aµ2

e + bσ2
e + cρe

)
, (4.40)

where we have de�ned µe , µ(||ej ||2), σ2
e , σ2(||ej ||2)], and ρe , E[(||ei||2−µe)(||ej ||2−

µe)] for i 6= j. The coe�cients a, b, and c are tabulated in Table 4.2 according to the
channel model and the transmission scheme.

Table 4.2: Parameters of the variance of ΓT .

Channel-Scheme a b c

IT-LTSC Tσ2
h T (µ2

h + σ2
h) T (Nt − 1)µ2

h

BID-LTSC Tσ2
h µ2

h + σ2
h (Nt − 1)µ2

h

IT-STSC σ2
h Tµ2

h + σ2
h T (Nt − 1)µ2

h

BID-STSC σ2
h µ2

h + σ2
h (Nt − 1)µ2

h

We can verify that putting Nr = 1 and Nt = 1, we obtain the same expressions
previously obtained for the case of single antenna. The di�erence with the single antenna
case is the last term ρe which expresses the antenna diversity in the system. Moreover,
the statistics of the error sequence are given at the sub-block level.

We observe that a is the same for both schemes because it is related to the channel
diversity. However, the coe�cients c and d are reduced by the BID scheme for both
channel models. Actually, ρe is always negative because more errors in one block means
less errors in the others. Therefore, the reduction of the multiplicity c of this term has
a negative e�ect on the Euclidean distance. Therefore, we like to minimize this term by
a special choice of the interleaver at each retransmission in order to equally distribute
errors among di�erent antennas as it will be seen in Section 4.5.3.
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Another di�erence with the single antenna case is that σ2
e can not be zero even

for low order modulations due to the variation of the Hamming weight dj inside one
error block. This indicates that some modulation diversity can be obtained for MIMO
channels with Nt > 1. Indeed, the transmitted signal from multiple antennas is a
combined signal which has a higher order modulation than the used constellation per
antenna. Therefore, using the term "modulation diversity" for MIMO transmission is
relevant whatever was the used constellation.

Note that the variables µe, σ
2
e and ρe depend on Nt in addition to other system

parameters Nb, Q, d and the mapping scheme as it has been seen for the single antenna
case. They can be computed using combinatorial analysis as shown in Appendix-F.
Numerical results for block error statistics with Nt = 2 are shown in Figure 4.13.
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Figure 4.13: Block error statistics for 2 × 2 MIMO for Nb = 1024.

We observe that 16-QAM modulation has larger values of σ2
e and ρe which indicated

that high order modulations take better bene�ts from the BID scheme. For high values
of d, the �rst term aµ2

e is the dominant term in the expression of the variance. Since
the coe�cient a is the same for both transmission schemes, they have similar variances.
For low values of d, the contribution of the second and the third term becomes larger
in the variance of ΓT . Consequently, the bene�t of the BID scheme is more important
for channel codes with low free distance.

4.5.3 Interleaver design

The choice of the used interleavers can have some e�ect on the resulting diversity.
Instead of using random interleavers, we propose to use more structured interleavers in
order to enhance the modulation diversity and the antenna diversity.
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For high order modulations, the constellation mapping can not o�er the same degree
of protection for all bits against error. For example, in 16-QAM modulation with Gray
mapping, we can classify the modulated bits {b1, b2, b3, b4} into two classes according
their degree of protection: the �rst class B1 = {b1, b3} is more protected than the second
class B2 = {b2, b4}. Exchanging the transmitted bit between the two classes would
o�er the same degree of protection for all bits. Another diversity aspect concerns the
transmitting antennas. Since the channel between di�erent antennas are independent,
we can enhance channel diversity by changing the transmission antennas for each bit
at each HARQ retransmission. Based on these remarks, we construct the di�erent
interleavers using the following algorithm:

• Associate to each bit position n of the transmitted packet after interleaving a
couple of parameters (an, ln) indicating the transmitting antenna an and its pro-
tection level ln.

• Assign to each bit ck of the original coded packet before interleaving the ensemble
of previously used antennas Ak and previously used protection levels Lk. The
ensembles Ak and Lk are initially empty.

• For the current transmission t = 1, · · · , Tmax:
- Put at the position n a randomly selected coded bit ck such that ln /∈ Lk and
an /∈ Ak.
- Add an to Ak and ln to Lk for the next transmission.

The advantage of this algorithm in comparison with antenna permutation [77] is that
the group of transmitted bits over one antenna are not restricted to stay together in
the next transmission. This results in an increased interleaving depth which in turns
enhances turbo-equalization performance. We refer to the interleavers obtained by this
construction as combined interleavers.

4.5.4 Numerical results

In the following simulations, we use the rate-1/2 non-recursive convolutional code
CC(133, 171)8 for channel coding. The transmission takes place over 2 × 2 MIMO
frequency-selective channel of length L = 4. We assume that the maximum number of
HARQ transmissions is Tmax = 3. We evaluate the FER performance versus SNR per
receive antenna de�ned as Es

N0
= Nt

σ2
w
. The packet length is Nb = 1024. A maximum

of �ve turbo-iterations were performed at the MMSE turbo-equalizer which was imple-
mented in the frequency domain thanks to a cyclic pre�x insertion of length P = L
at the transmitter. Combined interleavers obtained by the algorithm given in Section
4.5.3 have been used.

First, we consider packet transmission using QPSKmodulation over the LTSC model.
Simulation results are shown in Figure 4.14. We see that for the IT scheme, the
obtained SNR gain is proportional to the number of transmissions. The BID scheme
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Figure 4.14: Performance comparison between BID and IT schemes using QPSK modulations
over long-term static 2 × 2 MIMO channel.

provides some performance enhancement of about 0.5 dB over the IT scheme. Actually,
with QPSK modulation we have less modulation diversity and the performance gap
between the two scheme is mainly due to the multiplexing diversity between transmitting
antennas. In addition, the convergence of the turbo-equalizer is faster for the BID
scheme due to the interference reduction by error decorrelation between subsequent
transmissions. Figure 4.14 shows the convergence behavior of the turbo-equalizer in
this case for T = 2. The gain at earlier iterations is even larger which makes the BID
also suitable for a non iterative receiver. Now we consider a 16-QAM modulation with
Gray mapping. Simulations results for both channel models for T = 3 are shown in
Figure 4.15. We can see that the BID scheme provides a performance gain of about 4.5
dB at FER=10−3 over the IT scheme at the third transmission. This the accumulative
e�ect of the modulation diversity and the multiplexing diversity provided by the BID
scheme. For the STSC case, we note a signi�cant performance gain of about 2.5 dB at
FER=10−3 is obtained at the third transmission which traduces the inherent modulation
diversity of the BID scheme.

Finally, in order to show the advantage of the proposed combined interleavers in
comparison with random interleavers, we have simulated the MFB for both schemes by
providing the channel equalizers with the exact soft information about the transmitted
symbols. Simulations are performed for 16-QAM modulation over the long-term static
channel model and the obtained results are given in Figure 4.17. We can see a gain
of 0.4 dB is obtained in this case by using combined interleavers in comparison with
random interleavers.
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Figure 4.15: Convergence behavior of the turbo-equalizer for BID and IT schemes using
QPSK modulation over LTSC 2 × 2 MIMO channel.
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Figure 4.16: Performance comparison between BID and IT schemes using 16-QAM modula-
tion for both LTSC and STSC 2 × 2 MIMO channel.
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Figure 4.17: Comparison between the MFB for random interleaving and combined inter-
leaving for T = 2 and 16-QAM mapping over long-term static 2 × 2 MIMO channel of length

L = 4.

4.6 Results and discussion

In conclusion, it is possible to improve the performance of CC-HARQ protocols in order
to decrease the gap with IR-HARQ protocols for frequency selective channels by using
one of the proposed transmit-diversity scheme depending on the packet length, the used
modulation, the receiver structure, and the communication channel model. Figures 4.18
show the performance comparison for the LTSC model between CC-HARQ with both
diversity schemes and the IR-HARQ for a non-iterative receiver. Other simulation
parameters are the same used in Chapter 1. Figures 4.19 show the corresponding MFB.

We see that the performance of CC-HARQ with phase-precoding diversity preforms
almost the same as IR-HARQ and even better for high SNR values. This indicates that
SNR gains in signal detection due to phase-precoding compensate for the precoding gain
in IR-HARQ. With an iterative receiver, both diversity schemes performs almost the
same for QPSK modulation, while for 16-QAM modulation, the bit-interleaving diver-
sity scheme gives better performance than phase-precoding. However, the performance
of IR-HARQ are still the best.

With regards to the STSC model, phase-precoding does not provide any signi�cant
improvement over identical retransmissions because the error sequences are already
decorrelated by the e�ect of the varying channel. However, the gap with IR-HARQ is
not too large for a non-iterative receiver. For a iterative receiver, the bit-interleaving
allows some performance enhancement for 16-QAM modulation.
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Figure 4.18: FER performance comparison between various retransmission schemes over
LTSC with a non-iterative receiver.
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Figure 4.19: MFB comparison between various retransmission schemes over LTSC model.

Table 4.3: IR-HARQ SNR gain over CC-HARQ with transmit diversity at FER=10−2.

non-iterative receiver iterative receiver

LTSC QPSK 0.2 dB (PPD) 1.5 dB (PPD)
QAM -1 dB (PPD) 2 dB (BID)

STSC QPSK 0.8 dB (PPD) 2 dB (PPD)
QAM 0.5 dB (BID) 2.2 dB (BID)

we summarize the SNR gap between IR-HARQ and CC-HARQ with transmit di-
versity in Table 4.3. We remark that for a non iterative receiver, the performance of
CC-HARQ with transmit-diversity is close to the IR-HARQ. For an iterative receiver,
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IR-HARQ stays better that CC-HARQ. Note that these value are obtained for a rela-
tively high initial rate of r = 4/5. The advantages of IR-HARQ decreases even more
with a higher initial coding rate.

4.7 Conclusions

We have shown in this paper that the bit-interleaving diversity scheme in conjunction
with joint decoding outperforms the identically interleaved scheme with joint equaliza-
tion in retransmissions based HARQ protocols over frequency selective channels. We
have also shown that MRC combining strategy better exploits the interleaving diversity
scheme than the iterative equalization strategy with lower computational complexity.
Our theoretical analysis shows that the BID scheme has better performance limits than
the PPD scheme for high order modulation, but the PPD scheme is more e�cient in
combating the ISI for channels with short memory. The PPD is suitable for a linear
receiver with separate equalization and decoding, while the BID scheme gives a better
performance with an iterative receiver. These diversity schemes can be used in order to
compensate for poor channel diversity in slow fading environment depending to the de-
sired performance complexity trade-o� and the system parameters including the channel
coding rate, the modulation order.

The use of the BID scheme can be extended to the MIMO frequency-selective chan-
nels. An additional source of diversity which is the antenna diversity is exploited by
the BID scheme. We have proposed an algorithm to construct combined interleavers
in order to enhance further the bit interleaving diversity performance. Finally, One
can view the BID scheme as kind of trade-o� among modulation diversity, antennas
permutation and phase precoding diversity schemes.

The results presented in this chapter have led to the following publications:

1. A. Assimi, C. Poulliat, and I. Fijalkow, �Diversity techniques for single-carrier packet
retransmissions over frequency-selective channels,� Accepted to EURASIP Journal on
Wireless Communications and Networking Special Issue on �3GPP LTE and LTE Ad-
vanced�, 2009.

2. A. Assimi, C. Poulliat, and I. Fijalkow, �Packet combining for turbo-diversity in HARQ
systems with integrated turbo-equalization,� in Int. Symp. Turbo Codes (ISTC), Lau-
sanne, Switzerland, September 2008, pp. 61�66.

3. A. Assimi, C. Poulliat, and I. Fijalkow, �Bit-interleaving diversity for HARQ transmission
over MIMO frequency-selective channels,� in IEEE International Workshop on Signal
Processing Advances in Wireless Communications (SPAWC), Perugia, Italy, June 2009,
pp. 310�314.

In the next chapter, we turn into a promising transmission scheme for high data
throughput in rapidly time-varying channels.
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Chapter 5

HARQ Protocols for Multi-Layer

Transmission

W
e consider in this chapter into another transmission scheme called multi-layer trans-
mission which, in conjunction with HARQ protocols, provides a promising scheme

for high data throughput in rapidly time-varying channels. This chapter addresses the
problem of packet combining jointly with the optimization of a HARQ protocol for
multi-layer transmission in Chase combining HARQ.

5.1 Introduction

For data transmission over rapidly time-varying multipath fading channel, adaptive
coding an modulation can not performed due to the unpredicted channel gain for the
current transmission. In such situations where no channel state information (CSI) is
available at the transmitter, multi-layer transmission is an e�cient way to improve data
throughput [78]. In multi-layer transmission, multiple coded packets, each of which is
referred to as a layer, are simultaneously transmitted over the channel using a lin-
ear superposition of modulated symbols. Di�erent transmission rates and powers can
be allocated to di�erent layers allowing di�erent degrees of protection to the di�erent
transmitted layers. The receiver employs successive interference cancellation (SIC) in
order to decode the superposed layers in the descending order of received power. With
varying channel conditions, the receiver decodes layers which match the instantaneous
channel gain. Therefore, partial decoding of the transmitted data in one block is pos-
sible. This is the di�erence with single-layer transmission where the whole transmitted
data in one block can be either entirely decoded or entirely loosed. This constitutes the
reason behind the layering gain.

The problem of the optimization of the transmitting rate and the transmitting power
per layer has been investigated by many works in the literature under di�erent con-
texts [79, 80, 81, 82]. In general, for a given power allocation scheme, there is an
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Figure 5.1: Transmitter scheme for multi-layer packet transmission.

optimal rate allocation solution. Inversely, for given transmission rates, there is an op-
timum power allocation solution. It has been shown in [83] that a small number of
layers is usually su�cient to achieve most of the layering gain. Moreover, equal rate
allocation is sub-optimal in general, and nearly optimal for moderate number of layers.
This why, we mainly focus in this work on the case of two-layer transmission.

For HARQ error control protocols, each packet has its own CRC signature allowing
layer-wise retransmission control. In incremental redundancy HARQ protocols, each
received block is separately detected and multiple retransmissions are decoded by using
code combining. Whereas, in Chase combining HARQ protocols, multiple blocks can
be combined at the signal level for better detection performance compared to post-
detection combining methods [46]. The performance of various multi-layered HARQ
protocols have been investigated in [78] for broadcast channels using an in�nite number
of layers without power optimization. In [84], the performance of a multi-level coded
QAM modulation was investigated for a frequency-selective channel.

In this chapter, we propose an adaptive retransmission protocol using CSI during
the previous transmissions in order to minimize the average FER performance of the
system. We �rst present the multi-layer transmission scheme and packet combining
methods for HARQ retransmissions. Then, we establish the equivalent MIMO model
for multi-layer HARQ retransmissions and the associated receiver structure. Based
on this MIMO model, we optimize the linear superposition coe�cients at each HARQ
round for two-layer transmission.

5.2 Multi-layer transmission scheme

We consider the transmission system hown in Fig. 5.1 using multi-layer single-carrier
signaling. The transmitted signal x is formed by a linear superposition ofM modulated
packets sm for m = 1, · · · ,M . Each individual packet is referred to as a layer. In each
layer, the information data packet dm, including CRC bits for error detection, is �rst
encoded by a forward error correction code (FEC) to obtain the coded sequence cm
having N coded bits. Di�erent coding rates may be used for di�erent layers. However,
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we assume in this chapter that the same code is used for all layers. This simpli�es the
system complexity by using the same encoder and decoder for all layer. The coded
sequence is then interleaved using a random interleaver Πm and mapped to a sequence
sm of Ns complex symbols using a Gray-mapped QPSK modulation. The transmitted
signal x can be written as

x =

M∑

m=1

αmsm, (5.1)

with αm = am exp(jφm) where am is a scaling factor and φm is a phase-shift (φm ∈
[0, 2π)). The scaling parameter am determine the allocated power to each layer under the
constraint of a unit average transmitted power, i.e.

∑M
m=1 a

2
m = 1. Whereas, the phase-

shift angles φm determine the shape of the combined constellation and consequently the
characteristics of the output signal such as the peak-to-average power ratio [85].

We consider a single-input single-output transmission system through a �at fading
channel. At the instant t (expressed in one block period), the received signal can be
modeled as

z(t) =
√
γh(t)x(t) + w(t), (5.2)

where h(t) is the complex channel gain, w(t) is the noise vector whose elements are
i.i.d. complex Gaussian random variables with zero mean and unit variance, denoted
by CN (0, 1), and

√
γ is average transmitted power or equivalently the average received

SNR. We assume that the channel gain h remains constant during the period of one block
transmission and changes independently from one block to another. In addition, we
assume that the receiver has a perfect CSI whereas no CSI is assumed at the transmitter
which justi�ed by the changing channel conditions from one transmission to the next.

At the receiver side, the received signal is decoded layer by layer in descending order
of power as shown in Figure 5.2. Without loss of generality, let a1 > a2 > · · · > aM .
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Then, the receiver �rst decodes the �rst layer by considering all other layers as noise,

z(t) =
√
γh(t)a

(t)
1 s

(t)
1 +

√
γh(t)

M∑

m=2

a
(t)
1 s

(t)
1 + w(t)

︸ ︷︷ ︸

noise

, (5.3)

In the case of correct decoding of s1, the contribution of s1 is removed from the received
signal by the interference canceler (IC) leading to the signal z̃(t) which contains the
remaining M − 1 undecoded layers, i.e.

z̃(t) = z(t) −√
γh(t)a

(t)
1 s

(t)
1 (5.4)

The receiver continues with the decoding of the second layer from z̃(t) in a similar
way to the �rst layer. This operation continues until the decoding of all layers. In
the case of decoding failure of one layer, the receiver abort the decoding process. At
the end of the decoding process, the receiver returns a positive acknowledgment ACK
for the successfully decoded layers, where as a negative a acknowledgment NACK for
the remaining undecoded layers. In the case of successful decoding of all layers, the
transmitter send new block with newM layers. Otherwise, some retransmission strategy
has to be considered. The question is what the best HARQ retransmission strategy that
maximizes the data throughput in the system.

5.3 HARQ protocols for multi-layer transmission

In order to ensure data reliability, we consider two retransmission strategies which have
been addressed in [78] for broadcast transmission with in�nite number of layers without
power allocation focusing on slowly fading channels.

a) Full-layered HARQ retransmission (FL-HARQ) The transmitter responds
by resending M layers consisting of the undecoded packets and new packets instead
of the correctly received packets. In this HARQ strategy, each layer is treated as an
independent virtual channel with an independent HARQ process associated to that
layer. The maximum number of allowable retransmissions Tmax is de�ned per packet.

b) Partially-layered HARQ retransmission (PL-HARQ) The transmitter re-
sponds by resending only the erroneous packets with modi�ed linear coe�cients. The
number of retransmitted layers is equal to the number of erroneous packets. In this
strategy, no additional packets are transmitted until the complete decoding of all pack-
ets in the previous block. The maximum number of allowable retransmissions Tmax is
de�ned per block of M packets.

For packet decoding using successive interference cancellation, MRC is usually used
before the decoding of each layer. Since the equivalent noise (other undetected layers
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5.4. MIMO model for multi-layer retransmissions

and noise) in multiple layered HARQ transmissions are not independent, MRC is not an
optimal combining method. Our objective is to determine a better combining method
layered transmissions which takes into account the correlated nature of the equivalent
noise. To this end, we establish an equivalent MIMO model suitable for layered HARQ
transmissions as shown in the next section.

5.4 MIMO model for multi-layer retransmissions

One can see the multi-layer transmission of M layers as a multiple-input single-output
(MISO) transmission system with M transmitting antennas with correlated channels.
Each transmitting antenna corresponds to one layer. Thus

z(t) =
√
γ

M∑

m=1

h̃(t)
m s(t)

m + w(t) (5.5)

where h̃
(t)
m = α

(t)
m h(t) is the equivalent channel for them-th layer by considering the linear

coe�cients α
(t)
m as a part of the MISO channel. The received blocks is initially stored

in a bu�er with the Tmax previously received signals after removing the contributions
of already decoded layers. Thus, the bu�er size is Tmax + 1 blocks. This choice for
the bu�er size is related to the packet combining method which will be presented later
in this chapter in order to estimate a given packet from all previously received signal
containing that packet.

At the instant t, the bu�ered signals are referred to by the variables z̃(t−i) for
i = 0, · · · , Tmax. After each successful decoding of one layer, the bu�ered signal are
updated by canceling the contribution of that layer from all bu�ered signals as in (5.4).
The received block at the instant t contains a maximum of M layers consisting of a
combination of retransmitted and/or new packets. Let Tm,t be the number of transmis-
sions of the m-th layer at the instant t. Naturally, for new transmitted layers, we have

Tm,t = 0 and for retransmitted layers s
(t)
m = s

(t−1)
m = · · · = s

(t−Tm,t)
m . The interference

canceler performs the following task

z̃(t−i) = z̃(t−i) −√
γh̃(t−i)

m s(t)
m , i = 0, · · · , Tm,t. (5.6)

In this way, the bu�ered blocks contain undecoded layers only.

Our objective is to determine the relation between the bu�ered signals and the
undecoded layers. For better understanding, we start by a simple example with two
layers M = 2 and a maximum number of retransmission Tmax = 1. The general case is
presented later in this section.

Example 4. Initially, at the instant t = 1, the received signal is

z(1) = h̃
(1)
1 s

(1)
1 + h̃

(1)
2 s

(1)
2 + w(1)
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which is stored in the bu�er as z̃(1). Assuming that the �rst layer was correctly decoded,
so z̃(1) is updated as follows

z̃1 = z̃1 − h̃
(1)
1 s

(1)
1 = h̃

(2)
1 s

(2)
1 + w(1). (5.7)

The transmitter responds by sending a new packet on the �rst layer and the same packet
on the second layer. The corresponding received signal is

z̃(2) = z(2) = h̃
(2)
1 s

(2)
1 + h̃

(2)
2 s

(2)
2 + w(2), (5.8)

with s
(2)
2 = s

(1)
2 . By combining (5.7) and (5.8), the two bu�ered signals can be viewed

as the output of a 2 × 2 MIMO channel expressed as

[

z̃
(2)
n

z̃
(1)
n

]

=

[

h̃
(2)
1 h̃

(2)
2

0 h̃
(1)
2

][

s
(2)
1,n

s
(2)
2,n

]

+

[

w
(2)
n

w
(1)
n

]

.

For other cases, similar results are obtained with the corresponding equivalent MIMO
channel response as illustrated in Fig. 5.3.
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Figure 5.3: Equivalent MIMO channel model for two layers retransmission.

In the general case, we distinguish between three types of undecoded packets:

• New transmitted packets: for which Tm,t = 0. Their number is denoted by Mn.

• Retransmitted packets: packets which have not yet reached the maximum number
of retransmissions 0 < Tm,t ≤ Tmax. Their number is denoted by Mr.

• Dropped packets: packets which have expired the maximum number of retrans-
missions. Their number is denoted by Md.
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5.4. MIMO model for multi-layer retransmissions

The ensemble of new and retransmitted packets are referred to as active layers as
opposite to dropped layers which are already declared in error to the upper network
layer. Therefore, the current transmission contains active layers only. We denote by
Ma = Mn +Mr the number of active layers at the current instant. Note that for both
FL-HARQ protocols, we haveMa = M , while for PL-HARQ protocols, we haveMn = 0
and Ma ≤M . We also denote by Mu = Mn +Mr +Md the total number of undecoded
packets.

We regroup the undecoded packets in the same matrix St of size Mu×Ns as follows.
The �rst Mr lines include the retransmitted packets. The next Mn lines include the
new packets. The last Md lines include the dropped packets. The equivalent MIMO
model between the undecoded packets and the bu�ered signals can be written as

zn =
√
γHtsn + wn (5.9)

for n = 0, · · · , Ns − 1, where

• zn = [z̃
(t)
n , · · · , z̃(t−Tmax)

n ]⊤,

• wn = [w
(t)
n , · · · , w(t−Tmax)

n ]⊤,

• sn is the n-th column of S,

• Ht is the (Tmax + 1)×Mu equivalent channel response for the undecoded packets
de�ned by their elements as

[Ht]i,j = εi,j h̃
(t−i)
mj

, 0 ≤ i ≤ Tmax, 1 ≤ j ≤Mu (5.10)

where mj is the index of layer which was used to transmit the j-th packet in St,
and εi,j = 1 if an the bu�ered signal z̃(t−i) contains the j-th undecoded packet,
and εi,j = 0 otherwise.

retransmitted

dropped

new

0

0

M
r

M
n

M
d

Figure 5.4: The equivalent MIMO matrix for multi-layer retransmission.

Figure 5.4 shows the form of the equivalent channel matrix. We illustrate the MIMO
model by taking the following example.
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Chapter 5. HARQ Protocols for Multi-Layer Transmission

Table 5.1: An example of a retransmission scenario under SFP and AFL HARQ strategies
with M = 3 and Fmax = 2.

Time Transmitted packets Decoding results
A=ACK, N=NACK

1 d1, d2, d3 A N N

2 d4, d2, d3 A A N

3 d5, d6, d3 N N N

4 d5, d6, d7 ? ? ?

Example 5. Consider the retransmission scenario shown in Table 5.1 with M = 3 and
Fmax = 2. At the fourth transmission, the undecoded packets are {d5,d6,d8} which
are transmitted on the layers {1, 2, 3}, respectively. We have only one dropped packet
{d3} which was transmitted on the layer {3}. In this case we have Ma = 3 and Md = 1
and the corresponding equivalent MIMO channel model is given by


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where s
(4)
1 , s

(4)
2 , s

(4)
3 , and s

(2)
3 correspond to d5, d6, d7, and d3 respectively.

Now, having determined the equivalent MIMO channel model for multiple HARQ
layered transmissions, we can apply classical detection methods for MIMO transmission
in order to jointly decode the undecoded packets like in V-BLAST architecture with
successive decoding [86].

We present in the next section the classical MRC combining method and the MMSE
MIMO detection. These two methods are treated as special cases of the general class
of linear detection methods. In order to simplify our notations, the time index t is
omitted, and the index of the bu�ered signals are indexed in such a way that the most
recent received block has the time index (1) and the oldest signal in the bu�er has the
time index (Tmax).

5.5 Packet combining

The receiver structure is shown in Fig. 5.5. From the bu�ered signals, the SIC receiver
starts with the combining and the decoding of the layer which has the best chance
to be decoded correctly. In the case of successful decoding, a replica of the interleaved
and modulated packet is generated in order to remove its contribution from the bu�ered
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5.5. Packet combining
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Figure 5.5: Receiver structure for packet combining of multi-layer HARQ transmissions using
successive interference cancellation and joint equalization.

signals. Then, the receiver determine again the best layer from the remaining undecoded
layers. The successive decoding continues in this manner until the decoding of all packets
or a decoding failure has been occurred.

With a linear combiner, the estimated symbols are given by

ŝm,n = fHm z̃n, 0 < n ≤ Ns − 1, 1 ≤ m ≤M (5.12)

where fm = [fm,0, · · · , fm,Tmax ]
⊤ are the linear weighting coe�cients which can be de-

termined according to the detection criterion.
Alternatively, ŝm,n can be written as

ŝm,n =
√
γfHmhmsm,n +

√
γ

Mu∑

j 6=m
fHmhjsj,n + fHmwn (5.13)

= µmsm,n + ηm,n (5.14)

where hi is the i-th column of the equivalent MIMO channel matrix and µm is the
equivalent channel gain for the m-th layer given by

µm =
√
γfHmhm (5.15)

and ηm,n is the equivalent noise with zero mean and variance given by

σ2
η = fHm (I + γHHH)fm − γ(fHmhm)2 (5.16)

Consequently, the SINR at the output of the linear combiner is calculated by treating
all other layers as noise leading to

ξm =
µ2
m

σ2
η

=
γ(fHmhm)2

fHm (I + γHHH)fm − γ(fHmhm)2
(5.17)

It is natural to assume that the layer which has the best chance to be decoded �rst is
layer which maximizes ξm. We denote the index of the chosen layer by m⋆ which is
de�ned as

m⋆ = arg max
1≤m≤Mu

(ξm) (5.18)
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The SIC receiver starts with the decoding of the packet m⋆. In the case of successful
decoding, the decoded packet is removed from the bu�ered signal. The new equivalent
channel matrix is reconstructed by removing the corresponding column from H and the
detection process continues with the next packet in the same way as for the �rst packet.

We present now the combining solution under MRC and MMSE detection criteria.

5.5.1 Maximum ratio combining

The i-th received signal in the bu�er can be rewritten as

z̃(i)
n =

√
γh̃(i)

m sm,n
︸ ︷︷ ︸

signal

+
√
γ

Mu∑

j=1,j 6=m
h̃

(i)
j sj,n + w(i)

n

︸ ︷︷ ︸

equivalent noise

(5.19)

The MRC coe�cients are given according to Equation (1.3) in Chapter 1 by

fm,i =

√
γh̃

(i)
m

σ2
m,i

(5.20)

where σ2
m,i is the variance of the equivalent noise and given by

σ2
m,i = γ

Mu∑

j 6=m
|h̃(i)
j |2 + 1 (5.21)

Note that the MRC solution only consider the bu�ered signal which contain the layer
m to be decoded and does not take into account the correlation between the equivalent

channel coe�cients h̃
(i)
j . The SINR at the output of the combiner can be calculated by

substituting the combining solution in the SINR expression of Equation (5.17).

5.5.2 MMSE detector

Under the minimum mean square error (MMSE) detection, the linear weighting vector
for the detection of the m-th layer is given by

fHm =
√
γhHm

(
I + γHHH

)−1
(5.22)

Consequently, the SINR at the output of the combiner is given by

ξmmse
m =

µ2
m

σ2
η

=
µm

1 − µm
= γhHm



I + γ

Mu∑

j 6=m
hjh

H
j





−1

hm (5.23)

where the last equality can be obtained by applying the matrix inversion lemma on the
expression of fHm .
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5.6 Adaptive HARQ Protocol for two-layer transmission

In this section, we investigate the best choice for linear coe�cients at the current trans-
mission in order to minimize the average packet error rate over all layers assuming
perfect channel coding and Gaussian source distribution.

For multiple transmissions, the instantaneous channel capacity C is given by

C = log2

(
det
[
I + γHHH

])

The instantaneous capacity C gives an upper bound on the total reliable transmitting
rate giving the channel state H. Since the transmitting rate using M layers is Mr,
where r is the transmitting rate per layer, the maximum number of layers which can be
supported by the channel is M = ⌊Cr ⌋. For block fading channels, due to the limited
observations of channel states in one data block, the outage probability is commonly
used as a measure of performance limit. It is shown in [87], that maximizing the average
outage probability is equivalent to equally distribute the available channel capacity over
di�erent layers. Let P out

m be outage probability for the m-th layer. Then, the optimum
is achieved when all layers have equal error protection, i.e. P out

1 (γ) = P out
2 (γ) = · · · =

P out
M (γ).

For simplicity, we restrict ourselves to the simplest case of two-layer transmission
with PL-HARQ protocol where only erroneous packets are retransmitted (Mn = 0) in
order to avoid the e�ect of the dropped packets on the detection performance.

5.6.1 First transmission

Suppose that the receiver bu�er is initially empty, the �rst transmission of two packets

is performed using the linear coe�cients α
(1)
1 and α

(1)
2 with |α(1)

1 | > |α(1)
2 |. The SINR

for the �rst layer using successive decoding is

ξ
(1)
1 =

γ|h(1)|2|α(1)
1 |2

1 + γ|h(1)|2|α(1)
2 |2

(5.24)

and for the second layer assuming correct decoding of the �rst layer

ξ
(1)
2 = γ|h(1)|2|α(1)

2 |2 (5.25)

We can verify that this transmission scheme can achieve the channel capacity

log2(1 + ξ
(1)
1 ) + log2(1 + ξ

(1)
2 ) = log2(1 + γ|h(1)|2)
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From (5.24) and (5.25), the outage probabilities for both layers are given by

P out
1 (γ) = Pr

(

log2(1 + ξ
(1)
1 ) < r

)

= F|h|2

(

ξ0

γ(|α(1)
1 |2 − ξ0|α(1)

2 |2)

)

(5.26)

P out
2 (γ) = Pr

(

log2(1 + ξ
(1)
2 ) < r

)

= F|h|2

(

ξ0

γ|α(1)
2 |2

)

(5.27)

where ξ0 = C−1(r) = 2r − 1, and FX(x) , Pr(X < x). As it is previously noted,
the maximum average outage is achieved when P out

1 (γ) = P out
2 (γ). This leads to the

following solution

|α(1)
1 |2 = (ξ0 + 1)|α(1)

2 |2,

which is independent of γ and the fading distribution. Since |α(1)
1 |2 + |α(1)

2 |2 = 1, we
get

|α(1)
1 |2 =

ξ0 + 1

ξ0 + 2
, and |α(1)

2 |2 =
1

ξ0 + 2
. (5.28)

Since the source is assumed complex Gaussian, the phases of the linear coe�cients can

be arbitrary chosen. Therefore, we assume that α
(1)
1 and α

(1)
2 are positive reals. For

example, for a transmission rate per layer r = 1 bit/cu which can be realized by using

a rate-1/2 error correction code with QPSK modulation, we obtain |α(1)
1 |2 = 2

3 and

|α(1)
2 |2 = 1

3 . The intersection point between ξ
(1)
1 and ξ

(1)
2 takes place at the outage

threshold γ|h(1)|2 = ξ0(ξ0 + 2).

5.6.2 Second transmission

There are two possible cases for error in the �rst transmission which are discussed below.

5.6.2.1 Case of two errors

If the �rst transmission falls in outage (γ|h(1)|2 < ξ0(ξ0 + 2)), the transmitter resends

both layers with new linear coe�cients α
(2)
1 and α

(2)
2 . The channel matrix for both

transmission is then

H =

[

α
(2)
1 h(2) α

(2)
2 h(2)

α
(1)
1 h(1) α

(1)
2 h(1)

]

We investigate the best choice for α
(2)
1 and α

(2)
2 that maximize the average outage

knowing that the �rst transmission was in outage.
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The instantaneous channel capacity C for both transmission can be upper bounded
by using Hadamard's inequality [88] as

C = log2 det
[
I + γHHH

]
(5.29)

≤ log2(1 + γ|h(1)|2) + log2(1 + γ|h(2)|2) (5.30)

with equality for a diagonal matrix, i.e. α
(2)
1 (α

(1)
1 )∗ + α

(2)
2 (α

(1)
2 )∗ = 0 leading to the

following retransmission solution

α
(2)
1 = (α

(1)
2 )∗, α

(2)
2 = −(α

(1)
1 )∗ (5.31)

This solution maximizes C, but is it compliant with the minimization of the average
outage per layer? To answer this question, we derive in the following the solution which
minimize the average outage probability.

According to Equation (5.18), the MMSE-SIC receiver selects the layer having the
highest SINR. It can be shown by direct evaluation of (5.23) that the output SINR if
the MMSE detector starts with the �rst layer

ξ
(2)
1 =

γ||h1||2 + γ2∆2|h(1)|2|h(2)|2
1 + γ||h2||2

, ξ
(2)
2 = γ||h2||2 (5.32)

Inversely, if the MMSE detector starts with the second layer, we obtain

ξ
(2)
2 =

γ||h2||2 + γ2∆2|h(1)|2|h(2)|2
1 + γ||h1||2

, ξ
(2)
1 = γ||h1||2 (5.33)

where ∆2 , |α(1)
1 α

(2)
2 − α

(1)
2 α

(2)
1 |2.

We observe from (5.32) and (5.33) that the �rst detected layer is the layer with the
maximum received SNR ||hm||2 (this is only true for the case of two-layer transmission).
Since the linear coe�cients in the �rst transmission are reals, we remark also that
the SINR is maximized with respect to the linear coe�cients phases in the second

transmission when α
(2)
1 and α

(2)
2 are reals with opposite signs because this maximizes ∆2.

Note that when ∆2 = 0 we have α
(1)
1 α

(2)
2 = α

(1)
2 α

(2)
1 . This means that the retransmission

uses the same linear coe�cients as in the �rst transmission. In this case, maximum ratio
combining can be performed between the two received signals before successive decoding
starting by the �rst layer. This solution provides the same outage probability for both
layers independently of channel realizations. However, it does not exploit the total
capacity of the channel.

Suppose that the SIC receiver selects layer 1 to be �rst decoded (||h1||2 > ||h2||2).
Then, having γ and h(1), the outage probabilities at the second transmission can be
computed from (5.32) as

P out
1 (γ) = Pr(log2(1 + ξ

(2)
1 )) < r) = F|h|2(β1) (5.34)

P out
2 (γ) = Pr(log2(1 + ξ

(2)
2 )) < r) = F|h|2(β2) (5.35)
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Figure 5.6: Optimum value for |α(2)
2 |2 as function of g1.

where

β1 =
ξ0 + ((ξ0 + 1)|α(1)

2 |2 − 1)g2
1

γ(1 − (ξ0 + 1)|α(2)
2 |2 + ∆2g2

1)
(5.36)

β2 =
ξ0 − |α(1)

2 |2g2
1

γ|α(2)
2 |2

(5.37)

where g2
1 , γ|h(1)|2. Using the optimum solution for the �rst transmission in (5.28),

the optimum solution for the second transmission can be found by solving β1 = β2 with

respect to |α(2)
2 |2 under the constraint ξ

(2)
1 > ξ

(2)
2 for g2 , γ|h(2)|2 > β⋆, where β⋆ is the

intersection value. This leads to solve the following equation

(ξ0 + 2)|α(2)
2 |2 = 1 + ∆2g2

1. (5.38)

Obviously, the solution of (5.38) depends on the channel gain in the �rst transmission
g2
1 except if ∆2 = 0. By solving (5.38) we obtain the following solution

|α(2)
2 |2 =

(g2
1 + ξ0 + 2)2

(ξ0 + 2)((g2
1 − ξ0)2 + 4ξ0 + 4))

(5.39)

In the other case when layer 2 is selected, we follow the same steps to obtain the
corresponding solution. By combining both cases, we obtain the results shown in Figure
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5.6. We remark that the second layer is allocated more power in the second transmission.
When g1 is su�ciently high, the retransmission power is mainly allocated to the second
layer.

For practical modulation and coding, our analysis is still applicable by replacing the
value of ξ0 by the SNR value which corresponds to the target error probability, such as
Pe = 10−3 for example. This value can be empirically determined from the performance
of the error correcting code over AWGN channel. For example, the corresponding
retransmission coe�cient for ξ0 = 2 dB is also shown in Figure 5.6.

5.6.2.2 Case of one error

Since the two layers are equally protected in the �rst transmission, this case would not
occur under ideal conditions. However, if this happens in real situations, the erroneous
packet is retransmitted alone using the total power.

Now, before continuing the adaptive retransmission strategy for following transmis-
sions, we evaluate the performance of the proposed adaptation scheme for only two
allowable transmissions.

5.6.2.3 Numerical results

In order to verify the advantage of the proposed adaptive HARQ protocol, we have
simulated the FER performance in the system for T − max = 2 over Rayleigh fading
channel using a regular Low density parity check code (LDPC) withK = 506, N = 1024
given in [89] (with up to 50 internal iterations). By numerical simulations, we �nd that
the empirical values of ξ0 for this code with QPSK modulation is about ξ0 ≈ 1.58 ≈ 2
dB instead of 0 dB for a perfect code with same rate and Gaussian modulation. Using
this new value, we found from (5.28) that the optimum power allocation for the �rst

transmission is |α(1)
1 |2 = 0.72.

Figure 5.7 shows the FER performance for the adaptive HARQ protocol using MMSE
detection. We observe that at the �rst transmission, the FER performance of the two
layers are not exactly the same. This is related to the successive decoding method with
imperfect channel code. Actually, let P1 denotes the FER for the �rst layer, and P2

denotes the FER for the second layer assuming that the �rst layer is correct. Since the
second layer is not decoded until the successful decoding of the �rst layer, the actual
FER for the second layer would be P1 + (1 − P1)P2. Thus, even if P1 = P2, the FER
for the second layer would be 2P1 − P 2

1 which explains the di�erence in FER for each
layer.

For the second transmission using the swept coe�cients, the detection order can
alternate between the two layers depending on the channel realizations in the �rst and
in the second transmission. Consequently, the e�ect of imperfect coding is distributed
equally over both layers. This is why the two FER curves are almost identical.
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Figure 5.7: Performance of the optimized layered HARQ protocol for Tmax = 2.

Figure 5.8 shows the average FER performance comparison between the adaptive re-
transmission scheme with identical retransmissions using the superposition coe�cients
given by (5.28). Note that the case of a single error is treated in the same manner for
both scheme. We observe several points: First the better performance of MMSE detec-
tion in comparison with MRC for the adaptive scheme. Second, the adaptive HARQ
protocol for multi-layer retransmission provides about 1.5 dB of gain in comparison
with static HARQ protocol at the second transmission. Third, we have simulated the
average FER for the simple retransmission solution given by (5.28) which maximizes
the instantaneous channel capacity. Interestingly, the performance loss is only about
0.1 dB compared with the optimal solution which minimize the average outage proba-
bility. This is actually the rational behind the proposed sub-optimal solution for later
retransmissions in section 5.6.3.

5.6.3 Third and following retransmissions

For the third retransmission, similar analysis can be performed as in the case of two
transmissions. However, this task becomes more complicated. Instead, we propose a
sub-optimal solution as follows: For the current transmission T (T > 2), let T0 be the
index of the previous transmission that has the largest channel gain. We adapt the
coe�cients at the current transmission with the transmission T0 based on (5.31), i.e.

α
(T )
1 = α

(T0)
2 , α

(T )
2 = −α(T0)

1 (5.40)
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Figure 5.8: Performance of the optimized HARQ protocol using MRC and MMSE combining
methods for Tmax = 2.

where
T0 = arg max

1≤t≤T−1
(gt) (5.41)

Indeed, by adopting this solution, we only need the knowledge of the index of the best
previous transmission T0 instead of complete CSI.

5.6.4 Simpli�ed adaptive HARQ protocol

In light of the previous analysis, we propose the following sub-optimal but simple adap-
tive HARQ protocols for layered transmissions:

• First transmission is determined from Equation (5.28).

|α(1)
1 |2 =

ξ0 + 1

ξ0 + 2
, and |α(1)

2 |2 =
1

ξ0 + 2
.

• Second transmission is determined from Equation (5.31).

α
(2)
1 = (α

(1)
2 )∗, α

(2)
2 = −(α

(1)
1 )∗

• Third and later transmissions are determined from Equation (5.40).

α
(T )
1 = α

(T0)
2 , α

(T )
2 = −α(T0)

1
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using the value of T0 returned by the receiver.

• For any retransmission request for a single layer, only the erroneous packet is
retransmitted in a single layer with the full power.

−2 0 2 4 6 8 10 12 14 16 18 20

10
−3

10
−2

10
−1

10
0

E
s
 / N

0
 (dB)

F
E

R

First transmission
Identical  Tmax =2
Optimized  Tmax = 2
Identical  Tmax = 3
Optimized  Tmax = 3
Code over AWGN

Figure 5.9: FER performance of the adaptive layered HARQ protocol for Tmax = 1, 2, and 3.

Figure 5.9 shows the FER performance of the proposed HARQ protocol for a maximum
number of retransmissions per packet Tmax = 3 using the same simulation parameters
as in Figure 5.7. We observe that, in comparison with identical retransmission, the
adaptive HARQ protocol for multi-layer retransmission provides about 2 dB of gain at
the third transmissions.

5.7 Conclusions

We presented in this chapter an adaptive HARQ protocol for multi-layer transmission
over block-fading channels with feedback. With the same coding rates for all layers,
we have optimized the superposition coe�cients at each HARQ transmission in order
to minimize the average frame error rate. We have shown in the case of a two layer
retransmission scheme, that maximizing the instantaneous channel capacity is almost
optimal for the minimization of average FER. The obtained solution consists of power
swapping and sign inversion which is very similar to Alamouti space-time diversity
scheme [5]. For long-term static channel, this solution allows the separation of the
two layers into two parallel channels. Multi-layer transmission with adaptive HARQ
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protocols provides the same protection for all transmitted bits. This can be viewed
as modulation diversity applied on a modi�ed 16-QAM constellation. However, the
successive decoding simpli�es the demapping and results in a lower decoding latency
since the decoding of lower layers is aborted if the upper layer is not decoded successfully.

The MMSE MIMO detection method has been generalized for multi-layer HARQ
transmissions over frequency-selective channels in our published paper in [90] conference
(see publications below). A potential perspective of this work is the generalization for
a frequency-selective channels including phase-precoding within each layer.

The results presented in this chapter have led to the following publications:

1. A. Assimi, C. Poulliat, and I. Fijalkow, �Packet combining for multi-layer hybrid-ARQ
over frequency-selective fading channels,� in Eur. Signal Process. Conf. (EUSIPCO),
Glasgow, Scotland, August 2009, pp. 671-675.

2. A. Assimi, C. Poulliat, and I. Fijalkow, �Reliable communications using multi-layer trans-
mission,� in EuropeComm, London, UK, August 2009.
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Conclusions and perspectives

We have considered in this thesis the problem of reliable data packet transmission us-
ing single-carrier signaling over frequency-selective fading channels. The main question
was how to optimize the HARQ retransmission protocols at the link layer of the com-
munication network with the signal processing at the physical layer including channel
equalization. We mainly focused on Chase Combining HARQ protocols due to their
implementation simplicity.

We have seen in the �rst chapter that IR-HARQ protocols outperform in general CC-
HARQ protocols, especially for high initial coding rate over slow time-varying �at fading
channels. For frequency-selective channels, the comparison between the two HARQ
protocols must also involves the performance of signal detection. Using maximum ratio
combining at the bit level after separate equalization of each received packet would lead
to the same relative performance between CC and IR. However, the performance of
CC can be improved by using joint equalization for packet combining which has better
performance than maximum ratio combining. Even though, the performance of CC are
still behind the performance of IR.

From these results, we wondered if it is possible to further improve the performance
of CC-HARQ protocols by introducing some modi�cations to the retransmission scheme
while keeping, in the same time, the relative simplicity of CC-HARQ protocols.

In order to answer this question, we have analyzed the performance of the trans-
mission scheme using an ideal maximum likelihood receiver in order to �nd out the
di�erent factors that a�ect the system performance. From this analysis we have found
the following results:

On one hand, the error sequence plays a similar role to that of the channel response
on the Euclidean distance distribution. This suggests that the retransmitted signal must
provide the required diversity if the communication does not. However, the amplitude
of the transmitted sequence is determined by the chosen constellation with a speci�c
PAPR at the input of the power ampli�er at the transmitter. In order create retrans-
mission diversity while keeping unchanged the PAPR level of the original constellation,
we propose to introduce phase-precoding diversity among subsequent CC-HARQ re-
transmission. The latter diversity scheme can be viewed as a generalized form of the
already known cyclic-frequency diversity in the frequency-domain for OFDMA systems.
The introduced phase-precoding at the transmitter can be handled with a modi�ed
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version of a joint equalizer without any signi�cant additional complexity in comparison
with joint equalization for identical retransmissions. Phase-precoding allows to smartly
decorrelate error sequences which results in reduced output Euclidean distance �uctu-
ations around the average. This results in enhanced joint equalization performance.
However, the performance limits of the phase-precoding diversity remains the same as
for identical retransmissions without precoding. This means that using a sophisticated
receiver including iterative equalization and decoding, no performance improvement can
be expected.

For frequency-selective channels, we have seen that turbo-equalization is an e�-
cient technique which provides a near maximum-likelihood performance. However, this
requires an additional computational complexity at the receiver and therefore an in-
creased latency. However, phase-precoding helps the turbo-equalizer to converge faster.
only 2 or 3 turbo-iterations are required to achieve most of the turbo-equalization gain.
Hence, a lower receiver complexity for the same performance between the precoded and
the non-precoded systems when using an iterative receiver structure.

On the other hand, the Euclidean distance variance is inversely proportional to the
interleaving length. For T HARQ transmissions, beside the superior coding gain, IR
bene�t from T times larger interleaving length in comparison with CC. Therefore, we
study in Chapter 3 the bit-interleaving diversity in order to recover this loss for the CC-
HARQ scheme. Fortunately, this diversity scheme introduce also decorrelation (with
a smaller degree than the optimized phase-precoding) between error sequences which
improve the equalization performance. Furthermore, bit-interleaving provides also some
modulation diversity for high order modulation. This leads to better performance lim-
its than the classical retransmission scheme. Also, for MIMO channels, bit-interleaving
bene�ts from spatial channel diversity. Both inherent diversities which result from the
bit-interleaving are subject to further improvement by a proper choice of the used inter-
leaver in order to provide the same degree of protection for all transmitted bits. From
our comparative study between bit-interleaving diversity and phase-precoding diversity,
we conclude that phase-precoding is suitable for not-iterative detection and decoding
while bit-interleaving is suitable for an iterative receiver and high order modulations.

The retransmission protocols with transmit-diversity have better throughput perfor-
mance for low to medium SNR range. For high SNR values, the data throughput is
mainly determined by the FER at the �rst transmission. When the transmitter knows
the average SNR value, the modulation and the coding scheme can be adapted ac-
cordingly. The adaptation is performed for a �nite number of quantized SNR values.
In rapidly time-varying conditions, no adaptation can be performed due to the unpre-
dictable channel gain. For this, we have turned our attention in the last chapter to the
multi-layer transmission scheme.

Multi-layer transmission can improve the throughput performance by carrying many
packets on the transmitted signal. The receiver decodes the totality of these packets
or a part of them depending on the instantaneous channel gain. In order to optimize
the HARQ retransmission protocols, we �rst modeled multiple multi-layer transmissions
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with an equivalent MIMO channel model. Then, based on this model, we proposed an
adaptive retransmission protocol that minimizes the average FER per layer. This work
was performed over a �at fading channel.

Perspectives

Multiple HARQ transmissions is considered in this thesis as SIMO transmissions with
the di�erence that the number of transmitting antennas varies from one packet to an-
other. According to this modernization, the phase-precoding diversity technique decor-
relates the equivalent channels between various receive antennas. It would be inter-
esting to extends this technique to MIMO transmissions in order to combat both of
inter-symbol interference and inter-channel interference.

One can view IR as a form of code diversity as it is exactly the case when using
self-decodable code at each HARQ transmission. We observe that, we have better
performance when the diversity is introduced earlier in the transmission scheme since
this inherently generates the diversity of the later blocks in transmitter scheme. This
leads to think that it is possible to obtain further improvement if we introduce some kind
of diversity to the information data before channel coding such as applying a di�erent
interleaver at each HARQ transmission before channel coding. This is another possible
perspective of this thesis.

Multi-transmission was studied in this thesis over �at fading channels. The extension
to frequency-selective channels and the possibility for the integration of the studied
diversity techniques are among of the perspectives of this thesis because the propagation
channels between various layers are inherently correlated.
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Appendix A: Proof of Lemma 1

The OSED is given by,

∆ = d2
E(e) = ‖h ∗ e‖2 =

Ns−1∑

n=0

∣
∣
∣
∣
∣

L−1∑

i=0

hien−i

∣
∣
∣
∣
∣

2

By developing the squared sum, we obtain,

∆ =

Ns−1∑

n=0

L−1∑

i=0

L−1∑

j=0

hih
∗
jen−ie

∗
n−j

By changing the order of summation and introducing the new variable n′ = n − i, the
previous equation becomes

∆ =
L−1∑

j=0

L−1∑

i=0

hih
∗
j

Ns−1−i∑

n′=−i
en′e∗n′+i−j

Now, by performing the change of variable ℓ = j − i, and recalling that e−i = eNs−i
due to the cyclic-pre�x insertion, we obtain

∆ =
L−1∑

ℓ=−L+1

L−1∑

i=0

hih
∗
i+ℓ

Ns−1∑

n′=0

en′e∗n′−ℓ

with hi = 0 for i /∈ [0, · · · , L− 1]. This yields to

∆ =
L−1∑

ℓ=−L+1

R−ℓ(h)Rℓ(e)

Finally, by using the hermitian symmetry of the autocorrelation function R−ℓ(h) =
R∗
ℓ (h), we obtain the desired result.
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Appendix B: Proof of Proposition 1

Assuming uniform interleaving, the error symbols are considered as identically dis-
tributed but not independent due the constraint on the sum of their Hamming weights.
However, any two error symbols are conditionally independent knowing their respective
Hamming weights. The coded and interleaved packet contains Nb bits which are mod-
ulated to Ns symbols. The error packet contains d errors which are assumed uniformly
distributed over the packet. The probability that a symbol en has a Hamming weight
dH(en) = k is given by

Pr(dH(en) = k) =
(
Q
k

)(
Nb−Q
d−k

)
/
(
Nb

d

)
(42)

where Q is the number of bits per symbol. The average squared amplitude µe can be
calculated as

µe(d) = E[||e||2|d] = Ns

Q
∑

k=1

m2(k) Pr(dH(en) = k) (43)

= Ns

(
Nb

d

)−1
Q
∑

k=1

(
Q
k

)(
Nb−Q
d−k

)
m2(k) (44)

where m2(k) = E[|en|2|k] for k = 1, · · · , Q is the conditional mean of |en|2 giving its
Hamming weight k.

The variance σ2
e can be similarly calculated as follows:

σ2
e(d) = E[(||e||2 − µe)

2|d] = E[||e||4|d] − µ2
e(d) (45)

with

E[||e||4|d] = Nsm4(d) +Ns(Ns − 1)̺2(d) (46)

where

m4(d) = E[|en|4|d] =
(
Nb

d

)−1
Q
∑

k=1

(
Q
k

)(
Nb−Q
d−k

)
m4(k) (47)

̺2(d) = E[|en1 |2|en2 |2|d]

=
(
Nb

d

)−1
Q
∑

k1,k2=1
k1+k2≤d

(
Q
k1

)(
Q
k2

)(
Nb−2Q
d−k1−k2

)
m2(k1)m2(k2)

(48)

for n1 6= n2, where m4(k) = E[|en|4|k]. The conditional moments m2 and m4 can be
computed directly from the modulation and the mapping scheme.
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Appendix C: Proof of Proposition 2

The autocorrelation coe�cient of the error sequence for lag ℓ is by de�nition, Rℓ(e) =
∑Ns−1

i=0 eie
∗
i−ℓ. Then, we have

E(Rℓ1(e)R∗
ℓ2(e)) = E





Ns−1∑

i=0

Ns−1∑

j=0

eie
∗
i−ℓ1e

∗
jej−ℓ2





=

Ns−1∑

i=0

Ns−1∑

j=0

E(eie
∗
i−ℓ1e

∗
jej−ℓ2)

For given absolute values for error elements, their phases are independent for di�erent
indexes. Since ℓ1 6= ℓ2, we can verify that E(eie

∗
i−ℓ1e

∗
jej−ℓ2) = 0 for all possibilities of i

and j.

Appendix D: Proof of Proposition 3

This follows by direct evaluation of (2.29) using the result of Proposition 2.

Appendix E: Proof of Proposition 4

For BPSK modulation, we have Ns = Nb = N Since autocorrelation coe�cients are
identically distributed, we determine the p.m.f of R1(e). For this, we de�ne a new
variable S =

∑N−1
i=1 |zi| where zi = eiei+1/4. The introduced variable S gives the

number of non-zero terms in the autocorrelation de�nition. Note that the signs of
the non-zero variable zi are independent due to the conditional independence of error
elements ( assumption A2).

We evaluate the p.m.f of R1(e) as the marginal probability of R1(e) conditionally to
the variable S,

Pr(R1) =

d−1∑

s=0

Pr (R1|S = s)) Pr(S = s). (49)

For ℓ = 1, S is the number of consecutive non-zero elements in the error sequence e.

We �rst determine Pr(S = s) which is the number of consecutive non-zero elements
in a circular error sequence of length N with Hamming weight d. There are

(
d−1
m−1

)

distinct decompositions of a sequence of d elements into m subsequences, each of length
at least 1. The number of con�gurations in which these subsequences can occur in a
circular sequence of length N , with consecutive subsequences separated by at least one
position, is given by N

m

(
N−d−1
m−1

)
. For given m, we have s = d −m. This leads to the
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following hyper-geometric p.m.f. of S

Pr(S = s) =

(
d−1
s

)(
N−d
d−s
)

(
N−1
d

) . (50)

For a given value of S = s, we have R1(e) = 4(s − 2n) where n is the number of
negative elements zi. Since there is

(
s
n

)
di�erent possibilities out of 2s to select n

negative elements from the s non-zero elements, we �nd the conditional probability
Pr(R1(e)|S = s), after de�ning k = s− 2n, is

Pr(R1 = 4k|S = s)) =

(
s
n

)

2s
= 2−s

( s
s−k
2

)
, (51)

with the convention
(
i
j

)
= 0 for non integer values of j. By substituting equations (50)

and (51) in (49) we obtain the p.m.f of R1(e),

Pr(R1 = 4k) =
1

(
N−1
d

)

d−1∑

s=|k|
2−s
(
d−1
s

)(
N−d
d−s
)( s

s−k
2

)
. (52)

This completes the proof of the proposition.

Appendix F: Statistics of error blocks for MIMO transmis-

sion

For an error block ej from the error sequence which corresponds to the transmitted block
on the j-th antenna, the statistics of its squared amplitude ||ej ||2 can be calculated as
follows.

For the mean, we have

µe , µ(||ej ||2) =
d∑

dj=1

E(||ej ||2|dj) Pr(dj) (53)

where E(||ej ||2|dj) is given by Proposition 2 in Chapter 2 for a block lengthM = Nb/Nt

and a Hamming error weight dj . The probability Pr(dj) is the probability of having a
e Hamming weight dj in the j-th error block and is given by

Pr(dj) =
(
Nb

d

)−1(M
dj

)(
Nb−M
d−dj

)
. (54)

Let µe(dj) , E(||ej ||2|dj), then the variance is calculated in a similar manner as

σ2
e , σ2(||ej ||2) =

d∑

dj=1

E(||ej ||4|dj) Pr(dj) − µ2
e (55)
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The cross-correlation statistics is calculated based on the conditional independence
of error blocks as

ρe , E((||ei||2 − µe)(||ej ||2 − µe)) (56)

=
d∑

di,dj=1

di+dj≤d

E(||ei||2||ej ||2|di, dj) Pr(di, dj) − µ2
e (57)

=
d∑

di,dj=1

di+dj≤d

E(||ei||2|di)E(||ej ||2|dj) Pr(di, dj) − µ2
e (58)

=

d∑

di,dj=1

di+dj≤d

µe(di)µe(dj)|dj) Pr(di, dj) − µ2
e (59)

where the joint probability of Hamming weights is

Pr(di, dj) =
(
Nb

d

)−1(M
di

)(
M
dj

)(
Nb−2M
d−di−dj

)
. (60)

This completes the statistics of error blocks for MIMO transmission.
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Résumé

Nous considérons dans cette thèse le problème de la transmission �able de données par
paquets en utilisant une transmission mono-porteuse sur des canaux sélectifs en fréquence à
évanouissements. Notre objectif est de concevoir des couples émetteurs-récepteurs permettant
d'améliorer les performances de la détection en l'absence d'information sur le canal à la trans-
mission et ceci en exploitant la diversité temporelle disponible dans le cadre des protocoles de
retransmission hybrides (HARQ).

En analysant les performances du système de transmission avec un récepteur à maximum de
vraisemblance, nous établissons un critère pertinent pour l'étude des performances du système
basé sur les statistiques de la distance Euclidienne à la sortie du canal sélectif en fréquence. A
partir de ce cadre théorique, nous proposons un nouveau schéma de diversité entre les di�érentes
retransmissions, nommé précodage de phase, qui permet de combattre l'interférence entre sym-
boles pour les canaux lentement variables dans le temps. Puis, à l'aide de nos outils d'analyse,
nous revisitons un autre schéma de diversité qu'est la diversité d'entrelacement. En particulier,
nous soulignons le double avantage o�ert par ce schéma, à savoir la diversité de modulation
et la réduction de l'interférence entre symboles. Nous réalisons ensuite une étude comparative
entre les deux schémas de diversité précédents sous traitement itératif ou non itératif au ré-
cepteur. En�n, nous introduisons un nouveau protocole de retransmission adaptative pour les
transmissions dîtes multi-couches a�n de réduire l'interférence entre couches pour les canaux
rapidement variant dans le temps utilisant des informations de retour limitées.

Abstract

In this thesis, we consider the problem of reliable data packets transmission using single-
carrier signaling over frequency-selective fading channels. Our objective is to design enhanced
transceivers with improved detection performance in the absence of channel state information at
the transmitter by exploiting the available time-diversity in Chase combining Hybrid Automatic
Repeat reQuest (HARQ) protocols.

By analyzing the performance of the transmission scheme using an optimal maximum-
likelihood receiver, we establish a suitable criterion for the study of system performance based
on the statistics of the Euclidean distance at the output of a frequency-selective channel. From
this theoretical framework, we propose a novel transmit-diversity scheme between subsequent
HARQ transmissions, called phase-precoding, which allows the mitigation of intersymbol inter-
ference for slow time-varying channels. Then, with the help of our analytical tools, we revisit
another transmit-diversity scheme which is the bit-interleaving diversity scheme. In particu-
lar, we emphasize the double advantage o�ered by this diversity scheme including the inherent
modulation diversity in addition to the intersymbol interference reduction. Subsequently, we
perform a comparative study between phase-precoding and bit-interleaving diversity schemes
under iterative and non-iterative receiver structures. Finally, we introduce a new adaptive re-
transmission protocol for a multi-layer transmission scheme for the mitigation of inter-layers
interference for rapidly time-varying channels using limited feedback information.
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