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RESUM E

Le secteur agricole africain aet le parent pauvre des pitiues de ceveloppement
du secle dernier, ne favorisant pas lemergence d'unesvolution verte comme en
Asie du Sud ou, dans une moindre mesure, en Anerique Latine. loentinent
cetient pourtant une capacie de production importante mais les rendements ob-
senes restent tes faibles.

De nombreux e s menacent par ailleurs le ceveloppementulsecteur agricole
et la ®curie alimentaire en Afrique Subsaharienne : crgsance cemographique
elewee, augmentation du prix des energies fossiles ressaire a l'intensi cation
telle que l'ont connue les pays occidentaux, echau ementlimatique etc.

Dans ce contexte, il est recessaire de repenser certainsigharganisationnels
an de permettre un ceveloppement du secteur agricolea mrme de faire facea
ces e s. La scurie alimentaire en Afrique est intrinsequement lee aux revenus
des nmenages ruraux, pour lesquels la production agricoleue un réle majeur.
L'approvisionnement futur du continent semble cependre déadoption d'innova-
tions autorisant une intensi cation agricole qui permettait une gestion durable
des ressources rares.

Nousetudions deux formes de changements organisationngige sont la struc-
ture de marcte des leres coton en Afrigue Subsahariennetées assurances fon-
cees sur des indices netorologiques. Dans les deux chs'agit de limiter la vulre-
rabilie et ses e ets de pegesa pauvret a n d'augmenter l'investissement agricole
et donc le rendement moyen de long terme, en cepit de contrdes latentes de
cedit et des risques qui pesent sur le processus produtét la commercialisation.

Dans le premier cas, nous etudions I'impact des eformes dsecteur du co-
ton en Afrique Sub-saharienne qui ont eu lieu de 1985a 2008a lparticularie
historique du secteur est la grande concentration de I'achde coton, ealie au
niveau national, I'existence d'un prix minimum garanti en ebut de periode de

culture et la fourniture d'intrantsa cedit, qui est gara nti par la future produc-



tion de coton. Ces particularies on favorige la culture ducoton et la di usion de
nouvelles technologies durant la seconde partie du XXe seclD'autre part des
investissements importants eurent lieu dans les anrees #®0, autant dans la
recherche que la vulgarisation ou les infrastructures.

L'adoption de techniques d'intensi cation, souvent col¢uses, s'est en e et gg-
reraliee chez les producteurs de coton grace au ceditux intrants rembourse en
naturea la ecolte, elle m&me payea un prix » au semis. Toutefois le pouvoir de
monopsone a aussi pu avoir des e ets cevastateurs, du faieda proximie de la -
lere avec les pouvoirs politiques ou de l'asynetrie du pavoir de regociation des
producteurs face aux socees cotonneres. C'est ce queous cherchonsa com-
prendre dans une etude empirique econormetrique, compant les performances
des pays ayant mis en uvre dierents types de eformes et ®@ux ayant consene
le mockle de monopole national, parmi 16 importants produeurs d'Afrique Sub-
saharienne. Nous mettons d'abord en exergue le role des stissements en re-
cherche et en infrastructures avant les eformes. Nous digons ensuite l'inerét
relatif du processus de eforme qui semble exercer un e eedelection sur les
producteurs, augmentant les rendements au prix d'une edtion des surfaces
cultiees.

Dans le second cas nousetudions le potentiel d'assurancestre la cheresse
foncees sur des indices neto ou de \ecetation. De teks assurances permettent
d'indemniser rapidement les producteurs en fonction de bservation de la eali-
sation de l'indice. L'objectivit et I'incependance de la ealisation de l'indice pour
le principal et I'agent permettent de limiter I'anti-slection et de supprimer I'aka
moral que fait natre I'asynetrie d'information quanta I'ampleur des dommages
dans le cas d'une assurance classique. Toutefois, ces as®as sou rent d'un
inconwenient : l'imparfaite corelation entre la eali sation obsenee de l'indice et
le kere ce de l'activie agricole. Nous etudions le potentiel de ces assurances
dans le cas du mil au Niger et du coton au Cameroun. Nous nous peoes

principalement sur le choix des indices, la calibration duoatrat ainsi que sur le



risque de base, c'esta dire la corelation imparfaite eme l'indice et les rende-
ments. Ces questions n'‘ont en e eteke que tes peu traiees en cepit d'un grand

nombre de projet pilotes mis en uvre dans les pays en ceveppement et plus

particulerement en Afrique Sub-saharienne ces derneseanrees. Nous montrons
I'importance du choix et du calcul des indices (source de dees et simulation

de la date de semis), de la calibration des paranetres de $surance ainsi que
les limites intrineeques a ce type de produit de mutualisaon. Nous comptons
parmi ces limites l'importance du risque de base spatial darcette zone et celle
des risques non-nekorologiques (comme les variations gex).

Mots cés: Agriculture, eformes, ®cheresse, assuran ce indicielle,

adaptation aux changements climatiques, esilience.



ABSTRACT

The African agricultural sector has been neglected by develment aid during

the last fty years. It has not undertaken a green revolution,as it happened in

Asia. The continent has a great potential for agricultural poduction but yields

and technology adoption are still very low. Moreover many pent threats to food

security represent a challenge for future development in Afa. Demographic
growth, increase in commaodity prices and price volatilityland use pressure and
climate change are probably the most latent threats.

In such context, it is necessary to develop new patterns of wdopment for
African agriculture. Those patterns should draw the consegmces from past po-
licies, which either relied on large investments and in fauoing a development of
the same nature that the one observed in rich or emerging ecmnies. It seems
that improving institutions and the environment to foster the evolution of Afri-
can agriculture would be more adapted than previous strategps that consist in
applying the same methods employed in the past.

Food security can be achieved by improving rural householdacome. Those
households is composed by a vast majority of smallholdersy #which agricultural
production is a major resource for living. The necessary tnaition for stimulating
production in remote areas seem to rely on fostering techogly adoption and
improve incentives for investments that would increase thproductivity or the
value added to smallholder production.

We study two major organisational changes that are the refors of cotton
sector market structure in sub-Saharan Africa and index-bad insurances. In
both cases the point is to look at the potential of every orgasation choice,
reduce vulnerability and its e ect, in particular the poverty trap phenomenon.
The nal objective is improve long run yield by foster invesinents, in spite of the
risks borne by farmers and the tied budget constraint, congaence of the absence

of nancial (especially credit) markets.



The cotton sectors inherited from the institutions of the ctonial era, cha-
racterised by the concentration in cotton purchasing actities, often made by
a parastatal at the national level. Those institutions contbuted to generalise
cotton production and to the di usion of new technologies anégricultural prac-
tices, especially thanks to the distribution of quality inuts on credit, with future
cotton production as collateral. Cotton production and tebnology adoption were
also probably driven by the existence of a minimum guarantdeprice set at the
beginning of the cultivation season, the investments in irdstructures, research
and extension services at the same national level. Howevdngtconcentration of
the purchasing of cotton also poses some problems, redudimng bargaining power
of producers and the proximity of the cotton

We look at the productivity response to cotton sector reforsthat took place
since 1985 in sub-Saharan Africa using the data from 16 cott@noducers on the
1961-2008 period. We compare the performance of those coiast with regard
to their institutional choices. We rst put into perspective the role of pre-reform
investments before showing that if reforms may increase ids it could be to the
cost of a shrinking area cultivated with cotton.

In a second part we study the potential use of meteorologicaldices to smooth
consumption over time and space. Such insurance policieg able to allow quick
indemni cations for farmers enduring meteorological shé&s. The realisation of
the index is independent from the action of the principal andhe agent, limiting
moral hazard issues and the need for costly damage assess$mesing from infor-
mation asymmetry in traditional insurance contracts. Thos insurance however
su er from the limited correlation between the index and theobserved yield.

We will study the potential of meteorological indices to lint the risk growers
face in millet cultivation in Niger and cotton cultivation in Cameroon. We study,
in particular, the index choice, the calibration of insurane contract parameters,
the necessity of observing the sowing date and the level ofdmrisk. The large

spatial variability of rainfall over the sudano-sahelian @ane is a good reason to

Vil



use such insurance, it however also explain the high levellmsis risk of a given
index that is observed using a network of rain gauges, itséfistalled at a cost. We
discuss in both cases the relative importance of basis riskdithe potential of such
insurance to pool yield, and compare them to other risks, du@s intra-village
yield and price shocks.

Keywords : Agriculture, reforms, drougth, index-based ins urance,

climate chande adaptation, resilience.

viii



CONTENTS

RESUM E :::::oiioiiniirirrni i s i
ABSTRACT L vi
CONTENTS Dolrrrrrrrrrrrrrorrriirrirroirrirrrirrrrrrorriirione [
LIST OF APPENDICES D { |
LIST OF ABBREVIATIONS A [
INTRODUCTION PR XV
0.1 Agriculture et ceveloppement en Afriqueetat des lieux . . . . . . ... . ... ... ... ..., XV
0.1.1 Contexte : ceclin de l'aide exerieur et potentiels de l'agricu  lture africaine . . . . .. ... XV
0.1.2 Les politiques agricoles et leur contexte . . . . . . . . . ... ... Lo Xviii
0.1.3 Economie du ceveloppement et agriculture . . . . . . .. ..o o XiX
0.2 Unrenouveau depuis 2000 . . . . . . . ... e e e XXi
0.2.1 Pression croissante sur [es ressources . . . . . . . .. XXi
0.2.2 Retour de l'agriculture : des approches compémentaires et non -exclusives . . . . ... .. XXiv
0.2.3 Le cas de la contrainte de liquidies, des risques et des pegesa pauvree . . . .. ... .. XXVii
0.2.4 Nouvelles eponses organisationnelles . . . . . . . . . ... ... ... ... XXViii
0.3 Deux types de eponses organisationnelles . . . . . . .. ... ... oL oL XXiX
0.3.1 ROle du coton dans l'adoption de technologie et eformes . . . . .. ... ... ... ... XXX
0.3.2 ROle du risque nmeeorologique et assuranCes . . . . . . . . . ..o w e XXX
CHAPTER 1 : SUB-SAHARAN AFRICAN COTTON POLICIES IN RETROSPE CT 1
1.1 Introduction . . . . . . . . 2
1.2 Methodology : Creating indices . . . . . . . . . . . . . e e 5
1.2.1 Characterising cotton markets . . . . . . . . ... 5
1.2.2 Sources and information compilation . . . . ... ... oL oL L o 8
1.3 Cotton policies in SSA 1960-2009 . . . . . . . . . . . e 10
1.3.1 1960s-1980s : An era of regulation . . . . . . . . . .. . ... 10
1.3.2 Late-1980s-early 2000s : Dierent reformpaths . . . . . ... ... . ... ... ...... 12
1.3.3 Since the early-2000s : A halting of reforms? . . . . . . . .. .. . ... ... . ... ... 14
1.4 Conclusion . . . . . . . . e e 16
CHAPTER 2: COTTON NATIONAL REFORMS IN SUB-SAHARAN AFRICA i 26
21 Introduction . . . . .. L e 27
2.2 Reforms and performance . . . . . . . . ... e e 30
2.2.1 Reformsin SSA cotton sectors . . . . . . . . ... 30
222 Expectedrelation . . . . . . ... 32
2.2.3 Model and identi cation strategy . . . . . . . . ... 34
2.2.4 \Variable description and data sources . . . . . . ... e 38
2.3 ResUlts. . . . e 41

2.3.1 Graphical evidence . . . . . . . . . . e e e 41



232 GMMand OLSresults . . . . . . . . . e e 45

2.3.3 Resultson production . . . . . . ... e e 51

2.3.4 \Validity and robustness checks . . . . . . .. .. L L L 52

2.4 Concluding Remarks . . . . . . . . . e 58
CHAPTER 3: AGRICULTURAL INSURANCES BASED ON WEATHER INDICES 11 60
3.1 Index-based insurance in developing countries: areview . . . .. . .. ... ... ... ... 61
3.1.1 Main experiments in developing countriestodate . . . . . ... ... ... ........ 63

3.1.2 Indices. . . . . 67

3.1.3 Insurance policy design and calibration . . . . .. ... ... 0 Lo 73

3.2 Challenges and research qUESLIONS . . . . . . . . . . ... e 81
3.2.1 Low technology adoption under climate risk . . . . ... ... ... . ............ 81

3.2.2 Empirical evidence of a low weather index-based insurance take up i n developping countries 85

3.2.3 Potential determinants of the low weather index-based insurance takeup ... ... ... 86
3.2.4 Interaction with other risk managementtools . . . . ... ... ... . ........... 97
3.25 Supply sideissues . . . . . .. 104

3.3 ConClusion . . . . L 108
CHAPTER 4: EX ANTE EVALUATION FOR MILLET GROWERS IN NIGER A I §
4.1 IntroduCtion . . . . . . ... e 112
4.2 Dataand method . . . . . . . . . . L 114
421 Study @rea . . . ... e e e 114
4.2.2 Indemnity schedule . . . . . . . . e 117
423 IndexchoiCe. . . . . . . . . . e e 117
4.2.4 Parameter optimization . . . . . . . .. e 119

4.3 Results. . . . . . . e 122
4.3.1 Plotlevel vs. aggregated data . . . . . . . . . . ... e 122
4.3.2 Need for cross-validation . . . . . . ... ... 125
4.3.3 Potential intensi cation due to insurance . . . . . ... ... o0 oo 126
4.3.4 Comparison of cost and benetofinsurance . . . . ... . ... ... ... ........ 129

4.4 CONCIUSIONS . . . . . . . e 131
CHAPTER 5: THE CASE OF A CASH CROP: COTTON IN CAMEROON O R K
5.1 Introduction . . . . . . .. e e 134
5.2 Cameroonian Cotton SECtOr . . . . . . . . . . . 136
521 National gures. . . . . . . . e 136
5.2.2 Study area . . . . . .. e e e 138
5.2.3 Inputcredit scheme . . . . . . . . . e 139
5.2.4 Insurance potential institutional setting . . . . . . ... ... .. Lo oL 139

5.3 Dataand methods . . . . . . . . . . . 140
531 Data . . . . . . 140
5.3.2 Weather and vegetation indices . . . . . . ... ... o 142
5.3.3 Denitionofrainfallzones . . . . .. .. ... ... 146
5.3.4 \Weather index-based insurance setup . . . . . . . ... 148
5.3.5 Model calibration . . . . . . . .. ... e 150



54 Results. . . . . . . e 154
5.4.1 Risk aversion distribution . . . . . .. ... 154
5.4.2 Basis risk and certain equivalentincome . . . . .. ... Lo Lo 155
5.4.3 Implicit intra-annual price insurance . . . . . . . ... o0 L 163

5.5 Conclusion . . . . . . 165

CONCLUSION O (Y 4

5.6 Vers un changement de paradigme? . . . . . . . . . .. e 167

5.7 Bilan de deux eponses organisationnelles . . . . . . . ... .. L Lo 170

5.8 Travaux futurs envisags . . . . . . . . . . e 174

Bibliographie S S S S S A S

A.1 dataset and variable description . . . . . . . . ... e XXXVi
ALl Dataset . . . . . . . . XXXVi
A.1.2 Dependantvariable . . . . . . . . e e XXXVi

A2 Weatherindices . . . . . . . . . . e e XXXVI

A.3 Climatic cotton growing ZONES . . . . . . . . v v v vt e e e e XXXVii

Ad CONICl . . . . e XXXViii

B.1 In-sample calibrations . . . . . . . ... x|

B.2 Out-of-sample calibrations . . . . . . . . . .. xlii

B.3 Robustness checks . . . . . . . . . e xlvi
B.3.1 Prices . . . . . . o Xivi
B.3.2 Initial Wealth . . . . . . . . . e xlvi
B.3.3 Inuence of the period used for calibration . . . ... ... ... .... .......... xlviii

B.4 Incentive to use costly inputs . . . . . . ... |

Xi



Annexe A :

Annexe B :

Annexe C :

LIST OF APPENDICES

Appendix for the second chapter

Appendix for the fourth chapter

Appendix for the fth chapter



LIST OF ABBREVIATIONS

APl  Antecedent Precipitation Index
AWRI  Available Water Ressource Index
BCR  Bounded Cumulative Rainfall index
CARA  Constant Absolute Risk Aversion
CR  Cumulative Rainfall index
CEIl  Certain Equivalent Income
CFAF  CFA Franc, for Communaut nancere africaine
CFDT  Compagnie Frarcaise Des Textiles
CRRA  Constant Relative Risk Aversion
DARA  Decreasing Absolute Risk Aversion
ENSO  Southern Oscillation
EDI  E ective Drought Index
ESA  Eastern and Southern Africa
FAO Food and Agriculture Organization
FEWS, fewsnet = Famine Early Warning Systems network
GDD  Growing Degree Days
GHCN  Global Historical Climatology Network
GPS  Global Positioning System
GS Growing Season
HBA  Historical Burn Analysis

HDA  Historical Distribution Analysis



IRD Insitut de Recherches pour le Developpement
LAl  Leaf Area Index
LDC  Least Developped Countries
MFI  micro- nance institution
NDVI  Normalized Di erence Vegetation Index
NOAA  National Oceanic and Atmospheric Administration
PDSI  Palmer Drought Severity Index
PET  Potential Evapotranspiration
PG  Producers Group
RCT  Randomized Controlled Trials
RMSL  Root Mean Square Loss
SSA  SubSaharan Africa
SAFI  Savings and Fertilizer Initiative
OPCC  Organisation des Producteurs de Coton du Cameroun
VAR  Value At Risk
WCA  Western and Central Africa
WII  Weather Index-based Insurance
WTP  Willingness To Pay
WFP  World Food Programme

WRSI Water Ressource Satisfaction Index

Xiv



INTRODUCTION

Comme le souligne le rapport de 2008 de la Banque Mondiale dercevelop-
pement (World Development Report,Agriculture for Development 2008) I'agri-
culture contribue signi cativementa la eduction de la pauvree dans les pays
en ceveloppement. En e et, sur les 5.5 milliards d'individis qui vivent dans ces
pays, 3 se trouvent en milieu rural et I'agriculture repeente la premere source
de revenus pour 86% d'entre eux. 75% des individus pauvrefghelle mondiale
vivent en milieu rural et 60% de la force de travail des paysdanoins avanes est
employee dans ce secteur qui repesente en moyenne 25% eler IPIB.

Les menaces ecurrentes qui esent sur la fcurie alientaire en Afrique
laissenta penser que le ceveloppement agricole doit &trau centre des discussions
sur le ceveloppement de cette egion. Nous essaierons dot@ns cette introduc-
tion de montrer les ceterminants historiques d'une telle isuation pour degager
les enjeux du ceveloppement agricole actuels et futurs en Adue. Nous ¢ ni-
rons nalement les deux changements organisationnels sestuels cette tlese se

penche.

0.1 Agriculture et ceveloppement en Afriqueetat des lieux

0.1.1 Contexte : ceclin de l'aide exerieur et potentiels de l'agriculture

africaine

En cepit detudes acacemiques con rmant I'importance de son réle dans les
politiques de eduction de la pauvret dans les pays en geloppement (DeJanvry
and Sadoulet, 2002 et Christiaensen et al., 2011), le sectegricole aet reglige
par les politiques de ceveloppement du secle dernier. Qatenonene s'est accru
ces 20 derneres anrees (Fig. 1) et I'on peut observer unaisse de la part relative

de l'aidea ce secteur qui aet eduite de 12a moins de 6%de l'aide totale entre



1995a 2007.

Figure 1 { Aide publique au developpement des bailleurs internatioaux et des
pays de I'OCDEa destination du secteur agricole, et moyennmobile sur 5 ans
(1973-2008), en prix constant de 2007. Source : OCDE (CAD datse), issu de
Dethier et E enberger (2011)

Lecart de rendements s'est creue entre le continent afrain et les autres
egions du monde en ceveloppement comme |'Asie du Sud ou damne moindre
mesure I'Anerique Latine (Fig 2). Ceci peut s'expliquer par'adoption limiee
des technologies utilises dans les pays riches apes évalution industrielle,
puis en Asie et en Anerique Latine. L'augmentation de la produon agricole
africaine s'est en e et principalement foncee sur la misereculture de nouvelles
terres comme le montre la Figure 2. Ceci peut expliquer lees fort potentiel
de production que cetient le continent (Fig. 3) surtout par rapport aux autres
egions.

Cette adoption limiee de technologies peut-etre dda'absence de technologies
adaptes au milieu oua la faible capacie d'adoption de €chnologies colteuses en
raison de la structure de leconomie rurale dans ces pays. I@@ns pointent le role
regatif de la grande heerogereie des egions sur la di usion des connaissances
au sein du continent (Pardey et al. 2007), d'autres la trop tee introduction
durant les anrees 80 et 90, de vareesa hauts rendemestadapees aux milieux

(Everson and Gollin 2003). Quoi qu'il en soit, le potentiel 'éxtension des terres

1. Malge une potentielle inversion de la tendance depuis Q05, en tout cas en ce qui concerne
les bailleurs nationaux que sont les pays de 'OCDE.
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Figure 2 { Rendements eealiers (hg/ha) en fonction des surfasecultiees
(par rapporta la surface cultiee en 1961) en eeales dns dierentes egions en

teveloppement (1961-2009). Source FAO, 2011.
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Figure 3 { Part des rendements obsenes en fonction du rendement xienum
potentiel estimes (avec un apport d'intrants optimal) en 200 et 2005. Source :

Fisher and Shah (2010).

arablesetant, pour de nombreux pays, limie en Afrique, ilsemble que favoriser
la hausse des rendements et donc l'adoption de technologsest le seul moyen

de faire crotre la productiona I'heures actuelle. Comméont mis enevidence
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Hayami and Ruttan (1971, 1985) qui comparent levolution dusecteur agricole
aux Etats-Unis et au Japon, les pays doivent cevelopper un mode goduction
utilisant intensivement le facteur qu'ils cetiennent en dondance : les terres pour
les Etat-unis et le travail pour le Japon.

Pour expliquer ce constat et discuter les strakgies de deloppement futures
du secteur agricole africain, il nous semble recessaire demmencer par rap-
peler levolution des politiques de developpement et desravaux acacemiques
depuis la seconde guerre mondiale, pour ensuite montrer kbss et les possi-
bilies qui s'ouvrent pour l'agriculture en Afrique. Nous nirons par cecrire le
role de catalyseur qu'a joe le coton sur l'usage d'engmaiet celui de frein que
jouent probablement les risques, en s'attardant particeliement sur les risques

nmeeorologiques.

0.1.2 Les politiques agricoles et leur contexte

Nous nous inspirerons largement dans cette section et la sectsuivante de la
revue de literature de J.-J. Dethier et A. E enberger (201). De 1950a 1970, les
politiques de ceveloppement onteke axees sur l'invesissement public. D'abord
oriene dans les anrees 50 vers une approche de ceveloppent des communau-
es, ces derneres se sont heurees aux structures trationnelles qui pevalaient
alors : leselites accaparant l'aide. Dans les anrees 607 appliqua une approche
davantage fondee sur des programmes ineges de cevgbpement rural, en cher-
chanta atteindre les plus pauvres, toujours avec l'aide palique, apporee par les
institutions internationales. La subvention massive d'itrants et les programmes
de vulgarisation et de formation se sont alors de nouveau hees aux ealies
locales, par manque de consiceration envers les institofis existantes. Le co(t
important de ces programmes les empécterent de se geatiser et méme souvent
de cepasser la phase pilote.

Dans les anrees 80, l'aide fut orienee vers les infrastrtures et leducation,

mais le temps des certitudes quant au proges et aux voiesamprunter en matere
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de modernisation agricole s'acheve brutalement en 1974exvle ler choc petro-
lier. La crise nancere dans laquelle se trouve le dispddide developpement le
pousse vers une approche de marcte, quiechoua de mémeyjturs en decalage
avec les plus petits producteurs. Ces derniers se trouvai@mcore sur des petits
marcles relativement peu ineges,a cefaut d'inform ations et d'aces au marcte
du cedit ou de I'assurance. Le processus des institutiorgretton Woods, coupe

a un manque d'appehension de la complexie du terrain etprobablementa un
manque de pluridisciplinarie?, ont lais® les petits producteurs en dehors des

innovations techniques.

0.1.3 Economie du aveloppement et agriculture

E. Boserup (1965) consicerait cep levolution des sysemes agraires, et plus
particulerement l'intensi cation de l'usage des terres comme la clef de voolte
(avec la dynamique interne aux menages et lemancipatiodes femmes) du chan-
gement technique, de la transition cemographique et du aeloppement econo-
mique.

Toutefois, leseconomistes ont longtemps cherchea dgrminer si le ceveloppe-
ment de l'agriculture etait recessaire, si le chemin optnal de croissance passait
forcement par un stade avane de ceveloppement agricole gueletait I'inerét
de ce secteur dans le processus de ceveloppement et son ichgar la croissance.
L'apport de Schultz (1953) dans ce domaine consistea mosir I'importance de
I'o re alimentaire pour subvenir aux besoins primaires deal population,etape re-
cessaire au ceveloppement. Cette treorie est ensuite wdde par Kuznets (1966)
qui montre que l'importance de ce secteur cecrot avec lewkloppementecono-
mique (prenonene de eallocation sectorielle). Ces gtionnements ont encore
desechos dans lesetudes acacemiques ecentes. Par exgle, le travail de Gollin
(2010) ou de Collier et Dercon (2009) pose cette m&éme questiau regard des

evolutions ecentes de eallocations sectorielles, ac l'icee que les echanges au

2. Comme le pointe M. Dufumier (1996) les projets de cetteepque ontet souventeloingres
de la ealie du terrain du fait d'une absence d'analyse gererale.

XiX



niveau international peuvent se substituer au ceveloppeent de ce secteur. Ces
travaux concluent tout de méme a la recessie du cevelppement pealable du
secteur agricole dans certaines circonstances.

La rationalie des acteurs du ceveloppement et la taille ptimale des exploita-
tions ont aussiet des sujets tes proli ques. Schultz (964) a formuk I'hypotrese
que les petits producteurs sont rationnels et qu'ils maxirsent leur prot et e-
pondent aux incitations de prix, hypothese qui pevaut enore aujourd’hui. C'est
alors le manque de transfert en technologies adapkees desugernements qui
demeure l'explication principale des cercles vicieuxadtigine de la faible accu-
mulation de capital productif. Schultz mettant cep en avant le manque d'aces
aux marches aux intrants et peconisait aussi de facilite leur adoption en per-
mettant I'appropriation du savoir-faire, par le biais de &ducation, des services
de vulgarisation et de nouvelles technologies compatiblagec les arbitrages et le
savoir faire des paysans.

Finalement, la question de la taille de I'exploitation a costitte une grande
part du cebat, menanta la conclusion que les politiques de derneres dcecen-
nies (likeralisation et subventions d'intrants) ont particulerement kere ce aux
gros producteurs davantage qu'aux petits. Cette questionseencore discuke,
par exemple dans l'article de Collier et Dercon (2009), quefndent l'icke que
l'avenir du secteur agricole africain eside dans les graed fermes permettant
deseconomies dechelles. L'objectifetant d'eétre corpetitifs face aux paysemer-
gents et de cevelopper une agriculture commerciale pouvaepondre aux besoins
contemporains tels que l'inegration aux nouvelles techrlogies,a la nance et la
a logistique internationale.

Cependant, dans les anrees 80, les crises de la dette ont enleseconomistes
a concentrer leur recherches sur la question de la stabdison et de I'ajustement,
sous legide du consensus de Washington. C'est cela quilagre longtemps leco-
nomie des questions pratiques et normatives qui se posent@ugd'hui quant aux

formes institutionnelles et aux modes organisationnels gpourrait accompagner
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au mieux le ceveloppement de I'agriculture traditionnek dans I'objectif de lutter
contre la pauvrek. L'inerét des marcles tant que la realie de leurs imperfections
font consensus, mais les institutions recessaires au cdié de ces imperfections

et le rble de letat restea e nir.

0.2 Un renouveau depuis 2000

0.2.1 Pression croissante sur les ressources

Depuis plus d'une cecennie, des menaces envers le cevgement et la lutte

contre la pauvree en Afrique se concetisent :

{ La population devrait augmenter en Afrique et atteindre 2 miliards d'in-
dividus en 2050 et 3.5 en 2100 selon les projections. Celaesponda une
densie moyenne de la population passant de 50 habitants &ilonetre care
en 2010a 120 en 2050 et 220 en 2100. En comparaison, la deetit de
11 habitants au kilometre care en 195¢. La grande majorie des pays ob-
servant une forte croissance de leur population sont contes en Afrique
Sub-Saharienne (Figure 4). Cesevolutions, coupkes aetle des modes de
vie, menenta penser que le besoin en production agricolems accru dans
une large mesure. La Figure 5 montre levolution de la prodtion \egetale
recessaire (compaee au niveau de production de 1995) pguourvoir une
quantie su sante en energie \egtale. Cela correspond a une croissance
annuelle des rendements de 5%, a surface cultiee constanpour les pays
dont le besoin est pultiple par 10, contre 2% au Vietnam, enrék, en Bir-
manie, au Pakistan, en Jordanie, en Syrie, en Inde et en Irahentre 3 et
4% au Yemen, au Cambodge, au Bangladesh, au Laos et au Nepal.

{ Ensuite le GIEC (2007) pevoit un echau ement climatig ue global. En

ce qui concerne I'Afrique de I'Ouest, malge une incertitud concernant

3. Source : Division de la population, departement de leconomie et des a aires sociales du
secetariat des Nations Unies : pevisions de la populatbn mondiale, 2010, aces en Juillet 2012
au le lien suivant : http ://esa.un.org/unpd/wpp/unpp.
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levolution du niveau et des variations des pecipitations due a la grande
complexik et la faiblesse des mockles pour pedire lgolution du prenonene

de mousson, la hausse des temperaturesa long terme sembiguctable.

Cette dernere a un impact awee, en particulier en Afrique, sur la production
agricole selon de nombreusesetudes statistiques (Schlenkt Lobell, 2010
et Roudier et al. 2011).

{ La hausse des prix des produits alimentaires peut &tre urehance pour les
producteurs du Sud. Elle constitue une menace certaine pol&s classes
moyennes urbaines (cf. Fig. 6 et 7) mais peut aussi menaces [gys qui
ne sont pas auto-su sants. De plus, la grande variabilie @s prix agricoles
repesente une menace importante pour les petits produceies qui ne sont
pas proeges contre ces variations, et qui n‘ont pas les nyens de speculer
et de stocker, contrairement aux regociants. D'autres paércette hausse des
prix agricoles s'accompagne aujourd'hui d'une hausse duipdes intrants.
Or, la production de ces intrants est intensive en energige qui annule
I'impact positif sur le kere ce des producteurs et limite l'intensi cation
en accroissant le risque qui 'accompagne (nous ceveloppes ces relations
dans la section suivante).

{ Finalement, la forte cegradation des sols africains et léendancea la baisse
de leur fertilie est connu depuis plus de 10 ans (Yanggen ai., 1998). A
cette contrainte sur la productivie des terres, vient s'gouter une coursea
I'achat des terres arables du continent par des fonds spdatifs qui menace
leur disponibilie pour nourrir les populations. La Bangte Mondiale estime
que pes de 60 millions d'hectares (super cie approximate de la France)
ontet achees (ou lowes sous forme de baux amphieotgues) par des fonds
prives en 2009 (Deininger et al., 2011). La gure 8 montre lasurface de
terres acquises dans 13 pays africains en pourcentage deolarse de terres

arables disponible.
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Figure 4 { Taux de croissance (net) des populations nationales en120 Source :
INED (2012).

Figure 5 { Evolution des besoins enenergie d'origine \egetale sah le pays entre
1995 et 2050 en Afrique (nombre par lequel il faut multiplielels besoins de I'anree
1995 pour obtenir les besoins de I'anree 2050). Source : IGoib (1999).
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Figure 6 { Indice des prix alimentaires (FAO) de Janvier 2004 a May Q11.
Les lignes rouges en pointiles indiquent le cebut des emutes de la faim et les
manifestations assoces aux revendications sur le niveae vie. Le chire entre
parentrese indiquent le nombre de morts recenss dans lesdias. La ligne bleue
indique la remise du rapport du NECSI au gouvernement défat-Unis mettant
en exergue le lien entre niveau de l'indice, mecontentemesocial et l'instabilie
politique. Le graphique en hauta gauche montre levoluton des prix de 1990a
2011. Source : NECSI.

Figure 7 { Indice des prix alimentaires et pevisions du mocle duNECSI.
Source NECSI.

0.2.2 Retour de l'agriculture : des approches compémenta ires et non-

exclusives

L'agriculture revient sur le devant de la sene depuis leabut du secle et plus

LoXXiV . . .
ecemment avec la hausse du prix a(es materes agricolgsdu moins en ce qui

4. Souvent en congquences de chocs nekorologiques slgsquels nous reviendrons dans
cette introduction, comme la ®cheresse en Russie causainidirectement de nombreusesemeutes



%

Figure 8 { Part des super cies agricoles faisant I'objet de trans#@ions fonceres
vers des institutionsetrangeres dans I'ensemble des texs arables de certain pays
africain. Source : (FAOSTAT, 2011).

#

¥

concerne le domaine de leconomie du ceveloppement.

Concernant I'Afrique, de nombreux travaux ecents et stimudnts se penchent
sur le sujet et tentent souvent de eorienter le cebat de fod par exemple en
montrant le réle des innovations dans lemergeance d'unaouvelle evolution
verte en Afrique (Otsuka and Larson, forthcoming), ou en potant les nouvelles
contraintes auxquelles cette egion devra faire face et l®le des sciences du cli-
mat (Selvaraju, Gommez and Bernardi, 2011) ou encore en rasant les suces
passes pour s'en inspirer (Haggeblade and Hazell, 2012).

Depuis les anrees 2000, en e et, leconomie du ceveloppgent se concentre
davantage sur le réle et I'importance de l'agriculture das la baisse de la pau-
vree. L'adoption de technologies par les petits productes a et l'inspiration
principale des politiques de ceveloppement jusqu'aujodiui (De Janvry, Sadou-
let and Murgai, 2002) avec parfois une vision tes optimigt quand au potentiel
des ces derneres (Gollin, 2011). Toutefois il est impornté de noter que, depuis le

milieu des anrees 2000, des investissements consiceebbnt eu lieu en Afrique

de la faim dans les classes moyennes urbaines en Afrique dumdcet au Moyen orient en 2008,
cf. Fig 6.
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sub-saharienne (46% du budget totale de I'agence CGIAR) avece contribution
limiee a la croissance des rendements, en particulier eaomparaisons avec les
autres egions du monde (Binswanger-Mkhize and McCalla 20).

On retrouve toujours les dierents courants de penses quprirent part au
ebat depuis la seconde guerre mondiale, au sein d'une apphe plus globale et
inegee, ceci peut-etre au colt d'une dispersion desecherches et des nancements
du ceveloppement. Le role de leducation, de l'aces awcedit et des externalies
comme barreres a l'adoption des technologies (Foster an&Rosenzweig, 2010)
mais aussi des infrastructures restent des explicationgponcerantes. Le manque
d'incitations provient aussi d'un probeme dinfrastructures et d'o re d'engrais
de qualiea un prix abordable du fait de I'enclavement et dumanque d'aces
aux marches internationaux. A titre d'exemple, le rapport issu de la commission
Blair a mis en evidence que le co0t de cedouanement d'un otainera Dakar
est lequivalent de celui de son transport vers un port euggen, que le transport
d'une voiture du Japona Abidjan coate 1 500 dollars US alorsue le transport
dSune voiture d'Abidjan a Addis-Abeba codterait 5 000 dollar U$ et que les
frais de transports pour les Etats enclawes constituent detaxesa I'exportation
de 75%.

Cependant une meilleure appehension des colts et desrdees des poli-
tiques et la volone de mettre en place des outils durablesyenent les etudes
a cibler des modes de ceveloppement utilisant le marctele secteur prive ou
des changements organisationnels et/ou modes d'organisatne recessitant pas
d'intervention de I'Etat ni d'investissement publics trop importants. De méme
I'adoption de technologie est envisagee comme la consaque indirecte de mise
en place peliminaire de sysemeseducatifs ou d'information, consicees comme
des conditions favorablesa l'instauration d'incitatiors durablesa l'investissement
productif.

On peut citer le ceveloppement des nouvelles technologide l'information et

des communications, par exemple pour la di usion des infomions sur les prix
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(Aker, 2010 concernant le ceveloppement des eseaux deephonie portable au
Niger) permettant aux producteurs d'augmenter leur margesosivent largement
capees par les regociants. L'apparition des nouvellesparoches exgerimentales
en particulier le ceveloppement des experiences conte@s akatoirement, semble
aussi s'inscrire dans cette volone de favoriser les pragequi ont un rendement

net maximum.

0.2.3 Le cas de la contrainte de liquidies, des risques et de S pegesa

pauvree

Fafchamps (2010) esume cetteevolution en pressant la oomunaue scienti-
gue de tester dierentes explications concurrentes de ldaible adoption de tech-
nologie, qui caracerise I'Afrique, par des producteurs t&onnels mais contraints.
Il proposea cet e et de commencer par consicerer une ce ition plus large de la
vulrerabilie.

Les leviers majeurs consicees par la literature pour §imuler l'investissement
dans du capital de production colteux ou I'adoption de teciologie® sont l'ale-
gement des contraintes de liquidies, des risques pesantrde syseme productif
an de limiter les situations de pege a pauvree. La dynamique d'un pege a
pauvree est foncee sur la cependance des investissentsrfuturs au niveau de
richesse actuelle. Dans ces situations, un bas niveau deemay aujourd'hui limite
le potentiel niveau de revenu de long terme en interdisantdenvestissements
par exemple du fait d'une contrainte de subsistance. Le reachent agricole serait
donc maintenua un niveau bas en raison de contraintes quepe sur la dynamique
des ressources des nenages. L'exemple du manque depargnen de periode de
soudure (en particulier apes une mauvaise ecolte) peupar exemple empécher
I'investissement et la hausse des rendements, a long terrpay la reproduction
de cette situation.

De méme, le risque pesant sur le retour d'investissement asissi une source

5. Ceci est discue plus largement dans la section 3.2.1 duhapitre 3.
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potentielle du manque d'investissement. Les risques pripaux que sont les prix
internationaux et les chocs exogenes (meeorologiquesattaques de criquets...)
conditionnent en e et le retour sur investissement recessrea la subsistance des
nmenages ruraux. De nombreuses hypotleses ontet avames pour expliquer le
faible niveau de rendements de l'agriculture africaine, twefois aucune n'a pe-
valu, comme le montrent les ecentes theories eneconomidu ceveloppement (cf.
section 0.1.3). Ces derneres hypotheses sont, entre aas, la contrainte de cedit,

la nature incertaine des droits de proprees et les risque qui limitent l'investis-

sement. Le premier article traitant de l'aversion au risqueomme source d'un
niveau suboptimal d'investissement remontea Sandmo (12). Cette hypotlese a
et mainte fois reprise pour expliquer le faible niveau deendements (Townsend,
1994 ; Ravallion, 1994 Deaton 1990 et Rosenzweig, 1988) epatrticulier le risque
nmeeorologique (Wolpin, 1982 ; Rosenzweig et Binswanget993 et Paxton, 1992).

0.2.4 Nouvelles eponses organisationnelles

Nous chercherons dans ce travail a apporter une modeste cohution au
ebat en analysant deux modes de fonctionnement organisatnels qui pourraient
etrea méme de favoriser un tel ceveloppement en donnamilus de latitude aux
producteurs.

Premerement, nous comparerons les organisations destsyges de production
de coton dans les pays d'Afrique sub-saharienne. Il nous seeliinportant de
rappeler pour la suite de cet expos le role de catalyseulirdensi cation de la
lere cotonnere en Afrique de I'Ouest et du Centre. Le cobn a en e et joe
le réle de culture ‘locomotive' en particulier en ce qui coame la production
@ealere qui a pu pro ter de la distribution d'intrant s subventionres ainsi que
de services de vulgarisation et de la construction ou enation de routes.

Dans un deuxeme temps, nous analyserons les enjeux de ilisation d'in-
dices netorologiques ou issus d'imagerie satellite pomutualiser les pertes des

producteurs. Cela nous oblige a ¢ nir eta quanti er ce risque dans la zone
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soudano-salelienne a ont eu lieu cesetudes.

Dans le premier cas, nous adopterons une approche positigr,analysant les
ceterminants de la performance (rendements et surfacesltwes) des leres co-
tonneres. Dans le second, nous aurons plutdét une approemormative, tentant
de e nir les methodes requises pour lelaboration d'asurance fondees sur des
indices, le choix des indices et en n le potentiel que remente ce type de pro-
duits (par exemple en comparaison avec des assurances asgulirectement les
rendements ou contre le risque de prix).

Dans les deux cas il s'agit de faire face a l'aces limie ax marctes et en
particuliera I'absence de marctes du cedit et de I'asstance, qui maintiennent
I'agriculture d'Afrique de I'Ouest au stade d'agriculture @& subsistence. En e et
nous montrerons que l'impact des eformes du secteur du @ot cependent large-
ment de leur capacita maintenir les relations de coordiation qui existaient avant
les eformes dans les secteurs coton, dont la forme institonnelle est un keritage
deseres coloniales. Cette relation de coordination est enet un moyen de per-
mettre le cedit aux intrants sans garantie recessaire déa part des producteurs
aux moment du semis,a la n de la saison che (periode deosidure), comme
nous le montrerons dans le Chapitre I1I. De méme, la xationwl prix d'achat de
la ecolte au semis proege les producteurs contre les vations intra-saisonneres

du prix international du coton (Chapitre V).

0.3 Deux types de eponses organisationnelles

En esune, les hypotleses qui sous-tendent les deux chobrganisationnels
gue nous etudierons sont les suivantes : le coton a jowe urble moteur dans
I'intensi cation des leres agricoles et le risque meteorologique repesente un
ceterminant majeur de l'absence d'adoption de technologitelles que les intrants
colteuxa lI'exemple des engrais. C'est ce dont nous allotenter de convaincre le

lecteur dans cette troiseme partie d'introduction.
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0.3.1 Rdle du coton dans l'adoption de technologie et efo rmes

Etant donree I'importance des structures traditionnelles dans les pays en ceve-
loppement et le fait que la plupart des strakegies de ceveppement pour I'Afrique
se soient confroneesa ces structures (cf. section 0.).8epuis 50 ans il semble
important de trouver des straegies de ceveloppement cehentes et facilement
appropriables pour les communaugs traditionnelles sarsermettre auxelites de
capter la rente que repesentent ces aides.

Au regard de ce criere et du niveau d'adoption des technolagg, le coton
peut-etre vu, en cepit de la symbolique qui le lie directemnta I'esclavage et aux
periodes de colonisation, comme une eussite de progranenmege de ceveloppe-
ment agricole, au moins en ce qui concerne I'Afrique de I'Oues du Centre. Nous
illustrons cette assertion par le fait que l'utilisation dintrants, signe de l'intensi -
cation des cultures dans ces pays, aet largement cossl avec le ceveloppement
des surfaces cultivees en coton dans la egion (Fig 9). Getintensi cation aet
permise malge les forts risques (nmekorologiques engr autres) qui pesent sur la

culture du coton.
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Figure 9 { Corelation entre la consommation d'engrais et la part @ la culture
du coton dans I'ensemble des terres arables (1961-2009).

Le coton semble donc avoiret un catalyseur de l'utilisabn des engrais par

des petits producteurs, et reste aujourd’hui une des raresapites cultiees de
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manere intensive eta grandeechelle dans la zone soudarsalelienne.

Les enjeux sont aujourd'hui toutefois un peu modies et le sront peut-&tre
dans le futur, du fait de lI'appauvrissement des terres (en paulier dans les
egions cotonneres) mais aussi du rencherissement gdael du prix des engrais,
suivant la production d'azote tes intensive enenergie §az) temporairement ab-
sorke par la hausse du prix du coton et la relative qualie d coton africain encore
ceuillia la main, et donc peu abre contrairement aux praluctions nmecanises.

Nous avons toutefois fait le choix devaluer I'impact deseformes du secteur du
coton sur la periode 1960 et 2008 dans les pays d'Afrique sabharienne (chapitres
| et I). nous tentons de ceterminer si ces derneres ont ewn e et signi catif
sur les surfaces cultiees et les rendements, mais ausseles ont permises la

continuie de ce rble de catalyseur, en particulier en Afgue de I'Ouest.

0.3.2 Rdle du risque neeorologique et assurances

Les famines qui ont suivi les sscheresses de 1972-1973 8818984 (Nicholson,
1986) sont les prenonenes les plus connus, et de nombreuavaux acacemiques
montrent l'impact de ces ®cheresses sur la sane (Maciand Yang, 2009 en In-
donesie et Araujo-Bonjean et al, 2012 au Burkina Faso). Le gise neeorologique
(variations interannuelles de court et moyen terme et de pi&¢ et moyenneechelle)
est aussi, depuis longtemps, poine comme une source de S@wvestissement en
raison de la faible dotation de I'Afrique en infrastructuresl'irrigation (cf. section
0.2.2).

La variabilie interannuelle de la pluvionetrie est forte au sein de I'Afrique
et beaucoup de egions d'Afrique de I'Ouest #20°N ; 20°W-40°E) subissent des
variations de long terme (plus de 10 ans). Une baisse des p@tations annuelles
aet obsenee depuis la n des anrees 60 (20a 40% entre31-1960 et 1968-1990,
Nicholson et al., 2000 ; Chappell et Agnew, 2004 ; Dai et al., 20f. Figure 10).

Cette variabilie de long-terme est aussi accompagree dhe variabilie spatiale

importante que nous illustrons par des donrees des deux apmaitions ex ante
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Figure 10 { Anomalie de pecipitations au Sahel (16-20°N ; 20°W-10°E) sur la
periode 1900-2011 : moyennes de cumul de pluies de Juinat@lare. Source : Na-
tional Oceanic and Atmospheric Administration (NOAA), NCDC Globd history
Climatology network data.

d'assurance neto. On peut observer dans la gure 11 queppr les anrees 2004 et

2010, la distribution spatiale du cumul annuel de pecip#tions est tes dierent.
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Figure 11 { Variation spatiale du cumul annuel pluvionetrique en 204 et 2010
dans le dege care de Niamey au Niger (1 dege decimal) et d@ns la zone de pro-
duction du coton au Cameroun (egions du Nord et de I'Extrére Nord, repesen-
tant lequivalent 8 deges decimaux) et localisation des stations pluvionetriques.

Source : Calculs de l'auteur.
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Ces variations annuelles des pecipitations sonta I'ogine d'un ce cit de pro-
duction en eeales qui constitue la principale ressouecalimentaire de cette egion
(Fig. 12). Nous pensons alors qu'il y a un fort potentiel pourek instruments de
mutualisation spatiale et temporelle du risque neteorobgique dans cette egion

caracerigee par un climat soudano-satelien.

° # $ % &

Figure 12 { Rendements eealiers (kg/ha, donrees FAO) et cumulannuel de
pecipitation (mm, donrees CRU TS3) en zone soudaniennengre 1961 et 2006.

Pour faire face au risque de mauvaise ecolte des sysemé@assurance pour-
raient €tre mis en uvre. Il existe aujourd'hui trois types d'assurances : les as-
surances ecoltes, les assurances fondees sur un indiceréedement local et les

assurances neeorologiques.

0.3.2.1 Les assurances fonaees sur des indices neeorol ogique

En eponsea ces risque qui semblent brider |'utilisationd'intrants coOteux
(Dercon and Christiaensen, 2011) et donc peut-etre a I'agine des bas rende-
ments obsenes, un nouvel outil parat ineressanta tester dans le contexte Ouest
africain : il s'agit des assurances fondees sur des indiaestorologiques ou de
\ecetation. Ces derniers permettent une indemnisation @ fonction du niveau de

l'indice, observable en temps eel ou dans un celai limé, ce ni ojectivement
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avant la mise en oeuvre du contrat et incependant des actiorge |'assureur et de
I'assue. ces trois caraceristiques permettenta l'asurance d'e@tre peu colteuse
(absence de colt de transaction lea la constation du domage, comme c'est le
cas au sein d'assurances traditionnelles), exempte de®ipeme d'aka moral et
d'anti-election (absence d'asynetrie d'information ®ncernant la ealisation de
I'indice) et d'autoriser des indemnisations rapides, rexssaires en cas de £cheresse
cereralisee pour faire facea des situations de famine.

De plus ces assurances sont peu colteuses en terme d'itfuatures et peuvent
@tre coupksa des produits de cedit a n de limiter le risque de defaut et donc le
prix de ces derniers (Dercon and Christiaensen, 2011). Cemutages theoriques
ont laise penser que ce dernier type d'assurance etait garieur aux autres et
eclencle un ceveloppement rapide de la literaturea ce sujet. Ceci autant au
niveau microeconomique (nombreuses exgeriences deerement controees sur
des produits d'assurances individuelles contre le risquegorologique dans les
pays en ceveloppement) qu'au niveau macroeconomiquea(imise en uvre d'un
let de scurie foncee sur un eseau de pluvionetre, en 2006, par le Programme
Alimentaire Mondial en Ethiopie et [emergence d'une initiative de grande enver-
gure, soutenu par I'Union Africaine, pour couvrir les risquesetorologique des
pays d'Afrique sub-saharienn& en sont la preuve).

Malge ce ceveloppement rapide, peu detudes se sont ada estimer le po-
tentiel de tels produit sur la base de donrees de rendemergs de variables ne-
torologiques, sirement du fait de la raree de ce type ddonrees. Nous tentons
donc de renediera cette lacune en estimant ce potentiel eante (avant la mise en
place d'un tel produit) dans le cas de la culture du mil au seidu dege care de
Niamey et du coton au Nord du Cameroun (Chapitres Ill, IV et V). Csetudes
ont kere ces de la collaboration etroite avec des neteorologues et de ecoltes
de donrees de ce type au sein du programme d'Analyse Multidiplinaire de la

Mousson Africaine (AMMA) regroupant des recherches de dienmates disciplines

6. http ://www.africanriskcapacity.org/.
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(climat, meeo, agronomie et socioeconomie).
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CHAPTER 1

SUB-SAHARAN AFRICAN COTTON POLICIES IN
RETROSPECT

This chapter is based on the following article: Claire Delpeuch &
Antoine Leblois, Sub-Saharan African cotton policies in retrospect,
forthcoming in Development Policy Review

Abstract

Calls for liberalizing cash crop sectors in sub-Saharan Adda have been voiced
for decades. Yet, the impact of reforms remains elusive in pirical studies.
This paper o ers new opportunities to solve this problem by meating precise and
consistent market organisation indices for 25 African cottomarkets from 1961 to
2008. The aggregation of scores reveals interesting trendsarkets are no more
competitive today than in the late 1990s, 50% of productiontii originates from
markets with xed prices and reforms are giving rise to a newype of regulated

market both in East and West Africa.



1.1 Introduction

Cotton is a key crop in sub-Saharan Africa (SSA): it is a major swce of
foreign currency for a number of countries, the primary castrop for millions of
rural households and one of the only export products for whicthe continent's
market share in global trade has increased over the past ddea (Boughton et
al., 2003; Ba es, 2009b). Being grown mainly by smallholdsy it is believed the
cotton market plays a key role in development and poverty redtion (Minot and
Daniels, 2002; Badiane et al., 2002; Moseley and Gray, 2088)

Since the late 1980s, Africa's "white gold', as which cottoa sometimes known,
has been central to a harsh debate on how best to encouragepteduction and,
particularly, on the role governments should play in this ppcess. Historically,
markets in many countries have been organised around public para-public
companies, referred to in the literature as boards in Easterand Southern Africa
(ESA) or parastatals? in West and Central Africa (WCA), enjoying a monopoly
on cotton transformation and export and a monospony on relatl activities such
as input provision and transport. Reforms have been adopted a large number
of countries, since the late 1980s and, increasingly sindeetmid-19908. The
nature of reforms has widely varied across countries and regs, ranging from

far-reaching market and price liberalizations to only verynarginal adjustments.

1. This view however has been under attack on the grounds thatotton cultivation was
introduced in many African countries with a view to satisfy colonial powers more than local
populations (see for example, Isacmaan and Roberts, 1995}t has recently reappeared in the
literature when national household survey data on Mali provided evidence of the fact that a
large share of cotton-producing households living in the feile area of Sikasso continued to live
under the poverty line despite cultivating cotton and receiving public subsidiest making Sikasso
the poorest rural region in Mali. However, these ndings hawe been disputed by later research
pointing at inadequacies in the data and methodology of the nitial analysis (see Delarue,
Mesple-Somps, Naudet and Robilliard, 2009). More generalancerns have also been voiced
with regards to the “unfairness' of international cotton markets regulation (see Sneyd, 2011).

2. A parastatal is a legal entity created by a government to urdertake commercial activities
on behalf of an owner government.

3. The privatisation and liberalisation of all the cotton sub-sectors were advocated by the
World Bank and the International Monetary Fund, originally in the late 1980s, and increasingly
since the mid-1990s, with the objective of strengthening tleir competitiveness, ensuring their
nancial sustainability and allowing a fair distribution o f the prots between producers and
ginners (Badiane et al., 2002).



Because reforms have not always yielded the expected immaeind because
several countries are still considering di erent reform dpns, the institutional
puzzle remains unsettled. As a result, the literature on catn sector reforms has
dramatically expanded over the past decade. While in the 108 and 1990s it was
prospective and consisted mainly of recommendations, nuroas retrospective
assessments have been performed over the past few years. ofRefprocesses
have, however, been studied primarily on a case-by-caseibgaotable exceptions
being Goreux et al., 2002; Araujo-Bonjean et al., 2003; Tsclay et al., 2009 and
2010; Delpeuch et vandeplas, forthcoming), and concenteabn a small number of
countries*. Moreover, policy changes have often been studied only stipmfter
their implementation.

In order to enable a broader and longer term analysis of cotisector market
organisation, this paper aims at giving a full panorama of emarket organisation
has evolved in all SSA cotton producing countries from the dg 1960s to the
present time. We refer to "'market organisation' to describenarket structure,
the nature of ownership, and the regulatory framework undstood as the set of
rules which govern market entry, pricing, and all aspects afotton production,
transformation and sales. Based on an extensive review ofethiterature we
compile indices describing the evolution of market orgarmgon in 25 countries

from 1961 to 2008. This enables us to make two contributions to the literature

4. Numerous studies look at the historically biggest produers in Eastern and Southern
Africa (ESA) (Mozambique, Tanzania, Uganda, Zambia and Zinbabwe) and in WCA (Benin,
Burkina Faso, Chad and Mali); countries where production ha declined over the last decade
(such as the Ivory Coast, Nigeria and Sudan) or smaller prodoers (such as Kenya, Madagascar,
Senegal or Togo) are rarely examined.

5. These countries include Kenya, Madagascar, Malawi, Mozabique, Sudan, Uganda,
United Republic of Tanzania, Zambia and Zimbabwe in ESA and Benin, Burkina Faso,
Cameroon, Central African Republic, Chad, Democratic Repulic of the Congo, The Gam-
bia, Ghana, Guinea, Guinea-Bissau, Ivory Coast, Mali, Nige, Nigeria, Senegal and Togo in
WCA. According to FAO statistics, 32 countries produced ove 1000 tons of cotton at some
point between 1961 and 2009. However, we still have not foundu cient information to doc-
ument our indices for the following countries: Angola, Burundi, Botswana, Ethiopia, Somalia,
South Africa and Swaziland. Note that the size of our sample gpands from 20 countries in 1961
to 25 countries as from 1985 as countries are included in theadabase only post-independence.
This follows from our di culty to nd reliable and comparabl e data on the pre-independence
period.



First, by computing average degrees of competition, privatownership and
price intervention at di erent sub-regional levels, we vafy whether the trends in
cotton market organisation identi ed in the literature hold true when expanding
the study period and the sample of countries under considéi@. With a series
of nuances, we con rm key ndings for the di erent periods util the late 1990s,
which suggests that cotton policies were highly uniform atie sub-regional level:
public ownership was greater and competition weaker in WCAnmtil the inde-
pendences; markets then became increasingly regulated i8A4during the 1970s
and 1980s; in the early to mid-1990s signi cant reforms tooglace in the latter
region, leading to both increased participation of the prate sector and greater
competition again. However, we nd that this rst wave of refams was not the
start of a process, contrary to claim: such reforms have notebn mirrored by
other countries in the following decade. A second wave of refts has followed in
WCA, yet they have led to the creation of hybrid markets with mked ownership
and regulation but no competition. Besides, we observe a pf@ng away from the
trend towards fully deregulated markets in a number of ESA cmtries as govern-
ment adjusted regulation in reaction to various problems ahliberalization and
privatisation have even been reversed in a number of marginaroducing coun-
tries. As a result, markets organisation is increasingly d&vrse across SSA but
competition remains limited: over fty percent of total production still originates
from non-competitive markets where prices are xed.

Secondly, expanding the information available to the large possible array
of countries and reporting key policy or institutional changs with precise time
indications, and in a consistent manner for 25 countries, imgs new opportuni-
ties for quantitative empirical work on the link between maket organisation and
performance in African cotton sectors or the political ecomay of cotton policies.
The indices compiled in this paper have been used in the chaptl, in which we
show that the link between market structure and performance very much linked

to the type of liberalization introduced and the nature of pe-reform policieslh



this con rms the necessity of looking at the impact of struatral adjustment us-

ing precise institutional variables. Further work could usfully be engaged to
explore the reasons for increasing heterogeneity in orgaaiion: how much of
the variation across countries is due to di erent structurd market failures that

fully liberalized systems would be unable to resolve in songeuntries, and how
much is due to di erences in bargaining power of the producerssociations, the
processing sector (sometimes including the parastatalg) government stakehold-
ers who are either unwilling to give up on rents, or believe thaeforms would

not be bene cial to farmers? While country-speci c case-stlies have explored
the political economy of some reform processes (e.g. Se2@12 and Kaminski
and Serra, 2011), it remains di cult to understand the compaative pattern of

institutional evolution.

The paper is organised as follows. In section 2 we comment dre tmethod-
ology adopted to review cotton policies: we outline the cetria chosen to char-
acterise cotton markets and reforms and describe our souscef information. In
section 3, we identify patterns and trends in cotton sectorrganisation at the

SSA level and for sub-groups of countries. We conclude in sec 4.

1.2 Methodology: Creating indices

1.2.1 Characterising cotton markets

Building on the literature assessing the links between magkorganisation and
performance, we have identi ed a number of links between miat organisation
and performance that we use as guidelines to characteriserikets and describe
their evolution . The works by Tshirley et al. (2009 and 2010) were particullyr
useful as a means of assessment as they rest on a typology dfocomarkets

against which a number of performance indices are examined.

6. Given the large geographical coverage of the paper, it caentrates only on the production
of seed cotton and its transformation into cotton lint; the production of by-products, oil and
cakes, is not addressed in what follows.



To understand how market organisation has evolved it is imptant to recall
that market organisation in SSA cotton markets is closely fated both to the SSA
rural context and to the speci c requirements of cotton prodation (Poulton et
al., 2004). Cotton farming requires inputs (fertilizers, psticides, herbicides and
seeds) that are often beyond the reach of producers given ttten prot mar-
gins that cotton o ers and the still restricted use of local-available alternative
inputs. This is particularly the case in WCA where agro-cliratic conditions are
less favourable and needs in chemicals greater. As credit kets are almost non-
existent in rural areas, production occurs almost exclusly through interlinked
transactions whereby inputs are provided on credit by the ghing companies.
Changes in market organisation have speci ¢ implicationsiisuch a context of
imperfect markets and prevalence of linkages between inpannd output markets;
especially since formal contract enforcement institutiare typically absent in
many countries of SSA (Poulton et al., 2004; Delpeuch et Vandeplas, forthcom-
ing). Contract enforcement is indeed key to ensure the sugtability of input
credit schemes, witch have very direct consequences on thelds achieved by
smallholder farmers and in terms of the number of farmers tha&an engage in
cotton production (Poulton et al., 2004; Delpeuch et Vanddas, forthcoming).

The rst important dimension of market organisation is the degree of compe-
tition. It is believed to impact the share of the world price eceived by farmers,
which in turn in uences the area under cultivation and the anount of e ort that
farmers invest in production. Yet, competition also increses the scope for side-
selling, whereby farmers sell their cotton to other buyerstdnarvest, rather than
to the company that has pre- nanced their inputs. In additicn, competition is
believed to in uence rms' e ciency through the creation of cost minimization
incentives or, conversely, the suppression of economiesadle or the introduction

of new transaction costs (Tschirley et al., 2009; Delpeuch#andeplas, forthcom-

7. Among current signi cant producing countries, Tanzania is the only country where this
is not the case at all.

8. Among other reasons this is due to the oral nature of many aangements, the geograph-
ical dispersion of agents and the weakness of judiciary sysins.
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ing). Finally, Larsen (2003); Poulton et al. (2004) and Tsahley et al. (2009);
have identi ed a strong link between competition and the ality of companies to
coordinate on quality issues; for example, avoiding mixirgged varieties in di er-
ent regions or enforcing strong quality requirements. Ourrst set of indices thus
reports whether markets are monopsonistic, regulated (imyjng that rms oper-
ate as regional monopsonies or that supply is administragly allocated among
rms), limitedly competitive (implying that two or three r ms with large market
shares exert price leadership) or strongly competitive (iplying that many rms
compete on pricesy.

Another key aspect of market organisation is price xation: »d prices that
apply across the country and throughout the year (i.e. panetritorial and pan-
seasonal prices) have been heralded as a risk mitigation asphtial redistribution
instrument (Araujo-Bonjean et al., 2003). However, they dismrage production
from the most productive farmers, and conversely encourageoduction by less
e cient farmers. Besides, price xation by the government nost often results in
(implicit) taxation or, alternatively, in unsustainable subsidies (Ba es, 2009b).
Our second set of indicators reports whether prices are xgghn-territorially and
pan-seasonally, whether the government or a public body amunces an indicative
price at the beginning of the season or whether prices are edgldetermined by
market forces.

Finally, we look at the nature of ownership. Private sectornvolvement in
ginning and cotton-related activities is indeed often seeto improve e ciency
through the removal of soft budget constraints, excessivenployment or political

interference in management (Ba es, 2009b). Our third set ahdices therefore

9. These categories very closely match those used by Tschast et al (2009) which di eren-
tiate between “market-based' systems, including ‘compéiive' systems (our strong competition
category) and “concentrated' systems (our limited competion category) and ‘regulated' sys-
tems which include “national monopolies' (which almost mathes our monopsony category) “and
hybrid system' (which corresponds to what we call regulatedmarkets). The reason we have
note used the same classi cation is that we decided to sepata the competition dimension of
market organisation from that of ownership and pricing (for example our monopsony category
can also re ect on a situation where only one private rm operates).



reports whether the ginning companies are entirely publieyhether ownership is
mixed or whether it is entirely private. ldeally, it would have been interesting to
give more information into the characteristics of private wnership, di erentiat-

ing, for example, between owners seeking to provide cottorthivstandard market

attributes, and owners seeking particular quality attribues (including, for exam-
ple, certain quality grades, or organic and fair trade cered cotton). However,

information was not available on a su cient scale to do so.

A series of control variables, which will be useful in the coext of quantitative
work, as well as a number of additional indices re ecting on are hypothetical
determinants of performance are also included in our dataséor example, good
performance is sometimes attributed to the involvement ofatonial enterprises
or their counterparts after independence either directlyrathrough lagged e ects
of past interventions (Tschirley et al., 2009). From this pespective, we report
colonial ties and years during which ex-colonial institutins continued to operate.
Several empirical studies also recognise the potential iimgpance of producers'
collective ownership in the ginning companies, which is eft coupled with par-
ticipation in sector management. Ownership by producers'rganisation is thus
also captured by one of our indices. These indices howevee aot commented

upon in what follows, as we aim to concentrate on key patterrand trends. Table

1 summarizes the content of our database.

1.2.2 Sources and information compilation

As much as possible, we attempted to document our indices witlbjective in-
formation such as o cial law and regulation documents or reprts of international
organisations. The latter are indeed more comparable acsosountries and time
than interview or survey-based information (Conway et al.2005). Objective in-
formation sources were however not available for all the aawies under scrutiny.

We thus also used information emanating from the local and ternational press,



interviews and the literaturel®. This enabled us to account for the fact that
poor rule enforcement and/or informal rules also impact méet organisation*?.

For example, establishing the actual degree of competitiosf a market ideally
requires information not only on the number of rms active inthe market and

their respective market shares, but also on their strategisehaviour and on the
degree of ownership concentration behind rms with di erehnames. Similarly,

the role of regulatory bodies is at times di cult to assess whout knowing the

context in some detail. Based on such additional informatig we report the date
of e ective changes, rather than the date of the o cial decigons underlying these
changes, in cases where they di er.

When compiling the information, we refrained from using coposite indices
in order to be as transparent as possible. In this respect, oumdices are di erent
from those in Giuliano and Scalise (2009), the sole other agrltural market
regulation indices of which we are aware. In their paper, gesnment intervention
in cash crop markets is given a score between one and f&ur Alternatively,
in this paper, (i) dierent indices are reported for the di erent dimensions of
market organisation, identi ed in the above section and ()i degrees in each of

these dimensions are reported as separate dummy variablather than scores.

10. Among these studies, see in particular, Kaminski et al. 2011); Savadogot and Mangenot
(forthcoming) on Burkina; Minot and Daniels (2005); Gergely (2009a) on Benin; Gergely
(2009b) on Cameroon; Gafsi and Mbetid-Bessane (2002) on th€entral African Republic;
Mbetid-Bessane et al. (2010); Azam and Djimtoingar (2004) o Chad; and Makdissi and
Wodon (2004) on the Ivory Coast; Tet (2003); Vitale and Sanders (2005) on Mali; Larsen
(2006)Poulton and Hanyani-Mlambo (2009) on Mozambique; Decon (1993); Gibbon (1999);
Cooksey (2004a and 2004b); Ba es (2004); Larsen (2006); Pdan (2009) on Tanzania; Lund-
b k (2002); Poulton and Maro (2007); Baes (2004 and 2009a) on Uganda; Brambilla and
Porto (2008); Kabwe and Tschirley (2009) on Zambia; Boughtm et al. (2003) on Zimbabwe as
well as Araujo-Bonjean et al. (2003); Goreux (2003); Bourde (2004); Ba es (2009) on WCA
and Tschirley et al. (2009) on SSA.

11. For clarity, we quote country-speci ¢ sources only in the country-case summaries (avail-
able upon request).

12. Their database contains information for the major cash oop in 88 developing countries
from 1960 to 2003.



1.3 Cotton policies in SSA 1960-2009

1.3.1 1960s-1980s: An era of regulation

To describe an average market organisation at di erent poia in time, we
compute annually (i) the number of countries per level of copetition, per degree
of private sector ownership and per pricing system in adddn to (ii) the share of
production emanating from each of these groups of countrieGraphs are drawn
rst at the SSA level (Figure 1.1), but also di erentiate between WCA and ESA
(Figures 1.2 and 1.3, respectively) and between former Frénand British colonies
(Figures 1.4 and 1.5).

As pictured in Figure 1.1, market organisation varied acrosSSA in the early
1960s although over half the countries already had monosilc markets (Figure
1.1-A) and no private ownership (Figure 1.1-C).

In WCA, competition was absent in almost 90 percent of marketand a ma-
jority were monopolistic (Figure 1.2-A). The Democratic Repblic of the Congo,
The Gambia and Togo were the only countries in which cotton s®rs were not
monopolistic but regulated or moderately competitive and there some private
ownership was allowed. Prices were xed everywhere, excdpt Togo (Figure
1.2-E).

By contrast, in ESA only two countries (Madagascar and Malawyihad mo-
nopolistic markets at the beginning of our study period (Figre 1.3-A). Private
ownership was also much higher in ESA than in WCA: it was null dn in the two
monopolistic markets and the Sudan (Figure 1.3-C). Pricesare xed in around
half the countries: Madagascar, Malawi, the Sudan, Tanzamiand Uganda (Fig-
ure 1.3-E), however a number of countries introduced xed pres over the 1960s
and 1970s. Figures 1.4 and 1.5 illustrate how di erences inarket organisation
across regions in fact directly re ect on colonial policiesthere was almost no
competition and private ownership in all former French colaies, including in

ESA (Figure 1.4) and much more in former British colonies, tluding those of

10



WCA (Figure 1.5).

However, looking at average market organisation in terms of@duction shares
originating from di erent types of markets o ers a somewhatdi erent picture.
During the 1960s and the 1970s, competitive markets accoedtfor only a marginal
share of production in ESA and in ex-British colonies as a who(Figure 1.3-B
and 1.5-B) and production overwhelmingly originated fromauntries where prices
were xed (Figures 1.2-F and 1.4-F). Di erences between ESAnd WCA, or ex-
French and ex-British colonies, were thus less marked thanam be perceived
when looking solely at markets. As shown in gure 3, market oemisation re-
mained very stable in WCA after the independences (that isdm the mid to late
1960s to the late 1980s), and even more so in former Frenchomiés (Figure 4)-2,
Conversely, changes were important in ESA: competition deokd and regulated
markets were transformed into monopolies while public owrship increased very
signi cantly. By the early 1980s, almost three markets out bfour were monop-
olistic and entirely publicly controlled in ESA (Figures 13-A and 1.3-C)!*. As
early as the mid-1970s prices were xed in all areas except kEonbique, where
the prices announced were only indicative (Figure 1.3-E).

While broadly con rming patterns identi ed in the literatu re (namely market
uniformity within SSA sub-regions and a higher initial degee of regulation in
WCA), our indices highlight the fact that market organisatioan quickly became
similar in WCA and in ESA. Between the late 1970s and the mid-B®s, compe-
tition and private ownership were, on average, as little in §A as they were in

WCA. Besides, our indices suggest that the commonly used dmsttion between

13. The increase in the number of monopolistic markets with piblic ownership and xed
prices in Figure 1.2-A, 1.2-C and 1.2-E is not due to shifts inmarket organisation but to the
emergence of new producing countries (Ghana in 1968, The Gdra in 1970, Guinea in 1983
and Guinea Bissau in 1983).

14. Production shares followed similar trends, however, neworthy is the existence of a
time-lag between the peak of production emanating from monpolistic and publicly-managed
sectors, which both occur in the late 1970s, and the share ofush markets, which continued to
increase, respectively, until the mid and late 1980s. Simdrly, while the number of regulated
and mixed ownership markets has remained relatively stablérom the 1960s to the mid-1980s,
their market shares have signi cantly declined. Interesting patterns in terms of performance
are therefore to be explored.

11



WCA and ESA should not be understood as a geographical distiran but rather
as a shortcut denomination for colonial ties. It should be &oowledged, however,
that the practicalities of regulation were di erent in WCA and in ESA, where it
was organized along the lines of cooperative structures. ®eedi erences them-
selves are likely to be meaningful for performance and in tas of the impact of
later reforms. Unfortunately, we did not nd enough informaton to report on

the functioning of these structures on a country basis.

1.3.2 Late-1980s-early 2000s: Di erent reform paths

Returning to Figure 1.1, this shows how cotton market orgasation in SSA
began to change in the mid-1980s, with a drastic accelerati@f reforms in the
mid-1990s. The number of monopolistic and publicly owned migets indeed con-
tinuously declined until the mid-2000s (Figures 1.1-A and.1-C). Prices were also
liberalized in a number of countries, although the decreaseless important and
stopped in the mid-1990s (Figure 1.1-E). This di erence beteen market reform
and price reform re ects the fact that the decrease in the nuber of publicly-
owned monopolistic markets resulted from two di erent wave of reform: the rst
wave gave rise to privately operated and competitive marketwhere prices were
liberalized and the second wave to hybrid markets characieed by mixed own-
ership, regulation and continued price xation. This can beseen in the parallel
increase of the number of regulated and competitive marketand the increase
of entirely and partially privately operated markets in Figire 1.1-A and 1.1-C.
Trends in terms of market share (Figures 1.1-B, 1.1-D and 1H) are relatively
similar. We document more precisely the timing and the plasewhere these two
waves of reforms took place by looking at sub-regional lesel

Changes were very di erent in ESA and in WCA, or rather in forme British
colonies and in former French colonies. Indeed, contrary tdfmmon belief, the
rst breakthrough occurred in WCA and not in ESA, with the liberalisation of

markets and prices in a number of non-French WCA countries ithe mid-1980s

12



(the Democratic Republic of the Congo in 1978, Ghana in 198% Nigeria in

1986). This rst wave of liberalisation continued a decadeater in ESA as il-

lustrated by the huge shifts in trends in the mid 1990s, showm Figure 1.3.

By 1995, markets were completely privatised and liberalidein all the former

British colonies of the region: Kenya (1993), Malawi, UgandaZambia, Zim-

babwe (1994) and Tanzania (1995). Competition and pricesul remained con-
strained only in Madagascar and Mozambique (respectivelprimer French and
Portuguese colonies) and Madagascar was the sole country véhthe cotton sec-
tor remained monopolistic and purely state-owned. Produmn shares followed
similar trends: in the mid-1990s, the shares of monopolistand regulated markets
dropped sharply (to almost nothing in the late 1990s) to the éne t of competi-

tive markets (Figure 1.3-B). Similarly, the shares of produmn emanating from

publicly-owned markets and from markets with xed prices stank drastically at

the same time (Figure 1.3-D).

In contrast, in non-Anglophone WCA, reforms of what we call thesecond
wave' have been much more recent and much more restricted cope: the number
of monopolies has declined only gradually, to the bene t ofegulated markets
but not to the bene t of competitive markets (Figures 1.2-A and 1.2-B). Public
ownership has also declined with an acceleration of this tré in the late 1990s,
but very few markets have become fully operated by private agts (Figures 1.2-
C and 1.2-D)%. Prices have not been liberalised (Figures 1.2-E and 1.2-A)he
most important changes occurred in Niger and Guinea Bissauhere parastatals
were privatised (in 1989 and 2000) before competition wastinduced (in 1998
and 2002). Competition remained limited, however, except iNiger, where it was
re-enforced by new entry after 2003. In Benin, Togo, the IvgitCoast and Burkina
Faso, private investors were allowed to enter ginning (in 29, the late 1990s, 1999
and 2003), yet governments remained major shareholders bétformer parastatals

that continued to operate, competition remained strictly onstrained and price

15. Note that companies have been privatised in 2009, i.e. & the end of our study period,
in Madagascar and Senegal.
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xation was not challenged. Conversely, the Central AfricarRepublic, Guinea,
Senegal and Madagascar completely privatised their parasals (in 1990, 2000,
2003 and 2004), but continued to guarantee their monopoly pition (or failed to

attract competitors in the Central African Republic). Finally, public monopsonies
still operate in Mali and Cameroon where market organisatiowas not challenged
at all. As a result, by the end of the 1990s, the private sectoras operating in
only around half the markets of WCA and competition remainedestrained in

over three countries out of four. About 80 percent of produatin continued to
originate from markets where prices were xed.

Regarding the structural adjustment period, our results agn broadly con-
rm the key results found in the literature, namely that of prompter and deeper
reforms in ESA. The nuance identi ed in the preceding sectiostill holds, how-
ever: patterns again strongly re ect colonial origin rathe than geography (as
illustrated by comparing Figures 1.2 and 1.3 with Figures 4.and 1;5). This

observation suggests a strong path-dependence of institital history.

1.3.3 Since the early-2000s: A halting of reforms?

The clear trend towards more competition identi ed in the alove section van-
ishes in the 2000s.To make this clearer, in Figure 1.6, we ghathe number of
countries and their share of production according to whetlhenarkets display any
level of competition (i.e. moderate or strong) or none (i.dbeing monopolistic or
regulated). As shown in Figure 1.6-A, the combined number of mopolistic and
regulated markets in SSA has in fact increased in the rst habf the 2000s and
thus returned to its level in the mid-1990s. This is also truat the sub-regional
level: competition was suppressed in ESA in the early 20008dure 1.6-E) and in
WCA in the late 2000s (Figure 1.6-C). Liberalisation attemfs have indeed been
reversed in Mozambique (in 2000), Guinea Bissau (in 2004) atite Democratic
Republic of the Congo (in 2006) and regulation was re-introded in Uganda
(between 2003 and 2008). Similar patterns appear in terms wiarket share: the
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share of non-competitive markets has increased over the trbalf of the 2000s
and has returned, today, to the level of late 1990s in ESA and only slightly

inferior that level in WCA (Figures 1.6-D and 1.6-F). In addtion, we also observe
a partial reversal of the privatisation trend in WCA: the private sector no longer
operates in the Central African Republic (since 2007), The Gabia (since 1996)
and Guinea (since 2008).

Building on our country-case studies, we nd that the obsemtions described
above are the result of three types of adjustments: state @an and private sector
driven regulation and market concentration caused by markexit. In some cases,
several of these trends have been at work simultaneously acesessively. However,
in WCA, market exit is the primary explanation for increasingstate ownership
or declining competition: cotton production has collapseth marginal producing
countries where private agents have exited the sectér Conversely, as noted
by Tschirley et al. (2010), state driven and private sector dven regulation have
been the main drivers of declining competition in ESA. Fluctations in the degree
of competition in Zambia and Zimbabwe have resulted from nefiorced regulation
of the ginning sector in Zimbabwe (Poulton and Hanyami-Mlamb, 2009) and
informal cooperation by the two biggest rms in Zambia, in anattempt to limit
the scope for side-selling (Brambilla and Porto, 2009).

As a result of the limited scope of reforms in WCA and the adjustents
that took place post-reform in a number of countries, we nd hat, on average,
cotton markets in SSA remain largely publicly-owned and soeely competitive:
only nine countries out of the 25 under consideration have l@eved some level of
competition and over half of total SSA production still orignates from markets

where prices are xed (Figures 1.6-A and 1-EY.

16. Similar issues arise in bigger producing countries tooln Burkina Faso, for example, the
state has re-increased its ownership share in the ex-paraaial to over 65 percent because the
French private investor has refused to engage in the needectcapitalisation.

17. The reversal of reforms might be even more signi cant tha indicated by our indices.
Indeed, regulatory bodies and policies are being created @nimplemented in a number of coun-
tries, the impact of which remains di cult to estimate and th us is not taken into consideration
in our indices (for example the Cotton Development Authority in Kenya). Besides, we have
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Moreover, according to some analysts, even the most compigg African cot-
ton markets would be far from perfectly competitivd}J especially when the scope
of reforms is put into perspective with the more general institional and political
context of the countries examined (Coocksey, 2004; Van de W&a2001). Looking
at the cotton sector in Tanzania, understood to be amongst éhmost competitive
in SSA, Larsen (2005) and Coocksey (2004) report that the wayipate agents
have to obtain licences from the marketing board and other aginistrations to
enter the di erent segments of the cotton sector limits e ettve competition.

Finally, we observe that the recommendations formulated toountries where
reforms have not been adopted or implemented yet are incr@agy cautious and
context-speci c. Privatisation is seen as insu cient or een undesirable under
certain conditions and competition as having to be contrad in certain market
contexts (Baghdadli et al., 2007). Hence, while Ba es (200%dvocated further
privatisation of the parastatals in WCA as well as further Iberalisation of all
sub-sectors, Tschirley et al. (2009 and 2010) conclude thab market sector
type seems to have performed so well that it can be considerbdst under all
circumstances®. Perhaps as a consequence, countries in which markets have
barely evolved over the past three of four decades (Cameroand Mali) seem to

envision reforms that would lead to regulated rather than guopetitive markets.

1.4 Conclusion

The aim of this paper is to o er a comprehensive view on cottomarket
organisation and regulation evolution all over SSA. Notwititanding a series of
nuances, we nd that the trends in policy evolution identi ed in the literature
broadly hold when expanding the sample of countries underrsderation in the

pre-reform period and in the aftermath of reforms. This suggts that cotton

found indications that public spending through subsidies gems to be increasing in a number of
countries.

18. The somehow limited completeness of reforms achieved iaforming countries might have
participated in the softening of reform recommendations, @ the grounds of realism.
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policies were relatively uniform at the sub-regional level

However, our ndings for the last decade signi cantly alter he conclusions
commonly accepted. We show that the trend towards more comjie®n and less
public ownership engaged with reforms in some countries ing 1990s was not mir-
rored by other countries in the following decade. We also nthat adjustments
have taken place post-reform leading to a decrease of thedewf competition
and/or of the level of privatization in almost half the counties under considera-
tion. While cotton sectors are commonly described as movirtgwards increased
more competition and private ownership, we thus show that &jectories are in fact
less linear. Of course, this is not to say that reforms haveiled everywhere; while
adjustments occurred in many countries, liberalization gprivatization were com-
pletely reversed primarily in the smallest producing coumntes (hence with limited
impact on trends in terms of production shares). However, wleithis paper does
not intend to comment on the desirability of reforms, it desgbes the di culty
of achieving competition: fteen to twenty years after refoms were initiated, in
many countries, markets are far from stable.

This nding is crucial when it comes to explaining the perfomance of markets'
post-reforms or the determinants of policy choices. As they gride comparable
information for 25 countries with relatively similar econmic contexts and histo-
ries over 46 years, our indices o er promising opportunitgefor future quantitative
empirical work. Indeed, the literature on the e ects of casletrop markets reforms
in SSA largely remains inconclusive. Positive supply and @ductivity responses
have been identi ed elsewhere, notably in Asia (e.g. Rozellend Swinnen, 2004)
but little cross-cutting ndings emerge from comparative tidies in SSA, except
for the timidity of impacts (e.g. Kheralla et al., 2002; Akiyana et al., 2003).
Analysing the impact of reforms at the sector level, with deféed information
on their pace and scope, might therefore help solve the di culidenti cation of
supply response in the African context (see the chapter II).

Finally, our ndings also point to the crucial need for additonal research
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into the organisation of African agricultural markets. Inded, rst, there are
reasons to believe that what we observe for cotton reformsutd be similar for
the reforms of other cash crops. Second, while our indice®pde information on
some important dimensions of market organisation, they doot fully describe the
functioning of markets, within some of the categories we dathe. Information
remains scarce, for example, on the modalities of Eastern &#n cooperative
market structures operation before liberalization or, fothe recent period, on how
governance issues in SSA might impede the functioning of rkat-based systems,
despite formal competitive market organisations. In addibn, as standards and
codes are developed by the private sector, notably in relati to the development
of a market for organic or fair trade cotton, it will be important to also monitor

the impact of these initiatives on pricing practices, and guapetition.
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Table 1.1: Market organisation indices

Indices

Description

Degree of competition

Strong competition

Limited competition

Several rms compete on prices to
purchase cotton from farmers
2 or 3 rms enjoy a large combined market share
& exert price leadership

Regulation Several rms operate but there is no competition becaus
of regional monopsonies or administrative
allocation of supply among them
Monopsony One company buys cotton from farmers
& sells cotton lint
Price xation
Fixed prices Prices are xed pan-territorially and pan-seasonally

Price indication

Free market price

An indicative (non-binding) buying
price is announced at the start of the season
Prices uctuate according to local supply and demand

Ownership

No private capital
Some private capital

Only private capital

Col. institution as a monopoly
Ex-col. institution majority
shareholder

Ex-col. institution
shareholder

Producers shareholders

Private investors are not allowed to enter ginning
Both the public and the private
sector are active in ginning
The state does not intervene at all in ginning
A colonial institution is the sole ginner
An ex-colonial institution remains the
majority shareholder in the ginning sector
An ex-colonial institution retains
shares (any) in the ginning sector
Producers have shares (any) in some
of the ginning companies

Controls

French colony once
British colony once
CFDT once

British board once
Other or no colonizer

The country was a French colony once
The country was a British colony once
The CFDT has operated as a ginning monopoly
A British Board has operated as a ginning monopoly
The country never was a French or a British colony.

e

We consider ownership by ex-colonial institutions as “public' when rm

s are owned by ex-Metropolitan states.
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Figure 1.1: Market organisation in SSA (1961-2008).
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Figure 1.2: Market organisation in WCA (1961-2008).
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CHAPTER 2
COTTON NATIONAL REFORMS IN SUB-SAHARAN AFRICA

This chapter is based on the following article: Claire Delpeuch and
Antoine Leblois, The Elusive Quest for Supply Response to
Cash-crop Market Reforms in sub-Saharan Africa: The Case of

Cotton, under review at theWorld Bank Economic Review

Abstract

Little cross-cutting conclusions emerge from comparativgtudies on the im-
pact of structural adjustment on Sub-Saharan African agridtural performance.
This paper illuminates this long-standing debate by explting the particularly
interesting institutional history of Sub-Saharan African otton markets to esti-
mate the impact of market structure on acreage and produciity. We adopt a
novel quantitative strategy, which controls for potentialsources of supply response
variation by incorporating detailed information on the pae and depth of reforms,
the nature of pre-reform policies and weather conditions dhe cultivation zone
level. We found an overall positive impact of reforms on yi@lbut such impact
is associated with a decrease in area cultivated with cottan strongly regulated

markets.



2.1 Introduction

While there is widespread agreement that cash-crop markets Sub-Saharan
Africa (SSA) have been signi cantly liberalized since the ebr 1990s (Anderson
and Masters, 2009; Delpeuch and Poulton, 2011), the e ectd such reforms
largely remain elusive. The impact of structural adjustmetnon agricultural per-
formance has been widely researched. Positive supply andguctivity responses
have been identi ed in Asia (e.g. Rozelle and Swinnen, 20043 avell as, to a
lesser extent and with a lag, in some of the European transt countries (e.g.
Swinnen and Vranken, 2010). In contrast, in SSA, if any, the ipact of reforms is
found to have varied in direction and magnitude. Little cros-cutting conclusions
thus emerge from comparative studies in SSA, except for thertidity of impacts
(e.g. Kheralla et al., 2002; Akiyama et al., 2003).

Reviewing the literature on agricultural transition in deweloping countries
(DCs) and on agricultural productivity in Africa, we identi ed four potential
sources of supply and productivity response variation, wth could conceal over-
arching trends: the depth of reforms and resulting post-refm market structure,
the nature of pre-reform intervention, the institutional requirements of production
processes and external forces such as climate or con ict.

The relatively limited scope of reforms, or their imperfecdmplementation, has
long been identi ed as one potential explanation for their werall timid impact
in DCs (Krueger et al., 1988). Delpeuch and Leblois (forthooing, cf. Chap. 1)
however o er evidence on the fact that reforms in the cottonectors of SSA have
not all been of limited scope and that they have instead brobgabout changes in
market structure that vary widely in scope both across counes and over time. A
long-term perspective and precise knowledge of the naturbpmst-reform market
structure hence seem to be necessary to capture the e ectsreforms.

Second, there is growing evidence that pre-reform state ¢ool of cash crop
markets also varied in nature across countries and crops aglwas over time,

with policies ranging from direct support to taxation, depading on governments'
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objectives and on the level of the world price for di erent camodities (Kasara,
2007; Anderson and Masters, 2009; Delpeuch and Poulton, 2D1The nature of
pre-reform agricultural policies has been identi ed as a kadeterminant of supply
response in Asia (Rozelle and Swinnen, 2004). There are thessons to expect
the impact of reforms in SSA to be crop- and country-speci crad to have varied
depending on the time of their introduction.

Third, the imperfect nature of inputs and credit markets in Afica and the
di culty to enforce contracts, imply that the impact of refo rms could vary de-
pending on the size of input requirements for di erent cropsindeed, when pro-
duction requires the use of costly inputs and interlockingfanput and output
markets is necessary, introducing competition not only a@s the prices received
by farmers, but also the sustainability of input-credit scemes (Dorward et al.,
2004; Delpeuch and Vandeplas, forthcoming).

Finally, many external factors interact with the reform of peci c agricultural
markets, among which, variations in world market conditios, domestic macro-
economic policies, con icts and, most importantly, weatheconditions (Meerman,
1997)t. With a few exceptions (e.g. Brambilla and Porto, 2011 and Kainski
et al., 2011), these external factors - in particular weatmeonditions - are rarely
formally accounted for in studies of agricultural transiton in SSA.

This paper thus aims to illuminate long-standing debates adut the impact
of structural adjustment in SSA agriculture by adopting a negel quantitative,
sectoral and long-term approach, in which we consider all tife above-mentioned
sources of potential supply response variation.

The cotton sector is the focus of this paper because of its fpiaularly interest-
ing institutional history. A large number of countries in S@ have had very similar

cotton market structures for decades (a legacy of coloniablicies) but have cho-

1. Dierences in the legal and economic environment and endng institutions have also
been identi ed as a determinant of supply response (Jayne eal., 1997; Kherallah et al., 2002).
However, this factor is more likely to explain broad di erences in outcome between developing
regions than within SSA, where the legal and economic envimmment and enabling institutions
are relatively homogeneously low.
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sen reform options that di er in several dimensions. This giation thus o ers

a privileged testing set-up for examining variations in pageform performance
and identifying the reasons for such divergence. Besideketpolicy implications
of our results should be of widespread interest in SSA: cottweamains at the core
of vivid policy debates as it is the main source of cash reventgeg more than two
millions rural households and a major source of foreign exatge for about fteen
countries on the continent (Tschirley et al., 2009).

Our estimation strategy was made possible by two new dataset First, we
use the market structure indices compiled in a companion pap (Delpeuch and
Leblois, forthcoming, cf. Chap. 1) to inform the timing of réorms and character-
ize the nature of post-reform market structure and pre-refm policies. Second,
we construct precise indices of weather conditions at thevkd of cotton cultiva-
tion zones based on the dataset provided by the Climatic Reseh Unit of the
University of East Anglia (2011).

We rst show the necessity of a disaggregation of reforms mtdi erent types
and to distinguish countries that had di erent pre-reform plicies. Without such
a distinction the only impact found is a positive impact on yeld. However, when
distinguishing regulated markets (and Western and Centrahfrica (WCA) and
Eastern and Souther Africa (ESA) within those regulated marks) from the coun-
tries that undergone privatisations (characterized by lovand strong competition),
the conclusions are di erent. First, regulated markets see to show signi cantly
higher yields than before the reforms and, second, counsiwith cotton markets
ruled by strong competition seem to have decreased their areultivated with
cotton. Depending on the speci cation, some other resultyiae, and seem to be
in accordance with the hypothesis of a selection e ect. Su&hect, put into light
by Brambilla and Porto (2011), is the idea that the increasefoyields may be a
consequence of a shrinking in areas under cotton cultivatio Interlinked agree-
ment and transactions that take place under a monopsony striuge, are indeed

weakened by the introduction of competition, leading to anxt of less productive
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farmers and to a concentration of cotton production on the nst fertile lands.
The remaining of this paper is organized as follows. In seamti 2 we describe
the reforms undertaken in SSA cotton sectors (2.2.1) and bry outline the ex-
pected relation between market structure and performanc..2). We also pro-
vide descriptive statistics on the empirical relation beteen market structure and
performance (2.2.3). In 2.2.4 we describe the theoreticahmework which moti-
vates our estimation strategy and the estimation strategytself and the dataset
in 2.2.5. In section 3 we display and discuss the results aslivas validity and

robustness checks.

2.2 Reforms and performance

2.2.1 Reforms in SSA cotton sectors

Traditionally, most African cotton sectors have been orgamed around state-
owned enterprises enjoying both a monopsony for seed cottpaorchase and a
monopoly for cotton input sale’. In addition, prices were xed by governments
or administrative bodies, and sales were guaranteed for phucers. Following rec-
ommendations by the World Bank and the International Monetay Fund, SSA
cotton sectors have however seen their share of reforms &tay in the late 1980s
and increasingly since the mid-1990s. The nature of the chgas in market struc-
ture brought about by these reforms has widely varied acrogsgions, ranging
from the introduction of strong competition following farreaching market and
price liberalizations, to only marginal adjustments. Whi¢ an increasing num-
ber of markets have become competitive, 50 percent of prodion in SSA still
originates from markets with xed prices (Delpeuch and Lellis, forthcoming, cf.
Chap. 1). Schematically, former British colonies in ESA (pis Nigeria in WCA)

have implemented far-reaching reforms up to the mid-1990sc former French

2. In some countries, these “parastatals' or "boards' alsaipplied services related to produc-
tion and marketing including research dissemination, trarsport, ginning and exporting. Notably
in ex-French colonies, these companies sometimes even piged public services in the rural cot-
ton areas.
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colonies in WCA have introduced much more modest reforms afy, in the course
of the 2000s.

Markets were thoroughly liberalized in Nigeria in 1986; Kerayin 1993; Malawi;
Uganda, Zambia, Zimbabwe in 1994 and Tanzania in 1995. Howeure degree of
competition has also uctuated, among these countries and/er time, as a result
of di erent private sector responses to reform and public angrivate introduction
of new regulations. In Zambia, for example, the level of coraption is said to have
declined during the rst half of the 2000s when the two biggéginning companies
began to cooperate in an attemptto ght side-selling (Brambia and Porto, 2011).
In Zimbabwe and in Uganda, limits to the degree of competitiowere imposed by
the state with the aim of containing the detrimental e ect of competition on the
provision of inputs and extension: in Zimbabwe legal req@ments with respect to
inputs provision by cotton ginners were enforced in 2006 anieh Uganda, regional
monopsony rights were established between 2003 and 2008.

Resistance to market reforms has been much stronger in Frénspeaking
WCA. The reforms implemented in Benin (1995), Burkina Faso (@04) and Ivory
Coast (1994) have not given rise to competitive but "hybridmarkets character-
ized by regulation and mixed private-public ownership. Whe private companies
are allowed to operate in addition to, or in lieu of the parasttals, they have
been granted regional monopsony rights. Alternatively, giming rms are admin-
istratively attributed purchasing quotas (with indications on where to source).
What is more, prices remain administratively xed everywhee. The price xa-
tion method has however been revised in some countries. katl of being decided
unilaterally by the state or the parastatals, prices are ineasingly determined by
inter-professional bodies, which include representativef farmers, ginners, trans-

porters and input providers.
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2.2.2 Expected relation

Market structure and institutional arrangements are belieed to in uence per-
formance through a number of linkages. Some of these linkagere common to
any sector: competition should improve the share of the warlprice received
by farmers, and, in turn, positively impact the area under ctivation and the
amount of e ort and inputs that farmers put into cotton culti vation. In addition,
if economies of scale are not suppressed and new transactomsts not intro-
duced, competition should create cost minimization inceives and increase the
bene ts to be shared with farmers. As underlined by Ba es (200, privatization
should also minimize soft budget constraints, excessive glmyment or political
interference in management.

The relation between market structure and performance, hawer, is likely
to be a ected by the conjunction of three characteristics ototton cultivation in
Africa: input requirements, credit constraints and limitedcontract enforcement.
Cotton cultivation indeed requires costly inputs (fertilzers and pesticides). Farm-
ers however face strong cash constraints as credit marketg guasi non-existent
in rural areas. As a result, most production in SSA occurs thugh interlinked
transactions, whereby ginning societies lend inputs to faaers in return for sup-
plies of primary producé’.

In this context, the capacity of a country to produce and expi cotton is
highly dependent on the capacity of farmers and ginning compigs to enforce
interlinking contracts (Dorward et al., 2004). Delpeuch andvandeplas (forth-
coming) formally show that because contract enforcement riganisms are at
best imperfect in many African countries, the sustainabilit of interlinking is
highly in uenced by market structure. The higher the degreeof competition,
the more farmers have the possibility to “side-sell', thasj to sell their cotton to

other higher-bidding buyers at harvest, instead of to the eopany that has pre-

3. Among the main producing countries in SSA, Tanzania is theonly where this is not the
case at all.
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nanced their inputs - unless su ciently high reputation costs can be imposed
on defaulting farmers. On the one hand, this magni es the e@ of competition
on producer prices, but on the other, it reduces the sustaihgity of contracts if
the company that has pre- nanced the inputs cannot a ord to @y a premium
discouraging side-selling. The major advantage of a mondigtic or moderately
competitive market structure is thus to facilitate the susainability of input pro-
vision on credit*. The link between the scale of input-credit availability and
productivity is however ambivalent. Indeed, as noted by Bmabilla and Porto
(2011), while inputs allow farmers to increase their prodtigity; as the scale of
farmers who receive inputs increases (hence boosting protion), more marginal
land and less experienced farmers are dragged into prodoctj hence potentially
driving down average yields.

In addition, as price liberalization removes government tarvention in price-
setting, the nature of pre-reform intervention greatly maters: if farmers were
taxed before reforms, liberalizing prices will improve pruction incentives while
if they were being subsidized, production incentives willdoweakened. There is
widespread agreement that, on average, African governmertave largely taxed
exportable cash crops (e.g. Krueger, et al., 1988; AndersondaMasters, 2009;
Bates and Block, 2009). The magnitude and the direction of &te price inter-
vention in cotton markets, however, have varied accordingtthe world price and
the objectives of governments (Delpeuch and Poulton, 201Ihe countercyclical
nature of support to the agricultural sector is indeed belied to be a common
feature of agricultural policies (e.g. Gawande and Krishn&003; Swinnen, 2010).
One explanation is rent maximization: if cotton is governm&s' major source of

income, it is rational for them to subsidize their cotton sdors at times of low

4. Other characteristics of state monopolies have been digssed. Their system of pan-
territorial and pan-seasonal price xation has, for example, been heralded as a risk mitigation
and spatial redistribution instrument (Araujo Bonjean et al., 2003) and criticized as an inef-
fective tool of rural development promotion (Baghdadli et al., 2007). It is however beyond the
scope of this paper to discuss such issues.
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world prices to avoid production disruptior. In line with such predictions, Ba es
(2007) reports that cotton companies in WCA have received bgeét support be-
tween 1985 and 1993 and again since 1998, at times when thegeth nancial
di culties.

In summary, competition is expected to in uence productionncentives pos-
itively unless input-credit schemes collapse and/or the ect of competition is
o set by the elimination of state support. The expected relaon between market
structure and yields is even more ambivalent as, if researeimd extension ser-
vices are not scaled up; increasing production could ultirtedy result in declining

average yields.

2.2.3 Model and identi cation strategy

Nerlovian expectation models enable analysing the speed atite level of
acreage and yields adjustments following prices chan§ed he basic relation be-
tween production in period t, production in period t-1 and poducer prices in
period t-1 is typically expanded to include substitute prodcts and input prices,
as well as various controls for weather conditions, agrid¢utal policies or techno-
logical change, which is often proxied by a linear time trend.

Given our ambition to examine the link between market orgamation and per-
formance, we adapt this framework to examine the impact of ¥@us sources of
price changes, including market organisation, instead oftemating directly the
impact of prices. The particularity of our approach therefe rests in the way we
indirectly account for the local prices of inputs and output This approach is par-
ticularly adapted to our choice to explore the relation betwen market structure
and performance in a long-run and comparative perspectivehigh reduces data

availability in terms of input and output prices.

5. Another possible explanation is that government preferaces exhibit loss aversion (Tovar,
2009) and therefore tend to protect especially the sectors here pro tability is on the decline.

6. See Sadoulet and de Janvry (1995) for a thorough review ofupply response analysis
models.
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The central element of our strategy is the inclusion of prex@ market structure
indicators taken from Delpeuch and Leblois (forthcoming,fc Chap.1), which
characterize the nature of market organisation. Additionatleterminants of price
changes are also included: the international prices of cott and inputs or national
are accounted for by year xed-e ects and national exchangates are introduced.
The uctuation of the dollar value of local currencies inde@ plays a key role in
the pro tability of cotton production, as exchange rate uctuations have been of
far greater magnitude, in some countries, than the uctuatns of the world price
of cotton or inputs in dollars. We also include an interactio term between the
exchange rate and a dummy variable denoting the CFA Franc (@¥) zone after
1994 to account for the lasting e ect of the 1994 devaluatioaf the CFAF, which
boosted cotton in the region by improving producer prices lthough all the price
rise was not passed on to farmefs In addition, we add a dummy variable coming
from Swinnen et al. (2010) indicating that the country alredy has undergone
structural adjustment procees. This is explained in greateletail in the Appendix
A.

Lastly, we also control for the e ect of weather shocks withgar- and country-
speci ¢ indices of weather conditions and for the e ect of gvicts, which have
been found to signi cantly disrupt production (e.g. Kamingi et al., 2011, on the
implications of the recent Ivorian crisis for cotton prodution).

To account for the impact of past yields and acreage as culiited area is
knowingly in uenced by past decisions; we take advantage tfe long time series
dimension of our panel to exploit its dynamic dimension. Hawing Kanwar
and Sadoulet (2008), we estimate our model in an auto-regsese framework,
which takes potential autocorrelation into account. We dousing the di erence

generalized method of moments (GMM, Arellano and Bond, 199ha Blundell

7. We also include the nominal rates of assistance (NRAs, tadn from Delpeuch and Poulton,
2011) and their lagged value to control more speci cally forsubsidies or taxation in the cotton
sector. However, as the results are not a ected by the incluen of this variable and because
NRAs are not available for all the period we otherwise coverwe do not show results with such
control variables. The lack of incidence of NRAs on supply reponse is in line with Onal (2012).
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and Bond, 1995%, avoiding issues related to the potential absence of statiarity
for some time series.

The estimated equations can be written as follows (let us n@dY; = Y,
Yir 1 anddLog(Y:) = Log(Yir) Log(Yi: 1)):

dLog(Yir) = o+ :dLog(Yir 1)+ :dLog(Aix 1)+ aidlip + 2:dXie + dye+ d iy
(2.1)

dAit = o+ :dLog(Ait 1+ :dLog(Ait 1+ 1dlj + 2:dXj +dyi+di (2.2)

where Y; is performance (yields), A the area or area sown with cottomi
country i and yeart, the 's are parameters to be estimated; the termis stands
for vectors of institutional variables (the market structue indices) and andX
additional time- and country-speci ¢ controls; Ws are the sasonal weather con-
ditions indices and Wps the weather conditions before sowing, and ¢ are the
country and year xed e ects and j; is the error term. Including year xed e ects
allow to control for international price shocks, includingcotton and input prices.

Alternatively, we also run the model in a di erence-in di erence framework
using ordinary least squares (OLS). The key drawbacks of thsecond estimation
procedure are the existence of potential non-parallel trds before the reforms and
the fact that the impact of past decisions is not so well accoted for and issues
related to potential auto-correlation. We will test the presence of heterogeneous

trends in the section 2.3.4.1. Moreover to limit the non-stanarity issues and

8. The Hansen J test proposed by Arellano and Bond (1991) reegomends the use of an
AR(2) speci cation in the case of yields and an AR(1) in the case of area under cultivation.
The presence of heteroskedasticity is tested using the pahbeteroskedasticity test described by
Greene (2000), which produces a modi ed Wald statistic tesing the null hypothesis of group
wise homoskedasticity. It shows that heteroskedasticity $ not an issue. Based on the Westerlund
ECM panel cointegration test, we also rule out cointegratian.
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heterogeneous evolution between countries we reduce oumpé to the period
1979-2008 for that second estimation, that is, after all cotnes gained indepen-
dence.

The key advantage of this method, on the other hand, is that iallows to
assess the long run impact of reform whereas di erence GMM dwt. First-
di erencing lead to only assess the dynamic impact of the ongear jump after
the reform but not to consider the long halting impacts of it.We also interpret the
di erent impact the reform assessed over time in the two specations: decreasing
impacts on productivity with lags in the GMM framework vs. increasing one in
the OLS one, to be the consequence of such di erence. Howewege, think that
reforms take time to be rightfully implemented and the instutions as well as the
farmers take time to incorporate the modi cation of the insitutional frame in
their decisions. A recent working paper of Kaminsky (2012hdeed shows that
accounting for the locust of control, the impact of the refon goes through a
personality-induced appropriation of the e ects of the paty change. The model
includes the same variables as with the GMM estimation - thenty di erence
being that, as the model in not di erenced anymore, countryxed e ects (denoted
¢ ) are included to account for supply response determinantshieh only vary only
on a geographical basis, such as the intrinsic quality of s&r cotton cultivation,
climate or the fact to be a landlocked country. The regressicon yields includes
the lag of the area under cultivation because there is a nega relation between
area and yield (since marginal lands are less productive, Wwewever consider the
lag area, for endogeneity issues, as it is strongly correddtto the current area)
and conversely (high yields will probably lead to an increasin expected pro t
and thus to higher area cultivated).

For the OLS estimation, we follow Bertrand et al. (2004) in\gnoring time se-
ries information"as they show that serial correlation caies di erence-in-di erence
standard errors to understate the standard deviation of thestimated treatment

e ects thus leading to overestimation of t-statistics andigni cance levels. To en-
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sure that our results do not su er from such bias, we start byegressing log i)
on xed e ects (y;, and ¢) and on time- and country-speci ¢ controls Ki;). We
then obtain the e ects of the market structure variables andheir standard er-
rors from a second OLS regression on the residuals, which nfonm a two-period
panel (with pre-reform being characterized by Monopoly, th default category,
and post-reform corresponding to eithePost Reform or Regulation Low compe-

tition and Strong competition):

Log(Yit) = o+ Log(Aix 1)+ 2Xix + Y+ G+ Y iy (2.3)
Yir= ot aulig + i (2.4)
Log(Air) = o+ Log(Yit 1)+ 2:Xix + Y+ G+ A i (2.5)
A= ot aligt+ i (2.6)

2.2.4 Variable description and data sources
2.2.4.1 Dependant variables

We explore the link between market structure and performarcboth in terms
of productivity, the typical indicator of performance, andin terms of cultivated
area, as the size of the sector is politically of interest gim the strong dependence
of a number of SSA economies on cotton production and export.

We exploit a panel of 16 SSA countries between 1961 and 2008. e$&
countries correspond to the 13 biggest producers of rairdfeotton in SSA be-
tween 1998 and 2008 (Benin, Burkina Faso, Cameroon, Chadpty Coast, Mali,

Mozambique, Nigeria, Tanzania, Togo, Uganda, Zambia and Zirabwe), plus
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Malawi, Kenya, and Senegd.

Data for acreage (Ha) and yields (Kg/Ha) is available from the #od and
Agriculture Organization of the United Nations (FAO) as well asfrom the In-
ternational Cotton Advisory Committee (ICAC) since 1961. Tlke FAO reports
yields of seed cotton (the raw product) whereas the ICAC repts yields of cotton
lint, that is, one of the semi-transformed product obtainedhrough the ginning
process that separates the lint it from the cotton seed and wte. As the impact of
weather conditions is likely to be more directly perceivablin seed cotton terms,
we primarily use the FAO data. The ICAC data is however used tperform data
quality robustness checks (regression outputs using ICAGth are available upon
request to the authors). Yields and acreages are log-transfeed, to improve the

distribution of the dependant variables.

2.2.4.2 Institutional variables

We characterize cotton markets, on a country and year basiduilding on
four types of market structure rather than simply di erentiating between pre-
and post-reform periods. Monopoly describes a situation where a parastatal or
a marketing board (at least partly public) has a monopsony othe purchases of
raw cotton from farmers at a xed price and a monopoly on seiig cotton on the
international market. Regulationimplies that a small number of rms operate as
regional monopsonies or that supply is administratively &cated among rms.
Low Competition involves that a small number of rms with large market shares
exert price leadership exert price leadershipStrong Competition indicates that
many rms compete on prices. These variables are exclusivat one point in
time, only one of these four variables is equal to one in a giveountry. Post

Reform, which is sometimes used alternatively to the above variads, indicates

9. The panel is unbalanced in that the times series start at a dter date for a couple of
countries where independence was gained after 1961 and forigh we did not have reliable
information to construct the market organization indices before the independences. However,
there are no gaps within each country-speci c times seriesWe also run robustness checks on a
shorter but balanced panel, which con rm results.
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that Monopoly is abandoned for one of the three other market structure typgeve
have identi ed. Cameroon, Chad, Mali and Senegal, which rained monopolistic
cotton markets until 2008 constitute the control group in themost recent years
when all other countries introduced reforms. Togo is alsodtuded in that control
group since the privatisation process of Sotoco did not ledad put into question
its place as a national monopsonic buyer of seed cotton, frahre end of the 90's.

Given evidence that the impact of reforms might only show up ih delays be-
cause of slow reform implementation, we also test the impaat these institutional
variables with a lag of one and two periods.

In addition, is important to control for the nature of pre-reform state interven-
tion as it will in uence the impact of the elimination of suchintervention, through
liberalization. The nature of pre-reform intervention is aptured by di erentiating
between former French colonies and other countries. Whila amperfect policy
measure, this controls for the fact that cotton was given a ggial role in former
French colonies where governments invested more in reséaaad extension than
their counterparts. Such investment is believed to have endng e ects even
in more recent periods when the di erence in terms of investemt is less clear
(Tschirley et al., 2009).

2.2.4.3 Control variables

To control for the impact of weather, we construct three indies: the length of
the cotton growing season (in months), a measure of cumubati rainfall during
this growing season in the cotton cultivation areas and avage and maximum
monthly temperatures during the growing season. Rainfallnal temperatures are
known to be determinant of cotton growth (Blanc, 2008; Sulta, 2010). We use
the length of the rainy season length since total precipitains are less of a limiting
factor but the timing of precipitation greatly matters (WMO, 2011; Sultan et al.,
2010) To control for the heterogeneity of impact of these wieer conditions in

di erent climatic zones, we interact them with climatic zore dummy variables.
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The construction of these indices uses data at the cultivatn zone level produced
by the Climatic Research Unit of the University of East Anglia (®11) and land
use data from Monfreda et al. (2008). Greater details abouteather variables
and cultivation zones are given in Appendix A.

The exchange rate data is taken from the Penn World Tables (Hes et al.,
2011). It is expressed as national currency units per one teand US dollars,
averaged annually.

Dummy variables denoting di erent types of conicts are talken from the
UCDP/PRIO Armed Con ict Dataset (2009); they are described in Appendix
A.

2.3 Results

2.3.1 Graphical evidence

Figures 2.1 to 2.6 show the evolution of area under cotton twhtion and
yields across di erent groups of countries before and afténe reforms, vertical
lines representing the reform dates. Figure 2.1 suggestsathcountries where
reforms were introduced in WCA increased the area cultivadewith cotton, on
average, compared to countries where no reforms were intrega. The impact
of reforms on yields in this region is also pointing a poter positive impact.
(Figure 2.2).

In ESA, it appears the introduction of competition had a posive impact on
yields, particularly in countries where strong competitio was introduced (Figure
2.3). Conversely, while hardly anything can be said, by sudjraphical analysis,
about the impact of reforms that lead to strong competition o the area culti-
vated, there seem to be a positive response on the area in does where low
competition was implemented. Figures 2.5 and 2.6 shows thatstrongly liberal-
ized markets, the yield jump after the reform date seem to beunh higher than

in those where reforms lead to low competition.
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Figure 2.1: Average cotton area (thousand Ha) in countries wresthe cotton
sector was regulated in WCA as compared to the average of theifomot reformed
countries.

—— Y |

Figure 2.2: Average cotton yield (kg per Ha) in countries wherthe cotton sector
was regulated in WCA as compared to the average of the four no¢formed
countries.
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Figure 2.3: Average cotton area (thousand Ha) and yield (kg péta) in countries
(Malawi, Uganda, Zimbabwe and Zambia) where the cotton seatavas under low
competition after the reform.
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Figure 2.4: Average cotton area (thousand Ha) and yield (kg pefa) in coun-
tries (Kenya, Nigeria and Tanzania) where the cotton sector & under strong
competition after the reform.
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Figure 2.5: Log cotton yield evolution in markets where refms lead to low

competition.
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Figure 2.6: Log cotton yield evolution in markets where refms lead to strong

competition.
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2.3.2 GMM and OLS results

Looking only at di erences between monopolistic and any typ of reformed
markets, we nd that, ceteris paribus reforms do not seem to have had a signi -
cant impact on area (Table 2.1 and 2.111) but that yields werehigher in reformed
markets than in monopolistic markets (by about 8 percent - domn 1 to 3 Table
2.1l in GMM and 5 in OLS).

If we enrich the institutional vector with an interaction term between Post
Reform and a dummy for former French coloniesEx-French Col), however, this
rst nding is nuanced (Columns 4 to 6 of Tables 2.1l and 2.IV). Concerning
productivity, impacts of reforms signi cantly di er in Fre nch speaking WCA and
other countries. Pre-reform policies seem to shape refosmimpacts. In the
regulated markets of French speaking WCA, yields were not sigcantly a ected.
On the contrary, the positive productivity response was geger than previously
estimated in ESA and non-French speaking WCA countries. R&ins were thus
more interesting in countries where interlinked transaotins where weak. This
result is in accordance with those from the theoretical papef Delpeuch and
Vandeplas (forthcoming) showing that introducing strong cmpetition could harm
the interlinking transactions that took place before decohisation process. It
also suggests that disaggregating the impact of reform isgessary to capture the

complexity of the relation between market structure and pdormance.
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Table 2.1: Cotton market structure and area (GMM, year xed eects)
@ 2 (3 4 (5) (6) (] ®) 9
log _area log _area log _area log _area log _area log _area log _area log _area
L.log _area 0:850 0:850 0:855 0:836 0:840 0:849 0:838 0:833
(0:0205) (0 :0182) (0 :0241) (0 :0223) (0 :0233) (0 :0251) (0 :0199) (0 :0197)
L.log _y 0:144 0:144 0:146 0:152 0:152 0:151 0:152 0:156
(0:0419) (0 :0312) (0 :0362) (0 :0453) (0 :0432) (0 :0370) (0 :0313) (0 :0316)
post _reform 0:0186 0:0929
(0:0835) (0:129)
L.post _reform 0:0232 0:0794
(0:0485) (0:0866)
L2.post _reform 0:0610 0:0933
(0:0412) (0:0486)
post _reform _(Ex. French Col.) 0:171
(0:135)
L.post _reform _(Ex. French Col.) 0:140
(0:0953)
L2.post _reform _(Ex. French Col.) 0:0883
(0:0562)
Regulation 0:0597
(0:102)
L.Regulation 0:0644
(0:0986)
L2.Regulation
Regulation _(Ex. French Col.) 0:0174
(0:124)
L.Regulation _(Ex. French Col.) 0:125
(0:122)
L2.Regulation _(Ex. French Col.)
Low Competition 0:0696
(0:0821)
L.Low Competition 0:0149
(0:0810)
L2.Low Competition
Strong Competition 0:126
(0:0661)
L.Strong Competition 0:110
(0:0652)
L2.Strong Competition
Observations 704 704 691 704 704 691 704 704 691
P-value of AR(1) 0 :0103 0:0101 0:0077 0:0102 0:0099 0:0075 0:0099 0:0105
P-value of AR(2) 0 17551 0:7634 0:7777 0:7421 0:7922 0:7874 0:6862 0:7928
P-value of Sargan test 0 19474 0:9520 0:8869 0:2889 0:9466 0:8788 0:9376 0:9473
P-value of Wald test 0:0000 0:0000 0:0000 0:0000 0:0000

Standard errors (AB robust est.) In parentheses

p<:l, p<:05,

p<:01

log _area

0:839
(0 :0203)
0:157
(0 :0321)

0:153
(0:0987)

0:154
(0:124)

0:0463
(0:0800)

0:123
(0:0644)

0:0076
0:9886
0:8577
0:0000
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Table 2.1I: Cotton market structure and productivity (GMM, year xed e ects)

@ @) (3) 4 (5) (6) @ ()]
log_y log _y log _y log _y log _y log _y log _y log _y
L.log _y 0:527 0:530 0:530 0:525 0:529 0:529 0:524 0:528
(0:0329) (0 :0332) (0 :0344) (0 :0323) (0 :0331) (0 :0346) (0 :0337) (0 :0343)
L2.log _y 0:203 0:198 0:197 0:203 0:196 0:195 0:204 0:198
(0:0317) (0 :0304) (0 :0305) (0 :0321) (0 :0303) (0 :0306) (0 :0321) (0 :0299)
L.log _area 0:115 0:117 0:117 0:110 0:114 0:115 0:107 0:117
(0:0310) (0 :0319) (0 :0313) (0 :0292) (0 :0313) (0 :0308) (0 :0293) (0 :0300)
L2.log _area 0:0485 0:0506 0:0507 0:0512 0:0536 0:0534 0:0517 0:0587
(0:0191) (0 :0197) (0 :0183) (0 :0203) (0 :0217) (0 :0194) (0 :0199) (0 :0219)
post _reform 0:0811 0:120
(0:0367) (0:0653)
L.post _reform 0:0796 0:108
(0:0393) (0:0620)
L2.post _reform 0:0836 0:107
(0:0395) (0:0547)
post _reform _(Ex. French Col.) 0:0874
(0:0759)
L.post _reform _(Ex. French Col.) 0:0684
(0:0727)
L2.post _reform _(Ex. French Col.) 0:0640
(0:0564)
Regulation 0:189
(0:0700)
L.Regulation 0:206
(0:0629)
L2.Regulation
Regulation _(Ex. French Col.) 0:158
(0:0758)
L.Regulation _(Ex. French Col.) 0:168
(0:0736)
L2.Regulation _(Ex. French Col.)
Low Competition 0:109
(0:0510)
L.Low Competition 0:104
(0:0492)
L2.Low Competition
Strong Competition 0:111
(0:0733)
L.Strong Competition 0:0902
(0:0696)
L2.Strong Competition
Observations 691 691 691 691 691 691 691 691
P-value of AR(1) 0  :0005 0:0005 0:0004 0:0005 0:0005 0:0004 0:0004 0:0005
P-value of AR(2) 0 :1116 0:0877 0:1416 0:1168 0:0877 0:1416 0:1223 0:0915
P-value of AR(3) :0607 :0536 0:0708 0:0700 0:0536 0:0708 0:0741 0:0547
P-value of Sargan test 0 :3696 0:3580 0:3623 0:3720 0:3580 0:3623 0:3813 0:3671
P-value of Wald test 0  :0000 0:0000 0:0000 0:0000 0:0000 0:0000 0:0000 0:0000

Standard errors (AB robust est.) In parentheses
p<:1, p<:05 p<:01

9)

691

log _y

0:528
(0 :0362)
0:199
(0 :0293)
0:120
(0 :0293)
0:0519
(0 :0201)

0:158
(0:0771)

0:114
(0:0784)

0:189
(0:0553)

0:0700
(0:0650)

0:0005
0:0895
0:0725
0:2889
0:0000



We further re ne these results by considering the full set afisaggregated insti-
tutional indices. With the previous ndings in mind, we agan couple Regulation
with the dummy for ex-French colonies. Similar distinctios are not necessary for
Low Competition and Strong Competition as none of the French speaking WCA
countries have introduced any kind of direct competition.

This new re nement of the institutional vector, shows that,in ESA and non-
French speaking WCA, where a variety of reform options have be adopted, the
e ect of reforms on yields and area cultivated has varied in agnitude with the
type of reform (as resumed in Table 2.V).

It also allows to compare di erent degree of competition. Wean see that,
according to both speci cations, regulated countries showigher yields after the
reforms. The amplitude of the impact found is however quite dirent. from 12
in OLS to 20% in GMM. The di erence in the yield jump between rgulations
in French speaking Africa and elsewhere is a re ection of tha drent nature of
the types of regulations adopted. As underlined by Tschirlegt al. (2009 and
2010), in Mozambique and in Uganda, regulation never prevet input credit de-
fault crises and disturbances in input provision, whereasterlinked transactions
have never been challenged in French speaking WCA where pi& operators are
strictly forbidden to compete for the purchase of raw cottonWhile implementing
low competition does not seem to impact signi cantly the ar@ cultivated with
cotton, it lowers by about 8 percents in strongly competitie markets. This last
e ect is of comparable magnitude to the one identi ed, in Zarhia, by Brambilla
and Porto (2011).
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Table 2.11I: Cotton market structure and cotton area after B79 (OLS, year and country xed e ects)

(€} 2 3 4 (5) (6) (Y] (©)) (9)
Residuals area Residuals area Residuals area Residuals are Residuals area Residuals area Residuals area Residuals ar ea Residuals area
post _reform 0:00669 0:0519
(0:0337) (0:0355)
L.post _reform 0:00264 0:0396
(0:0343) (0:0361)
L2.post _reform 0:00328 0:0383
(0:0349) (0:0369)
post _reform _(Ex. French Col.) 0:257
(0:0701)
L.post _reform _(Ex. French Col.) 0:250
(0:0739)
L2.post _reform _(Ex. French Col.) 0:218
(0:0785)
Regulation 0:0919
(0:0698)
L.Regulation 0:0984
(0:0710)
L2.Regulation 0:123
(0:0736)
Regulation _(Ex. French Col.) 0:297
(0:0922)
L.Regulation _(Ex. French Col.) 0:309
(0:0957)
L2.Regulation _(Ex. French Col.) 0:302
(0:101)
Low Competition 0:0456
(0:0541)
L.Low Competition 0:0728
(0:0550)
L2.Low Competition 0:111
(0:0554)
Strong Competition 0:106
(0:0470)
L.Strong Competition 0:0984
(0:0485)
L2.Strong Competition 0:121
(0:0502)
Observations 464 464 464 464 464 464 464 464 464
Standard errors (robust to clustering) in parentheses

p<:l, p<:05, p<:01
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Table 2.1V: Cotton market structure and productivity after 1979 (OLS, year and country xed e ects)

(9)

Residuals yield

@) (] (©)) 4 () 6) (Y] ®)
Residuals yield Residuals yield Residuals yield Residuals yield Residuals yield Residuals yield Residuals yield Resi duals yield
post _reform 0:0519 0:0487
(0:0274) (0:0293)
L.post _reform 0:0619 0:0620
(0:0278) (0:0297)
L2.post _reform 0:0759 0:0793
(0:0283) (0:0302)
post _reform _(Ex. French Col.) 0:0183
(0:0579)
L.post _reform _(Ex. French Col.) 0:000224
(0:0608)
L2.post _reform _(Ex. French Col.) 0:0210
(0:0641)
Regulation 0:115
(0:0576)
L.Regulation 0:145
(0:0584)
L2.Regulation
Regulation _(Ex. French Col.) 0:0484
(0:0761)
L.Regulation _(Ex. French Col.) 0:0832
(0:0787)
L2.Regulation _(Ex. French Col.)
Low Competition 0:0335
(0:0446)
L.Low Competition 0:0259
(0:0453)
L2.Low Competition
Strong Competition 0:0806
(0:0388)
L.Strong Competition 0:0924
(0:0399)
L2.Strong Competition
Observations 464 464 464 464 464 464 464 464

464

Standard errors (robust to clustering) in parentheses
p<:l, p<:05, p<:01

0:160
(0:0607)

0:102
(0:0829)

0:0179
(0:0457)

0:0938
(0:0414)



2.3.3 Results on production

We computed the overall impact on production on all market sticture cate-
gories (cf. Table 2.V). This is obtained by multiplying the ehsticities of each of
the categories to their respective average levels of acreand yield. The overall
impact of regulation and low competition on production is nbof the same sign
in the di erent speci cations while we obtain a positive impact of regulation in
WCA countries and a negative production impact of strong copetition in both
speci cations.

Areas under cultivation were lower in those strongly liberaed and regulated
markets, leading a rather lower production level. This is ¢trary to expectations
of price-induced production incentives boosts. Such retayl however, can be
explained by the context of cotton production in SSA.

First, as explained above, it is likely that competition redices the sustain-
ability of input credit schemes. If, post-reform, input acess on credit is re-
duced, farmers will likely exit cotton production or produe with lower yields.
We interpret the fact that productivity has been higher in al types of sectors
post-reform compared to monopolistic markets as an indidah that farmers quit
cotton production when input availability declines ratherthan continue produc-
ing with lower yields. Higher productivity in post-reform makets in ESA is
therefore likely to be partially a side-e ect of market exit or, put otherwise, the
result of a selection process. Alternatively, in moderatelgompetitive markets
where input credit systems were maintained, productivity ray also have been
improved thanks to better input provision by private ginnes to targeted farmers
as opposed to larger-scale, but not well targeted, distriltion of inputs by poorly
e cient marketing boards (Brambilla and Porto, 2011).

Second, it is not surprising that the price-induced supplyasponse of farmers
who continued to produce cotton did not signi cantly exceedhe negative e ect
of market exit on production in cotton sectors under strongampetition, as the

price e ect of reforms is known to be relatively limited (Dgbeuch and Vande-
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Table 2.V: Elasticities of cotton area, productivity and praluction to reforms

GMM OLS post 1979
Area Regulation 5.60% -9.00%
Regulation in WCA 6.57% 25.04%
Low competition -7.04% 4.51%
Strong competition -11.99% -10.13%
Yield Regulation 20.52% 12.04%
Regulation in WCA 5.68% 7.04%
Low competition 11.41% -3.39%
Strong competition 11.49% 8.31%
Production 7 Regulation 5.82% -4.08%
Regulation in WCA 4.69% 16.48%
Low competition -0.47% 1.28%
Strong competition -7.52% -6.63%

7 Authors calculations.

plas, forthcoming). Indeed, Poulton and Delpeuch (2011) etv that taxation in
monopolistic cotton markets of ESA began to be reduced beéocotton reforms
were introduced, through other structural adjustment pokies (mainly through
the moderation of exchange rate distortions). In additiongven before these re-
forms were introduced, monopolistic markets have not alwayesulted in heavy
taxation.

For other types of reforms, the picture is entirely di erent The rather higer
acreage and yield could suggests that the entry of privatergiers and the re-
organization of markets have contributed to improve produmon incentives. This
possibly occurred, in regulated markets, through the creiain of a pressure to in-
crease producer prices as producers entered the regulatiaies; through greater
credibility over prompt payment; and/or easier access to iyt credit (Kaminski
et al., 2011; Tschirley et al., 2009).

2.3.4 \Validity and robustness checks

2.3.4.1 Endogeneity

It could be argued that selection into reform (and thus markestructure) was
not random and that poorly performing countries were compleld to introduce
reforms when performance deteriorated. This raises conegiover the existence of

potential endogeneity issues. A number of prima facie evitee elements however
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suggest that reform implementation has not been directlyriked to market per-
formance. Figure 2.1 plots acreage (in WCA), and Figures 2.4 2.5 yields (in
ESA) against market structure. Figure 2.1 shows that averageea sown with cot-
ton are very similar in regulated markets (reform dates areymbolized by vertical
lignes) than in the control sample where no reform occured foee the reforms'©.
Figure 2.4 (low competition) and 2.5 (strong competition) lsow that reforms took
place in very di erent performance contexts and countries ih relatively similar
performance have/have not adopted reforms (e.g. Burkina Ba and Mali in the
early 2000s). It is to be expected that reforms have rather be in uenced by
the macroeconomic and political situation of countries andanost importantly, by
the way in which international nancial institutions (IFI) promoted structural
adjustment plans. Additional evidence that reforms were dven by IFI specic
determinants rather than country and cotton sector-speci @eterminants, can be
seen from the fact that reforms happened almost at the samerte (1994 or 1995)
in most countries of ESA. Conversely, in WCA, competition hasden seldom in-
troduced, partly because the French co-operation agencyh@é Agence Frarcaise
de Developpement) played an important role in the reform pocess - or rather, in
the non-reform process - as it opposed the reform agenda pegHorward by the
World Bank and promoted or supported regulatory systems itsad (Bourdet,
2004).

The fact that reforms were more ideological than market-dren however sug-
gests another potential endogeneity problem: what we captias being the e ect
of cotton market reforms could re ect the impact of structual adjustment more
generally. To deal with this potential endogeneity and addrss formally the re-
verse causality issue, one would ideally like to instrumerthe reforms. To our
knowledge, there is, yet, no suitable instrument to do so. $tead, (i) we try to
include structural adjustment as an additional explanatoy variable and (ii) we

test whether mean reversion processes could explain someuwf results.

10. Since the beginning of the 80s, when the gap with Chad, a &iorically large producer, is
reduced.
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First, we add as an extra control in our regressions: a dummyanable that
takes on the value one after a structural adjustment plan haseen adopted (cf.
section 2.2.3). The variable is based on a dataset displayed Swinnen et al.
(2010, Table Al) and starts with the year the country receiveds rst structural
adjustment loan from the World Bank. However, the fact of havig adopted
a structural adjustment plan is neither meaningful nor signcant in explaining
yield, whatever the de nition of the variable used. With repect to area, a positive
and signi cant impact is found. The inclusion of this varialbe does not a ect the
signs and the signi cance of the coe cients of the institutonal variables vector.
Overall, controlling for structural adjustment plans suggsts that the e ect of
cotton reforms is not a by-product of structural adjustment The inclusion of
the exchange rate also contributes to controlling for the nie general in uence of
macro-economic reforms.

Second, we try to test whether mean reversion processes doexkplain some
of our results, that is, whether reform is endogenous and oastimation thus not
valid due to pre-existing di erences in level of average agage or yield before the
reform. Following Chay et al. (2005), we test for such possée ects by applying
a false treatment (reforms leads by 15, 12, 10, 5 and 2 years)daestimating how
it impacts performance before the reforms (Table 2.VII and 21I1). We nd no
impact, except for a signi cant negative impact on yields othe two-years lead
in the case of yields, when using OLS. This e ect is however thfe opposite sign
of what we nd when looking at the impact of reforms on yieldsTable 2.11 and
2.1V, columns 1 to 3).

We also tested for the e ect of implementing some reforms irhé future on
performance outcome, only in the case of OLS since a countgyesi c dummy
would be dropped in the GMM framework. We construct a dummy foany
country that would reform in the period considered and regesed acreage and
yield it on for the whole period without any reform. This secod robustness

check also lead to validate the absence of mean reversionqass (Table 2.VII,
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rst line). As showed in Table 2.VII, applying a false treatmem on the sample
before the reforms on countries that will reform, lead to noigni cant e ect;

implying the absence of such heterogeneous trends.
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Table 2.VI: Endogeneity bias on acreage and productivity (GM, year xed e ects), one-step robust estimator: Endogengr
bias on acreage and productivity: false pre-treatment be#® the reforms

@ 2 3) 4 (5) (6) ()] ®) 9
log _area log _area log _area log _area log _area log _y log -y log -y log -y
L.log _area 0:837 0:835 0:835 0:836 0:836 0:0939 0:0978 0:0979 0:102
(0:0174) (0 :0170) (0 :0178) (0 :0207) (0 :0204) (0 :0522) (0 :0494) (0 :0483) (0 :0478)
L2.log _area 0:00201 0 :00685 0:0101 0:0204
(0:0470) (0 :0435) (0 :0434) (0 :0400)
L.log -y 0:179 0:178 0:186 0:194 0:197 0:490 0:495 0:501 0:496
(0:0478) (0 :0483) (0 :0479) (0 :0541) (0 :0544) (0 :0307) (0 :0291) (0 :0280) (0 :0254)
L2.log _y 0:259 0:265 0:261 0:254
(0:0455) (0 :0449) (0 :0408) (0 :0426)
F15.post _reform _sstog 0:0431 0:0329
(0:0482) (0:0453)
F12.post _reform _sstog 0:0703 0:0110
(0:0707) (0:0481)
F10.post _reform _sstog 0:0637 0:0192
(0:0416) (0:0265)
F5.post _reform _sstog 0:0178 0:0623
(0:0409) (0:0592)
F2.post _reform _sstog
Observations 434 457 471 501 516 423 446 460 490
P-value of AR(1) 0 :0525 0:0418 0:0427 0:0409 0:0399 0:0004 0:0004 0:0004 0:0004
P-value of AR(2) 0 :4146 0:2776 0:2916 0:3269 0:3248 0:1648 0:1855 0:2103 0:2396
P-value of AR(3) : : : : : 0:5857 0:8665 0:6576 0:7238
P-value of Sargan test 0 18904 0:9153 0:9143 0:9142 0:9187 0:1533 0:2041 0:2102 0:1954
P-value of Wald test 0 :0000 0:0000 0:0000 0:0000 0:0000 0:0000 0:0000 0:0000 0:0000

Standard errors
p<:1,

p <:05,

In parentheses
p<:01

(10)

505

log _y

0:109
(0 :0478)
0:0228
(0 :0413)
0:488
(0 :0289)
0:259
(0 :0426)

0:139
(0:0862)

:0003
11868
16851
11697
:0000
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Table 2.VII: Endogeneity bias on acreage and productivity (OS, year and country xed e ects): false pre-treatment befee

the reforms

(€} (@) (©) 4) (5) (6) ) ®) 9) (10) (11)
Residuals area Res. area Res. area Res. area Residuals area R es. area Residuals yield Res. yield Res. yield Res. yield Res . yield
dum _reform 0 :00389 0:0301
(0:0437) (0:0450)
F15.post _reform _sstog 0 :00634 0:101
(0:0899) (0:0691)
F12.post _reform _sstog 0:0339 0:101
(0:0634) (0:0585)
F10.post _reform _sstog 0:0315 0:0992
(0:0576) (0:0602)
F5.post _reform _sstog 0:0212 0:136
(0:0685) (0:0935)
F2.post _reform _sstog 0:106
(0:101)
Observations 299 207 230 244 274 289 299 207 230 244 274
Standard errors In parentheses
p<:1, p<:05 p<:01

(12)
Res. yield
0:220
(0:108)
289



2.3.4.2 Data

Results are con rmed when expanding the OLS estimation to #hfull panel,
instead of limiting it as we did to the post-1979 period becaasof non-parallel
trend issues. Using ICAC data instead of FAOstat data also gds very similar

results.

2.4 Concluding Remarks

This paper estimates the impact of market structure on the p&rmance of
cotton markets, both in terms of acreage and productivity. \W nd that market
structure is a meaningful and signi cant determinant of maket performance and
that the impact of changes in market structure has been veryi drent in French
speaking WCA and in the rest of SSA. Regulated sectors increastheir pro-
ductivity, leading to an increase of the production in counies where pre-reform
policies supporting the sector probably helped in maintaing and probably ex-
tending the area under cotton cultivation. Elsewhere in SSAjighly competitive
markets su ered from a signi cant decrease in are under caih cultivation. We
believe that the main factor behind the di erences in reforme ects in French
speaking WCA and elsewhere in SSA is the nature of reforms.

To our knowledge, quantitative estimations of the e ects ototton marketing
reforms had never been done, except in two country case stesli Looking at the
Zambian reform experience, Brambilla and Porto (2011), fowl that production
and productivity both declined in the aftermath of reform, & a time of strong
competition when the input-credit system was challenged. dh however recov-
ered when cooperation between rms improved and the inputredit scheme was
revived (albeit at the cost of lower competition).

The other case study, by Kaminski et al. (2011) looks at the Biumabe reform
experience. The authors nd that the reform participated inboosting production,

at the cost of state transfers needed to maintain high prodec prices.
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Overall, this paper clari es what should be expected out ofnte introduction
of increased competition. This paper suggests that too mudompetition is not
likely to improve production, on the contrary. Introducingfar-reaching reforms in
French speaking WCA would thus likely have a detrimental e et the revenues of
the least productive farmers and, hence, on poverty ratesivgn the signi cance
of cotton as a source of income for rural populations in thesmuntries. In a
perspective of poverty-reduction and rural developmenthe balance remains to
be found between producing more cotton and producing cottanore e ciently.

Finally, this paper illustrates the interest of looking at he impact of structural
adjustment in African agriculture using precise institutional variables. Additional
work on the e ects of reforms in particular countries, buildng on household level
data (for example along the lines of the study by Brambilla andPorto, 2011)
would contribute to a better understanding of the mechanisnunderlying the
trends identi ed in this paper which re ect average e ects.In such a framework,
instrumenting reforms might be easier and help control mofermally for potential
endogeneity problems.

Aknowlegements The authors would like to thank Lisa Anoulies, Bernard
Hoekman, Marcelo Olarreaga, Philippe Quirion, Ben Shepher&incenzo Ver-
ardi, an anonymous reviewer of the World Bank Working Papere3ies and three
anonymous reviewers and the editor of the World Bank EconomReview for very

useful comments on earlier drafts (all remaining errors a@urs).

59



CHAPTER 3

AGRICULTURAL INSURANCES BASED ON WEATHER
INDICES

This chapter is based on the following article: Antoine Leblois &
Philippe Quirion, Agricultural insurances based on weather
indices: realizations, methods and challenges, forthcoming in

Meteorological Applications

Abstract

Low-income countries are mostly endowed with rainfed agutture. Therefore
yields mostly depend on climatic factors. Furthermore, faners have little access
to traditional crop insurance. Insurances based on metedogical indices could |l
this gap if transparent, cheap and straightforward. Howeveheir implementation
has been limited so far.

In this chapter, we rst describe di erent projects that took place in devel-
oping countries using these types of insurances. We then i@wv the underlying
methodology that has been or should be used when designingl @ssessing the po-
tential of such recent but numerous projects and empiricaksults of experimetal
projects. We nally introduce future challenges to be addmesed for supplying

index insurances to farmers.



3.1 Index-based insurance in developing countries: a revie w

In traditional crop insurance, the insurer pays an indemniyt to the farmer
when crops are damaged, typically by drought, hail or frosttlie so-called \mul-
tirisk" crop insurance). In that case, information asymmaety between farmers
and the insurer about the actual e ort put into production creates moral hasard
issues. Moreover, information asymmetry about the veragiof the claims makes
the insurer resort to a costly and transaction costs. As a comguence, such in-
surances exist only where they are largely subsidized by tiggvernment. We
can quote as examples PROPAGRO in Brazil, INS in Costa Rica, @& in In-
dia, ANAGSA and the FONDEN program in Mexico, PCIC in the Philippines,
Agroseguro in Spain, and FCIC in the USA, for which every respeae¢ govern-
ment pays for more than half of the premiums (Miranda and Gldwer, 1997,
Molini et al., 2010, Mahul and Stutley, 2010, Fuchs and Wol 211b). Unfortu-
nately, developing countries governments' do not have the ancial resources to
nance these subsidies at a large scale.

Weather index insurances (WII) may constitute an interestig alternative,
especially for these countries. The di erence with traditnal crop insurance is
that indemni cation is not triggered by damage to the crop, lut by the level of a
meteorological index, which is itself assumed to be corrédd to crop yield. WIlIs
are analogous to weather derivatives, which appeared in ti®90s in the energy
sector. Those latter nancial products reduce the impact o€limatic shocks on
rms whose margins widely depend on climate, such as energypspliers.

The main advantage of WIIs over traditional insurance is thithere is no need
for damage assessment. Thanks to an easily observable intlex principal (the
insurer) does not have to check the agent's (the insured faar) statement (Quig-
gin et al., 1993). Moreover, a transparent and fast transnggn of information
allows quick payouts.

As a consequence of their simplicity a so-called basis riskgsly lies in such

policies, i.e. the fact that the correlation between crop glds and the meteorolog-
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ical index cannot be perfect. Indeed the relationship betwa weather and yield
is complex and depends on eld-speci c features such as thgpe of soil or the

farmer practices. Moreover, many hazards independent ofgéhveather do im-
pact yields. Finally, a high spatial variability of the weater (section 3.2.5.2) also
contributes to the basis risk, since it would be too costly tinstall a rain gauge,

let alone a complete meteorological station, in every eldWe will explain basis

risk in greater detail in section 3.1.3.3. To minimize the lms risk, the chosen
meteorological index must be a good predictor of yields, arespecially of bad
yields. One should nally balance advantages and impedimenof WII compared

to traditional insurances, that is what we will try to do in this chapter.

A few articles have investigated the impact of crop insuraedbased on weather
index in developing or transition countries (Berg et al., 20 in Burkina Faso,
Breustedt et al., 2008 in Ukraine, Chantarat et al., 2008 in Keya, Molini et al.,
2010 and Muamba and Ulimwengu (2010) in Ghana, De Bock et alQT0 in Mali
and Zant, 2008 in India). Ex-post studies are developing wefast in recent years
due to the recent development of such products (Cai et al., @9 in China; Fuchs
and Wol 2011a and 2011b in Mexico; Hill and Viceisza, 2009 in Biopia; Karlan
et al., 2012 in Ghana; Gire and Yang, 2009 in Malawi and Cole al. 2011 and
Gire et al., 2008 in India).

However mostly due to data scarcity, products that were lauied were rarely
based on a baseline study using long run weather and yield datEx-post studies
mostly concentrate on demand (take up rates) and there is nongirical evidence
of the actual gain interest of such products for farmers in deloping countries.
The occurrence of indemni cation being low, running a randuized controlled
trial (RCT, Du o, 2004) on such program is quite expensive ath takes a lot of
time. Fuchs and Wol (2011b) is an exception, they studied tk impact of the
mexican programme in a natural experiment study using variens in insurance
supply during the launching phase (2003-2008). They nd a dive impact on

yield (7%) and on income (8%), with income gain concentrated medium-income
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counties. The authors however found the program cost-indent as a whole,
especially due to high premium, representing twice the exgted indemnity for

the period 1990-2008, entirely subsidized by the mexicanvgonment.

3.1.1 Main experiments in developing countries to date

Most WIIs projects implemented in developing countries aimat insuring in-
dividual farmers. Although distinction between low income iad middle income
countries could be questioned, we will bound our analysis tieveloping countries,
since we mostly care about replicability in West Africa. Malai and India were
the low-income countries with the biggest experience of indenicro-insurance at
the time this survey was written (in 2009") and thus represent a large part of
this work. We also draw attention about a rather di erent type of WII that was

implemented in Ethiopia on a ‘'macro’ scale.

3.1.1.1 India

India introduced traditional crop insurance in 1965 and WI$ in 2003. It was
the rst country to introduce WIIs at a commercial scale and § still the one
which covers the highest number of farmers. The rst implem#ation in 2003
was initiated by the private sector; more precisely, it was pint initiative of the
insurance company ICICI Lombard and the micro nance institition BASIX, with
the help of the Commodity Risk Management Group (CRMG) of théVorld Bank
(Hazell, 2010). It began in Andhra Pradesh, covering groundhand castor oil
plant against drought on three phenological phases of theag. This programme
expanded over time and covered, in 2008-09, around 10,006fers over 8 states
in India. On average, during the six years of operation, 15% tarmers received
an indemnity and the loss ratio (ratio of the sum of indemnies to the sum of

premiums) amounted to 62% in 2010 and 48% in 2011. Despite seolevels the

1. More recent reviews now exist, for instance in the case ohtia, the unique large scale
market of individual index insurance, two quality reviews were released since that time (Gire
et al., 2010 and Clarke et al., 2012).
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demand grew, reaching more than 9 millions insured farmer R011.

A second programme, a public one, covers a much higher numtoérfarmers
(1.6 million in 2009), it is called the Weather Based Crop Ingance Scheme (WB-
CIS). For the large majority of them (around 90%), insurancavas compulsory
since it was included in a package with a loan for agriculturanputs. Premiums
are subsidized up to 80% by central and state governments, pnding on the
crop. As a consequence, the loss ratio amounts to 0.7 if calteld on the unsub-
sidised premium, versus 2.3 with the subsidised one, acdogito Chetaille et al.
(2011).

Despite the low premiums actually paid by the farmers (leshan US$ 5 per
acre, Gire et al., 2007) there was a low observed subscripti rate when premi-
ums are not subsidised, especially when compared to Mexicamtirely subsidies
premiums (with 22% of the national maize production insured This somewhat
disappointing result led to statistical studies about instance take up and espe-
cially its determining factors (Cole et al., 2011, Gire et b, 2007 and Gire et al.,
2008, cf. section 1.3.2).

3.1.1.2 Malawi

In Malawi, two projects jointly o ering a WII with a credit fo r certi ed seeds
were run by the Insurance Association of Malawi in associatiavith a cooperative
of local growers. The initial objective was to limit loan defult payment, which
precludes the development of these credits. Indeed, when ttagny season is bad,
so is the yield and farmers are unable to repay the credit foedi ed seeds. For
this reason, the maximum payout corresponds to the total leavalue. The pilot
program (launched during the 2005-2006 season) concernesugdnut producers
of some regions (Hess and Syroka, 2005). The second was spmadover the
whole country and extended to corn producers (2006-2007). h& rst round
concerned less than 900 farmers and the second one about 2&0@vhich 1710

were groundnut farmers, Barnett and Mahul, 2007). In the pdt program, drought
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was de ned as less than 75 percent of the long-run average ahwilative rainfall

over the rainy season. 13 of the 22 government-managed metéagical stations,
showing satisfying quality standards in terms of missing \aes, were taken into
account: they provided 40 years of rainfall data. Extensi@nin other South-East
African countries (Tanzania, Uganda and Kenya) are considaet§Osgood et al.,
2007). Kenya is the most promising eld in the close future daito availability

and quality of meteorological data.

The impact of this program on income could not be estimated @uto a good
rainy season in 2006. The use of hybrid seeds rose comparedh® previous
years but, surprisingly, insurance had a negative impact oloan take up (Gire
and Yang, 2009, cf. section 3.2.4.2). However farmers' lirad collateral liability,
their relatively high default rate as well as the complexityof the terms of the
contract (bundled with credit) creating additional ambiguty for potential buyers,
could have hindered adoption (cf. section 3.2.3.4). Lessrgusingly, loan take
up was higher for more educated and richer people in both thertrol and the
treatment samples, a feature also found in many experimenhondex insurance

policies (cf. section 3.2.3.2).

3.1.1.3 Ethiopia

In Ethiopia, a pilot program was initiated by the World Food Program (WFP)
during the 2006 and 2008 seasons, with a technical assis@afiom the Food and
Agriculture Organization (FAO) and the World Bank. The premium was o ered
by the latter's major donors and the product was insured by AXA R (now called
PARIS Re). If any indemnity had been paid, the Ethiopian govarment would
have redistributed the funding of the WFP, that holds the paky of this safety net,
to about 60 000 households in 2006 (Barnett et al., 2008) thaultivate wheat,
millet, cowpea and corn. The reinsurer and WFP used histoatrainfall data from
the Ethiopian National Meteorological Agency (NMA) and a crop-vater balance

model to develop the Ethiopia Agricultural Drought Index (EADI), which had a
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correlation of about 80 percent with the number of food aid e ciaries between
1994 and 2004. Analysis of the historical data revealed a ome20 probability of
catastrophic drought in Ethiopia, as occurred in 1965, 198and 2002.

The index was based on the cumulative rainfall, computed wita network of
26 meteorological stations across the country. Long run datrequired for risk
assessment were computed from interpolation of satelliteé elevation datasets
along 43 years longitudinal data across 80 areas, producey the FEWSNET
program. The complex annual rainfall pattern in Ethiopia pinted out the ne-
cessity to go thoroughly into growing strategies. In some gens there are two
distinct rainy seasons, which induce two possible farmingrategies depending on
the earliness of the rst one. Farmers can either choose tovs@ long-cycle crop
and hope to bene t from spring's rains or two di erent shortcycle crops.

In 2009 individual WIlIs pilot projects were run in Ethiopia where the insur-
ance market is developing, currently composed of one pubdind 10 private rms.
One such example is the Horn of Africa Risk Transfer for Adaptain (HARITA)
project in the Tigray region, designed by the InternationaResearch Institute for
Climate and Society (IRI, Earth Institute, Columbia University) and launched by
Oxfam America, the Rockefeller foundation and SwissRe. It Isased on satellite
imagery data. A second one was undertaken in the Oromia regisupported by

the WFP. Both projects directly target growers.

3.1.1.4 Other pilot projects and related literature

Institutional index insurance, as the Ethiopian one, covémg governments
against major spatially covariant shocks, were also launeti in developping coun-
tries. It was the case of 16 Caribbean countries (2007) cogdragainst natural
disasters (hurricanes and earthquakes), in Malawi (2009)eve the governement
contracted an insurance, at the national level contrarilyd the above-mentionned
individual insurance, based on a production index for maizeased on weather

stations data, in Mexico (2003) against major droughts anchiMongolia (2009)
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against major livestock losses.

Small scale individual-level index insurances were alsovetped in China
(2007), Ethiopia (2007), Rwanda (2009), Tanzania (2009) antihailand (2007)
and discontinued or only attained pilot stage in Kenya (2 lauched in 2009), In-
donesia (2009), Madagascar (2007), Nicaragua (2008), Rpglines (2009), South
Africa (2007) and Ukraine (2005). Updated exhaustive reviewd passed and
present WII experiments can be found in Hellmuth et al., (2009 Hazell et al.
(2010), DeJanvry et al. (2011).

3.1.2 Indices
3.1.2.1 Meteorological indices

Some products insure against cold temperatures or frost (8o Africa), others
insure against excess water during harvest (India, NicaraguRwanda and Tan-
zania) or against oods (Indonesia and pilots in Vietham and TMailand). Here,
we focus on the most common dommageable phenomenon whichlse ghe most

relevant for the sudano-sahelian zone.

Basic rainfall indices

Cumulative rainfall during the growing season (which, in tk tropics, typically
corresponds to the rainy season) is the simplest quanti erf avater availabil-
ity. However, the impact of a lack of rain depends on the crop gwth phase.
Hence, in practice, the growing season is often split in seakisub-periods and
an indemnity is paid whenever a lack of rain occurs in one oféke sub-periods.
The amount of rainfall that triggers the payment of an indemity (the strike)
as well as the amount of indemnity di er across the sub-peréts and are based
on agro-meteorological knowledge. Moreover, very light diarains (typically <1
mm/day) and daily rains exceeding a given cap (60 mm per day most Indian
insurance schemes) are generally not taken into account imet cumulated rainfall.

Indeed, very light daily rains generally evaporate beforegding used by the plant,
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while rains exceeding a given cap run o and cannot be usedle#r. Such simple
indices were applied in India and during the rst Malawian eperiment. Those
indices were also used in the Ethiopian scheme where paynsemtere triggered
by a low cumulative rainfall from March to October, comparedo the 30-years
average. Crop specic indices were computed by weighting -tldys periods cu-
mulative rainfalls according to their relative impact on yelds.

The Available Water Resource Index (AWRI: Byun et al., 2002)based on ef-
fective precipitations of the previous days, is a slight impvement on the cumula-
tive rainfall. It is roughly simulating reduction of soil water stocks due to runo,
evapotranspiration and in ltration. Reduction is represated as a weighted sum

of previous rains on a de ned period (often 10 days) with timelecreasing factors.

Water balance and water stress indices

Water balance is computed by subtracting water losses to geifor a speci ¢ loca-
tion on which the potential evapotranspiration (PET) is de ned. Precipitations
provide water whereas losses are principally due to draigrand crop evapotran-
spiration. PET calculation (Allen et al., 1998) is made throug more or less direct
methods using quite speci ¢ dat& for a good evaluation, or can even be measured
on the eld with lysimeters. Water stress indices are basedhahe idea that crop
yields are proportional to the satisfaction of crop needs rfevater resource.

The WRSI (Water Requirement Stress Index) is the referenceater stress
index. It is de ned as the ratio of actual evapotranspiratioo (ETa) to maximum
evapotranspiration (ETc). ETa corresponds to an estimatio of the quantity of
water actually evaporated while ETc corresponds to the quéty of water that
would evaporate if the water requirements of the plant were fiy satis ed. This
index was developed by the FAO and used in di erent WII schensein India and

in Malawi, computed on a 10 days period. FEWSNET improved it byaking into

2. PET is more precise than available rainfall for crops but they requires a lot of data such
as solar radiation, wind speed, daily minimum and maximum af temperatures, relative air
humidity, latitude, longitude and altitude, and cloud cover once an hour if possible. Soil type
has also to be checked once individually for each region coidgred.
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account water excess.

Kellner and Musshof (2011) use water capacity indices andmpare them to
common precipitation-based indices in the purpose of sheding Eastern Germany
farms against drought risk by calibrating WII for di erent crops. They nd that
risk reduction is higher due to a reduction in basis risk wheansing such elabo-
rated indices. However, as mentionned by Hill and Robles (2018uch models
have been modeled and tested in temperate climates for crap®wn under ideal

conditions on large plots that are not intercropped (Allen, 298).

Phase-speci ed policy and sowing date issues

Since crop sensibility to water stress depends on its growfihase, most of the
insurance contracts consider those phases and take in aauodi erent refer-
ences values of WRSI as triggers, corresponding to di erelgvels of crop water
needs depending on the phase considered. There is genei&lly 7 depending on
the crop: sowing and establishment, growth and owering, gid transformation
phases and harvest. For instance, it was the case of the Indiand the Malawian
(for groundnut) individual insurance experiments (cf. 3.1..1 and 3.1.1.2) distin-
guishing 3 major crop growth phenological phases (growth, wering and yield
transformation). For tobacco, the growing period was dividgin 17 blocks of two
weeks in the case of the Malawian WII. Rainfall level of eachHdxk is compared to
the crop requirement for this particular growth stage and ioluded in the weighted
sum in order to compute the index corresponding for the wholgeriod.

The major impediment in such a design implementation is theaed for a
sowing date (or thin period often called sowing window) to tgger the beginning
of growth cycle. All the previously mentionned indices woullle better predictors
of yields if they are calculated using the actual sowing dater a sowing window)
to trigger the beginning of the growth cycle. However, inquing after actual
sowing date can be very costly (as discussed in the case oftmotin Northern

Cameroon, in the fth chapter of this thesis). Farmer's staement would indeed
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induce a transaction cost, limiting the scope of the productHence, in practice,
especially in India and Malawi, the sowing date used to det@ine the crop growth
phases is imposed by the insurer (a xed period in Malawi andiggered by the
occurrence of a precise cumulative rainfall level in India)

Imposing an arbitrary sowing date or window in the insurancpolicy increases
the basis risk hence reduces the benet of the WII. It is nevéreless e cient
when dealing with homogenous and predictable growing prao¢s. For instance,
it was set between ¥ November and 28 January in the Malawian experiment.
In this case, providing an annual weather forecast (cf. séoh 3.2.4.3) and a
precise analysis of farmers practices should ideally prdeethe design and supply
of insurance

Finally it could be simulated (as in Mahul et al., 2009) or cheen by farmers
for instance among a list periods speci ed by the contract. Ae issue of setting
a sowing window is tightly linked with the determination of the beginning for
the rainy season. We discuss the importance of acutely foasting the onset of
the rainy season for growers in section 3.2.4.3. Recent @sh in West Africa
favors an indicator of spatial coherence of (in general twoginy days in di erent
places located nearby (Sivakumar 1988 and Marteau 2011). cBicriterion could
then be used to simulate ex post the farmers' sowing decisiasing rainfall data.
Heterogeneity of growing practices and/or beginning of rajnseason within the

area could therefore be an obstacle.

Drought indices

Those indices use temperatures and rainfall to determineraind/or soil dryness.
The Selyaninov drought index, also called Selyaninov Hydre¢rmal Ratio, and
the Ped index only captures the air dryness. Both have beenagsby Breustedt
et al. (2004) in an ex-ante WII scheme study designed for Kadastan. Their
calculus has the convenience of only requiring rainfall anemperatures data. The

Palmer Drought Severity Index (PDSI: Palmer, 1965) was usefdr the study of
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an insurance scheme in Morocco (Skees, 2001). It requiresiperature, latitude,
water retention capacity of soils and precipitations dataysually on a ten day

basis.

3.1.2.2 Satellite imagery data

Satellite imagery data allows the computing of leaf area imc (LAI) or other
vegetation indices such as the Normalized Di erence Vegetah Index (NDVI).
The latter evaluates crop canopy photosynthesis - more pisely light absorption -
calculated from the di erence between near infrared (NIR) anded beams (RED),
divided by their sum: NDVI = (NIR-RED)/(NIR+RED).

The NDVI can barely discriminate between pastures and cultivad areas and
it is calculated with a delay period because of the potentigiresence of clouds.
It is quite well adapted to biomass assessment but not to yeblassessment. This
technique is thus being more and more frequently used for ghd food crisis early
warning, livestock management, and forecast of forage praction . Besides im-
provements in such elds are very quick so that imagery resglon increases every
year with freely available data recorded since the year 198fbr a 8 km resolu-
tion). However, delays in processing, homogeneization fradnerence sattelites
data source and validation from research scientists, of MA® data (the main
source for such indices) render them inadequate for reafe drought monitor-
ing. However, there are some near-real-time access to preeesproducts such as
eMODIS from USGS EROS as underlined by Anyamba and Tucker (2012nd

discussed in the chapter V.

3.1.2.3 Mechanistic crop models

Mechanistic and dynamic models simulate crop physiologiogrowth depend-

ing on available environmental factors (cf. Akponikpe, 2008r an exhaustive

3. Implemented by Agriculture Financial Services Corporaion (AFSC) in Canada, Spain,
and Mexico (Hartell et al., 2006), by the Word Bank in 2005 in Mongolia (Mahul and Skees,
2008) and for livestock insurance in Kenya described in Mudet al. (2010).
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review). Their precision in yields estimation is greater, Ut they need very de-
tailed input data, particularly time series at the plot levd. Such data are rarely
available for large areas, especially in developing coues.

The DSSAT model is used by Osgood et al. (2007) in East Africa @rDiaz
Nieto et al. (2005 and 2012) in Nicaragua. It is however dicultto use such
complex models because of a high sensitivity to parameteiaibration and relies
on the implied theoretical relation between yield and waterOn the other hand
they can be used to assess the shortcomings of other methodshsas an un-
favourable simulation of water stress. They may allow for gld simulation under
higher levels of inputs than actually used by the farmers, vith may be useful
since WIIs create an incentive for such intensi cation thats unobservable ex ante

(as discussed in the cas of Niger in the Chapter I1).

3.1.2.4 About the use of complex models

First of all, designing a marketable WII is a challenge becass/ery complex
trade os are at stake: we want it to limit basis risk by choosig an adapted
index and the shape and calibration of the contract but do notvant to ne tune
it which would make it to hard to understand and to assess.

As mentionned earlier in this section Kellner and Musshof (2Q) argue that
using water capacity indices improves the outcome of indexsurance. They
however do not mention over tting issues (we will discuss ibroader terms in the
chapter 4), that are to be worsen in the case of a complex indestnce optimization
of index parameters could arti cially increase insuranceans. Moreover, the
calibration of area-speci ¢ parameters in the calculatiomf the index value leads
to relative subsidization (taxation) of areas endowed witlsoil that are less (more)
suitable to the cropping system or more (less) prone to drobig We show in the
chapter 5 of this thesis that it is what happen when dealing wh heterogeneous
areas in term of the agrometeorological relation.

The use of mecanistic models also poses some problems if somaevant to
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use directly the forecasted yield as an index. It would inddanake the indemnity
depend on farmers choice such as the varietar, the crop maeagent techniques
or on structural parameters such as the soil type and its ratdon capacity. It
will then lead to moral hasard issues in the rst case and to aubvention of plot
that are badly endowed. Mecanistic models thus should onlyelused in order to
extract the role of weather variable on yield, which is prolday not such an easy

task.

3.1.3 Insurance policy design and calibration
3.1.3.1 Typical indemnity schedule

Typically the average contract is a linear one. There is, h@ver, no evidence
for choosing such a contract (Kapphan, 2011), and a simple lgnsum contract
could be more e cient (Gelade 2012) when there is a xed costssociated with
each indemni cation. The standard indemnity schedule is deed in the related
literature by three parameters (,S,M), as brought forward by Vedenov and Bar-
nett (2004). Insurance indemnities are triggered by low vaés of an underlying
index that is supposed to explain yield variation. The indemity is a step-wise
linear function of the index with 3 parameters: the strike (S)i.e. the threshold
triggering indemnity; the maximum indemnity (M) and , the slope-related pa-
rameter. When equals one, the indemnity is either M (when the index falls
below the strike level) or 0, which correspond to a lump sumdnsfert.

In many WII experiments, the indemnity schedule is more contgx. In partic-
ular, as explained above (section 3.1.2.1), partial payatare calculated for each
crop growth phase, and the total indemnity is the total of thee partial payouts.
This design is based on the hypothesis that investment retas could be annihi-
lated at every growth phase. It is the case in Malawi (Osgood al., 2007) and
Senegal (Mahul et al., 2009) and many schemes in India. A mexim insurance
payout is de ned for each growth phase and the sum of insuram@ayouts can

also be capped for the whole growing period. De Bock et al. (@) introduced a
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Figure 3.1: Usual shapes of WII policies.

second strike level in order to increase acceptance of th@guct by increasing the
number of indemni ed growers at low cost for the insurer. Ingrance policies also
could provide di erent hedging level for a given cultivatedarea, in the purpose of
inciting farmers to reveal their level of investment. High itensi cation growing

practices indeed relies on higher costs (and correspond tdigher level of risk

taken) and thus need a higher level of coverage.

3.1.3.2 Optimization of policy parameters

We review here the methodology for designing the potential Wiproducts
under standard (Von-Neumann Morgerstern) expected utility.

In most cases, the indemnity schedule and the parameters aet without a
formal optimization process, on the basis of expert knowlgd. Typically, the
strike will be set according to agronomists' views of under hat level rainfall
starts to be a limiting factor for crop yield, and the maximumpayment may be
set at the total value of inputs (fertilizers, seeds, pestiges...). In this case the

strike is set according to a theoretical relation linking yglds and water availability

4. The next section below is dedicated to the assessment matdologies and the case of
subjective beliefs will be discussed in the third section ofhis chapter (section 3.2.3.4).
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as in Vedenov and Barnett (2004).

In some cases, some of the parameters at least are set folgrvan explicit
optimization process. The function to optimize diers acrgs authors. Some
maximize an expected utility function with a given risk avesion, e.g. a Constant
Relative Risk Aversion (CRRA) function in Berg et al. (2009). Ghers minimize
the semi-variancé€ of insured incomé as in Vedenov and Barnett (2004). Semi-
standard deviation (also called Root Mean Square Loss, RMBtan alternatively
be considered if large losses are not to be overweighted canagal to little losses.
Finally Osgood et al.,, 2007 minimize the variance of basisski i.e. the dier-
ence between payouts and expected losses, the latter beinghdd as an inferior
quantile of the yield distribution simulated with the DSSAT crop model.

To wrap up there are 2 major categories of objective functisn A rst type
only ensure that the insurance scheme reaches the risk mimzation objective and
lowers the risk level (i.e. income downside variations). ihcludes semi-variance
and its squared root, which minimize downside loss, only tailg the lowest part of
the outcome distribution into account. The second type (e.gCRRA and mean-
variance) take into account the cost in terms of average inocee. They allows to
quantify and compare the reduction of risk to its cost in terra of average income,

due to the presence of a positive loading factor.

3.1.3.3 Basis risk and index choice

De nition and causes of basis risk

The basis risk,i.e. the imperfect correlation between the index and yield, is a
combination of two factors: rst the spatial variability of weather (cf. section
3.2.5.2) that makes it to costly to assess in each precise oivhere the yield is

observed and, second, the unperfectibility of weather incks.

5. Semi-variance is the squared di erence of income inferidto the long-run average income,
relatively to this long run level.
6. Income after insurance is the observed income plus inderity minus premium
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The word “basis risk' comes from nance and more preciselyfm the options
theory, used for the study of future markets including weathederivatives. The
base is the di erence between the future value in the centrgterminal) market
and the one observed in a remote area. This dierence is congeal of both a
stochastic and a deterministic component. The latter is eXgined by the distance
to the terminal market and the cost of crop storage, decreasj as the term get
closer. The stochastic part of the base creates a risk callbdsis risk.

In the case of index insurance, basis risk has 3 di erent samas. First, the
spatial basis risk comes from the the distance from where tlodservation of the
index is done to the place where the crop is grown. Second, thés always a lack
of correlation between the yield and the index, for instancdue to non meteo-
rological shocks (locust invasions, pests, diseases.n)the case of WIIs. Lastly,
the idyosynchratic basis risk comes from the di erence of pductivity between
heterogeneous farmers that do not put the same e ort into pauction, do not
use the same practices etc. We formulate better and apply $udistinction in the

chapter V.

Typology of basis risk

We can distinguish two kinds of particular basis risk in WII @signs, with regard
its e ect on the insured ones. The rst is the probability to gve an indemnity

to farmers that do not need it (false positive or “false alarinwe will call it type

| basis risk) is costly for the whole indemni ed farmers (mar precisely those
paying premiums). It should be limited if the index is well dsigned, however in
many case it remains.

The second type (type Il basis risk, false negative) is a baditgome without
an alarm, also called missed crisis. The second type errosigpposed to be worse
regarding the demand of WII, especially when combined withhé rst type. As
shown by Clarke (2011) index insurance with signi cant basirisk can indeed

lower utility in the case of a concave utility function. In that case the premium
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is paid when there is no signal for a bad situation, the exposaiof the insured
to risk could even increase since the outcome is worsen by tinsurance (bad
outcome minus a positive premium).

Minimizing the basis risk is the main criterion to compare thse indices. The
correlation between yields and index values is the simplesty to deal with such
choice (as done in Carter, 2007), but more complex objectifenctions exist (cf.
chapter V). In order to improve the attractiveness for farmes it is fundamental
to choose a utility function in order to estimate the cost of dack of correlation
between yields and index values for low yields, i.e. for sdtions in which an
indemnity should be paid (as discussed in the fth chapter).

However, complexity limits the transparency and acceptalify of Wlls and
data availability is also often limited, especially in deveping countries. Thus
there is a trade-o between index transparency, readabiljt for farmers, data
availability and simplicity on the one hand, and the index abity to re ect low
yields (or minimize the basis risk) on the other hand. If thensurance target
is the farmer, simplicity is important, but if the target is a nancial institution
willing to insure its agricultural portfolio exposed to wegher shocks, the product

can be more complex.

3.1.3.4 Ex ante validation of index insurance policies desi gn

As mentionned earlier, many ex post evaluation of WIl experients recently
took place. Itis however very coslty to implement those expienents and then run
rigorous ex post impact analysis, especially when comparea ex ante analysis
(Harrison, 2011). Moreover, designing an optimal insuranceontract requires
an assessment of farmers' interest and product accuracy twef launching it, such
necessary step is often spared, probably due to data, timedabudget constraints.
Ex ante assessment could even though avoid miscalibrationdhallow to t better
farmers need, which seem to be a critical necessity to consenfarmers of Wil

relevance.
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Testing the WII policy design may be done by computing the thee parameters
of the policy design and a premium level (total indemni catbn multiplied by the
loading factor divided by the number of policies sold) on, gentially detrended,
historical data. It might alternatively be done by tting a statistical distribution
function on the index time series and then run simulations tget an idea of future
index realizations. Working on historical indices time sés is called the Histor-
ical Burn Analysis (HBA) method and the simulation of meteorolgical index
series is the Historical Distribution Analysis (HDA) also calld index modeling
method. Both methods are investigating di erent propertis of the policy, the
rst one helps in parameterizing and assessing the contrapboling capacity on
historical data while the second allows to test the robustiss of a given contract

over a long time span.

HBA method

Running policy on index and yield historical data is the onlyvay to test a policy
design a posteriori. Studying historical yield data howeveannihilates any en-
dogenous impact of the policy such as the increase of averaggglds that could
induce intensi cation (as shown by Hill and Viceisza, 2009) asther riskier strate-
gies due to the pooling of risk among farmers (section 3.2L1.

The analysis of the distribution of moments of the index allws the future in-
surance payouts to be foreseen without making any assumptgon distribution
function's parameters, as it is the case in HDA analysis (cf. emt paragraph).
Minimizing the di erence between losses and payouts by a spie optimization
technique is the best way to nd an optimum value for any pararater. Such op-
timization should be done on a distinct sub-sample to avoithisample calibration
leading to over- t the sample data that arti cially enhances the results.

Dealing with ex ante impacts, cross validation seem necessdecause it is
useful to test the stability of the calibration on di erent samples if data is su -

ciently pro cient. There exists di erent sampling technigues separating training
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and validation data such as cross-validation, but they redres a minimum of
spatial and temporal data. Among k-fold cross validation tdmiques a way to
deal with over- tting with short time series is to use a leaveone-out (Berg et al.,
2009, also often called jackknife). In such method, calitfan of parameters is
done n times: on n-1 observations and tested on thé'robservation left out of

calibration sample.

HDA method
The quality of probability evaluation of indemni cations depends on the length
of data series because high risk associated with low occumge are very di cult
to apprehend. Low probabilities / high risks (fat-tailed) dstributions will thus
be preferably treated with the HDA method.

Such method is worthwhile for testing the future prospectsf@ policy scheme.
It is useful to test it in the long run, even if index data are nb available on
such time span for example checking for supplier solvabylit.e. sustainability of
the supply. Fitting a distribution function on a meteorologcal index allows the
assessment of future WIlI outcomes through Monte-Carlo simations (Hartell
et al.,, 2006). Rare events, even if not present in the histcal series, might
be simulated and the speci city of the underlying density funtion can be better
apprehended. Moreover outliers will have less of an impaat cesults than they do
in the case of HBA and con dence intervals can be assessed byming bootstrap
or other statistical methods on those large simulated sesieFitting the underlying
distribution is its major advantage but also the major impednent. Simulated
data are indeed very sensitive to parameter calibration (3eson, 2004) and there is
thus a need for large time series on index data. In practiceglgning an insurance
scheme requires about 20 or 30 years of data (Jewson, 2004 Afwbdward, 2011)
depending on its quality and the presence of long-run trendsf. section 3.2.5.1).

The only formal comparison of the accuracy of the two method®ems to be a

working paper by Jewson (2004) who concludes that HDA is sigrantly better
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than HBA when there is little uncertainty on the statistical distribution assumed
in the HDA method. Both methods seem complementary and shouldeally be
run simultaneously for policy design, it has however neverebn the case in the

existing literature.

3.1.3.5 Loading factor calibration

The insurance premium is higher than the expected indemnit{except if the
insurance is subsidized) since it includes the administiaé costs as well as the
cost (load) of the risk taken by the insurer,i.e. the loading factor’. We only
discuss the second aspect here.

The cost of the risk for the insurer decreases with the diversation of the
portfolio of the insurer that could layer risk insuring di erent clients or regions
(Meze-Hausken et al., 2009). It is also worth mentioning thakeinsurance is able
to cap the risk taken by national insurance companies who ser from covariance
within their portfolio. Finally a key element that a ects th e loading factor is
the availability of historical data. For example, the loadng factor for a policy
which uses a new weather station will be higher than that for policy with a long
series of historical data. Aware of those limits two methodsaa be derived for
evaluating the additional cost of risk taking (Henderson, ZIP):

{ The Sharpe ratio margin is proportional to cost standard deation ( (I),

with | the indemni cations) for the insurer:

(1) (3.1)

Where is the Sharpe ratio. It is less adapted for HDA, in which standak
deviation is a parameter.
{ In the Value at Risk (VAR) this margin is proportional to a risk of de ned

occurrence probability. For example risk cost valuating athe VAR g9 coOst

7. Also known as gross-up factor or charging rate.
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of events that occurs with a probability of less than 1%:

[VARg E(I)] (3.2)

The latter method is more adapted to high risk with low probabity (such
as extreme weather or the occurrence of natural hazards) beannot be applied
with HBA (cf. the two previous paragraphs) since the number oévents is too
low. An ex-post statistical analysis on a case study in Indiaonducted by Gire
et al. (2007) showed that a large part of the payouts are due &xtreme events:
half of them in that case were due to the worse 2% climatic ewsn According to
Hartell et al. (2006), is chosen between 15% and 30% andbetween 5% and
15% (and between 5% and 7% according to Hess and Syroka, 2008 @sgood
et al., 2007 who draw on WII case studies). For instance, in ¢hcase of Malawi,
the VaR method applied with a factor of 5% leads to an increase of 17.5% of
the premium over the actuarial rate (no risk loading) and a n& premium rate
of 11% of total indemni cations (Hess and Syroka, 2005). Howew, due to sharp
competition among private insurers, the actual rules for ing the risk loading

are very hard to assess.

3.2 Challenges and research questions

We will focus here on individual level Wil schemes (as oppasto institutional
ones as it was implemented in Ethiopia at the national levelyhich are concerned
in the chapters IV and V. The recent but quite proli c academicliterature on

index-based insurance indeed raised several very interegtquestions.

3.2.1 Low technology adoption under climate risk

We will try, in this section, to show the channels trough whie risk could
hinder farm capitalization leading to lower yields. It can o be seen as theoretical

grounds that lead to think a priori that WII have high potential returns.
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We will try to overcome the complexity of the topic coming fro the inter-
linked relations bewteen the three main characteristics gimallholder farming on
which we shed light in this essay: tied budget constraint anldck of access to mar-
kets, the presence of risk and a low intensi cation partly dug¢o low technology
adoption.

The existence of a yield gap in Africa is widely accepted by ad@mics®, how-
ever the question about the best mean to trigger intensi cabn and productivity
largely remains unsettled. There are indeed numerous hypeaises for explaining
such gap with other developing and emerging countries. Rigkone among them
and weather is only one of its sources (Fafchamps, 2010), itiever gained great
attention in the scientic community °. Such shocks are indeed known to have
ex ante and ex post impacts on farming decisions. Poor levédlwealth probably
prevents farmers from implementing risky strategies thatra more productive in
average. Binswanger and Rosenzweig (1993) evaluate at 339 average prot
loss for the poorest quartile of Indian farmers undertakindgpw risk/low yields
productive choices, partly due to risk aversion.

African smallholder farming shows very low intensi cation é€xcepting the cot-
ton case discussed in broader details in the two rsts chap®: we will thus
describe the two main recent potential explanations of thigact in the recent
literature.

We will focus on subsistence constraint and timing in techhagy adoption.
Both aspects are of primary importance for WIl or other risk mnagement strate-
gies that reduces the risk before the cropping season withdaringing distorsions.
We will see that in spite of heterogeneous returns to techrogies, they could play

a great role in technology adoption.

8. See Udry, 2010 for a review.
9. See for instance Udry (1995) concerning savings, Dercor2@04a) concerning education
and Maccini and Yang (2009) concerning health issues.
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3.2.1.1 Subsistence constraint and poverty traps: the role of risks

Poor households face a double constraint constituted of atl budget (limited
access to credit market) and a subsistence imperative. Indar to meet minimum
nutritional needs, households often under-invest in prodtive capital, including
in human capital through health and education expenditure¢see Collins et al.,
2009 for anecdotical evidence).

There is a large body of literature on poverty traps (BowledDurlauf and Ho ,
2006, and Dercon, 2003) and some exploring the potential eobf heterogenous
capital detention on the existence of poverty trap (for insince Eswaran and
Kotwal, 1990 on risk averse behaviours and land detention drRosenzweig and
Wolpin, 1993 on oxen detention and consumption smoothing india).

It has so far proved very dicult to nd convincing empirical evidence of
poverty traps (e.g., Jalan and Ravallion, 2005), except fahe often quoten ex-
ample of Rosenzeig and Binswanger (1993). A possible reasonthat is the
heterogeneity of threshold among households and the compte of the assess-
ment of a multidimensional vulnerability, showing some pshological as well as
qualitative aspects.

Some evidences however seem to go in that direction. Reardand Tay-
lor (1996) found that droughts increase poverty for the poodisproportionately,
as they rely more heavily on crop income. The resulting liqdation of assets
makes them even more vulnerable to future droughts. Lybbeaind Barrett (2007)
showed the same type of consequences concerning herd mamagéand stochas-
tic shocks. They highlight the presence of a threshold e ealue to multiple
equilibria in herd size. Barnett et al. (2008) reviewed sudmechanisms and their
crucial role in designing index based risk transfer produst

Facing risk creates an incentive for poor households to skonon-productive
subsistence assets (food) with low-return and low-risk (@merman and Carter,
2003, cf. section 3.2.4.1 for a short review of the impact other informal risk

coping strategies). Zimerman and Carter (2003) show the sstiiuability between
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unproductive (stocks) and productive assets (land, livestks) in a theoretical
model and apply it to Burkina Faso. The rst type of asset beig more easy to
sell in the case of a negative income shock and thus to play th@nsumption
smoothing) role of a bu er stock. This is to our knowledge th@nly theoretical
model (with the one from Thorsen and Malchow-Mller, 2000, both using the
graph theory) to consider states of the nature in which consyption (and thus
utility) is zero for instance when it is below the subsistereclevel and thus able to
deal with individual poverty trap dynamics. Hoddinott (200§ however put into
guestion the accuity of the distinction between asset smdohg and consumption
smoothing and nds that Zimbabwean households behave as if@air of oxen
represents an asset threshold below which they strive not fall.

Concerning the dynamic of poverty trap, uninsured risk can act the poor in
two distinct ways: ex ante and ex post. Cai et al. (2010) nd empirical evidence
of an endogenous ex ante e ect of insurance in China, whererf@l insurance
increases farmer's tendency to invest in risky sow produon. However the only
framework developped to asses ex ante the impact of WII on sudynamics is
the work of DeNicola (2011). It uses a mathematical programmg model of a
farm management with a WRSI insurance calibration design.

This academical debate also echoes in other spheres and oregampoint
made by development practitioners concerns household fantmanagement and
intra-annual consumption smoothing or warrantage (harvéstocks in kind used
as a collateral for cash credit). It allows to hedge farmergyainst intra-annual
price variations. The rst had an echo in the research area whemandatory or
‘commitment’ savings and warrantage has been proven to be tpie cient (for
instance in a randomized experiment ran in Malawi for tobaccgrowers by Brune

et al., 2010). Their great simplicity also argues in their feor.
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3.2.1.2 Timing of shocks and investment opportunities

Most investments in agriculture has to be done before or dmg sowing (some
fertilizers can still be applied during the growing cycle)period that follows the dry
season, corresponding to the most critical period in termg bquidity constraint.
After the lean season, farmers are endowed with the lowest seaal income stock:
on-farm income comes from irrigated "o -season' vegetabland/or legumes; and
little rainy season crop harvest if there is two rainy seasoas it is the case in
Ethiopia. It involves inherent di culties for investing in that period, at least in
absence of credit market or safe saving mechanisms: bankagogs, mandatory
savings or warrantage.

The timing of shocks with regard to investment decisions s@s crucial. Udry
(2010) shows that household that face risk realized afterpnt decision will invest
under the optimal level "sacrifying expected pro ts in exciinge for more certain
return’. Even though it is the case for most idiosyncratic sticks, such as weeds,
pests and even some labor supply shocks, and covariant stgyckuch as weather
shocks and price uctuations. This is coherent with the redts of Du o, Kremer
and Robinson (2003) who run a randomized controlled trial (&T) on the treat-
ment by the Savings and Fertilizer Initiative (SAFI: a commiment device for
farmers), nding that farmers take up this program when it iso ered at harvest

time, but not later.

3.2.2 Empirical evidence of a low weather index-based insur ance take

up in developping countries

Current research shows that the low (and price-elastic) deand for rainfall
insurance raises doubts about the potential for this type ofsurance as a general
solution for all poor agricultural households to manage therisks (Macours 2012).
The very low e ective take up of weather index-based insurae by individual
farmers indeed question the of theoretical estimation of aigh return of such

policies (cf. previous section 3.2.1).
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Actual take up of WII experiments are very low: from 5% in 2004 ralysed
by Gire et al., 2008 in Gujarat, India to about 27% for the same sample of Indian
farmers in 2006 as analyzed by Cole et al., 2011, in spite ofery high estimated
potential. For instance an average gain of 17% of the incomevel in the long-
run according to the calibration of DeNicola (2011) in the casof the Malawian
experiment which was only purchased by 5% of farmers (Girend Yang, 2009).
Ex ante demand, estimated by willingness to pay for Wil is atsvery high: Sarris
et al. (2006) found that over 55% of all households surveyeawd not purchase
rainfall insurance with a positive premium in Tanzania. Sars et al. (2012,
ongoing) found that about 88% of Ethiopian household expresnterest in index

insurance contracts and about 42% in a di erent study (Hill etal., 2011).

3.2.3 Potential determinants of the low weather index-base d insur-

ance take up

Rosenzweig and Wolpin already concluded in 1993 that the alability of
weather insurance would have little e ect on the well-beingf Indian farmers.
There are however two major limitations to that conclusion.First, the authors
assume that even when households are hit by a large negativoek, they are
guaranteed a minimum level of consumption. Second, the apsis focuses on
understanding the process of accumulation of bullocks, vahi are considered as
both production and saving assets. Since households own axmaum of two oxen
and one water pump, Elbers et al. (2007) warn that the low leVef heterogeneous
variation in the farming inputs data may lead to an incorrectestimation of the
structural parameters.

We will review here di erent mechanisms, raised by a much merrecent lit-

erature, to explain the evidence of a low WII take up rate.
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3.2.3.1 Price elasticity, budget constraint and time incon sistency

Only two recent experiments showed a relatively high take ulevel. The rst
is the Harita project (36% of buyers) where it was freely allated with other
products (Norton et al., 2011). The second, a recent experimtefrom Karlan
et al. (2012) tests for di erent subsidization level, and rd that at least half
the acres were covered and even more, up to 100% for an insweupriced at
the actuarially fair rate. Those results argue in favour of d&igh elasticity to
insurance price (premium subsidization level) variationsHowever still some fair
rate insurance experiments (the individual scheme in Malawor instance) do
not nd enough buyer which suggest that there are also othereason for non
buying those products. More generally, only a small propadn of farmers buy
the insurance o ered, the purchasers usually buy the sma#iecoverage o ered
and the poor farmers who wouldx priori bene t the most are not usually among
the purchasers.

The most simple explanation for low take up rates could be theredit con-
straint. It was validated in the eld by Cole et al. (2011) whofound that house-
holds with randomly assigned endowments (about 80% or morétbe insurance
premium) are about 40 percentage points more likely to take ughe insurance.
Cole et al. (2011) argue that liquidity constraints do matte because they observe
that the big endowment has a larger e ect on poorer individua, for whom lig-
uidity constraints are more likely to be binding. Additionaly, when asked about
the main reason for not buying insurance, "not enough funds buy insurance'
is the most common response. Likewise, Norton et al. (2011ufa a signi cant
decrease in the percentage of insurance buyers when theypgted distributing
game endowments (from 99% to between 6 and 36% of insurancgdyg). Mea-
suring wealth in di erent ways, Gaurav et al. (2011) and Gie and Yang (2009)
in India also found that the more wealthy are more likely to ptchase insurance,
although Dercon et al. (2011) do not.

Time inconsistency is also a potential explaination since is di cult to ask

87



poor people to pay up front a service whose bene t wil not be aézed immedi-
ately. Du o, Kremer and Robinson (2010) indeed show that tira inconsistency
is @ major problem in the demand for fertilizer, and Tanaka eal. (2010) also

found evidence of such inconsistencies in rural househoidsvietnam.

3.2.3.2 Financial literacy and peers e ect

A large body of literature points out the need to increase nacial literacy
such as probability apprehension in such products and the @mtial improvements
that trainings could bring. The rst reason given by farmersexplaining the low
take up is indeed the misunderstanding of the product (Giret al., 2008). There
is also strong evidences that technology adoption depend arancial education
and observed literacy in Gaurav et al. (2011) and Patt et al.2010).

Patt et al. (2010) compared the impact of traditional commurgation tools
such as oral or written presentations of indexed contract&lative to role-playing
games on two groups of farmers, controlling for their resp@e educational level.
The experiment was designed for this purpose and took placetivo di erent sites
in Ethiopia and one in Malawi. They found a high correlation ktween insurance
understanding and the desire to take up but no evidence of arsuperiority of
role-playing games compared to oral or written presentats. According to the
authors, the misunderstanding of insurance policies aftéhe training could be
due to an insu cient educational background.

The quality of the training is at stake: short 15-minutes exfanations do not
seem to be e ective, or at least not nearly as e ective as loeg training sessions.
Cole et al. (2011) compare marketing treatments: a video ara simple yer.
They found a little but signi cant superiority of the video treatment. A personal
marketing intervention also had a great impact on take up (abut 20%), even if
the product is available to all household, suggesting thahe personal relationship
helps in reducing the trust gap.

Khan (2011) measures both the impact of educational intermgons on the un-
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derstanding of the insurance product as well as the impact atemand. To do so,
he o ers interventions on health insurance to a group of wogks in Bangladesh,
consisting of three sessions of a few hours, spread over ¢hreeeks. One month
later, the author assesses the households' willingness taypWTP) for the in-
surance product and observe an increase in knowledge betwgee- and post-
treatment periods as well as between treated and control grps. Moreover, an
33.8% increase in the WTP is found for the intervention group

Then, it seems that one should di erenciate between the ingtctions about the
complexitiy of the index-based insurance schemes that aftare quite technically
grounded and explaining the objective and the scope of insurce to households
that never used some. Hill and Robles (2010) laboratory expeent show the
challenge behind the trade o between complexity and basigsk. They show
that, even in a context where insurance understanding is Higdue to a high dif-
ferenciation in products and the help of endogenously formeisk-sharing groups,
the level of basis risk, especially stemming from the high teeogeneity of farmers,
signi cantly limits the demand. Debock and Gelade (2012) argse the existing
literature and conclude that while it is unclear whether nancial literacy train-
ing can achieve to higher take up. There is de nitely scope rf@urrent training
methods to focus less on the technicalities of the insuranpeoduct and more on
a broader understanding of its concepts. We will see belowathunderstanding
is also a crucial factor in renewing: nancial literacy tramnings, possibly coupled
with a good follow-up can also have substantial e ects in thiong run.

As any technology to be adopted for the rst time, the product $ associated
with a substancial uncertainty, that could be overcomed fasr by using learning
and network and peers. As pointed out by Hill (2011) it is a conpéual rather
than a physical product and do not bene ciate every year to faners, which
probably even reinforces the underlying ambiguity, espediy for less educated
farmers. The literature brought up the critical role of farners' interest and trust

in distribution organisations and thus the need for utilizng existing networks
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among farmers (Cole et al. 2011; Patt et al., 2009 and Cai et.aP009). The
evidence also suggests that peers do have an important innee on the decision
to adopt new technologies. By spreading information, buygrcan increase the
likelihood that a new technology will be purchased. Griliobs seminal 1957 paper
on the economics of agricultural technology adoption inddesuggests an s-shaped
model of technological adoption where adoption begins withnly a handful of
people. Peers e ects in technology adoption are a novel butgirc feature in
the literature about technology adoption in developing counes (Conley and and
Udry, 2010 and Du o et al., 2009) and its impact on WII take up Wil probably

be studied in deeper details along the coming years.

3.2.3.3 Basis risk and risk aversion and trust

It is generally held that farmers' aversion to risk a ects thecomposition of
their asset portfolio (see Rosenzweig and Binswanger 199B)s therefore natural
that we would expect demand to be increasing in risk aversionSimilarly, we
expect demand to be declining with basis risk.

As a further extension, it is possible for farmer perceptiorsbout the insured
risk to di er from the information used to price the contract, in which case ex-
pected basis risk di ers from the true basis risk. Mullally 2011) shows that such
dissonance can negatively a ect demand.

Strong and repeated empirical evidence from experimentaludies reveals a
result that seem quite odd at rst sight: not only is demand fo both indemnity
and index-based insurance products low, but the likelihooaf insurance purchases
is negatively associated with measures of risk aversion inany contexts (Gire,
Townsend, and Vickery 2008; Lybbert et al. 2010; Cole et al. 20; Gire and
Yang 2009; Galarza and Carter 2010 and Hill 2011). Cole et aRQ11) nd that
those who took the safest lotteries in a pre-survey are aboli® percentage points
less likely to purchase insurance. Similarly, Gire et al.2008) ascertain that risk-

aversion decreases the probability to purchase the Indiaainfall index insurance
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by 1.1 percentage point, from a baseline take up of about 5 gent. Galarza
and Carter (2010), in a eld experiment where subjects can oose between safe
projects, uninsured loans and insured loans, nd a non-motanic relationship
between risk aversion and insurance demand. In particulahey nd that highly
risk averse individuals have a higher demand for safer prafe (including either
an insured loan or no loan at all) but that this relation is deceasing, that is,
those individuals with the highest risk aversion would pref the riskier project
or not to purchase the insurance.

There could be some interactions between di erent factorsxplaining low
observed take up rates. Theoretically, in the case of a WII, B risk could be a
su cient reason for poor and risk averse enough household ntm buy insurance
(as pointed out the model of Clarke, 2011). Risk averse farnsdear basis risk that
could even accentuate their losses in a bad harvest year asated with a "good'
index level as low risk averse farmers get a lower gain in cart equivalent. Cole
et al. (2011), however, measure basis risk as the distancaveen the farmer's
village and the rainfall station, and do not nd a signi cant correlation between
basis risk and demand.

This unexpected relation between risk aversion and insure@ demand could
also be explained by a lack of de nition of the underlying ris. First, the aversion
to uncertain events (or ambiguous, i.e. that are not assot¢ed with objective
probabilities) is quite di erent from pure risk aversion (d¢. the next section,
3.2.3.4). A lack of trust in the insurance supplying instittion also can be seen as
an uncertainty as shown by Dercon et al. (2011). They apply amdel of limited
trust to health insurance take up and found that, controllirg for trust 19, slightly
increasing risk-aversion for risk-lovers individuals sees to have a positive e ect
on demand but a negative one on highly averse agents. Moregvie e ect of

(random) price variations is stronger on the less trustinghdividuals.

10. Trustis de ned here by the authors as a probability of defwlt from the insurer as well as
the unclear de nition of what is covered by the contract. It i s indeed important to di erenciate
between the trust in the product itself, the trust in the inst itution involved, and the degree of
interpersonal trust of the individuals when considering irsurances.
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We shall mention that the great heterogeneity in the resultdund across dif-
ferent studies might be explained by the speci c features the eld works. Trust
is indeed a complex feeling with diverse potential determamts, the institutions
at stake, the way people are approached, and the running ofeheld may also
play a role in the take up. Lastly, the impacts found could ats simply be some
reciprocal actions of farmers participating to programmesharacterized by the
disbursement of an endowment grant or any other (monetary @rot) transaction;

there is thus still room for other factors limiting WIl demard.

3.2.3.4 Beyond expected utility: uncertainty and ambiguit y aversion

The literature about uncertainty, as opposed to risk that cald be associ-
ated with a probability of occurrence (Knight, 1921 and Keyas, 1921), lead to
the emergence of the notion of ambiguity. It stem from the itial approach of
Ramsey (1926) and DeFinetti (1927) about probabilistic bifs'! that became
recently popular because it allows to explain some individlibehaviours that are
challendging the expected utility theory (EUT) framework, sich as the famous
Allais (1953) or Ellsberg (1961) paradox.

Climate, partly due to the complexity of its underlying meclanisms is in the
realm of ambiguity rather than risk; meaning that while thee is some informa-
tion about the relative likelihoods of di erent outcomes, his information does
not constitute a probability density function. Index-baseé products are indeed
particularly subject to ambiguity, i.e. uncertainty about underlying probabilities,
for targetted farmers.

As seen for risk aversion, e ect of ambiguity aversion on Willake up is not
theoretically straightforward. One could rst argue that anbiguity averse growers
would like to reduce weather ambiguity by buing WIIl. However iace the index

insured is uncertain, some ambiguity still remains on the gurance contract out-

11. Individual subjectivity leads to a misapprehension of pobabilities, often leading to an
overestimation of low probability events. Delavande et al. (2011) o ers a recent review of
methods for empirical assessment of subjective probabiiiés in developing countries.

92



come, especially in the presence of basis risk that impedeunance to remove
the risk completely. It is then dicult to distinguish the e ect of uncertainty
from the e ect of trust, since beliefs will play a role on the prception of the
insurance supplied (and thus on the level of basis risk). Isithus a potential lead
for explaining divergence of take up in eld experiments frm the theoretically
modelled gains of such products.

The e ect of ambiguity aversion on technology adoption alsdepends on the
e ect of the technology on the perceived ambiguity. For instnce, reducing am-
biguity related to pest and disease, as in Barham et al. (20}l increase adoption
if the technology reduces (more that it ampli es) ambiguity Alary et al. (2011)
show that ambiguity aversion should, in their framework, iorease the level of
self-insurance but lowers the level of self-protection,ei. individual behaviours
seen as risk mitigation measures (such as systematicallyngsa seat-belt).

Ambiguity aversion impact on technology adoption and WII tale up has been
tested in a few studies. An experiment lead by Ross et al. (201i@ Lao repub-
lic showed that farmers' technology adoption seem to be hingl by ambiguity
aversion more than simple risk aversion. This study is run ia very di erent
region and considers many heterogeneous technologies. réhare however other
empirical evidence that point out the role of ambiguity avesion in risk manage-
ment practices. Engle-Warnick et al. (2007) studied Peruan farmers' decision
to diversify and use new crops (assumed to be associated withknown yield
distributions) and found that ambiguity aversion is a facto for lower crop diver-
si cation and that risk aversion is not paying any role. The ecentness of the elds
and a lack of comparable studies however prevent from setidj the question.

Alpizar et al. (2009) shows that farmers in Costa-Rica are merprone to
take safer adaptation options (represented by insurance agst natural hazards)
when there is uncertainty rather than risk. Akay et al. (2009jound that Ehiopian
farmers show the same ambiguity aversion that student sangd and that poor

health can play a role in such behavioural characteristic.
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The only study that directly linked insurance take up to ambguity aversion
is the one from Bryan (2010). The author focused on index-msance take up
in Kenya and Malawi (using the data of Gire and Yang, 2009) ash shows that
ambiguity aversion lower the demand for WII even when conthimg for trust and

risk aversion levels as revealed by farmers on a scale of 1 @0 1

3.2.3.5 Recency bias, hot-hand e ect and subjective probabi lities

Risk aversion also probably plays a role in technology adaph if considering
that the Gollier and Pratt's (1996) theory - saying that hougholds that endure
losses due to one particular risk will update their beliefsna thus put higher
probability on such events that those that did not - is true, a tested on an
indonesian sample by Cameron and Shah (2011).

Rainfall patterns in the semi-arid tropics of West Africa exibit no serial cor-
relation (Nicholson 1993). Karlan et al. (2012) results areosfar consistent with
farmers who act otherwise. The results are consistent withaleence, or recency
bias, in which farmers who experienced a trigger event lastgr overestimate the
probability of its reoccurrence this year and similarly famers who did not experi-
ence a trigger event underestimate the probability of a payb this year. Galarza
and Carter (2010) also found a “hot-hand? e ect stemming from an minoration
of the autocorrelation of the sequence of very bad years thabuld lead to take
more risk after the occurrence of a "bad' season. The authongke a distinction
with the recency e ect, this e ect being the bias towards oveveighting recent
information and underweighting prior beliefs. Subjectiverobabilities thus could
have an impact on insurance take up and put into question thexpected utility
approach. In the experiment of Kouame and Komenan (2011),diry Coast cocoa
farmers' previous luck seems to interfere in the choices dfet agents: those who

had bad luck in previous lotteries tend to stick to the saferhmice in the next

12. Hot-hand and gambler's fallacy are respectively the ouestimation and minoration of au-
tocorrelation of a random independant and identically distributed (iid) sequence, often observed
in gambling.
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round. This suggest the existence of path dependence and nimg/caused by the
hot-hand e ect discussed before.

One important policy implication of such idea is that the tale up could in-
crease in the long run due to learning e ect or simple reducth of ambiguity by
integrating probabilities with outcomes. There is indeedrapirical evidence of a
greater probability to chose ambiguous options in repeateghmes more than in
single-options game (Liu and Colman, 2009). As showed by Pap(008) histori-
cal events could also have a great impact on the willingnesspay for reinsurance.
The occurrence of a drought in the rst years or before WII imgmentation thus
could increase the willingness to pay for it. Arun and Bendig2010) support this
idea and show that the experience of speci ¢ hazards in the §tain particular the
death or a severe iliness of a household member or the inapito sell agricultural
products in the past ve years, increases the probability taise nancial services
in Sri Lanka. In contrast, Cole et al. (2011) and Stein (2011Jlo not nd any
clear evidence that having experienced a weather shock ieases the uptake of
insurance services.

The prospect theory of Kahnman and Tversky (1979) rst makehe hypothesis
that di erential utility due to a marginal increase of income is not the same
shape in the gain and in the loss domain (re exion e ect). Ths loss aversion is
backed by many empirical studies on smallholders in develog countries: for
instance Gheyssens and éther (2011) in Benin and Tanaka et al. (2010) who
show that loss aversion (and not risk aversion) is correlatewith low income in
Vietnam. In top of the re ection e ect, prospect theory also mplies a biased
weighting of probabilities that leads to underestimate badutcome associated
with low probability. Underweighting low probablities alsoseem to be veri ed in
the context of farmers in rich as well as in developing coumés. Sherrick et al.
(2000) explored the rational behind rainfall beliefs and skothat they are very
poor for lllinois farmers and that it leads to understate (oerstate) the likelihood

of favourable (unfavourable) events. It leads the author telaim that it could
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lower the values of weather prediction found with common mlebds if recipients
begin with less accurate prior beliefs.Liu (2008) studiedhé e ect of risk attitudes
on adoption of Bt cotton cultivar in China. She found that ri aversion prevents
farmers to adopt early but that farmers overweighting smalprobability events
tend to adopt earlier. It can be explained by the emphasize theput on low
risk / high damages events that could have devastating e eabn the production
capacity.

However in the context of index insurance, the only study we imd does not
seem to validate that approach but the exact opposite. Clagkand Kalani (2011)
actually nd that insurance take up decisions in a game are ler explained by
the underweighting of extreme events, instead of the overigbting prescribed by

prospect theory.

3.2.3.6 Heterogeneous returns

There are various reasons for explaining the very low actugémand for rainfall
insurance in the pilots projects, one of them is the heterogeity of risk aversion
but it explains very little the observed heterogeneity in isurance demand. Spin-
newijn (2012) proposes that heterogeneity in risk perceptn rather that direct
aversion could complexify the current state of the framewkr

There is a large, above-mentionned, body of literature exging the poten-
tial role of heterogenous capital detention on the existeacof poverty trap (for
instance Eswaran and Kotwal, 1990 on risk aversion behavisuand Rosenzweig
and Wolpin, 1993 on consumption smoothing). Recent artidefocused on het-
erogeneity of farming conditions, in order to look deeper andividual factors
for low technology adoption. Considering the average farmean indeed lead to
underestimate discrepancies between those that have larige erstocks (such as
livestocks), those that are more or less risk averse etc. Hetgeneity of agri-
cultural practices (Zeitlin et al., 2010) could explain thehigh variation of yields

observed in developing countries (the chapter IV of this tiss illustrates this
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stylized fact).

Suri (2011) tries to show how much heterogeneity of input retn can explain
its adoption among households without calling irrationaty. According to the au-
thor, adoption depend on technology return and farmers' indidual comparative
advantage in a given technology. Farmers with high return edd have great disin-
centives from adopting due to high unobservable costs (lowply, infrastructure
constraints) as compared to farmers with low return that arenore prone to adopt
the technology. A third category emerges in that study, thats the marginal farm-
ers, with zero return to the technology that continuously svtch in and out of use
from period to period. Such feature could partly be due to thearticularity of
the technology considered (hybrid maize) that have decreag returns in time,
since replanting seeds will lead to lower probability of datning the the desired
crop modi ed genes each year.

If heterogeneity in observed yields is not explained by wdar spatial dis-
crepancies, index-insurance will probably not able to helfarmers to get out of
poverty traps if it is not supplied with a high exibility on t he contract that would

t heterogeneous farmers needs.

3.2.4 Interaction with other risk management tools

The literature dinstiguishes between risk management (oritigation: ex ante)
and risk coping (ex post: dealing with a given income) methodsllowing Alder-
man and Paxson (1992) and Dercon (2004b). Since Besley (19&3d Fafchamps
(2003) already reviewed the literature on those informal ntteods, we only men-
tion them brie y below. There is many ways to manage (incomeidersi cation
and informal insurance) or cope with risks among them insunae. The results of
recent RCT's treating about such tools are reviewed in Macosl (2012).

We will review potentially complementary and substitute exante hedging
tools, with a focus on the way they could be combined with Wilmplementation

and their potential impact on WII demand.
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One could also argue that o ering insurance with complemeaty products,
i.e. bundle it with credit or weather forecasts. Economied scale thus makes ad-
ministration costs, largely composed of screening and mtwring, drop and lower
the product price. Distribution costs also could be limitedf di erent products
are supplied in remote areas by the same distribution netwks, i.e. same agents
of a unique micro- nance institution (MFI).

But it could also be argued that WII are competing with other sk pooling
tools as it is stressed by the literature (Hill, 2011). One hasowever to recall the
substitutability with informal risk management strategies (such as diversi cation)
or with risk mitigation strategies such as infrastructuresnvestments: for example
irrigation projects that could be crowded out by insurance mviding is also able
to limit the scope of such products. It could also be due to théesincentive due to
the fact that insurance is only supplied to unirrigated land, as mentionned in the
Mexican case studied by Fuchs and Wol (2011a), that reveadevery instructive.
The authors also pointed out that only insuring a few crops aid lead to lowering
over-specialization leading to a lack of diversi cation fte crop choice as well as
intercropping are among the most common risk management #p various crops
and o -farm income. Less diversi cation means a decrease the scope of the
risk taken as well as it can lead to environmental damage sm¢he crop insured
are often high yielding varieties, grown with many inputs uder monoculture,

potentially deteriorating soil fertility.

3.2.4.1 Informal hedging methods

Even if often very costly, informal credit, storage and otheinformal risk
management strategies, could be a substitute to insuranceogucts, by being
accessible to all households. Complementarity between rfwal and informal in-
surance was discussed very early (Arnott and Stiglitz, 1991 Bupplying formal
insurance to the poor could break existing ties and informatansfers (Bloch et

al., 2008), such as family or friends. More recent works exam the precise re-
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lationship between those two aspects. Mobarak and Rosenzgv€2012) showed
that indian farmers are less prone to use formal insurance @to the participation

in informal networks, only if those networks are used to copeith agregate risks.
It seem that, in that case, index-based insurance is a complent as well as a
subsititute to informal insurance. We will thus try to invedigate how supplying
formal risk pooling tool could harm informal networks.

However, poor households are shown to be less able to use sofdrmal net-
works (Thomas et al., 2011) and remain less able to increabeir average outcome
by adopting new technologies that often lead to implementingskier production
strategies. Moreover, informal insurance is incompletesdding to a lower average
income as a consequence of ex ante risk-mitigating behaviejRosenzweig and
Binswanger, 1993 and Barett and Carter, 2006) at high costag reviewed by
Hill, 2011).

Risk management

Insurance could also replace other previous strategies effsnsurance: build-up
savings, livestock but also by diversifying incomes (crop activities diversi ca-

tion) or risks (intercropping, fragmentation of elds, to gow a mix of crops that
embody di ering levels of susceptibility to climatic shock, delaying planting un-
til rainfall patterns are more certain). These ex ante acties often come at high
cost: Bliss and Stern (1982) showed that a two-week delay imapting following

the onset of seasonal rains is associated with a 20 percemtuetion in rice yields.
Consumption-smoothing strategies including the use of dags and borrowing,
transfers within networks to spread risk, and accumulatiomnd decumulation of

physical assets are other examples of risk management.
Risk coping
Farmers are encouraged to pool the risks ex poste. after its realization, by

smoothing consumption over time (such as storing, saving @rborrowing) or
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across households (risk pooling) but also by migrating tenoparily or adjusting

stocks such as mortgage of personal goods as anecdoticallycdbed in Collin et
al. (2009). Providing formal insurance could have a negagvimpact on informal
risk coping networks, as noted by Alderman and Haque (2007). dmsfers from
migrants, neighbours, family or friends are well described Fafchamps (2007),
and their relation to risk transfert products has recently leen analyzed by Bar-
nett et al. (2008).

Empirical evidence of low informal pooling

Empirical studies point out the very low use of livestock aslau er stock (Fafchamps
et al., 1998; Lybbert et al.,, 2004; Lentz and Barrett, 2004 antUnruh, 2008).
Farmers smooth consumption by adjusting stocks of storedan, which is also
very costly, depending on material, weather and crops. Fonstance stored
grain undergoes very high depreciation rates associatedwdli erent degradation
sources, such as moisture, rodents and insects.

Kazianga and Udry (2006) only found evidence of a very low risharing
among households facing climatic shocks in Burkina Faso. iP62009) found evi-
dence that transfers have a minor impact on risk pooling. A gential explanation
is that having recourse to informal credit could also be vergostly (Collins et al.,
2009).

Finally it could be argued that the cost of informal practice limit their attrac-
tiveness, especially compared to formal insurance prodactDercon et al. (2008)
reviewed the studies which evaluate these costs, highligig the need for health
and crop micro-insurances. However, their potential substition by insurance
and informal risk mitigation methods could lower their takeup, especially when

information about their relative costs is not easily availale.
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3.2.4.2 Credit

It seem that the complementarity with input credit could play a great role in
increasing the potential of insurance interest: by lowergthe default rate and
then the price as put forward by Dercon and Christiaensen (2Q); by crowding-in
input supply and demand as in Carter et al. (2009) and Carterteal. (2011),
input use (Hill and Viceisza, 2009) and technology adoption.

Mineral fertilizers are costly and their supply is quite linited (in quantity and
in quality) in West Africa. Assuming that the inexistence of copetitive loan
markets is partly due to risk issues, the combination of WII vth input credits
presents a double interest. First, it allows the use of the stiribution networks of
micro- nance institutions. Second, it mitigates the defait risk for lenders, and
ceteris paribus lowers the credit interest rate. Loweringhe default rate reduces
the potential adverse selection induced by loans suppliegrfa given interest rate.

One could think that providing WII bundled with other more attractive prod-
ucts, such as fertilizer credit, could increase take up anckla possible justi cation
of joining intensi cation loans. However, as already discsed above, Gire and
Yang (2009) showed evidence of a very low take up rate even ucls scheme.
This study is a randomized control experiment ran in Malawiwhere WIl was
supplied to farmers jointly with an input loan for high-yielding hybrid maize and
groundnut seeds. Insurance supply did not increase the logake up rate and
may even possibly lower it contrarily to what is found in Perun Carter et al.
(2007). Another potential, and already mentionned, explarin is the very low
collateral coupled with a high default rate of farmers that ndertake the loans in

Malawi.

3.2.4.3 Seasonal forecasts

Weather forecasts being necessarly imperfect, they createoom for insurance
products, by increasing the risk taken by farmers in the casgf a bad forecast.

In this context insurance product seem to be a rather good cqiement at rst
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sight: Carriquiry and Osgood (2011) shows the potential syngies between both
products in a theoretical framework. However including wehler forecasts in an
insurance model also induces information problems, stemmgifrom di erential
information between the principal (insurer) and the agentgfarmers) that could
create adverse selection issues. Insurer should x a clasidate and be aware of
all forecasts available to farmers to bound this ex post adrse selection. Experi-
ence from East Africa tend to show that herders seem to updatheir belief when
external forecasts are about below normal rainfall but do mavhen above nor-
mal rainfalls are forecasted (Lybbert et al., 2011). Jewsamnd Caballero (2003)
proposed two major methods, using di erent kinds of forecés for the pricing of
weather derivatives.

Forecasts also allow growers to make a more accurate traddsetween di er-
ent cultivars, for instance between improved (genetic sekon or manipulation)
and traditional ones. Certain well evolved crops, with shomphysiological cycles
are more costly than traditional ones. Being more resistaib drought periods,
they are more productive in average for the farmer that takethe risk to buy it.
They also make robust weather forecasts very attractive ab@wved by Roudier et
al. (2012) in the case of millet in Niger. Climatic forecastsra a mean to improve
farm risk management and crop choices, increasing risk takj's.

Weather forecasting can be implemented in the very short ruar on longer
periods as such as seasonal forecasting that generally pcedhe type of the
rainy season about three month before its beginning. Thereeatwo major type
of worthwhile seasonal weather forecasts in western Afriche rst concerns
the date of onset of the rainy season (see next section belpw)e second the
cumulative rainfall during crop cycle (cf. IRI, Agrhymet andEnsemble previsions
integrated into the Pressao programme in West Africa).

Globally, the EI Nifio Southern Oscillation (ENSO de ning El Nino/La Nina

years) phenomenon, originally observed by Peruvian farngrs often cited as an

13. See Meza et al. (2008) for a literature review about forexsts valuation.
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