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Abstract

In the vast field of nanoscience and nanotechnology, carbon nanotubes (CNTs) are of particular interest because of their unique structure which provides them outstanding properties. While the number of CNT-based applications as well as the amount of CNTs produced are increasing year by year, it is essential to understand the mechanisms governing the formation of these nanomaterials to control their structure and organization, maximize the yields, reduce the health and environmental risks and improve the performance of the underlying materials and components. Among the listed synthesis techniques, the aerosol-assisted chemical vapor deposition (CVD) process developed in the laboratory MSSMat allows continuous growth of multi-walled CNTs (MWNTs) on various substrates by the simultaneous injection of carbon feedstock(s) (xylene and/or acetylene) and catalytic precursor (ferrocene) in a reactor heated up to a temperature ranging between 400 and 1000°C.

The aim of this study was to analyse the different stages of the CNT formation from the first precursor injection until the growth
termination. By the mean of a new experimental approach involving several in situ diagnostics coupled with numerical models, we were able to follow the evolution of the different products and reagents during the synthesis under various thermodynamic and chemical conditions.

Hence, after investigating the spatial evolution of the droplets formed in the injection, the nanoparticle germination and nucleation in the gas phase has been studied by time resolved laser-induced incandescence (TRL2I) and laser-induced breakdown spectroscopy (LIBS). A relationship between the size of the particles and the CNTs has been highlighted. Moreover, the chemical reactions during the synthesis were analyzed by mass spectrometry (MS) and gas phase chromatography (GPC). Different reaction pathways have thus been identified depending on the carbon source(s) used, while the effect of hydrogen on the CNT growth, either accelerating or inhibiting based on the CVD conditions, was studied. The substrates' roles were then examined by comparing the growth and morphology of the CNTs obtained on various surfaces such as quartz plates, carbon fibers or micro-particles of alumina, silicon carbide, titanium carbide and graphene. The catalytic effect of some substrates or mixtures of substrates on the CNT growth has also been highlighted, as well as the importance of the substrate’s surface/volume ratio on the CNT mass yields. Furthermore, the CNT growth kinetics have been
studied and different mechanisms inducing catalyst deactivation and subsequently growth termination were identified. Finally, the different as-synthesized nanostructures originated from the hybridization of CNTs with other materials were used to prepare high-performance multi-functional composites. The electrical, thermal and mechanical properties of these materials have been examined.

**Keywords:** carbon nanotube, floating catalyst chemical vapor deposition, *in situ* diagnostics, CNT hybridization, nanoparticle, nucleation and growth mechanisms, composite materials.

**Graphical abstract:** CNT growth mechanism by floating CVD.
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Introduction

1.1 Carbon nanotube history

Carbon is one of the natural element to the origin of life, both animal and vegetal. It is a very abundant element on Earth, accounting for 0.2 wt.% which corresponds to the 19th most present element on Earth. Its ability to bind to other atoms (carbon or other kinds) to form chains or complex cycles makes it one of the most studied element of history. His numerous compounds have even led to the creation of a particular scientific field: the Organic Chemistry. The carbon atom is a chemical element of the acrystalliferous family possessing 6 electrons and whose molar mass is 12.0107 g.mol\(^{-1}\). Four of its electrons belong to the Valence band as illustrated in Fig. 1.1.1.
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Figure 1.1.1: Electronic configuration of a carbon atom (a) and representation of its atomic orbitals (b).

Therefore, the carbon atom is tetravalent, i.e. it has four valence electrons that can potentially participate in covalent chemical bonds. These links allow the assembly of carbon atoms together. These crystalline assemblies are commonly called the allotropes of carbon. Until 1985, apart from several amorphous forms depicted in Fig. 1.1.2 (carbon black, soot, coke...) [121] [185], only two stable carbon allotropes were known: graphite, which is actually an assembly of graphene sheets stacked together, and diamond (cf. below).

Figure 1.1.2: Electron microscopy images of soot [121] (a) and carbon black [185] (b).
The variety of allotropic forms of carbon exhibiting different physical properties can be explained by the different possible hybridization states of carbon. Indeed, in the case of the graphite structure represented Fig. 1.1.3, connections are formed between a carbon atom and its three nearest neighbors by means of the atomic orbitals 2s, 2p_x and 2p_y. This arrangement involving a s orbital and two p orbitals is a sp^2 hybridization. These three orbitals are oriented on the same plane with an angle of 120° to minimize the repulsions, giving rise to a two-dimensional triangular structure allowing carbon atoms to combine their orbital hybridized with each other to form a honeycomb structure. Such a single plane is called graphene, while the stack of these planes in a hexagonal close-packed structure is called graphite. The graphene sheets are linked together by the van der Waals interactions.

Figure 1.1.3: Schematic of the graphitic structure (a) and representation of the atomic orbitals (b).

In contrary, the carbon atoms of the diamond structure, described Fig. 1.1.4, have tetrahedral bonds with their four nearest neighbors using their orbitals s, p_x, p_y and p_z. In this case, the pooling of s orbital and three p orbitals is a sp^3 hybridization. These orbitals
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are self-oriented with a 109.5° angle between each other, forming a tetragonal arrangement. Diamond is known to be the hardest material with good thermal conductivity, while graphite is brittle and has good electrical conductivity.

In 1985, Kroto, Curl and Smalley discovered the fullerene molecules [84]. Initially, a fullerene is a molecule composed of 60 carbon atoms (C\textsubscript{60}) forming pentagons, separated from each other by hexagons. The C\textsubscript{60} molecule is in fact the most stable fullerenes, but other structures (C\textsubscript{70}, C\textsubscript{540} ...) with different shapes such as sphere, ellipsoid, ring or tube, also belong to this family (see Fig. 1.1.5).

Another metastable and low crystallizable allotrope of carbon based on sp\textsuperscript{2} hybridization has also been discovered couple of years ago. This structure called carbyne was actually discovered in 1960 by Russian scientists at the Russian Academy of Sciences from a derivative of acetylene [48]. The carbyne consists in a linear arrangement of carbon atoms to form small molecular chains based on the combination between the 2s orbital and one 2p orbitals (either p\textsubscript{x} or p\textsubscript{y} or p\textsubscript{z}).
As announced above, carbon nanotubes are also part of the fullerene family. Their discovery is often attributed to Sumio Iijima, who identified the nanotube structure in 1991 in a by-product of the fullerene synthesis by arc discharge (see Fig. 1.1.6c) \[68\]. However, the nanotube story goes back few decades ago with the onset of technological advances in electron microscopy. Hence, in the 1950s, Radushkevich and Lukyanovich published images of carbon tubes about 50 nanometers in diameter (see Fig. 1.1.6a) \[138\]. Then in the 1970s, research on carbon fibers and their manufacture have spurred a wide interest for aerospace applications. In 1974, Morinobu Endo, a PhD student in the laboratory of Agnes Oberlin in Orleans (France) working on the synthesis of carbon fiber from benzene decomposition, identified similar tubular structures to that which will be later called "carbon nanotubes" (see Fig. 1.1.6b) \[127\]. It means that carbon nanotubes were actually produced and observed far before 1991. That time they were defined by the terms "hollow core" or "central tube".

Finally, in 1991, Sumio Iijima published in the journal Nature \[68\] some transmission electron microscopy images of carbon products consisting of several concentric graphene sheets wrapped as a nanocylinder. Therefore, such structure will be called "multiwalled carbon nanotubes" (MWNT). Two years later, in 1993, tubes formed with a
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Single layer of graphene, which will be called singlewalled nanotubes (SWNT) were synthesized simultaneously in the U.S. and in Japan by arc discharge [12] [69]. Although the first discovery of carbon nanotubes still remains an open question [119], their elaborations, characterizations and applications have always attracted the largest interest over the world as depicted by the increasing number of publications and patents in the field.

![Figure 1.1.6: Electron microscopy images of carbon nanotubes observed by Radushkevich [138] (a), Endo [127] (b) and Iijima [68] (c).](image)

1.2 Carbon nanotube structure

Another convenient way to classify the carbon allotropes previously described is in terms of their dimensions. Indeed, diamond and graphite form 3D macroscopic structures, graphene (composed of a single sheet of graphite) form a 2D structure, CNTs are examples of 1D nanostructures, while fullerenes are finally 0D systems.

The CNT structure is a winding of a graphene sheet around itself. Electron microscopy observations show that the tubes can be either open at their ends or closed by the half of a C\textsubscript{60} molecule. The carbon
nanotubes can be divided into two categories (see Fig. 1.2.1): the singlewalled ones (SWNTs), consisting of the winding of a single graphene sheet (see Fig. 1.2.1a) and the multiwalled ones (MWNTs), which are formed of several concentric tubes of different diameters (see Fig. 1.2.1b).

![Figure 1.2.1: Images of individual singlewalled carbon nanotube (SWNT) (a) and multiwalled carbon nanotube (MWNT) (b).](image)

In general, the SWNT diameter is ranging from 0.5 to 5 nm, while the MWNT diameter is larger than few nm and can reach up to several hundreds nm. For MWNTs, inter-plane distance between two layers is about 3.4 Å, which is roughly equivalent to the distance between two graphene sheets in graphite. In both case the CNT length can vary from several hundreds nm to few mm, providing a huge aspect ratio to the structure. Furthermore, the graphene sheets can wrap with an infinity of different ways, corresponding to an infinite number of angles between one edge of the sheet and a line connecting two edges, as illustrated later in Fig. 1.2.3. The geometry of a nanotube is thus determined by its diameter as well as this angle, called helicity. Regarding to the symmetry of the hexagonal lattice, the helicity is actually ranging from 0 to 30°, allowing the classification of all the possible configurations into three categories called armchair, zigzag.
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and chiral, as depicted in Fig. 1.2.2.

Figure 1.2.2: Images of zigzag ($\theta = 0^\circ$) (a), armchair ($\theta = 30^\circ$) (b) and chiral ($0^\circ < \theta < 30^\circ$) (c) carbon nanotubes.

The vectors $\vec{a}_1$ and $\vec{a}_2$ shown in Fig. 1.2.3 define the lattice of the graphene network. The entire network can be reconstructed by simple translations using different combinations of these two vectors. There are two atoms per unit cell. The chiral vector, $\vec{C}_h$, defined by the linear combination of the vectors $\vec{a}_1$ and $\vec{a}_2$, is orthogonal to the tube axis as indicated by the following equation:

$$\vec{C}_h = n \cdot \vec{a}_1 + m \cdot \vec{a}_2$$

where (n,m) are the Hamada indices. Moreover, the chiral vector is directly correlated to the nanotube radius by the following relation:

$$||\vec{C}_h|| = 2 \cdot \pi \cdot r$$

The chiral vector as well as the helicity is closely related to the winding of the graphene sheet. Therefore, by “tuning” the Hamada indices, we can change the helicity and vice versa, and thus recover the three winding categories described earlier, as depicted in Fig. 1.2.3.
1.3 Carbon nanotube applications: the example of advanced multifunctional composites

Owing to their outstanding electrical, thermal, and mechanical properties due to their unique anisotropic structures, both graphene nanosheets (GNs) and carbon nanotubes (CNTs) have been extensively studied for exploring their various applications in material science, such as energy-storage materials [43], or polymer composites [184]. However, the final dispersion state of the nanofillers (CNTs or GNs) within the matrix results from a competition between van der Waals interactions among the nanofillers and the viscous forces acting within the polymer matrix. Low viscosity facilitates dispersion during film processing but also promotes the re-agglomeration of the nanofillers. On the other hand, high viscosity will prevent re-agglomeration after casting but make processing more difficult. One way to overcome this issue would be to control the viscosity of the polymer to get an...
optimized dispersion state, as suggested by Aguilar et al. [1]. Another way consists of a promising combination of the 2D GN and 1D CNT into 3D nanocarbon hybrid materials to avoid the re-agglomeration by reducing van der Waals interactions among GNs or CNTs. Such hybrid structures were incorporated into polyvinylidene fluoride (PVDF) and epoxy to prepared composites, as illustrated in Fig. 1.3.1. The electrical, thermal and mechanical properties were investigated in details by comparison with other reinforcements.

![Cryo-fractured electron microscopy images](image)

**Figure 1.3.1:** Cryo-fractured electron microscopy images of the PVDF composites prepared by an extrusion-casting method (a1,a2) and the epoxy composites produced by a three-roll mill technique (b) [32].

### 1.3.1 Electrical properties

Figure 1.3.2 presents the frequency dependence of the AC conductivity of different PVDF composites, measured at room temperature. The composites with GNs or CNTs alone do not show any obvious improvement in the conductivity relative to the PVDF matrix, especially at low frequencies. The exhibited typical dielectric behavior indicates the absence of conductive path in the composites, which may largely ascribe to the formation of filler clusters. In this case, the conductivity is mainly determined by the polarization effects and electron motion in the polymer matrix, which is highly dependent on the frequency [50]. However, with the same amount of CNT-GN
hybrids, a synergistic effect occurs and the conductivity at 0.1 Hz enhances significantly by more than 7 orders of magnitude (from $1.3 \times 10^{-11}$ to $1.6 \times 10^{-4}\text{S}\cdot\text{m}^{-1}$). In addition, the CNT-GN/PVDF composites exhibit a DC conductivity behavior in the frequency range from $10^{-1}$ to $10^{4}\text{Hz}$, since their conductivity does not change with the frequency. Such DC characteristic in the low frequency range may be induced by few percolating paths formed through the polymer matrix. The synergistic effect on enhancing the conductivity could be well understood based on the following characteristic of this new type of CNT-GN hybrid. First, the unique structure of hybrids favors the dispersion of CNTs in polymer matrix. With the help of GN scaffold, it is much easier to disperse CNTs using traditional mixing method by avoiding re-aggregation. For instance, Fig. 1.3.1 depicts SEM micrographs of cryo-fractured surfaces of CNT-GN/PVDF composites with 6.6 wt.% hybrids. It can be observed that the hybrids can be evenly dispersed in the polymer matrix, as indicated by the GN edges (bright lines) shown in the low-magnification SEM image (see Fig. 1.3.1a). The GNs are prone to be arranged as parallel plates, which is possibly induced by the shear flow during the melt-extrusion. The 3D hybrid structures are well retained in the polymer matrix after being blended with PVDF, which can be confirmed by a high-magnification image (see Fig. 1.3.1b). The CNTs perpendicular to the surface of GNs could potentially create electrical connections between the parallel neighboring GN platelets, thus give rise to a more effective conductive network. Second, CNTs on the GNs could effectively prevent the restacking of GNs and improve effective interface in composites, providing numerous tunneling sites for electron transport. Third, vertically aligned state of CNTs may serve as bridges to connect neighboring GNs, which is much favorable to form conductive networks and hence largely enhance the conductivity of the composites. To verify the synergistic effect above mentioned, a CNT and GN mixture
1.3. CARBON NANOTUBE APPLICATIONS

with the same CNT/GN mass ratio with hybrids is incorporated into PVDF matrix. Though the mechanically mixed filler could induce about 1 order of magnitude increase in conductivity in the whole frequency range, the resultant composite still exhibits an insulating rather than conductive nature. The mixed GN and CNT fillers fail to form a 3D conductive networking due to the lack of effective linkage to one another at the examined filler content. Therefore, the unique 3D architecture of the CNT-GN hybrid is much reasonable to be invoked as being responsible for the significant synergistic effect between GN and CNT on reinforcing the conductivity of the polymer composites.

![Figure 1.3.2: The frequency dependence of AC conductivity of PVDF matrix and its different composites with 6.6 wt% fillers (CNT-GN hybrid, CNT+GN mixture, GNs and CNTs) [32].](image)

1.3.2 THERMAL STABILITY

Figure 1.3.3a illustrates TGA curves, showing that the addition of various fillers decreases the onset temperature for mass loss upon heating. The mass loss is due to the decomposition of the PVDF
matrix. The decomposition starting temperatures of different composites reinforced with 1D (i.e. CNTs), 2D (i.e. GNs) and 3D (i.e. CNT-GN hybrids) fillers can be obtained from the intersection of the tangents of each curve. The thermal stability of the neat PVDF (464°C) decreases with the addition of GNs (413°C), while it slightly increases when a similar content of CNTs are filled in the polymer matrix (467°C). The addition of CNT-GN hybrids or mixtures show balanced decomposition starting temperatures of 449°C and 439°C, respectively, which are between the composites reinforced by GNs and the ones reinforced by CNTs. It should be emphasized that the remnant catalyst particles in the CVD grown CNTs may hasten the polymer decomposition, so the composites thermal stability can be further improved by the use of purified fillers. Figure 1.3.3b shows that the melting temperature would be not significantly affected by the filler structure. Indeed, the melting temperatures of the different composites and the neat PVDF matrix vary from 169 to 172°C. This may indicate that the crystal size, which is expected to be influenced by the fillers' surface area, is actually independent of the reinforcement structures used. No other melting peaks can be identified, suggesting the absence of transcristalline layers between the fillers and the matrix, observed by Xu et al. [178]. Moreover, the enthalpy of melting for all reinforced composites decreases compared to the pure polymer, which is evidenced by the decreased DSC peak areas with the addition of the different fillers. This may suggest that the addition of fillers reduces the degree of crystallinity. Therefore, the lower enthalpy values for the composites should be the result of the competition between the nucleating effect and restricting effect of the fillers on PVDF. Similar phenomenon has been reported for different polymer matrix composites filled with inorganic fillers such as clay [164] and metal particles [18]. Although the nucleating effect of the carbon-based fillers can lead to a higher crystallinity in PVDF matrix, the presence
of these fillers can restrict the motion of PVDF molecular chains. The nucleus generated on the filler surfaces grow under the restricting condition, which will lead to imperfect crystals and defects and thus reduce the composite thermal stability.

Figure 1.3.3: The (a) TGA and (b) DSC curves of PVDF and its different composites with 6.6 wt% fillers (CNT-GN hybrid, CNT+GN mixture, GNs and CNTs) [32].

1.3.3 Mechanical properties

Figure 1.3.4 illustrates the typical stress-strain response of the epoxy composites with the same concentration (0.5 wt.%) of CNTs, GNs, CNT+GN mixture and CNT-GN hybrids under quasi-static tensile loading. Introducing a small amount of fillers, the mechanical behavior of the composites apparently shows an enhancing trend compared to that of baseline epoxy. The elastic modulus and ultimate tensile strength (UTS) of the composite based on CNT-GN hybrids are dramatically increased compared to that of the composites with the other fillers. The experimental results of the tensile properties of baseline epoxy and the composites are summarized in Fig. 1.3.4b-d. The tensile modulus of the CNT-GN/epoxy composite is up to 3 GPa and shows 40 % increase compared to that of the pristine epoxy.
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However, there are very moderate enhancements of the tensile modulus in the CNTs/epoxy (8 %), GNs/epoxy (5 %) and CNT+GN/epoxy (14 %) composites. The variation tendency of the tensile strength in the composites is similar to that of tensile modulus. The tensile strength of the CNT-GN/epoxy composite also acquires significant enhancement (+36 %) compared to other kinds of composites. The lower improvement of the tensile modulus and strength in the epoxy composites with CNTs, GNs or CNT+GN may be attributed to the waviness of pristine CNTs and the stacking behavior of the GNs (see schematics Fig. 1.3.5) arising from their large aspect ratio and van der Waals force. Moreover, the slippage of the overlapped GNs is also considered to appear during tensile loading. It is well known that a high degree of load transfer from the reinforcement to the matrix is an important issue for the improvement of elastic modulus and strength. Nevertheless, the factors above may restrain the stress transfer and thus the reinforcement efficiency will be limited. Besides the tensile modulus and strength, the fracture strain of the baseline epoxy and composites is shown in Fig. 1.3.4d. Unlike the composites based on CNTs, GNs or CNT+GN mixture, the fracture strain of CNT-GN/epoxy composites is almost the same as that of neat epoxy. In case of poor dispersion of the fillers, the formation of nano or micro flaws results in local stress concentration in the matrix. The brittleness and ultimate failure of the composites is probably caused by those voids and defects resulted from the agglomeration of the GNs and CNTs. On the basis of the experimental results and analysis mentioned above, we infer that CNT-GN/epoxy composite demonstrates better stiffness as well as toughness than the other kinds of composites.

Because the reinforcement effect is a complex issue involving load transfer, stress concentration and defect distribution, some
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Figure 1.3.4: Tensile properties of baseline epoxy and the epoxy composites with 0.5 wt.% reinforcements (a) Typical strain-stress curves; (b) Tensile modulus; (c) Tensile strength; (d) Fracture strain.

explanations concerning CNT-GN hybrids with unique architecture is proposed to reveal their underlying reinforcing mechanism. First, the perfectly dispersed CNTs grown on GNs could not only form highly uniform networks of CNTs but also inhibit the stacking and aggregation of GNs (see Fig. 1.3.5). This three-dimensional hybrid structure leads to large surface contact and strong molecular coupling between the CNTs and the epoxy matrix. It is possible that an excellent interfacial interaction between CNT networks and surrounding polymer matrix plays an important role on the effective stress transfer in the composites. Furthermore, the aligned CNTs can be viewed to retain in the matrix at their actual lengths instead of curly state for optimizing their reinforcement efficiency. Second, the uniform dispersion of the CNTs and GNs does not lead to the formation of
flaws, which is important for stress transfer between the reinforcements and the matrix. Third, the orientation of the CNT grown on GNs are much more difficult than the randomly orientated CNTs under low strain because of their stable junctions with graphene substrate and excellent molecular coupling with polymer chains, which can give a good explanation to the higher elastic modulus in the composites based on such architecture. It is generally accepted that CNT orientation is a key parameter for the mechanical properties of the composites. The rotation of graphene substrate and the orientation of aligned CNT bundles gradually appear with the increase of strain, which potentially leads to the rearrangement of the CNT networks. This rearrangement behavior may inhibit the rapid growth of the emerging microcracks and some mechanical energy could be dissipated during this rearrangement process. Furthermore, it probably weakens the stress concentrations to a certain extent. All of these factors may account for the increase of toughness and fracture strain in the CNT-GN/epoxy composites.
1.3. In situ Self-sensing Abilities

With their superior mechanical and electrical properties, carbon nanotubes (CNTs) can serve as not only the structural reinforcement but also the excellent in situ sensor in structural composites [95]. In this field, most previous research realized in situ monitoring by using electrically conductive networks of randomly orientated CNTs. When subjected to tensile stress, electrical resistance of the composites usually increased monotonically until the catastrophic failure [132]. However, it is still a challenge to identify elastic and plastic deformation of the composites via in situ electrical resistance measurement. On the other hand, it is imperative to realize this end in practical applications, because the service life and operational safety of composites can be largely extended by limiting the applied stress within the elastic region.

The resistance response of the CNT-GN/epoxy composite is tracked
in real-time when the specimens are subjected to quasi-static and incremental cyclic tensile loading. Figure 1.3.6 presents the stress-strain curve as well as the *in situ* electrical resistance change in the composite during tensile loading. The resistance monotonically increases and then begins to decrease when the strain reaches a critical value, which obviously divides the chart into two regions. In the elastic region, the elastic deformation makes the number of contact points between CNTs on different GN microplatelets decrease (see Fig. 1.3.6). As a result, the *in situ* electrical resistance increases in this region. When the plastic deformation occurs, there is reformation of the conductive networks after their break-ups, which can be explained by the electrical tunneling resulted from the closing of the μ-cracks because of Poisson’s contraction [81]. Besides the electrical tunneling effect, the intense movement of the polymer chain may induce the rotation of some CNT bundles grown on GNs along the stress direction. Such reorientations could reform the conductive networks in the plastic region (see Fig. 1.3.6), explaining the decrease of the electrical resistance in the plastic region.

Figure 1.3.7a shows an example of the transient stress, strain and resistance response as function of time under cyclic tensile loading. During the first three loading and unloading cycles, the transient resistance change closely followed by the response of applied stress and strain. The electrical resistance increases and decreases monotonically with the cyclic stress and strain, because the elastic deformation induces the break-up and intact reformation of the conductive network with the open and closing of microcrack during tensile loading [163]. However, slight deviation of the resistance to the strain response could be observed during the fourth cycle. Upon unloading after the fourth cycle, one can see that there is permanent resistance change with the
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Figure 1.3.6: *In situ* resistance change and the corresponding stress as function of strain for the epoxy composite with CNT-GN hybrids under quasi-static loading (a). Schematics of the evolution of the conductive networks (b) [96].

emergence of residual strain. The permanent resistance change implies the presence of irreversible plastic deformation with accumulation of microcracking in the matrix during this cycle. Subsequent cycle shows the evident deviation of the resistance from the strain curve as well as larger permanent resistance change and residual strain. Moreover, it is found that the peak of the resistance change begins to decrease after the fourth cycle. Fig. 1.3.7b illustrates the stress and resistance response of one specimen over time undergoing cyclic loading with a progressively increasing step load. In the first fifth cycles, there is larger resistance change in the latter cycle as compared to the previous cycle upon re-loading and the resistance change is relatively stable in each cycle. The formation of new microcracks may be mainly responsible for the resistance increase in the following cycles [49]. Nevertheless,
the resistance change begins to decrease and becomes unstable from the sixth re-loading cycle. Moreover, the permanent resistance change appears in the unloaded state after the sixth cycle. Consequently, from these results it could be concluded that the specimen experiences an elastic deformation during the first fifth cycle and irreversible plastic deformation or permanent damage is initiated from the sixth cycle. The decrease of resistance change is attributed to the reformation of new conductive network induced by the continuous alignment of some flexible cross-linked chains of epoxy matrix in the plastic region.

![Figure 1.3.7:](image)

**Figure 1.3.7:** Cyclic loading with transient stress, strain, and resistance response as a function of time (a). Incremental cyclic loading and the corresponding resistance change for the CNT-GN/epoxy composites (b) [96].

### 1.4 Carbon nanotube synthesis routes

#### 1.4.1 Arc discharge

The first highly cristalline structures recognized as CNTs were produced in bulk by the arc discharge technique usually employed for fullerene production, as reported by Iijima [68]. This process involves the passage of a direct current of about 100 A, driven by
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A potential difference of approximately 20 V, through two carbon electrodes separated by about 1 mm under inert atmosphere at low pressure. A schematic representation of the apparatus is depicted in Fig. 1.4.1. The discharge vaporizes the surface of one of the electrodes, and forms a small deposit on the other one. While high purity graphite electrodes are required to synthesize MWNTs, electrodes containing metal catalysts (such as cobalt, iron or nickel) mixed to graphite powder result in a deposit containing SWNTs [69]. Producing CNTs in high yield depends on the uniformity of the plasma arc, and the temperature of the deposit forming on the carbon electrode. However, this technique produces a complex mixture of components, and requires further purification to separate the CNTs from the soot and the residual catalytic metals present in the crude product.

Figure 1.4.1: Schematic of the CNT growth by arc discharge [112].

Based on the general principle illustrated in Fig. 1.4.1, various types of arc discharges methods were developed. For instance, Imasaka et al. [70] reported on the intermittent arc discharge process in water producing carbon nano-onions and nanotubes. This technique permits several millisecond pulse duration which is much longer than that of typical pulsed arc method with microsecond pulse duration. The
products obtained were either a floating powder containing uniformly dispersed fine spherical particles, or a sediment composed of straight MWNTs with length in the range of 100-500 nm. Another example was reported by Lee et al. [92] who synthesized CNTs by plasma rotating arc discharge. They observed that the CNT yield was increased as the rotation speed of the anode was increased and the collector became closer to the plasma.

1.4.2 Laser ablation

Another method to grow CNTs using laser ablation was demonstrated in 1995 by Smalley’s group and has prompted a lot of interest [54]. The synthesis can be carried out in a horizontal flow tube under a flow of inert gas at controlled pressure, as illustrated in Fig. 1.4.2. In this set-up the flow tube is heated to 1200°C by a tube furnace. Laser pulses enter the tube and strike a target consisting of a mixture of graphite and a metal catalyst. The initial laser vaporization pulse was followed by a second pulse, to vaporize the target more uniformly. The use of two successive laser pulses minimizes the amount of carbon deposited as soot. The second laser pulse breaks up the larger particles ablated by the first one, and feeds them into the growing nanotube structure. Then, the CNTs condense from the laser vaporization plume and are deposited on a collector outside the furnace in the cooling zone. By tuning the growth temperature, the catalyst composition, and other process parameters, the average nanotube diameter and size distribution can be varied.

Arc-discharge and laser vaporization are currently the principal methods for obtaining small quantities of high quality CNTs. However, both methods suffer from drawbacks. The first is that both methods
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Figure 1.4.2: Schematic of the CNT growth by laser ablation [112].

involve evaporating the carbon source, so it has been unclear how to scale up production to the industrial level using these approaches. The second issue relates to the fact that vaporization methods grow CNTs in highly tangled forms, mixed with unwanted forms of carbon and/or metal species. The CNTs thus produced are difficult to manipulate and assemble for building nano-device architectures for practical applications. They require the use of complex sorting techniques that can damage the tubes.

1.4.3 OTHER METHODS

CNTs can also be produced by other less common methods like diffusion flame synthesis, electrolysis, use of solar energy, heat treatment of a polymer, or low-temperature solid pyrolysis.

In flame synthesis [167], combustion of a portion of the hydrocarbon gas (e.g. acetylene or benzene) provides the elevated temperature needed, with the remaining fuel conveniently serving as the required hydrocarbon reagent (see Fig. 1.4.3). Hence the flame constitutes an efficient source of both energy and hydrocarbon raw material.
Combustion synthesis has been shown to be scalable for high-volume commercial production [168]. Nevertheless, considering the lack of control over the CNT self-assembly location and the relatively high temperatures involved, this process is not suitable for all CNT applications, such as the CNT-based electronic devices which are believed to be one of the next major advances in the IT industry.

The CNT synthesis by electrolysis was developed by Hsu et al. [66] in 1996. The CNTs are formed when a current is passed through two graphite electrodes immersed into molten ionic salts at temperature about 600°C, as detailed in Fig. 1.4.4. After electrolysis, the carbonaceous material is extracted by dissolving the ionic salt into distilled water. The dispersion is then separated by filtration. The as-produced material contains CNTs, carbon-encapsulated metal particles from the salt ions, amorphous carbon and carbon filaments. So far, only the generation of MWNTs has been reported, while the formation of SWNTs via electrolysis has not been observed yet. However, this route is very low cost and further studies are ongoing.
Similarly as the arc discharge and the laser ablation techniques, the CNT growth in a solar reactor involves the vaporization-condensation of carbon in low-pressure inert gas atmosphere. The difference arises from the way used to induce carbon vaporization, as shown in Fig. 1.4.5. The vaporization of carbon performed in highly concentrated sunlight has been successfully reported since 1993 for the production of fullerenes and carbon nanotubes with a 2-kW vertical solar furnace at the Odeillo Institute [90]. The solar route presents substantial advantages: (i) the target can be an insulator that allows the use of powdered mixture; (ii) the synthesis parameters (pressure, temperature, gas flow rate) can be chosen independently; and (iii) the possibility of scaling-up the reactor up to 1-MW. However, further efforts are needed to allow a good monitoring of the final CNT structures.

1.4.4 Chemical vapor deposition

Chemical Vapor Deposition (CVD) is a generic name for a group of processes that involve the deposition of solid material by chemical reactions between a gaseous precursor and a substrate. In com-
Comparison with arc discharge and laser ablation, CVD is a promising method due to its upward scalability, low cost, high yield and rather low production temperature. Generally, in a CVD process, the substrate is maintained at temperature ranging between 400 and 1200°C and is exposed to the volatile precursor(s) carried by inert gases, such as nitrogen, helium or argon, as depicted in Fig. 1.4.6.

For CNT growth, the CVD process consists of the pyrolysis of
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hydrocarbons (e.g. methane, benzene, acetylene...) usually catalyzed by various nanoparticles (NPs). A general CVD process can be divided into four fundamental steps: (i) catalytic or pyrolytic dissociation of hydrocarbon on the catalyst surface or in the gas phase to release reactive carbonaceous species, (ii) diffusion of these reactive species on/into the catalyst, (iii) nucleation of the graphitic nuclei on the catalyst surface via intermediate phases, and (iv) further incorporation of carbon into the growing graphitic structure to elongate the tube. This is a general principle which can arise to various processes depending on how the precursors are introduced and decomposed into the reactor. For instance, to increase the precursor gas decomposition during the synthesis, the CVD process can be assisted by a plasma. In this case, the technique is referred as plasma-assisted CVD. Another example is the water-assisted CVD, which allows rapid CNT growth for the production of high-quality, impurity-free, millimeter-long, single-walled (SWNTs) and/or multi-walled (MWNTs) CNTs [58] [59] [179]. Nevertheless, nowadays the amount of CNTs grown are typically as small as few tens of g.m\(^{-2}\), which remains the major obstacle for industrial applications. One promising approach for CNT mass production consists of the floating catalyst CVD processes where flat substrates would be substituted with supports with larger surface areas, like beads [79]. While, premature termination of growth, presumably because of catalyst deactivation, is an undesirable side effect of the so-called and widely used supported catalyst CVD techniques, in a typical floating catalyst CVD process, catalyst precursors along with carbon feedstock(s) are simultaneously introduced into the reaction chamber, allowing higher yields, lower costs and continuous production abilities [27]. A general scheme of a floating catalyst CVD process is presented in Fig. 1.4.7. Although CNTs are produced in increasingly larger quantities there is still a lack of precise control over the growth process to obtain large
amount of CNTs with well-defined structures and properties. A thorough understanding of the CNT growth mechanism is therefore needed.

**Figure 1.4.7:** Schematic of the CNT growth by floating catalyst CVD.

### 1.5 Progress in CNT Growth Mechanism by Floating Catalyst CVD

Floating catalyst method in CVD process is nowadays commonly used since it is considered as one of the most easily scalable and economically viable technique. However, compared to supported catalyst, relatively fewer studies focused on the CNT growth mechanism by floating catalyst CVD. Even if the CNT synthesis by floating catalyst CVD also occurs on a substrate, the growth mechanisms significantly differ from the supported catalyst method. Hence, the models developed for supported catalysts can not fully explained the CNT growth by floating catalyst CVD [101].

For instance, in continuous floating catalyst CVD, the catalytic NPs formation should leastways not have precedence over carbon
deposition, the CNT growth mechanism may follow a way different from the widely accepted adsorption-diffusion-precipitation model, where the catalytic NPs should be first formed. Additionally, because more than 80% of the deposited carbon could assemble into CNT structures at a rather high carbon/metal atomic ratio, it is difficult to imagine that the dense carbon species would be gradually captured by the sparse catalytic NPs rather than immediately interact between themselves. Finally, various locations of catalyst NPs within CNTs and the specific morphologies and structures of the CNTs produced from floating CVD suggest that a direct application of the adsorption-diffusion-precipitation model is inappropriate in this case. Du et al. [36] proposed a particle-wire-tube evolution mechanism including three key steps as depicted in Fig. 1.5.1: (a) condensing gaseous carbonaceous species as nanoparticles; (b) self-assembling the nanoparticles into nanowires; and (c) emptying the nanowires into tubular structures.

![Schematic diagram of the proposed particle-wire-tube mechanism for nanotube evolution in floating CVD](image)

**Figure 1.5.1:** Schematic diagram of the proposed particle-wire-tube mechanism for nanotube evolution in floating CVD [36].

Nevertheless, this particle-wire-tube mechanism raises several questions. The first issue is why the NPs assemble in a 1D mode to form nanowires. Since the anisotropic properties of NPs are generally
responsible for their directional assembling, the authors suggest that
the strong anisotropy of the NPs arises from numerous defects (such
as sp$^3$ carbons, non-hexagonal rings, disconnected bonds...) especially
at the two edges of the around-curved carbon (not graphite) layers.
These defective layered structures might be kinetically stabilized by
defect-defect interactions and possible catalyst-carbon conjugations,
which could obstruct their closure into the isotropic graphitic particles
and competitively enhance the probability of directional particle-
particle interaction and assembling. The next key questions are how
a nanowire transforms to a nanotube and how the hollow channel of
a nanotube forms. The driving force involved in nanowire-nanotube
transformation is believed to be the structural crystallization and
extension due to the relatively low stability of the carbon NPs. Under
thermal annealing, they would exhibit a coalescence tendency and form
more extended structures, accompanied with structural crystallization.

To sum up, tiny carbon NPs would first form from a condensation of
gaseous carbon species and then self-assemble into nanowires driven
by an anisotropic interaction. The nanowires would finally develop
into nanotubes, as a consequence of NP coalescence and structural
crystallization. In this case the particle-to-wire assembly is possibly
the rate-determining step, while the function of catalysts is to promote
the anisotropic interactions between the NPs and the structural
crystallization.

Since the catalyst roles consist in decomposing the carbon feed-
stock(s) and providing a template for the nucleation of carbon patches,
it is of paramount importance to monitor the different catalyst
features during the CNT synthesis. However, the catalyst precursor
decomposition is still unclear. The catalyst NPs being formed in situ
in the gas phase, it becomes very difficult to accurately control
their different features (i.e. morphology, chemical and physical
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composition, location...). Although the use of non-metal catalyst for the continuous synthesis of CNTs was recently reported \cite{177} (silica NPs were continuously produced from the thermal decomposition of PSS-(2-(trans-3,4-Cyclohexanediol)ethyl)-Heptaisobutyl and used as non-metal catalyst NPs while ethanol was served as both the solvent and the carbon source), solid organometallocenes, like ferrocene, cobaltocene or nickelocene are mainly used as catalyst precursors. We will therefore focus our attention on transition metal catalysts and more particularly on iron.

Theoretical studies of the thermal fragmentation of ferrocene revealed that H is released first, followed by fragments like C-H, C, C\textsubscript{2} or C\textsubscript{3}, and finally Fe atom \cite{42} \cite{87}, while the presence of individual metal atoms has not been experimentally confirmed yet. The catalyst precursor decomposition thus liberates both metal atoms and reactive carbon species, showing the difficulty to control the catalyst nature and morphology. It also raises the question of the CNT growth location: does it start from the gas-phase or from the substrate’s surface? In the first case, the \textit{in situ} formation of the CNT ”embryos” formed in the gas-phase would reach and affix to the substrate and keep growing following either the tip or the root growth model. In the latter case, the as-formed suspended catalyst NPs in the gas phase being spherically shaped to minimize their surface energy would be gradually deposited on the reactor walls and substrates where the CNT nucleation and growth will occur. A recent study reported the simultaneous growth and separation of both SWNTs and MWNTs during the same CVD synthesis: the MWNTs were formed on the hot reactor walls, whereas the SWNTs were spontaneously originated in the gas phase \cite{78}. It indicates that the early stages of the CNT growth is still under debate.
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Figure 1.5.2: SEM image of a 1.5 mm array of CNTs grown by a floating catalyst CVD method. Five small TEM insets with the same magnification show catalyst particles encapsulated all along the CNT [174].

Furthermore, while it is well-admitted that one individual CNT grow from one single supported catalyst NP, it is no longer the case when the catalyst NPs are continuously provided and float in free-space. Several catalyst NPs were observed all along the CNT and at either ends of the tube [174] (see Fig. 1.5.2). This may indicate that nanotubes can grow upwards from particles that remain on the substrate and also behind particles that move away from the substrate at the growing tip of the nanotubes. In the case of supported catalysts, only one NP can be found at one of the CNT extremity depending on the growth mode (tip or root growth) [8]. How can several catalyst NPs be encapsulated in one individual CNT and what are the consequences on the growth? A first hypothesis is to consider the supported catalyst tip growth model. As the CNT lengthens, the catalyst NP will be lifted from the substrate surface. Since the end of the CNT exposed to the reacting atmosphere is filled with the catalyst NP and the opposite end remains fixed to the substrate, there is no way for additional catalyst NPs to get into the CNT. Hence, such model is not consistent with the floating catalyst mechanism.
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Paradoxically, another explanation derived from this tip growth model was later proposed by Zhang et al. [186]. The tip growth process was suggested to occur open-ended, allowing new catalyst NPs to fall on the open tip. Hence, the CNT tip growth process would occur slowly without catalyst NPs on the tip, and very fast with catalyst NPs on the tip (see Fig. 1.5.3). Whereas in situ measurements confirmed the non-linear growth rates [51], an open-ended tip growth mechanism is not energetically viable and recent studies based on shear force calculation [28], in situ ion beam analysis [134] and sequential feeding of two different catalyst sources (e.g. Ni and Fe) [174] unambiguously demonstrate that the CNTs from floating catalyst method grow via a base-growth mechanism. This indicates that the bottom ends of the CNTs are the active growth sites. Therefore, the catalyst NPs experience a constant encapsulation by CNTs to sustain a continuous growth. Moreover, the catalyst distribution along the CNT was found to be nearly uniform with higher concentrations at the base and at the top of the CNTs, presumably due to the inertness of the CVD process [134].

Nevertheless, several points still remain open questions. For instance, the catalyst NP morphology, chemical and physical compositions were found to vary with its location in the CNT [80]. The high and low temperature phases of iron (γ-Fe and α-Fe) were found to be dominant inside the CNT cavities, whereas most of the residual particles at their tips were iron carbide. In addition, the catalyst NP rod shape inside the CNT cavities suggests a liquid-like or viscous state, while the presence of iron carbide induces a solid crystalline phase [89]. Besides these different points, we address below some of the most critical aspects of the CNT growth mechanism by floating catalyst CVD.
1.5.1 Carbon diffusion pathways

The carbon diffusion pathway is one of the main keys of the CNT growth mechanism. It is largely determined by the carbon solubility of the catalyst NPs \[182\], which is itself largely influenced by the catalyst chemical composition and morphology. The transition metal catalysts possess relatively large carbon solubility. Among them, iron displays the highest one. Highly or moderately active catalysts are believed to promote carbon bulk diffusion, while catalysts with a marginal activity only allow surface diffusion of carbon atoms, as depicted in Fig. 1.5.4 \[97\].

For instance, catalysts with a carbon solubility ranging between 0.5 wt.% and 1.5 wt.% allow the rapid diffusion of carbon, subsequently inducing the rapid carbide formation or/and a quick graphite precipitation leading to CNT growth. In contrary, unsuccessful catalysts were
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Figure 1.5.4: Four stages of CNT nucleation from three different types of catalyst are depicted. (i) Carbon precursor decomposition, (ii) carbon atom (indicated by small solid circles) adsorption and surface/bulk diffusion, (iii) carbon patch and cap (indicated by solid curved lines) nucleation, and (iv) CNT elongation. (a) For highly active transition metal catalysts, carbon bulk diffusion leads to the formation of carburized NPs (indicated by grey circles) and carbide phases (indicated by a group of slashed lines) from which CNT can nucleate. (b) For catalysts displaying a moderate activity, like some other metals, a carbon surface diffusion and the formation of a carburized shell on the NPs are proposed. (c) For non-metal catalysts, nano-protrusions on the solid and irregular-shaped NPs provide a template for the nucleation of a cap structure and further CNT elongation.

found either to have nearly zero carbon solubility, or to form stable or numerous intermediate species, making the diffusion of carbon in the catalyst and the graphite precipitation very unlikely. Therefore, the ability of a catalyst to successfully promote the growth of CNTs by CVD can be given by the following criteria. (i) There should be sufficient carbon solubility in the catalyst (1 at.%) within the
temperature range used during the synthesis. (ii) Following saturation of the catalyst, the precipitation of graphite should begin without the formation of any intermediate carbides. (iii) If carbides do form, diffusion of carbon through the solid solution and the carbides should be rapid and reach the carbon concentration needed to allow a fast graphite precipitation. Those three points were then used to look for other potential catalysts by examining the phase diagrams of a wide variety of elements as listed by Wirth et al. [173].

**Table 1.5.1:** Activation energy of different CVD systems using C$_2$H$_2$ as carbon feedstock.

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Synthesis</th>
<th>Temperature (°C)</th>
<th>Activation energy (eV)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>Floating thermal CVD</td>
<td>400-600</td>
<td>1.24</td>
<td>Chiang et al. [20]</td>
</tr>
<tr>
<td>Fe</td>
<td>Floating thermal CVD</td>
<td>550-625</td>
<td>1.22</td>
<td>Chiang et al. [22]</td>
</tr>
<tr>
<td>Fe</td>
<td>Floating thermal CVD</td>
<td>450-650</td>
<td>1.20</td>
<td>Dichiara et al. [31]</td>
</tr>
<tr>
<td>Fe</td>
<td>Thermal CVD</td>
<td>590-710</td>
<td>1.65</td>
<td>Liu et al. [101]</td>
</tr>
<tr>
<td>Fe</td>
<td>PE-CVD</td>
<td>700-1000</td>
<td>1.52</td>
<td>Lee et al. [91]</td>
</tr>
<tr>
<td>Fe</td>
<td>Surface reaction</td>
<td>150-550</td>
<td>0.35</td>
<td>Hofmann et al. [65]</td>
</tr>
<tr>
<td>Fe</td>
<td>Surface reaction</td>
<td>350-470</td>
<td>1.86</td>
<td>Silcock et al. [152]</td>
</tr>
<tr>
<td>Fe</td>
<td>Surface reaction</td>
<td>700-1000</td>
<td>1.25</td>
<td>Lee et al. [91]</td>
</tr>
<tr>
<td>Fe</td>
<td>Surface reaction</td>
<td>1050-1250</td>
<td>1.13</td>
<td>Palmer et al. [131]</td>
</tr>
<tr>
<td>Fe</td>
<td>Bulk diffusion</td>
<td>-</td>
<td>1.63</td>
<td>Smith et al. [154]</td>
</tr>
<tr>
<td>Ni</td>
<td>Floating thermal CVD</td>
<td>400-600</td>
<td>0.76</td>
<td>Chiang et al. [20]</td>
</tr>
<tr>
<td>Ni</td>
<td>Floating thermal CVD</td>
<td>550-626</td>
<td>0.76</td>
<td>Chiang et al. [22]</td>
</tr>
<tr>
<td>Ni</td>
<td>Floating thermal CVD</td>
<td>450-650</td>
<td>0.80</td>
<td>Kim et al. [62]</td>
</tr>
<tr>
<td>Ni</td>
<td>Thermal CVD</td>
<td>550-900</td>
<td>1.22</td>
<td>Ducati et al. [57]</td>
</tr>
<tr>
<td>Ni</td>
<td>Thermal CVD</td>
<td>700-1000</td>
<td>1.31</td>
<td>Kim et al. [62]</td>
</tr>
<tr>
<td>Ni</td>
<td>PE-CVD</td>
<td>150-550</td>
<td>0.23</td>
<td>Hofmann et al. [65]</td>
</tr>
<tr>
<td>Ni</td>
<td>Surface reaction</td>
<td>350-425</td>
<td>0.30</td>
<td>Mojica et al. [118]</td>
</tr>
<tr>
<td>Ni</td>
<td>Bulk reaction</td>
<td>-</td>
<td>1.51</td>
<td>Diamond et al. [30]</td>
</tr>
</tbody>
</table>

Furthermore, the identification of the rate-determining step is highly influenced by the carbon diffusion pathway. Most of the CNT growth by floating catalyst CVD reported in the literature assume a diffusion limited rather than a supply limited reaction. Only specific CVD conditions under low pressure and temperature [55], or ultra-long CNT growth [175] would change the balance towards a supply limit. Being a thermally activated process, the carbon diffusion into or on the surface of a catalyst particle can be described by the Arrhenius relation. In general, the activation energies for temperatures above 600°C are significantly close to the 1.6 eV energy value found for the bulk diffusion of
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carbon into iron. For instance, Baker et al. [5] associated the energy of filaments car-
bon growth to the activation energy of diffusion of carbon in the catalyst NP, postulating that the bulk diffusion of carbon is the rate-limiting step for CNT growth. Rodriguez-Manzo et al. [142] also added that the CNT growth mechanism is essentially the same for all the transition metal catalysts (Fe, Ni, Co and their alloys) under similar CVD conditions, as observed in the table below. Moreover, in the case of carbide phase formation during the synthesis as mentioned above, it suggests that the energy gain from the carbide formation must be large enough to overcome the energy barrier for carbon bulk diffusion. Finally, for temperatures below 600°C, the activation energy of the reaction is about 1.2 eV, indicating that both bulk and surface diffusions may contribute to the CNT growth under such conditions [139].

1.5.2 Catalyst-substrate interactions: influence on the CNT growth

The catalyst-substrate interactions can induce significant changes on the catalyst features (i.e. chemical nature, structure, morphology...) which will subsequently influence the CNT growth mechanism and kinetics. First, molecular dynamic simulations [33] revealed that the catalyst cluster melting point dramatically raises with the increase of the catalyst-substrate adhesion, which may induce changes in the carbon diffusion pathways. The catalyst morphology and size distribution also depends on the catalyst-substrate adhesion. In general, the substrates restricting the catalyst mobility, like alumina where the presence of Fe$_2^+$ and Fe$_3^+$ detected at the interface indicates a strong interaction, provide a narrower particle size distribution, resulting in dense vertically-aligned CNTs [110]. In contrary, the substrates with high surface tensions, such as tantalum, are known to enhance the
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CNT growth rate by forming a catalytic wetting layer \([171]\). Moreover, the strength of the catalyst-substrate interaction may help the bias formation of specific CNT chiralities by altering the dynamic structural behavior of the NP, in turn influencing the interplay between CNT and NP structures. For instance, the contact region between the NP surface and the growing CNT decreases as the catalyst-substrate interaction strength increases because capillary forces that raise the catalyst into the CNT are counteracted by the strong catalyst-substrate interaction \([53]\). The CNT growth modes (i.e. root or tip growth modes) can be affected as well by the adhesion between the catalyst and its support \([135]\). In situ ETEM observations show two distinct kind of CNTs, referring to either a continuous intimate contact with the substrate dominated by van der Waals forces, or a mere substrate anchoring of CNTs held afloat during growth. The last type called ”flying” CNTs grow unobstructed and straight to millimeter lengths are susceptible to external forces, while the first one called ”crawling” CNTs are strongly affected by substrate topography.

Furthermore, the crystallographic orientation of the exposed substrate surface was found to govern the CNT growth direction. For instance, CNTs preferentially grow at 90° on Si (100) surface, but at 60° on Si (111) surface \([158]\). Similarly \(\alpha\)-plane sapphire leads to CNT growth normal to (001), while no orientation is observed on \(c\)-plane or \(m\)-plane sapphire \([56]\). Single-crystal MgO (001) substrate shows preferential growth of CNTs along (110) direction \([107]\). More recently, our group reported an orthogonal CNT growth on micro-sized alumina particles \([63]\), proving that the grain boundary or crystalline steps of the support material play a crucial role in CNT growth and orientation.

Finally, some substrates, like clay minerals, already contain specific chemicals in their composition which can serve to promote the CNT
growth without using any additional catalyst. For instance, in the case of nontronite, the presence of iron (Fe) was used to grow CNTs by hot filament CVD [133]. Some other substrates, such as porous alumina, were found active enough to allow catalyst-free CNT growth [160].

1.5.3 CNT nucleation sites

The formation of step edges on catalyst surface, resulting from complex and dynamic interactions between catalyst, substrate and carbon at their interface, were sparsely observed during CNT growth by CVD. Due to their high surface energy, these step edges were supposed to act as active sites for binding, segregating and precipitating carbon species and thus for the formation of graphitic structures. First principle calculations revealed that for the transition metal catalysts, the adsorption sites at the step are preferred over those on a (111) terrace, while in the case of other metals, like Pd, Pt or Ag, the surface adsorption sites are more stable than the step edge sites. For instance, mono-atomic steps on crystalline Ni NP surface were observed [64], as exposed in Fig. 1.5.5. The graphene layers were supposed to nucleate between a pair of these steps by surface diffusion of carbon toward this edge. In addition, direct observations of the Ni-C interface at the tip of a CNF indicated that graphitic layers emerge at various angles of the Ni steps with 3-4 monolayers in height, and that subsequent graphitic layers nucleate at this Ni-C interface [65]. Another example shows the graphene formation on step sites on the surface of Co (111) lattice plane [188]. In this case, carbon atoms can easily precipitate from the step edges onto the catalyst surface to form graphene, which significantly lower the local energy at the step edge site.

These results suggest that a correlation between the catalyst and
CNT orientations may exist during initial nucleation. The existence of a template-effect was recently demonstrated theoretically \[53\] and experimentally \[21\] and may be a step towards chiral-selective growth. However, such epitaxial relation may be important in nucleation of the walls but not anymore during their growth. Indeed, the formation of the initial CNT seed on the catalyst is important and the CNT orientation and chirality may be determined at this initial stage. Nevertheless, the orientational relation between the catalyst and the CNT(s) may change as the growth proceeds by the addition of carbon atoms to the existing graphene edges. These observations are consistent with the idea that once an initial seed is formed, all that is needed is a source of carbon to facilitate further growth by addition to existing graphene edges. Thus, when the orientational correlations between the CNTs and the catalyst particles are examined at later stages of the growth, one may not find a correlation. For instance, Fe$_3$C catalyst crystals attached to the substrate, from which the CNTs grew, were found to exist in a variety of different orientations relative to the CNT axis \[9\], suggesting that CNTs do not elongate via epitaxy on the catalyst particles.
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1.5.4 THE CNT NUCLEUS IN CATALYTIC CVD

The nucleus for CNT growth was studied by numerous *in situ* observations, and theoretical investigations. The formation of a cap structure on the transition metal catalyst NPs was frequently observed. For instance, a cone-shaped cap structure on Co catalyst was examined in the initial growth stages of SWNTs \[188\], as shown in Fig. 1.5.6. A small-sized carbon cap was found to emerge on the top of each Ni catalyst NP, leading to SWNTs with hemispherical graphitic caps \[65\]. The cap structure formation with a unique carbon layer on the surface of Fe NPs was observed during the early stages of SWNT growth \[128\], while the formation of a multilayered cap was reported during the MWNT nucleation on FeCo catalyst surface \[142\]. Nevertheless, the absence of a cap structure was also reported under specific conditions, like for the SWNT nucleation from sharp metal tips \[143\].

![Figure 1.5.6: A step site on the surface of a Co NP [188].](image)

However, only few studies focused on the processes prior to cap formation. Due to the dimensional [1-100 nm] and time scale (below 1 s) of the CNT nucleation and growth, experimental observations have to be supplemented by theoretical calculations and computer simulations to unravel the roles played by the catalyst NPs in the early
stages of the growth \[72\]. Various carbon species were supposed to be responsible for the cap structure formation, like hexagonal carbon networks \[151\], olefin species \[165\], carbon linear chains \[4\], atomic rings \[130\] and/or \(C_n\) species (with \(n\) ranging from 1 to 4) \[120\].

The influence of the cap structure on the CNT chirality has been widely discussed. With a good control over the cap geometry, structure and energy at the early nucleation stage, CNTs with a selective chirality can be grown \[52\] \[141\]. A correlation between the CNT chirality selectivity and the angle of step edges on \((111)\) planes was found with respect to the growth direction \[189\]. Nevertheless, the orientational relation between the catalyst and the CNT(s) may change as the growth proceeds as mentioned above. The evolution of the cap shape during CVD process was investigated by in-situ TEM \[99\] (see Fig. 1.5.7). The cap was found to keep close during the synthesis, with an irregular shape during the growth and a round one during shrinkage \[75\]. The high density of carbon atoms available in the vicinity of the cap fragment can lead to a rearrangement of the existing \(sp^2\)-carbon-cap structures, forming defects, such as pentagon, heptagon and four/eight-member ring, and/or intermediate structures, like short polyyne chains.

Furthermore, despite this Chapter focused on iron-based catalysts, one must bear in mind that other transition metals might exhibit marked differences in their affinity and reactivity with the CNT. For instance, Zoberdier et al. \[190\] recently showed that W reacts only weakly with the CNT, while Re creates localized defects on the sidewall, and Os reacts readily causing extensive defect formation and constriction of the CNT sidewall followed by total rupture of the tubular structure.
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Figure 1.5.7: Atomic scale in situ observations of catalyst during CNT growth by CVD [99].

Figure 1.5.8: The screw dislocation-like model in the CNT growth. An achiral zigzag \((n,0)\) tube (A) can be viewed as a perfect crystal, and transformed into a chiral one by cutting, shifting by a Burgers vector \(b\) (red arrows in BD), and resealing a tube cylinder (B). The chiral \((n,1)\) in (C) and \((n,2)\) in (D) tubes contain the axial screw dislocations with a single and double value of \(b\), accordingly; the corresponding kinks at the open tube-end are marked in red [34].
Finally, after the carbon cap formation, the tube structure is supposed to elongate according to the dislocation theory [34]. Any CNT may be viewed as having a screw dislocation along the axis, as shown in Fig. 1.5.8. Consequently, its growth rate is shown to be proportional to the Burgers vector of such dislocation and therefore to the chiral angle of the tube, indicating the difficulty of growing zig-zag SWNTs rather than chiral ones. In situ field emission microscopy observations of the growths of individual CNTs revealed that the CNTs often rotate axially during growth [106], while Maruyama et al. [140] showed the evidence for chirality dependent growth rates of individual CNTs. Whereas the previous studies support the screw-dislocation-like CNT growth, more experimental data are required to confirm this model.

1.6 Summary

In this Chapter, we reviewed some basic knowledges of CNTs and other carbon allotropes. Various CNT synthesis routes were discussed and among them, floating CVD appeared of increasing significance for large-scale production of well-controlled CNTs. The state of the art research of floating CVD was thus reported. Moreover, CNTs based hybrid materials were largely investigated because of their outstanding properties and attractive application potentials in a wide range of fields such as biotechnology, catalysis, energy storage or aeronautics. Especially, multiscale hybrid materials consisting of CNTs and μ-particles or fibers are among the most promising materials which could be used as multifunctional fillers in composites. Due to the unique nano-micro hybridization, two great issues of typical CNT-based composites, i.e. CNT agglomeration and poor interfacial load transfer between filler-filler and filler-matrix, could be easily overcome when employing these hybrid structures as fillers. The CNT
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hybridization with graphene nanoplatelets was shown as an example of the promising potential of this method, and their electrical, thermal and mechanical properties were tested as well as their in situ sensing abilities.

In the next part of this research, Chapter 2 will introduce the floating CVD process used in this research to synthesize the CNT-based materials and present the different ways of characterization developed to study the growth mechanism and the CNT structure. Then, Chapter 3 and 4 will focus on CVD gas phase investigations by the mean of in situ diagnostics and numerical simulations. Chapter 5 will study the role of the substrate and the influence of its features on the CNT morphology and yield. After that, Chapter 6 will deal with the CNT steady state growth on the substrate surface and different growth termination processes will be examined. Finally, Chapter 7 will summarize this research and suggest some perspectives that could be followed to deeper this work. Last but not least, health and environmental considerations of CNT-based technologies will be debated.
No amount of experimentation can ever prove me right; a single experiment can prove me wrong.

Albert Einstein

2

Experimental procedure

In this Chapter, the materials and equipments used in this research to synthesize the CNTs and their related products are presented. The different \textit{ex situ} characterization methods are then introduced followed by the \textit{in situ} techniques.

2.1 CNT growth by aerosol-assisted CVD

2.1.1 Materials and equipments

The main materials involved in this study are listed in the table below.
2.1. CNT GROWTH BY AEROSOL-ASSISTED CVD

Table 2.1.1: Informations related to the main materials used in this research. G, L and S stand for gas, liquid and solid.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Formula</th>
<th>State</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xylene</td>
<td>C₈H₁₀</td>
<td>L</td>
<td>Alfa Aesar</td>
</tr>
<tr>
<td>Toluene</td>
<td>C₇H₈</td>
<td>L</td>
<td>Alfa Aesar</td>
</tr>
<tr>
<td>Acetylene</td>
<td>C₂H₂</td>
<td>G</td>
<td>Air Liquide</td>
</tr>
<tr>
<td>Ferrocene</td>
<td>Fe(C₅H₅)₂</td>
<td>S</td>
<td>Alfa Aesar</td>
</tr>
<tr>
<td>Argon</td>
<td>Ar</td>
<td>G</td>
<td>Air Liquide</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>H₂</td>
<td>G</td>
<td>Air Liquide</td>
</tr>
<tr>
<td>Alumina</td>
<td>µ-Al₂O₃</td>
<td>S</td>
<td>Perf. Ceramics Comp.</td>
</tr>
<tr>
<td>Silicon carbide</td>
<td>µ-SiC</td>
<td>S</td>
<td>Marion Technol.</td>
</tr>
<tr>
<td>Graphene</td>
<td>GN</td>
<td>S</td>
<td>K-Nano</td>
</tr>
<tr>
<td>Titanium carbide</td>
<td>µ-TiC</td>
<td>S</td>
<td>Marion Technol.</td>
</tr>
<tr>
<td>Carbon fiber</td>
<td>CF</td>
<td>S</td>
<td>Porcher</td>
</tr>
<tr>
<td>Epoxy resin</td>
<td>-</td>
<td>S</td>
<td>Resoltech</td>
</tr>
<tr>
<td>Hardener</td>
<td>-</td>
<td>L</td>
<td>Resoltech</td>
</tr>
<tr>
<td>Poly(vinylidene fluoride)</td>
<td>PVDF</td>
<td>S</td>
<td>Arkema</td>
</tr>
<tr>
<td>N,N-dimethylformamide</td>
<td>DMF</td>
<td>L</td>
<td>Arkema</td>
</tr>
</tbody>
</table>

2.1.2 Injection system

The injection method utilized in this study is a "top down" technique consisting of the formation of an aerosol. The solid state catalyst precursor (i.e. ferrocene) was initially dissolved into a solvent used as the carbon feedstock (i.e. xylene). The solution was injected into the reactor by a spray composed of two concentric tubes of 0.5 mm diameter, one for gas and the other for liquid, as depicted in fig 2.1.1. The liquid flow was controled by an electronic syringe system (Razel Science, R99-E), while the gas flows were monitored by thermal electronic gas flow meters (Brook Smart).

The principle of the spray consists of the production of small droplets (aerosol) by dislocation of the solution injected into a high speed gas
stream. Atomizing a liquid means disintegrating the continuous phase in small fragments and droplets to increase the liquid-gas interfacial area. This requires to provide enough energy to the liquid to overcome both the reacting forces due to surface tension and the dissipating action of liquid viscosity. From an energetic point of view the process can be viewed as an energy transfer to the liquid in order to increase its surface energy. That is why the gas flow should not be too low to allow a good dispersion of the liquid, while an excessive flow rate would induce a recirculation effect in the reactor. The process can be assimilated as a continuous cross-flow injection. The liquid jet issuing from the section of the nozzle impinges on the transverse gas flow and is progressively deflected until its eventual alignment with the duct axis; in the meanwhile the gas drag promotes the distortion of the cross section of the jet and the stripping of small liquid fragments. A preheating system was set up at the end of the injection to ensure the direct vaporization of the spray. This method allows a fast and efficient mixing of the different precursors, which is of primary importance especially because the residence time in the reactor is relatively short.

Figure 2.1.1: Image of the injection system used to spray the precursors into the CVD reactor.
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Figure 2.1.2: Microscopy images of droplets observed after impact on a quartz plate at 2 cm after the injector exit. Each droplet originated from solutions at different concentrations: (a) 0.01, (b) 0.05 and (c) 0.1 g/mL. The height of each image corresponds to 286 μm.

The size of the droplets was measured at 2 cm after the injector exit by microscopy observations of the droplet impacts on a quartz plate. The injection conditions were as follow: the liquid and the gas flows were set at 0.2 mL/min and 1 L/min, respectively. The liquid solutions were composed of ferrocene dissolved into xylene at different concentrations. Argon was fed as the carrier gas at room temperature and atmospheric pressure. Representative images of the droplet impacts are shown in Fig. 2.1.2. These observations confirmed that the droplets are spherically shaped and allow the evaluation of their diameter by counting and sizing them. Three different concentrations were used for the liquid solution: 0.01, 0.05 and 0.1 g/mL. Figure 2.1.3 shows a slight increase of the droplet mean diameter with the increase of the liquid solution concentration. Moreover, these observations indicate that the droplet size distribution, which is bimodal, does not change much with the concentration. One population of droplets is ranging about 220 μm, while the other one is about 285 μm diameter.
2.1.3 CVD REACTOR

The CNT synthesis was carried out by catalytic CVD in a quartz tube reactor (110 cm long, inner diameter 45 mm). The reactor was placed in a two region oven under inert atmosphere. The first region (about 10 cm long) served for preparing the ferrocene/xylene working mixture by selecting the proper vaporization temperature, concentration and injection speed of the reagents in the mixture. The advantages of using ferrocene as a catalyst precursor are its innocuity and its low costs. The mixture was then sprayed by the carrier gas to the high temperature region as detailed earlier, where the decomposition of the different precursors took place by pyrolysis and/or catalysis. This zone was composed of a 60 cm long horizontal furnace (Carbolite, HZS) where the temperature was ranging between 400 and 1000°C. The temperature profiles were measured along the wall of the quartz tube at different set temperatures, as depicted in Fig. 2.1.4 and in Table 2.1.2. A K type thermocouple was introduced at different
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positions into the CVD reactor. The quartz tube was kept well-sealed and argon was provided at 1 L/min during the measurements. The position of the quartz plate used as a substrate or as a substrate holder is marked by two red lines between two orange lines in Fig. 2.1.4 corresponding to the inner limits of the high temperature furnace.

![Figure 2.1.4: Temperature profiles along the reactor of the 45 mm diameter quartz tube at different set temperatures.](image)

After heating the reactor to the set temperature under inert atmosphere and waiting for about 30 min for equilibrium, the liquid solution was fed in the form of spray and carried into the reactor. The carrier gas was composed of a mixture of argon (Ar, 99.8% purity, full scale: 10 L/min [6-20 vol.%]) and hydrogen (H₂, 99.9% purity, full scale: 5 L/min [0-9 vol.%]) introduced with different ratios into the reactor. The total gas flow rate was kept at 1 L/min. Acetylene was added as a second carbon feedstock at the same time as the ferrocene/xylene solution was fed (C₂H₂, 99.6% purity, full scale: 1 L/min [0-10 vol.%]). In general, the injection lasted from 5 to 30 min and could be divided into several sequences depending on the experiments. At the end, the furnace was cooled down to room temperature under argon at 1
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Table 2.1.2: Temperature values measured along the center of the high temperature furnace at different set temperatures.

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>450°C</th>
<th>550°C</th>
<th>600°C</th>
<th>650°C</th>
<th>700°C</th>
<th>850°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>317</td>
<td>402</td>
<td>460</td>
<td>511</td>
<td>573</td>
<td>755</td>
</tr>
<tr>
<td>0.07</td>
<td>383</td>
<td>476</td>
<td>536</td>
<td>592</td>
<td>631</td>
<td>799</td>
</tr>
<tr>
<td>0.12</td>
<td>422</td>
<td>521</td>
<td>569</td>
<td>628</td>
<td>673</td>
<td>824</td>
</tr>
<tr>
<td>0.17</td>
<td>449</td>
<td>543</td>
<td>588</td>
<td>646</td>
<td>690</td>
<td>838</td>
</tr>
<tr>
<td>0.22</td>
<td>455</td>
<td>551</td>
<td>597</td>
<td>651</td>
<td>698</td>
<td>845</td>
</tr>
<tr>
<td>0.27</td>
<td>460</td>
<td>557</td>
<td>604</td>
<td>657</td>
<td>704</td>
<td>854</td>
</tr>
<tr>
<td>0.32</td>
<td>459</td>
<td>558</td>
<td>605</td>
<td>657</td>
<td>705</td>
<td>856</td>
</tr>
<tr>
<td>0.37</td>
<td>452</td>
<td>552</td>
<td>602</td>
<td>653</td>
<td>703</td>
<td>851</td>
</tr>
<tr>
<td>0.42</td>
<td>444</td>
<td>545</td>
<td>597</td>
<td>646</td>
<td>699</td>
<td>844</td>
</tr>
<tr>
<td>0.47</td>
<td>434</td>
<td>539</td>
<td>591</td>
<td>641</td>
<td>692</td>
<td>836</td>
</tr>
<tr>
<td>0.52</td>
<td>414</td>
<td>518</td>
<td>580</td>
<td>630</td>
<td>681</td>
<td>823</td>
</tr>
<tr>
<td>0.57</td>
<td>376</td>
<td>481</td>
<td>555</td>
<td>602</td>
<td>659</td>
<td>798</td>
</tr>
</tbody>
</table>

L/min. A schematic representing the overall CVD system is presented in Fig. 2.1.5.

![Figure 2.1.5: Schematic of the CNT growth by liquid injection CVD.](image)

The residence time was estimated as the mean time needed for chemical species to go through the isothermal zone in the reactor. The isothermal zone can be determined by the temperature profiles of the
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reactor depicted in fig. 2.1.4. The residence time is given by the following expression, where $V$ is the volume of the isothermal zone (in our case $V = 0.48 \cdot 10^{-3} \text{m}^3$) and $Q$ corresponds to the volumetric flow rate at given pressure and temperature:

$$t = \frac{V_{\text{isothermal zone}}}{Q}$$

Hence, the residence times in our CVD reactor were determined as a function of both the total gas flow rate and the furnace temperature, as shown in Fig. 2.1.6.

![Figure 2.1.6: Residence time in the isothermal zone of the CVD reactor as a function of the furnace temperature and the total gas flow rate.](image)
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2.2 Ex situ CHARACTERIZATION METHODS

Various samples were collected at different positions on the quartz plate surface after the CVD synthesis. They were then characterized by different techniques as mentioned below.

2.2.1 Electron microscopy

While optical microscopy is limited to the observation of μ-sized samples as illustrated in Fig 2.2.1a, electron microscopy consists of an essential tool to examine the morphology of the as-prepared structures at a sub-micron scale. Three different equipments where utilized in this research: a scanning electron microscope (SEM, LEO Gemini 1530), a transmission electron microscope (TEM, JEOL 1200 EX) and a high resolution transmission electron microscope (HRTEM, Philips CM20-UT). While the SEM technique allows direct sample observations without any exaction, the TEM/HRTEM samples were prepared by sonicating a small amount of the as-prepared nano-structures in ethanol for 2 min and drying few drops of suspension on a Cu micro-grid. Examples of CNT structures observed by SEM and TEM are depicted in Fig. 2.2.1b and 2.2.1c, respectively. Our TEM system also allows sample analysis based on selective area electron diffraction (SAED). For instance, in the case of pure CNTs, the SAED pattern presents one pair of small but strong arcs of 002 reflections [149], revealing graphite-like concentric cylindrical structures.

2.2.2 Thermogravimetric analysis

Thermogravimetric analysis (TGA) consists in determining changes in weight in relation to a temperature program under a controlled
2.2. EX SITU CHARACTERIZATION METHODS

Figure 2.2.1: Examples of CNT-multilayers grown on \( \mu \)-Al_2O_3 observed by optical microscopy (a), scanning electron microscopy (b) and transmission electron microscopy (c).

atmosphere. The sample temperature is raised up gradually and the sample weight is plotted against the temperature. In this research, the same program was performed for all the samples. A mass of CNT structures ranging between 10 and 20 mg was placed into the TGA analyzer (NETZSCH STA 449 F3 Jupiter) under an oxydizing atmosphere (flow rate of air: 1 L/min). The samples were then heated up from 30°C to 1000°C at 10°C/min. For pure CNT samples, the main mass loss is attributed to the oxydation of carbon. Carbon entirely transforms into CO_2 and the iron presents in the catalyst NPs turns to iron oxydes as illustrated in the equations below. Besides the thermal stability, it is thus possible to determine the amount of iron initially present in the CNTs.

\[
3\, C + 2\, O_2 \rightarrow 2\, CO + CO_2
\]
\[
4\, Fe + 3\, O_2 \rightarrow 2\, Fe_2O_3 \text{ or } 3\, Fe + 2\, O_2 \rightarrow Fe_3O_4
\]

2.2.3 Raman spectroscopy

Raman spectroscopy analysis was performed in the range of 1050-3000 cm\(^{-1}\) by a Jobin Yvon LabRam spectrometer using an excitation wavelength of 632.8 nm. The CNT-based samples exhibit two first-
order peaks centered around $1325\ \text{cm}^{-1}$ and $1585\ \text{cm}^{-1}$, corresponding to the so-called D and G bands, respectively. The G band is commonly attributed to the $\text{sp}^2$-bonded carbon, while the D band stands for the scattering of $\text{sp}^3$-bonded carbon plus a possible contribution of the disordered $\text{sp}^2$ phase [24]. In graphite-like carbon such as CNT or graphene, the D band originates from the structural defects. Hence the intensity ratio of the D band over the G band ($I_D/I_G$) is commonly used to quantify the CNT structural quality [86]. A lower $I_D/I_G$ ratio thus suggests fewer structural defects in CNTs as well as higher purity [86]. Furthermore, the full-width at half-maximum (FWHM) of the G band can be used to determine the CNT crystallinity degree [86], as well as the second-order peak at $2700\ \text{cm}^{-1}$. This peak is usually assigned to 2D vibration and an increase of this 2D band can be interpreted as a better ordering of the graphitic structure [24] [86].

2.3 In situ CHARACTERIZATION METHODS

The CNT structure and properties are currently characterized by collecting samples for subsequent processing which do not provide a real-time feedback about what happens during the synthesis to unravel the growth mechanism. High process control and optimization will therefore benefit from real-time, non-intrusive and in situ diagnostics, such as those presented below.

2.3.1 Laser induced incandescence

History

The first use of the laser-induced incandescence (LII) technique was presented by Weeks and Duley in 1974 [172] in the case of aerosols composed of carbon black and alumina particles. The suspended par-
particles irradiated by an intense laser radiation exhibited a momentary emission of light. It was found that this light contains informations about the size and composition of the particles. A first set of equations involving different heat transfers was proposed.

A decade later, Eckbreth found severe interferences during the Raman scaterring analyses of a combustion system. The source of these interferences was identified as the Laser Modulated particulate Incandescence (LMI) [41]. Eckbreth worked on these signals to improve the signal/noise ratio of the Raman spectra. He examined the signal intensity and decay time under different conditions to determine a mathematical expression related to the Planck’s law. Based on this work, Melton developed detailed equations of the incandescence phenomenon and suggested the possibility of using such signal to measure both the volume fraction (corresponding to the signal intensity) and the primary size (related the signal decay time) of particles like soot [111]. Then, the term LMI was replaced by LII or L2I standing for Laser-Induced Incandescence. The LII technology emerged and several teams investigated its potential. Hence, Vander Wal et al. [169] and Leipertz et al. [26] performed extensive study about the influence of the laser wavelength and fluence on the soot volume fraction and primary particle size. Santoro et al. [146] focused on the study of Polycyclic Aromatic Hydrocarbons (PAH). In 2002, R. Vander Wal et al. [170], reported for the first time the use of LII applied to the CNT growth by flame synthesis. The CNTs were produced in a pyrolysis flame configuration as mentioned in Chapter 1 using a solution of iron nitrate dissolved into ethanol carried by a mixture of CO, H₂, He and C₂H₂. This process yielded nearly exclusively SWNTs with Fe particles. It was found that the catalyst NPs mainly contribute to the incandescence emission. Nowadays, LII is a non-intrusive and high throughput diagnostic widely used in combustion, such as vehicular
on-board testing or industrial exhaust emission analysis.

**THEORY**

The time-resolved laser induced incandescence (TRLII) consists in measuring a mean particle diameter along the path of a laser beam. The principle is based on the detection of the thermal radiation of particles heated up by a short laser pulse, where the complete time-dependent particle emission is recorded during particle cooling. The signal magnitude is correlated with the particle volume fraction, whereas the signal decay rate is assumed to be associated with the primary particle size \[147\]. For signal quantitative evaluation, the measured cooling curves have to be fitted by calculated signals based on a theoretical model \[115\] \[166\]. The TRLII theory used in the present study is based on the energy balance of a single iron \[83\] or carbon \[144\] spherical particle during heating by a laser pulse and cooling. In Fig. 2.3.1, \(Q_{\text{int}}\) is the particle change in internal energy, \(Q_{\text{abs}}\) corresponds to the energy flux of laser absorption, and \(Q_{\text{rad}}, Q_{\text{cond}}\) and \(Q_{\text{sub}}\) refers to heat losses due to radiation, heat conduction and sublimation respectively. Energy losses due to other phase transitions, like photodesorption \[114\] or oxidation \[116\] are neglected under our conditions.

It is assumed that the particles are heated up only once per laser pulse, meaning that the multiple reflections of the laser in the system can be neglected. The process of absorption of electromagnetic radiation by a particle is described by the Mie theory \[77\]. In the Rayleigh limit of absorbing spheres with sizes small compared to the laser wavelength, the expression of the laser light absorption by the particle is given by:
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Figure 2.3.1: Energy balance in a single spherical particle during heating by a laser pulse and cooling through different heat transfers.

\[ Q_{\text{abs}} = 8 \cdot E(m) \cdot q(t) \cdot \frac{\pi^2 r_p^3}{\lambda} \]  

(2.1)

where, \( E(m) \) corresponds to the particle refraction index, \( r_p \) describes the particle radius, \( \lambda \) is the laser wavelength and \( q(t) \) refers to the laser profile (a gaussian temporal profile was used).

The resulting change in internal energy for a single spherical particle is given by equation (2.2), where, \( \rho_p \) and \( C_{p_p} \) are the density and the heat capacity of the particle respectively and \( T_p \) its temperature.

\[ Q_{\text{int}} = \frac{4}{3} \cdot \pi r_p^3 \rho_p C_{p_p} \cdot \frac{dT_p}{dt} \]  

(2.2)

Different models for describing the heat fluxes exist [115]. Nevertheless, under our conditions the Knudsen numbers being significantly higher than one, it means that the heat transfer proceeds in the free...
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molecular regime. Hence, the expression of the heat conduction is given by the equation (2.3), where the translational energy accommodation coefficient $\alpha_T$ can be considered as an efficiency factor for the energy transfer during molecular collision, which was assumed to be equal to 1. $P_g$, $M_g$ and $Cp_g$ respectively correspond to the pressure, the molecular mass and the heat capacity of the gas, while $R$ refers to the universal gas constant given in pressure ($R_p$) and in mass ($R_m$).

$$Q_{\text{cond}} = (T_p - T_g) \cdot \frac{4\pi r_p^2 \alpha_T P_g}{R_p T_g} \cdot \sqrt{\frac{R_m T_g}{2\pi M_g}} \cdot (Cp_g - \frac{R}{2}) \quad (2.3)$$

Moreover, for high laser fluences, the particles reach high temperatures inducing the sublimation of some fragments from the particle’s surface. In other words, if the laser energy is sufficient to heat the particle above its sublimation threshold, some fragments will sublimate from the particle surface resulting in a mass loss of the particle and an increase of mass in the gas phase. However, for laser fluence below 0.6 J.cm$^{-2}$ the heat transfer by sublimation can be neglected [13]. Excitation laser fluence greater than this value lead to superheated plasmas with temperatures well above the vaporization point of carbon. The temporal evolution of the emission signal at these fluences is consistent with plasma dissipation processes, but not with incandescence from solid-like structures. Therefore, a laser energy density of 0.2 J.cm$^{-2}$ was used at a wavelength $\lambda=1064$ nm all along this study, allowing us to neglect the heat transfer by sublimation.

Finally, the heat loss due to radiation follows the Stefan-Boltzmann law. Thus, the emitted power over all the wavelengths is given by:

$$Q_{\text{rad}} = \sigma \cdot \epsilon \cdot (T_p^4 - T_g^4) \cdot 4 \cdot \pi \cdot r_p^2 \quad (2.4)$$
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with, $\sigma$ corresponding to the Stefan-Boltzmann constant, $T_p$ and $T_g$ describing the particle and its surrounding temperatures respectively and $\epsilon$ referring to the total emission coefficient.

The particle temperature as a function of cooling time can be calculated by solving the differential equation system (Eqs. (2.1) to (2.4)). A fourth order Runge-Kutta algorithm was implemented in the present work for that purpose. The particle temperature can be eventually related to the detected TRLII emission signal using Planck’s law [47], where $h$ is the Planck constant, $c$ is the speed of light and $\Omega(\lambda)$ is the spectral response of the system. Therefore, the particle size can be estimated by comparing the decay time between the theoretical and the experimental TRLII signals.

$$S_{TRLII}(\lambda, T_p) = 64\pi^3hc^2r^3_pE(m) \cdot \int_{\lambda_1}^{\lambda_2} \frac{\Omega(\lambda)}{\lambda^6 \cdot \left( e^{\frac{hc}{\lambda k_B T_p}} - 1 \right)} \, d\lambda$$  \hspace{1cm} (2.5)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value for Fe</th>
<th>Value for C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(m)$</td>
<td>particle refraction index</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stefan-Boltzmann constant</td>
<td>$5.67 \times 10^{-8} \text{J.m}^{-2}\text{s}^{-1}\text{K}^{-4}$</td>
<td>-</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>emission coefficient</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>$r_p$</td>
<td>particle radius</td>
<td>1-10 nm</td>
<td>-</td>
</tr>
<tr>
<td>$T_p$</td>
<td>initial particle temperature</td>
<td>1800-2800 K</td>
<td>-</td>
</tr>
<tr>
<td>$T_g$</td>
<td>gas temperature</td>
<td>723-1123 K</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>detection wavelength</td>
<td>710 nm</td>
<td>-</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck’s constant</td>
<td>$6.63 \times 10^{-34} \text{J.s}^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>$c$</td>
<td>speed of light</td>
<td>$2.99 \times 10^{10} \text{cm.s}^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>$C_{p_p}$</td>
<td>particle heat capacity</td>
<td>$800 \text{J.kg}^{-1}\text{K}^{-1}$</td>
<td>$1.9 \text{J.g}^{-1}\text{K}^{-1}$</td>
</tr>
<tr>
<td>$\alpha_T$</td>
<td>energy accommodation coefficient</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>$R$</td>
<td>universal gas constant</td>
<td>$8.31 \text{J.mol}^{-1}\text{K}^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Omega(\lambda)$</td>
<td>spectral response of the system</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

The influences of some parameters on the TRLII signal were both numerically and experimentally investigated. Hence, the variations
of the initial particle temperature ($T_p$) in the range between 1800 and 2800 K were found to be neglectable, while the surrounding gas temperature shows higher influence on the TRL2I signal decay time. In addition, the signal decay time increases with the detection wavelength, while it decreases with the laser fluence due to possible sublimation. Furthermore, for particle diameter smaller than 10 nm, the theoretically calculated TRLII signals of an iron spherical particle and a carbon spherical particle are almost exactly the same. Therefore, the model related to a single carbon spherical particle will be considered in the following. Moreover, if we assume a complete ferrocene pyrolysis, the estimated number of both iron and carbon atoms available in the gas phase are sufficient for the formation of either iron, carbon or iron/carbon clusters ranging from 1 to 10 nm. Therefore, as long as the measured NPs are smaller than 10 nm, there will be no influence from the actual chemical composition, meaning that no conclusive remarks can be drawn about the clusters’ chemical composition.

**Experimental procedure**

For TRLII, an aperture (about 1.5 cm in height) was designed at the center of the high-temperature region without changing its temperature profile for the incident laser beam and the detection of the thermal particle emissions. The non-focalised 1064-nm light from a pulsed 2 Hz Nd:YAG laser (Excel, Surelite II-10) was operated with a pulse time of 7 ns and a beam diameter of 7 mm at less than 2 cm above the substrate for particle heat up. The pulse energy, recorded by an energy-meter was set up at 75 mJ per pulse, corresponding to a laser fluence of 0.2 J.cm$^{-2}$. At such laser fluence, the TRLII temporal profiles were found to be invariant with small variations in laser fluence. The optical detection system was composed of a narrow
band-pass filter with center-wavelength of 710 nm +/-10 to limit the radiation to a small spectral range and a high-speed photomultiplier with a separated amplifier (Hamamatsu, H6780-20 and C5594-44). The overall system is depicted in Fig 2.3.2. The signals were sampled by a 2 GHz digital storage oscilloscope (Lecroy, Wavejet 354A). A thousand individual time events were stored for each experiment.

Each individual time event was processed in the following way. At first, the maximum intensity of the signal was detected. This corresponds to the beginning of the cooling process. The time flag associated to this maximum was set at zero. The remaining temporal signal was adjusted with a single exponential decrease with 50 samples, representing 100 ns. Two algorithms were tested. The first was a simple linear fit on a logarithmic base, whereas the second was based on the Levenberg-Marquardt algorithm for minimization of a sum of squares of equation residuals [94] [108]. As no real differences were observed in the case of simple decay, in the remaining of the study, a lin-
ear fit was used to estimate the exponential decay of the TRLII signals.

A typical individual example illustrating the quality of the TRLII raw signals is given in Fig. 2.3.3a. The signal shows the photomultiplier output (continuous line) of the clusters suspended in the gas phase at the detection wavelength of 710 nm and a laser energy density of 0.2 J.cm$^{-2}$. Time zero is set at the start of the cooling down process, corresponding to the end of the laser pulse. The laser pulse caused sudden signal increase due to the particle heat-up. Then, the clusters radiate during cool down until the signal stabilizes to its initial value (i.e. before the laser pulse) after about 30 ns in case 1 and 50 ns in case 2. According to the model previously detailed (dashed lines in Fig. 2.3.3a), such decay times respectively correspond to cluster diameters of about 3 nm in case 1 and 5.5 nm in case 2. Case 1 and case 2 refer to two experiments performed under similar conditions (at 250°C vaporization temperature, 600°C growth temperature, 1 L.min$^{-1}$ gas flow and 0.2 mL.min$^{-1}$ injection speed) but with different ferrocene concentration (0.01 g.mL$^{-1}$ for case 1 and 0.1 g.mL$^{-1}$ for case 2).

In order to validate the applicability of the TRLII characterization method, almost simultaneously to the TRLII measurements, rapid particle sampling were performed in each case. A TEM-grid positioned on a holder was rapidly moved into the center of the high temperature region and removed after a short time, ensuring minimized heating of the grid and reduced disturbance. The sampled clusters were then visualized by HR-TEM. Representative examples of HR-TEM images obtained from the sampled clusters are shown in Fig. 2.3.3b for case 1 (bright field image) and in Fig. 2.3.3c for case 2 (dark field image). These observations confirm the particle spherical shape assumed in our model. Moreover, the HR-TEM investigations allow the evaluation of
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**Figure 2.3.3:** Typical experimental (continuous lines) and theoretical (dashed lines) TRLII signals of nanoparticles formed under similar conditions but with different ferrocene concentration (a). Representative high resolution TEM images of the corresponding nanoparticles (b-c).

the cluster size by counting and sizing them. The resulting histograms, depicted in the insets in Fig. 2.3.3a, were generated from several similar images and yield an average diameter with a narrow deviation of about 3.3 nm in case 1 and about 5.7 nm in case 2. The TRLII determined cluster size is in an excellent agreement with the HR-TEM measurements and can be therefore used for further *in situ* studies.

### 2.3.2 Laser induced breakdown spectroscopy

**Principle**

Laser-induced breakdown spectroscopy (LIBS) is an analytical technique that allows for the determination of samples elemental compositions. It is based on the sample laser ablation followed by ionic, atomic, and molecular emission processes coming from elements
transferred into the plasma as a result of laser-induced breakdown. A high power laser pulse, in the 1-10 MW/cm\(^2\) range, is focused tightly on the targeted sample inducing dielectric breakdown leading to a plasma composed of elemental and molecular fragments originated from the sample and from the atmosphere in its immediate vicinity. During the early stages of the plasma development, the plasma temperature goes up to 10,000 to 25,000 K. At this temperature, the energy is sufficient to break molecular bonds to form constituent atoms and excite electrons of neutral atoms and ions into excited electronic states. All chemical bonds are broken resulting in highly excited, and unstable, atoms, ions and free electrons, resulting in a continuum emission. The continuum emission disappears quickly as the free electrons are absorbed by the atoms and ions in the plasma. As the plasma cools, characteristic photons are emitted as the excited ions and atoms stabilize, resulting in the formation the ionic and atomic emission lines of the elements, i.e. a spectrum. Each element has a unique spectrum of atomic and ionic emission lines. The emitted light from the laser-induced plasma can be collected and used to provide information on the elemental composition of the material by means of spectroscopy. However, absolute concentration determination by LIBS remains complicated because of the laser shot-to-shot variations. There are several key advantages to LIBS that can be beneficial for \textit{in situ} on-line monitoring and diagnostic in hostile environments. LIBS is a non-contact, minimally destructive test, i.e. destroying an insignificant amount of particles.

APPLICATION TO THE DETECTION OF CARBON AND IRON ELEMENTS

The LIBS technique has been widely used to determine the carbon content of some soils or gases. One recent example of a LIBS system is
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Figure 2.3.4: Emission spectrum of iron in the visible range. In total 4757 emission lines related to iron atomic emission were recorded between 200 and 1000 nm [NIST Atomic Spectra Database Lines].

the ChemCam equipment embedded in the NASA Curiosity robot for Mars exploration. In the case of carbon, the most frequently observed spectral lines are mainly in the UV at 247.9 nm or 248.4 nm. For instance, Martin et al [109] established a linear relationship between the emission intensity at 247.9 nm and the concentration of atomic carbon present in various soils. Although the spectral emission at 247.9 nm is commonly utilized to study carbon in solids or in gases, Ferioli et al [45] used the peak at 711.3 nm to characterize the levels of carbon in their system. Recently, carbon concentrations in the order of ten ppm were detected both in the UV at 193.1 nm [157] and in the IR at 833.52 nm [38]. For the rest of this research, the carbon emission peak at 711.3 nm will be considered (NIST Atomic Spectra Database Lines).

In the case of iron, the atomic emission is present over almost the entire spectral range from UV to IR, as depicted in Fig. 2.3.4. However, Martin et al. [109] found some interferences between the atomic emissions of iron and carbon at 248.4 nm. Moreover, an iron detection limit close to 10 ppm was achieved in the UV at 254.9 nm [38]. For the rest of this work, the iron emission peak at 404.5 nm will be studied.
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Experimental procedure

In the same way as TRLII, an aperture (about 1.5 cm in height) was designed at the center of the high-temperature furnace without changing its temperature profile. A 10 Hz first harmonic laser beam (1064 nm) initiated by a Nd:YAG laser (Surelite II-10) was focused (f = 150 mm) at different positions on the quartz plate used as a substrate during the CNT synthesis by CVD. An energy meter was set up to control the laser fluence. The laser energy was about 500 mJ per shot before focalisation. The backscattered signal was collected by a lens (f = 250 mm) directly to a spectrometer (CCS Thorlabs 200) for further analysis in the range between 200 and 900 nm. The acquisitions lasted for 10 ms and were synchronized with the laser pulse using a delay generator (Quantum Composers 9520 Series). Moreover, the effect of the angle between the incident laser beam and the substrate on the LIBS signal intensity was studied, while the detection position was kept constant. This factor shows a significant influence on the LIBS signal, as shown in Fig. 2.3.5. The LIBS signal intensity is maximal when the incident laser beam is normal to the substrate surface, while it increasingly decreases as the angle differs from 90°.

A representative example illustrating the quality of the LIBS spectra is given in Fig. 2.3.6. The signals show the spectrometer output of both pristine $\mu$-$\text{Al}_2\text{O}_3$ deposited on the quartz plate into the CVD reactor before CNT growth (continuous line) and CNTs grown on $\mu$-$\text{Al}_2\text{O}_3$ after 10 min CVD synthesis at 575°C (dashed line). While the LIBS signal of pristine $\mu$-$\text{Al}_2\text{O}_3$ shows the emission lines of aluminium and oxygen, the signal detected after the CVD synthesis clearly exhibits new peaks related to the emission of carbon and iron. Hence, the iron/carbon ratio of the species deposited on the substrate surface
can be in situ and real-time determined by LIBS during the CVD process.

For calibration, the LIBS signals were correlated to the iron/carbon ratios determined by TGA of different samples synthesized under specific conditions. Five CNT arrays grown on quartz plates with different iron/carbon ratios were prepared and systematically analyzed by TGA and LIBS. The iron/carbon ratios determined by LIBS were plotted as a function of those measured by TGA. The LIBS iron/carbon ratios were obtained as follows: the ratios of the peak area at 711 nm (corresponding to CI emission) over that at 404 nm (referring to FeI emission) were calculated and averaged over 128 spectra. The resulting curve shown in Fig. 2.3.7 yields a linear correlation, validating the applicability of the LIBS method to in situ target the iron/carbon ratio during the CVD synthesis. This plot can be subsequently used for calibration.
Nevertheless, while LII can be considered as a fully non-intrusive technique, it is no longer the case for LIBS since the laser fluence and frequency involved are much higher. The plasma generated at the focal point induces new reactive species such as carbon atoms and radicals that can lead to new reactions during the CVD synthesis. Figure 2.3.8 illustrates the formation of carbon structures at the focal point on a quartz plate during CVD that would not occur without the mean of a laser beam. Indeed, no carbon formation can be usually reported at 350°C under typical floating catalyst CVD conditions as described in section 2.1, meaning that these carbon species actually arose from the plasma generated by the focused laser beam. Although such method can be interesting for growing CNT at low temperatures, we will not use LIBS for further real-time investigations. For instance, some methods recently reported the use of tightly focused laser beams for
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Figure 2.3.7: Iron/carbon ratio determined by LIBS as a function of that measured by TGA used for LIBS calibration. The TGA data give the amount of iron in wt.% calculated according to the equations in section 2.2.2.

The localised growth of CNTs. Such processes, known as laser-assisted CVD, involved different growth mechanism from typical thermal CVD that are closer to plasma-enhanced CVD. The presence of carbon atoms generated by the plasma allow CNT growth with a very low activation energy (about 0.3 eV) compared to that of thermal CVD (about 1.2 eV).

Figure 2.3.8: Formation of carbon structures after 10 min laser irradiation under typical floating catalyst conditions at 350°C.

To make sure that there is any plasma formation during the LII...
analysis previously described, the spectra of the signals obtained both in LII and LIBS conditions were recorded. Figure 2.3.9 shows plasma induced atomic emissions in the case of LIBS characterized by distinct peaks in the spectra, while only continuous spectra was observed for LII, confirming that LII is a non-intrusive technique.

![Figure 2.3.9: Comparison of typical LIBS and LII single shot spectra in the range between 200 and 900 nm under similar CVD conditions.](image)

2.3.3 Mass spectrometry couple with gas phase chromatography

Mass spectrometry coupled with gas phase chromatography was used to analyze the composition of the exhaust gas during the CNT synthesis by floating catalyst CVD. The mass spectrometer is composed of a quadrupole analyzer, a Faraday and a Channeltron sensors (Pfeiffer Vacuum GSD 301 Thermostar), while the chromatograph (Alpha MOS PR2100) consists of a thermal conductivity detector and a packed column using helium (He) as carrier. The exhaust gas was *in situ* captured.
using a stainless steel capillary (length: 90 cm; inner diameter: 0.25 mm) which was drilled through a rubber plug set at the end of the reaction tube and kept well sealed. The gas sampling position was set up few centimeters above the substrate location at the centre of the reactor to analyse the gas in the CVD, avoiding the cooling down process. Each result presented in this research corresponds to an average of at least 3 measurements. The data were normalized as a function of the argon intensity. The analysis helped to understand the involved reactions in CNT growth and to developed a numerical model as detailed in Chapter 4.

Table 2.3.2: Mass spectrometry data of the main products related to this research from Pfeiffer Vacuum Spectra Library. The m/z peak ratios are given in the order of the decreasing relative intensities.

<table>
<thead>
<tr>
<th>Product</th>
<th>Formula</th>
<th>N*peaks</th>
<th>m/z ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetylene</td>
<td>C₂H₂</td>
<td>8</td>
<td>26 25 13 24 27 12 14 28</td>
</tr>
<tr>
<td>O-xylene</td>
<td>C₈H₁₀</td>
<td>10</td>
<td>91 106 105 39 51 77 27 78 92 107</td>
</tr>
<tr>
<td>Toluene</td>
<td>C₇H₈</td>
<td>11</td>
<td>91 92 50 39 65 51 63 90 27 38 93</td>
</tr>
<tr>
<td>Benzene</td>
<td>C₆H₆</td>
<td>9</td>
<td>78 52 51 50 77 39 79 76 38</td>
</tr>
<tr>
<td>Argon</td>
<td>Ar</td>
<td>5</td>
<td>40 20 36 18 38</td>
</tr>
<tr>
<td>Water</td>
<td>H₂O</td>
<td>5</td>
<td>18 17 16 20 19</td>
</tr>
</tbody>
</table>

2.4 Summary

The table below summarizes the specifications of the various characterization techniques introduced in this Chapter.

The table below summarizes the studied parameters related to the CNT growth as a function of the different characterization techniques available.
Table 2.4.1: Listing of the different characterization methods and their specifications.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Acquisitions</th>
<th>Resolutions</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRLII</td>
<td>decay time</td>
<td>[0-100] ns +/-6</td>
<td>in situ, real-time</td>
</tr>
<tr>
<td>LIBS</td>
<td>wavelength spectra</td>
<td>[200-1000] nm +/-2</td>
<td>in situ, intrusive</td>
</tr>
<tr>
<td>MS</td>
<td>mass spectra</td>
<td>[0-300] amu +/-0.3</td>
<td>in situ, real-time</td>
</tr>
<tr>
<td>GPC</td>
<td>elution time</td>
<td>[0-300] s +/-0.5</td>
<td>in situ, real-time</td>
</tr>
<tr>
<td>HRTEM</td>
<td>length</td>
<td>[2-100] nm</td>
<td>ex situ</td>
</tr>
<tr>
<td>TEM</td>
<td>length</td>
<td>[10-1.10^4] nm</td>
<td>ex situ</td>
</tr>
<tr>
<td>SEM</td>
<td>length</td>
<td>[15-5.10^6] nm</td>
<td>ex situ</td>
</tr>
<tr>
<td>Optical</td>
<td>length</td>
<td>[100-1.10^4] μm</td>
<td>ex situ</td>
</tr>
</tbody>
</table>

Table 2.4.2: Listing of the studied factors and the corresponding characterization techniques.

<table>
<thead>
<tr>
<th>Measured factors</th>
<th>Available techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactor temperature</td>
<td>K type thermocouple</td>
</tr>
<tr>
<td>Droplet diameter</td>
<td>Optical microscopy after impact</td>
</tr>
<tr>
<td>[C]/[Fe]</td>
<td>LIBS and TGA</td>
</tr>
<tr>
<td>[gas phase species]</td>
<td>MS coupled with GPC</td>
</tr>
<tr>
<td>Suspended NP diameter</td>
<td>TRLII and HRTEM</td>
</tr>
<tr>
<td>Deposited NP diameter</td>
<td>HRTEM</td>
</tr>
<tr>
<td>CNT diameter</td>
<td>SEM, TEM and HRTEM</td>
</tr>
<tr>
<td>CNT length</td>
<td>SEM and TEM</td>
</tr>
<tr>
<td>CNT crystallization</td>
<td>Raman, TGA/DSC and SAED</td>
</tr>
</tbody>
</table>
Measure what is measurable, and make measurable what is not so.

Galileo Galilei

In this Chapter, the laser-based diagnostics introduced earlier are used to *in situ* study the nanoparticle formation and follow their spatio-temporal evolution in the CVD gas phase. Two possible mechanisms are first suggested based on the comparison between the droplets diameter and that of the NPs and the CNTs. Then, the Taguchi robust design approach is proposed to study the influence of seven key CVD parameters on the suspended NP size in the gas phase. Finally, the relationship between the suspended NP size in the gas phase and the resulting CNT diameter is examined and its effect on the growth mechanism is discussed.
3.1 THE VERY FIRST STAGE OF THE SYNTHESIS

3.1.1 EVOLUTION OF THE DROPLETS IN THE CVD REACTOR

As detailed in chapter 2, the CNT precursors were introduced into the CVD reactor in the form of spray via a cross-flow injection system. The resulting droplets can be considered as the very first CNT precursors. A study of their features would therefore help to understand the CNT growth mechanism. First, the droplet size distribution at the injector outlet was found to be nearly constant with the catalyst concentration, as depicted in Fig. 2.1.3. A similar bimodal population of droplets was observed for the different concentrations. This bimodal size distribution will necessary induce a gradient in the droplets speed, subsequently leading to coalescence since new droplets are continuously injected. The evolution of the droplet size in the CVD reactor was investigated at room temperature and atmospheric pressure. The injection conditions were kept constant during this study. Argon was fed at 1 L/min, while 0.01 g/mL ferrocene/xylene solution was provided in the reactor at 0.2 mL/min. The droplets were impacted on small quartz plates located at different positions in the CVD reactor for further optical microscopy observations. Figure 3.1.1 shows the resulting droplet size distributions as a function of the reactor position.

Compared to the droplet size distribution at 2 cm after the injector outlet illustrated in Chapter 2, that at 4 cm exhibits a slight increase of the droplet mean diameter while the bimodal distribution is conserved. The increase of the droplets size becomes larger at the end of the spray expansion (i.e. the distance when the spray reaches the reactor wall), corresponding to about 8 cm after the injector outlet. Hence, the smaller population of droplets reached about 275μm diam-
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Figure 3.1.1: Evolution of the droplet size distribution at 0.01 g/mL ferrocene/xylene as a function of the position in the CVD reactor.

eter, while the larger one increased up to 325µm diameter in average, as depicted in Fig. 3.1.1. The droplets keep expanding further, thus confirming the coalescence suggested earlier. Nevertheless, at 12 cm after the injection outlet, corresponding to the beginning of the high temperature furnace, the two populations of droplets disappeared to form a broad monomodal distribution with a mean diameter of 315 µm. These droplets can be considered as the final CNT precursors before the CVD reactions in the high temperature furnace zone. After this position, the droplets monomodal distribution remains and its size decreases as the position gets farther from the injector outlet, as illustrated in Fig. 3.1.1. This decrease in size is due to the droplet evaporation which is not fully complete at room temperature, but must be total at higher temperatures.
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3.1.2 Nucleation and evolution of the nanoparticles

The nanoparticle formation is still an open issue. In the case of floating catalyst using a spray aerosol injection, two mechanisms have been proposed [129] [122]. Either the catalyst NPs form by xylene evaporation and further precipitation of ferrocene as described in Fig. 3.1.2a, or the condensation and clustering of iron/carbon vapor originated from the precursors decomposition leads to NPs formation as illustrated in Fig. 3.1.2b.

![Figure 3.1.2: Schematics showing different nanoparticle formation mechanisms (a) by evaporation and precipitation of droplets, or (b) by condensation and coagulation of the vapor phase species [129].](image)

3.1.3 Evaporation and precipitation mechanism

As previously mentioned, the injected droplets can be seen as the very first CNT precursors. Although the formation of NPs remains an open question, it is obvious that the droplet size is a critical factor that can change the CNT structure no matter the growth mechanism involved. Elguezabal et al. [2] reported that the diameter of MWNTs was significantly influenced by droplet size, while the CNT length was
controlled by the carrier gas flow rate. In our case, a way to tune the droplet size while keeping the gas flow constant would be to change the design of the injector. For instance, the use of different capillary diameters for the injection of liquid and gas was found to dramatically change the droplet size and the spray angle, as shown in Maxime Genestoux PhD thesis. However, this will also change the precursors speed and subsequently their residence time in the CVD reactor.

However, we propose a different approach to investigate the formation of NPs and their evolution in the CVD reactor before the CNT growth. For a given droplet size, different ferrocene concentrations should induce different NP sizes and densities independently from the mechanism involved in the NP formation shown in Fig. 3.1.2. Hence, various samples were prepared under similar CVD conditions but for different ferrocene concentrations. The temperature was set at 750°C, the gas flow rate was 1 L/min, while the liquid flow rate was 0.2 mL/min. Ferrocene/xylene solutions at different concentrations ranging from 0.005 to 0.1 g/mL were sprayed and carried into the CVD reactor by a mixture of argon and hydrogen (H₂ 20 vol.%). No other chemical species was fed in the reactor. The injection lasted for 7 min before the furnace was cooled down. The resulting CNT samples were collected on a 3 cm quartz plate at the center of reactor for further examinations. Figure 3.1.3 shows representative SEM and TEM images of the CNT arrays produced with 0.005 g/mL of ferrocene/xylene.

Since several catalyst NPs were found encapsulated at the extremities of some nanotubes, we can assume that the CNT diameter is related to the NP size (see section 3.3). Therefore, the electron microscopy observations allow the evaluation of the NP size by counting
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![Representative SEM and TEM images of the CNT arrays produced for 0.005 g/mL of ferrocene/xylene during 7 min at 750°C under a mixture of Ar and H₂ (20 vol.%) fed at 1 L/min.](image)

**Figure 3.1.3:** Representative SEM and TEM images of the CNT arrays produced for 0.005 g/mL of ferrocene/xylene during 7 min at 750°C under a mixture of Ar and H₂ (20 vol.%) fed at 1 L/min.

and sizing the CNT diameters. The resulting size distributions at different catalyst concentrations up to 0.3 g/mL are represented in Fig. 3.1.4.

The variations of ferrocene concentrations in the [0.005-0.2] g/mL range always lead to monomodal CNT diameter distributions. The CNT mean diameter increased with the catalyst concentration, while the distribution was broaden. For instance, the average CNT diameter was about 33.7, 38.6, 49.5 and 63.2 nm at 0.005, 0.0075, 0.01 and 0.02 g/mL, respectively. Since the droplet size is assumed to be constant for all experiments (Chapter 2 revealed that the droplets size is quite independent from the catalyst concentration) while xylene should completely evaporate under such conditions, it therefore means that the catalyst concentration plays a significant role in the CNT growth mechanism by controlling the size of the NPs. Moreover, the droplets exhibit a monomodal distribution before reaching the high temperature furnace, as well as the collected CNTs synthesized in the concentration...
range [0.005-0.2] g/mL. A relation between the droplet size, the NPs and subsequently the CNT diameter would be possible. If one imagines that the NP formation follows the evaporation and precipitation process depicted in Fig. 3.1.2a, then one can assume that one droplet may lead to one NP. In this case, the NP size would depend on the evaporation rate of the solvent (i.e. xylene), which remains constant under the same conditions, and the concentration of the solute (i.e. ferrocene), explaining the data from Fig. 3.1.4. Hence, since the amount of Fe in the droplet must be the same as that in the NP, the NP diameter, \( d_p \), could be expressed as a function of the droplet size, \( d_d \) and the volume fraction of ferrocene, \( F \), as follows:

\[
d_p = d_d \cdot \sqrt[3]{F}; \quad \text{where} \quad F = \frac{M_{Fe} \cdot C_{ferrocene}}{\rho_{Fe}}
\]

In order to further study the evolution of the NPs in the CVD gas
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phase by *in situ* TRLII, a solution of 0.01 g/mL ferrocene/xylene was injected at 0.2 mL/min and carried by argon at 1 L/min in the reactor heated up at 650°C. The NP size was examined *in situ* and in real-time by TRLII at different positions along the reactor (see Fig. 3.1.5).

![Figure 3.1.5: Schematic of the CVD reactor with the different positions where *in situ* TRLII analysis were performed.](image)

Figure 3.1.6 shows the temporal evolution of the TRLII decay times (which are correlated to the NP sizes as detailed in Chapter 2) as a function of the positions in the CVD reactor. Apart from the first hundred seconds needed for the system stabilization after the injection, the NP size was quite constant in time for a given position. This indicates that the continuous injection process can actually be assimilated as a succession of independent waves of NPs. However, if the NP size gradient in one wave becomes large enough to induce sufficient difference of speed between the smaller and the bigger NPs, interactions between several waves would be therefore possible, leading to the agglomeration of the NPs.

Furthermore, the mean NPs diameter was found to decrease as the NPs get farer from the injector outlet, as depicted in Fig. 3.1.7a. The mean diameter of the NPs at the positions 1, 2, 3, 4 and 5 were 2.8, 2.5, 2.2, 1.7 and 1.2 nm, respectively. The bigger NPs were found closer to the injector outlet, indicating a possible evaporation and precipitation.
mechanism for the NP formation, as already suggested earlier. The reactor temperature gradient coupled with a few seconds residence time may induce the decrease of the NP size along the CVD according to the evaporation and precipitation mechanism. However, the NPs size detected in the gas phase are far from reaching that measured on the substrate, revealing the important role played by the substrate. This point will be discussed later in this research. In addition, the first and the last positions corresponding to the edges of the quartz plate (see Fig. 3.1.5) exhibit the highest standard deviations (see Fig. 3.1.7), which may indicate turbulences in the gas flow at these positions. Nevertheless, since the NP size remains constant in time as shown in Fig. 3.1.6, it means that there is no gas recirculation in the reactor. Moreover, the amount of Fe detected by LIBS on the quartz plate after the injection follows the same trend as the NP size, as illustrated in Fig. 3.1.7b. In this case, the injection was lasted longer than the TRLII analysis to allow sufficient deposition of products.
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on the quartz plate to be detected by LIBS. According to the LIBS calibration in Chapter 2, about 2.5, 1.2 and 0.5 wt.% of Fe were estimated at position 1, 3 and 5, respectively. Therefore, it indicates that there is a possible relation between the NP size and the amount of Fe deposited on the quartz plate along the CVD reactor.

![Figure 3.1.7](image)

**Figure 3.1.7:** NP size *in situ* detected by TRLII in the CVD gas phase as a function of the position in the reactor at 650°C and 0.01 g/mL of ferrocene (a). Amount of Fe measured 15 min after the CVD synthesis by LIBS as a function of the position in the reactor under similar conditions (b).

3.1.4 Condensation or agglomeration mechanism

If the catalyst concentration increased further under the same CVD conditions as previously described, a second and even a third mode appear in the CNT diameter distribution, as depicted in Fig. 3.1.8. Similar multimodal distributions were also reported by Ionescu et al. [71] by hydrogen-free floating CVD. Considering that the CNT diameter is related to the NP diameter on the substrate, one may assume that the NPs deposited on the substrate also exhibit similar multimodal distributions.
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Figure 3.1.8: CNT outer diameter distribution as a function of the catalyst concentration ranging between 0.05 and 0.1 g/mL at 750°C under a mixture of Ar and H₂ (20 vol.%) fed at 1 L/min.

Since the CVD conditions were the same apart for the catalyst concentration, it indicates that the temperature gradient, the residence time and the size distribution of the precursor droplets did not change. Therefore, it means that a different mechanism is involved in the NP formation and evolution at higher catalyst concentration (above 0.3 g/mL). Moreover, if we use the expression given earlier between the NP size and the catalyst concentration based on the evaporation and precipitation process to fit the experimental results, two different modes can be clearly identified, as shown in Fig. 3.1.9. Catalyst concentrations ranging from 0.02 to 0.03 g/mL seem to be the limit between these two modes. Below this limit, the NP size is in a good agreement with the “one drop one particle” model, revealing that the NP formation might follow the evaporation and precipitation mechanism. Above the limit, new populations of NPs appear, as illustrated by the increase of the standard deviation in Fig. 3.1.9, and
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the “one drop one particle” model does not suit to the experimental values anymore. Therefore, under given CVD conditions, the catalyst concentration influences the NP formation process and thus the CNT growth.

![Graph showing mean outer diameter and standard deviation of CNTs as a function of catalyst concentration.](image)

**Figure 3.1.9:** CNT mean outer diameter and standard deviation as a function of the catalyst concentration at 750°C under a mixture of Ar and H₂ (20 vol.%) fed at 1 L/min.

Besides its effect on the catalyst NPs formation, the catalyst concentration also influences the CNT growth kinetics. Figure 3.1.10 shows representative SEM and TEM images of CNT arrays produced at 0.1 g/mL of ferrocene/xylene under the same conditions as reported for the growth of CNTs presented in Fig. 3.1.3. The reaction time being the same in each case, hence higher concentrations induce faster growth rates. The CNT growth kinetics and the effect of various CVD factors will be discussed in more details in Chapter 6.

Furthermore, the evolution of the NPs formed at the [0.03-0.1] g/mL concentration range in the CVD reactor was investigated by *in situ* TRLII. A solution of 0.05 g/mL ferrocene/xylene was injected at 0.2
mL/min and carried by argon at 1 L/min in the reactor heated up at 650°C. First, in the same way as for lower catalyst concentrations, higher standard deviations were found at the edges of the quartz plate, indicating that the turbulences in the gas flow are inherent to our CVD system. Nevertheless, the evolution of the NP size along the CVD reactor exhibits an opposite trend with that of the NPs formed at lower catalyst concentrations. Figure 3.1.11a shows that the mean NPs diameter increases as the NPs get farther from the injector outlet. The mean diameter of the NPs at the positions 1, 2, 3, 4 and 5 were 1.0, 1.3, 1.3, 1.5 and 1.7 nm, respectively. Moreover, the amount of Fe detected on the quartz plate by LIBS at the end of the experiment still increases along the reactor position, as depicted in Fig. 3.1.11b. The amount of Fe on the quartz plate is no longer related to the NP size in the gas phase, suggesting that the NP density is higher at the beginning of the CVD reactor. The opposite variations of the NP size and density in the CVD gas phase may reveal the possible agglomeration of NPs which would explain the multimodal distribution observed in the
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resulting CNT diameter. This will be discussed further in Chapter 4.

![Graph showing NP size in situ detected by TRLII in the CVD gas phase as a function of the position in the reactor at 650°C and 0.05 g/mL ferrocene/xylene (a). Amount of Fe measured after the synthesis by LIBS as a function of the position in the reactor (b).](image)

**Figure 3.1.11:** NP size *in situ* detected by TRLII in the CVD gas phase as a function of the position in the reactor at 650°C and 0.05 g/mL ferrocene/xylene (a). Amount of Fe measured after the synthesis by LIBS as a function of the position in the reactor (b).

### 3.2 How to control the nanoparticle size with the CVD conditions?

The continuous synthesis of specific types of CNTs with distinct structure and diameter for large scale production remains one of the principal and challenging goals. According to several authors [19], [74] a key parameter is the control of the catalyst NP size. Although a good monitoring of the NP size can be achieved by pre-deposited catalyst CVD methods using lithography [39] or catalyst pre-treatments [113], [124] it is still very difficult to do the same with aerosol-assisted CVD for mass production. It requires the ability to *in situ* monitor the NP size during the CNT growth from their migration and possible agglomeration in the gas phase to the CNT nucleation and growth on the substrate. While TEM observations focus on one particular event on a substrate, *in situ* TRLII provides insightful informations from
the gas phase.

Up to now, a limited control of the catalytic NP size and thus of the CNT diameter under typical aerosol-assisted CVD has been reported by empirically tuning experimental factors [103], which is not surprising as the number of variables involved in the synthesis (e.g. temperature, pressure, feedstock and substrate chemical composition, catalyst injection...) is large. Hence, the analyses using conventional experimental techniques are inefficient. Therefore, the well-known Taguchi robust design method was introduced as a powerful and efficient tool for multifactor process optimization [161]. A systematic TRLII study of the influence of the FCCVD parameters on the particle size in the gas phase based on the Taguchi approach was performed.

A set of experiments was designed to investigate the most influential CVD parameters in the cluster size. Seven control factors with two levels were examined, leading to eight experiments organized in a L8 Taguchi matrix design. The seven parameters that were investigated were (i) the growth-temperature (600 and 650°C), (ii) the vaporization-temperature (room temperature and 250°C), (iii) the total gas flow (1 and 2 L.min\(^{-1}\)), (iv) the injection speed (0.1 and 0.2 mL.min\(^{-1}\)), (v) the ferrocene concentration (0.01 and 0.03 g.mL\(^{-1}\)), (vi) the substrate type (quartz plate and a powder composed of silicon carbide micro-platelets) and (vii) the hydrogen volume ratio (0 and 10 vol.%). Subsequently, the cluster size detected in the gas phase by TRLII was selected as the output response. The reaction time was kept constant for any of the Taguchi-designed experiment. The record of the TRLII signals was limited to the first 4 min of the CVD synthesis to keep the reactor wall sufficiently transparent for reliable TRLII analysis. Under this condition, the detected TRLII signals unambiguously correspond to the precursors' injection. The larger-is-better response showed in Eq.
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(3.1) and the smaller-is-better response indicated in Eq. (3.2) were adopted for further analysis.

\[ S/N_{\text{larger}} = -10 \log_{10} \left( \frac{1}{n} \sum Y_i^2 \right) \]  
\[ S/N_{\text{smaller}} = -10 \log_{10} \left( \frac{1}{n} \sum Y_i^2 \right) \]  

\( S/N \) indicates the signal to noise ratio statistic used in the Taguchi parameter analysis, \( n \) is the number of levels in which each parameter was investigated and \( Y_i \) the \( i \)th value of the output response used for the evaluation. The Taguchi robust design and the corresponding results are summarized in the table below.

<table>
<thead>
<tr>
<th>( i )</th>
<th>Substrate</th>
<th>( T_d ) (°C)</th>
<th>Ferrocene concentration (g m(^{-3}))</th>
<th>( T_r ) (°C)</th>
<th>Injection speed (mL min(^{-1}))</th>
<th>Gas flow (L min(^{-1}))</th>
<th>Hydrogen (vol.%)</th>
<th>Decay time (ns)</th>
<th>Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Quartz</td>
<td>600</td>
<td>0.01</td>
<td>K(^+)</td>
<td>0.2</td>
<td>2</td>
<td>10</td>
<td>15.0</td>
<td>1.9</td>
</tr>
<tr>
<td>2</td>
<td>Quartz</td>
<td>600</td>
<td>0.01</td>
<td>K(^+)</td>
<td>0.2</td>
<td>2</td>
<td>10</td>
<td>22.0</td>
<td>1.9</td>
</tr>
<tr>
<td>3</td>
<td>Quartz</td>
<td>600</td>
<td>0.03</td>
<td>K(^+)</td>
<td>0.4</td>
<td>1</td>
<td>0</td>
<td>13.4</td>
<td>1.3</td>
</tr>
<tr>
<td>4</td>
<td>Quartz</td>
<td>600</td>
<td>0.03</td>
<td>K(^+)</td>
<td>0.4</td>
<td>2</td>
<td>10</td>
<td>14.1</td>
<td>1.4</td>
</tr>
<tr>
<td>5</td>
<td>SiC</td>
<td>600</td>
<td>0.03</td>
<td>K(^+)</td>
<td>0.4</td>
<td>2</td>
<td>0</td>
<td>28.0</td>
<td>2.7</td>
</tr>
<tr>
<td>6</td>
<td>SiC</td>
<td>600</td>
<td>0.03</td>
<td>K(^+)</td>
<td>0.4</td>
<td>2</td>
<td>0</td>
<td>27.2</td>
<td>2.5</td>
</tr>
<tr>
<td>7</td>
<td>SiC</td>
<td>600</td>
<td>0.01</td>
<td>K(^+)</td>
<td>0.4</td>
<td>2</td>
<td>10</td>
<td>35.8</td>
<td>3.5</td>
</tr>
<tr>
<td>8</td>
<td>SiC</td>
<td>600</td>
<td>0.01</td>
<td>K(^+)</td>
<td>0.4</td>
<td>2</td>
<td>0</td>
<td>35.8</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Figure 3.2.1: Taguchi parameter design and results of the CVD experiments. *RT stands for room temperature

Strong changes in the TRLII decay time (i.e. in the cluster size in the gas-phase) were obtained by carrying out any of the Taguchi-designed experiment of Table 1. For each experiment, thousand TRLII signals were stored and computed as previously detailed. The results are summarized in Fig. 3.2.2, which shows the response graphs of the S/N ratios for the larger-is-better analysis (Fig. 3.2.2a) and for the smaller-is-better analysis (Fig. 3.2.2b) of the TRLII decay time (i.e. the cluster size) evaluations. The greatest variation of the S/N ratio was observed in each case with both the injection speed and the ferrocene concentration, revealing that these parameters have the
most important influence on the particle size. The other factors, like the total gas flow, the vaporization and the growth temperatures, the substrate’s type and the hydrogen ratio show a secondary effect on the cluster size.

![Response graph of S/N ratio for larger-is-better (a) and smaller-is-better analysis (b) of the NP size detected in the gas phase by in situ TRLII.](image)

The larger-is-better analysis of the TRLII decay time (i.e. the cluster diameter) evaluation graph shows that the bigger clusters in the gas phase can be obtained at 650°C growth temperature, 1 L.min⁻¹ total gas flow, 0.01 g.mL⁻¹ catalyst concentration, 0.2 mL.min⁻¹ injection speed and SiC micro-platelets used as a substrate, as depicted in Fig. 3.2.2a. The suspended cluster size can be increased further by enlarging the range of the Taguchi study. Reversely, the smaller clusters in the gas phase can be produced at 250°C vaporization temperature, 600°C growth temperature, 2 L.min⁻¹ total gas flow,
0.03 g.mL\(^{-1}\) ferrocene concentration, 0.4 mL.min\(^{-1}\) injection speed, 10 vol.% hydrogen ratio and with a quartz plate used as a substrate, as described in Fig. 3.2.2b. Moreover, the conditions and the values of these optimized cluster sizes predicted by the Taguchi robust design are summarized in the table below. Hence, the smaller clusters’ decay time is expected to be about 6.1 ns (i.e. corresponding to a NP diameter of about 0.7 nm), while the bigger clusters’ decay time is expected to reach 39.2 ns (i.e. 3.7 nm). Repeating these particular experiments verified the applicability of the Taguchi analysis. Indeed, Fig. 3.2.3 depicting the experimental decay times over 500 TRLII signals of the clusters from the optimized configurations, confirms the predicted values. The smaller cluster decay time was found to be 8.5 ns in average (i.e. corresponding to a NP diameter of about 0.9 nm), while the bigger one was about 38.4 ns in average (i.e. 3.7 nm). The experimental TRLII signals for the optimized configurations are in an excellent agreement with the values predicted by the Taguchi method.

<table>
<thead>
<tr>
<th>Table 3.2.1: Summary of the larger and smaller optimized conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Larger</td>
</tr>
<tr>
<td>Smaller</td>
</tr>
</tbody>
</table>

3.3 RELATIONS WITH THE CNT GROWTH

The "smaller" and "larger" optimized experiments previously described were last longer to allow the growth of CNTs. After 20 min under the same optimal conditions previously reported, sufficient CNTs were collected for further ex situ analysis. Fig. 3.3.1 shows representative electron microscopy images and the CNT outer diameter distributions of both CNTs grown under the "smaller" optimized
conditions (Fig. 3.3.1a) and CNTs synthesized under the "larger" optimized process (Fig. 3.3.1b). The estimated mean diameter of the particle size in the gas phase was 0.9 nm for the "smaller" conditions and 3.7 nm for the "larger" ones, respectively leading to CNT with an average outer diameter of 12.2 and 41.0 nm. Although the NPs originated from the gas phase are much smaller that the resulting CNTs, the CNTs from the "larger" optimized experiment are significantly bigger than the ones from the "smaller" optimized experiment. This suggests a possible link between the suspended NP size and the CNT diameter. Since, the Taguchi experiments number 1, 2 and 5 induced intermediate particle sizes in the gas phase (2.9, 1.5 and 1.4 nm respectively), they were last longer for further ex situ analysis. The resulting CNTs also showed intermediate outer diameters about 30.5, 16.5 and 15.3 nm for the Taguchi experiment number 1, 2 and 5 respectively. The CNT diameter distributions with representative SEM images of these samples are shown below. The figures entitled (c), (d) and (e) respectively correspond to the CNTs
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grown under the Taguchi designed conditions 1, 2 and 5.

![Figure 3.3.1: Electron microscopy images and diameter distribution of the resulting CNTs grown under the smaller (a) and the larger (b) conditions. The images presented in (c), (d) and (e) correspond to CNTs grown under the Taguchi conditions 1, 2 and 5, respectively.](image)

The evolution of the particle sizes in situ detected in the gas phase with the corresponding ex situ measured CNT diameters plotted in Fig. 3.3.2 yields a linear correlation ($R^2 = 0.978$). It means that there is a direct relationship between the NPs formed in the gas phase and the CNT growth. Therefore, TRLII diagnostic can serve as a powerful tool to in situ monitor the final CNT structure.

However, the suspended NPs being about ten times smaller than the resulting CNTs, it reveals that further reactions must occur. Since the cluster size detected in the gas phase was found to almost remain constant during the FCCVD synthesis as depicted in Fig.
3.2.3, it is believed that further reactions will happen on the substrate surface. Two different mechanisms were proposed. In one hand, the NPs might coalesce on the substrate via surface diffusion or Ostwald ripening [145]. For instance, some substrates are known to restrict the catalyst mobility and thus prevent NPs to coalesce [110], while others with high surface tensions such as tantalum, allow the formation of a catalytic wetting layer [171]. The CNT nucleation will eventually occur via the adsorption, diffusion and precipitation of carbon through the catalyst NPs. Then, the growth will follow either a perpendicular or a tangential configuration as recently detailed elsewhere [46]. In the tangential configuration, the resulting CNTs have a diameter close to that of its seeding particle, while in the perpendicular one the NP size on the substrate and the resulting CNT diameter are no longer related. In our case the CNTs are believed to grow via the tangential configuration, and several NPs were found encapsulated inside the CNT core (see Fig. 3.3.3). In the other hand, the difference in size between the NPs and the resulting CNT diameter may be explained by the particle-wire-tube mechanism [36]. The NPs will self-assembly.
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into nanowires due to the strong anisotropy of their structure. The as-formed nanowires will then empty into tubular structures via structural crystallization and extension due to the relatively low stability of the NPs under thermal annealing. Although the CNT growth mechanism remains an open issue, the main factor for the control of CNT diameter is, in each case, the size of the incipiently formed NPs, which depends on the synthesis conditions.

Figure 3.3.3: TEM images showing catalyst NPs encapsulated inside the core of CNTs after CVD synthesis under the conditions reported for the Taguchi experiment 1 (a) and 1 (b).

Finally, the particle size will not only influence the CNT structure and its resulting properties, but it will also affect the growth kinetics. The solubility, $S$, in a spherical iron particle with radius $r$ can be expressed by $S = S_0 \exp\left(\frac{2\sigma V}{k_B T r}\right)$, where $S_0$ is the solubility of the bulk material, $\sigma$ is the surface tension, $V$ is the volume of metal molecule, $k_B$ is the Boltzmann constant and $T$ is the melting temperature in bulk phase \[85\] [117]. Figure 3.3.4 shows that the carbon solubility in a catalyst NP dramatically increases with the decrease of the particle size. Indeed, the diffusion distance being shorter for smaller particles, the carbon atoms generated from the dissociation of the reactive
species can diffuse easily and rapidly to participate to the growth of CNTs, leading to larger growth rates.

![Figure 3.3.4: Evolution of the carbon solubility with the size of a spherical iron nanoparticle.](image)

Although it was difficult to estimate the CNT length and thus the growth rate because most of samples exhibit entangled CNTs, such changes in the carbon solubility are found to be particularly significant for the NP sizes below 5 nm as detected in our CVD reactor. Furthermore, since the CNTs are formed by dissolving, diffusing and precipitating the carbon atoms through the catalyst NPs, when the NP size is too small, the diffusing rate becomes higher than the precipitating rate at a given temperature. Hence, the catalyst NP lose its catalytic activity and the carbon atoms accumulate on its surface as amorphous carbon which terminates the CNT growth. In addition, since smaller NPs exhibit higher surface/volume ratio, it means that for the same amount of carbon, a small particle would have a smaller
volume to incorporate the carbon atoms on a given surface compared to a bigger one. Therefore, the carbon atoms would be essentially located on the small NP surface inducing a higher probability to form a stable hull around the particle. According to these two reasons, a small NP is more likely to be encapsulated by carbon, thus explaining the presence of carbon encapsulated catalyst NPs for the ”smaller” optimized conditions observed in Fig. 3.3.1a, while the ”larger” conditions exhibit higher CNT purity (Fig. 3.3.1b).

3.4 SUMMARY

To sum up, in situ, non-intrusive, high throughput TRLII investigations were performed during the CNT synthesis by FCCVD for quantitative measurements of the NP size suspended in the gas phase, while LIBS was used to determine the iron/carbon atomic ratio along the CVD reactor. The Taguchi matrix robust design approach was utilized to examine the effect of the process parameters on the suspended NP diameter. The catalyst concentration and the injection speed have shown the most important influence, while other factors, such as the total gas flow, the vaporization or the growth temperatures, reveal a secondary impact. A linear correlation was found between the NPs formed in the gas phase and the resulting CNTs, whereas the former are about ten times smaller than the later. The consequences for the CNT growth mechanism were discussed. Finally, the TRLII diagnostic is a powerful tool to in situ monitor the final CNT structure and unravel the CNT growth mechanism.
Nothing in life is to be feared, it is only to be understood. Now is the time to understand more, so that we may fear less.

Marie Curie

Chemical reactions in the gas phase

Chemical reactions in the CVD reactor mainly rely on physical mass and heat transport processes. As observed in the previous Chapters, the specific reactor geometry generates intrinsic temperature and species concentration gradients, inducing variations in both composition and structure of the as-grown materials. Therefore, a comprehensive understanding of the interactions between the physical and chemical reactions in the CVD reactor is desired.

4.1 Modelisation and in situ investigations

The gas phase multi physico-chemical mechanisms in the high temperature CVD reactor were numerically examined by combining
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Table 4.1.1: Gas phase reactions of xylene, acetylene and ferrocene and rate constants in the CVD reactor.

<table>
<thead>
<tr>
<th>Chemical reactions</th>
<th>Rate constants</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{C}<em>8\text{H}</em>{10} + \text{H}_2 \rightleftharpoons \text{C}_7\text{H}_8 + \text{CH}_4$</td>
<td>$r = 9.2 \cdot 10^9 \cdot e^{-\frac{224000}{RT}}$</td>
<td>$[10]$</td>
</tr>
<tr>
<td>$\text{C}_7\text{H}_8 + \text{H}_2 \rightleftharpoons \text{C}_6\text{H}_6 + \text{CH}_4$</td>
<td>$r = 4.0 \cdot 10^9 \cdot e^{-\frac{224000}{RT}}$</td>
<td>$[10]$</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_2 + \text{H}_2 \rightleftharpoons \text{C}_2\text{H}_4$</td>
<td>$k = 1.4 \cdot 10^{15} \cdot T^{-9.06} \cdot e^{-\frac{312850}{RT}}$</td>
<td>$[126]$</td>
</tr>
<tr>
<td>$2\text{C}_2\text{H}_2 \rightleftharpoons \text{C}_4\text{H}_2 + \text{H}_2$</td>
<td>$k = 8.7 \cdot 10^{13} \cdot e^{-\frac{312850}{RT}}$</td>
<td>$[126]$</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_2 + \text{C}_4\text{H}_4 \rightleftharpoons \text{C}_6\text{H}_6$</td>
<td>$k = 4.5 \cdot 10^5 \cdot e^{-\frac{126000}{RT}}$</td>
<td>$[126]$</td>
</tr>
<tr>
<td>$\text{Fe}((\text{C}_5\text{H}_5)\text{Fe})_2 + \text{H}_2 \rightleftharpoons \text{Fe} + 2\text{C}_5\text{H}_6$</td>
<td>$k = 1.6 \cdot 10^{11} \cdot e^{-\frac{218000}{RT}}$</td>
<td>$[88]$</td>
</tr>
</tbody>
</table>

chemical reaction kinetics with physical transport phenomena, while the surface reactions were not computed due to lack of kinetics data. Surface reactions and influence of the substrate will be experimentally investigated in Chapter 5. The simulations were performed in the high temperature furnace in the temperature range 500-800°C, assuming that the ferrocene/xylene solution was completely vaporized in the previous zone, as shown in Chapter 3. The chemical reactions used in this simulation are summarized in Table 4.1.1.

The gas fluid in the CVD system consisted of the different chemical species, including catalyst precursor, carbon feedstocks and their various decomposition byproducts. Argon being used as gas carrier, it was treated as solvent of the gas mixture. Hence, the fluid thermodynamic properties were approximated by those of argon. Correspondingly, the other species were considered as solutes. Moreover, according to the reactor geometry and the continuous mass feeding, the reacting fluid was described by 2D stationary momentum (Eq. 4.1), mass (Eq. 4.2) and heat balance (Eq. 4.4) equations. The fluid flow was expressed by the weakly compressible Navier-Stokes equations where is the $\vec{u}$ velocity vector (m.s$^{-1}$), $\eta$ denotes the dynamic viscosity (N.s.m$^{-2}$), $\rho$ is the fluid density (kg.m$^{-3}$) $p$ and is the pressure (Pa).
\[ \rho (\bar{u} \cdot \nabla) \bar{u} = \nabla \cdot \left[ -p \hat{I} + \eta (\nabla \bar{u} + \nabla^T \bar{u}) - \left( \frac{2\eta}{3} \right) (\nabla \cdot \bar{u}) \hat{I} \right] \] (4.1)

\[ \nabla \cdot (\rho \bar{u}) = 0 \] (4.2)

It is worth noting that the gas flow is assumed to be in laminar regime, according to the Reynolds number \((Re = 40 < 2200)\), determined following the formula below, where \(V\) is the mean flow velocity \((\text{m.s}^{-1})\), \(d\) is the diameter of the quartz tube \((\text{m})\), \(\rho\) is the fluid density \((\text{kg.m}^{-3})\), \(Q\) is the volumetric flow rate \((\text{m}^2.\text{s}^{-1})\), \(A\) is the cross-sectional area of the tube \((\text{m}^2)\) and \(\mu\) and \(\nu\) are the dynamic \((\text{N.s.m}^{-2})\) and the kinetic \((\text{m}^2.\text{s}^{-1})\) viscosity of the fluid respectively.

\[ Re = \frac{\rho V d}{\mu} = \frac{Q d}{\nu A} \]

The boundary conditions used for the gas flow are as follows:

- **Inlet** \(\Rightarrow u_0 = 0.01 \text{m.s}^{-1}; p_0 = 1.0 \times 10^5 \text{Pa} \)
- **Reactor wall and quartz plate** \(\Rightarrow \bar{u} = 0 \)
- **Outlet** \(\Rightarrow [\eta (\nabla \bar{u} + \nabla^T \bar{u}) - \left( \frac{2\eta}{3} \right) (\nabla \cdot \bar{u}) \hat{I}] \cdot \hat{n} = 0 \)

The mass transfer was given by the following convection-diffusion equation, where \(c_i\) denotes the species concentration \((\text{mol.m}^{-3})\), while \(D_i\) and \(R_i\) corresponds to the diffusion coefficient \((\text{m}^2.\text{s}^{-1})\) and the reaction term \((\text{mol.m}^{-3}.\text{s}^{-1})\) of the \(i\) specy respectively.

\[ \nabla \cdot (-D_i \nabla c_i) = R_i - \bar{u} \cdot \nabla c_i \] (4.3)

The corresponding boundary conditions are as follows:

- **Inlet** \(\Rightarrow c_i = c_{i,0} \)
- **Outlet** \(\Rightarrow \bar{n} \cdot (-D_i \nabla c_i) = 0 \)

Finally, the energy balance was described by the convection and conduction equation, where \(C_p\) refers to the heat capacity \((\text{J.\text{kg}^{-1}.\text{K}^{-1}})\),
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\( k \) is the thermal conductivity (W.m\(^{-1}\).K\(^{-1}\)), \( T \) stands for the temperature (K) and \( Q \) corresponds to the heat source (W.m\(^{-3}\)) term which was neglected here.

\[
\nabla \cdot (-k \nabla T) = Q - \rho C_p \vec{u} \cdot \nabla T \quad (4.4)
\]

It is worth noting that the species thermal conductivity \( k \) is given by the Stiel-Thodos equation [156], where \( M \) is the molecular weight and \( R_g \) is the gas constant (J.mol\(^{-1}\).K\(^{-1}\)).

\[
k = \frac{\eta}{M} \cdot (1.15C_p + 0.88R_g)
\]

The related boundary conditions are given below, where \( T_{surf} \) is an interpolation function of the temperatures measured along the CVD reactor as shown in Chapter 2.

- Inlet \( \Rightarrow T = T_0 \)
- Reactor wall \( \Rightarrow T = T_{surf} \)
- Outlet \( \Rightarrow \vec{q} \cdot \vec{n} = -\rho C_p T \vec{u} \cdot \vec{n} \)

The resolution was carried out using the commercial computational software COMSOL Multiphysics 3.5. The schematic of the numerical CVD reactor is illustrated in Fig. 4.1.1a, while Fig. 4.1.1b shows the mesh element size. The mesh sequences were refined in the vicinity of the substrate, the inlet and the outlet.

The velocity field is illustrated in Fig. 4.1.2a and the 2D temperature profiles at 550°C, 700°C and 850°C are depicted in Fig. 4.1.2b-d.
4.1.1 Comparaisons between simulations and experiments

In order to validate the applicability of our gas phase chemical reactions model, the same CVD conditions (i.e. 1 L/min of Ar, 0.04 L/min of C₂H₂, 0.2 mL/min of ferrocene dissolved into xylene at 0.05 g/mL) were used for both experimental and numerical investigations. The gas exhaust at the center of the high temperature furnace was in situ analyzed by MS and GPC as a function of the temperature, based on the procedure depicted in Chapter 2. The relative intensities of C₂H₂ and C₈H₁₀ were thus measured by GPC and those of C₇H₈ and C₆H₆ were obtained by MS. For comparison purposes, the simulations were performed at the center of the numerical reactor, corresponding to the center of the high temperature furnace. Figure 4.1.3. shows both the experimental (red dotted
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Figure 4.1.2: Surface graph of the velocity field (top left image) and the temperatures profiles at 550°C (top right image), 700°C (bottom left image) and 850°C (bottom right image).

line) and numerical (black straight line) evolutions of $\text{C}_2\text{H}_2$, $\text{C}_8\text{H}_{10}$, $\text{C}_7\text{H}_8$ and $\text{C}_6\text{H}_6$ in the CVD gas phase as a function of the temperature.

The concentrations obtained from experiment and simulation exhibit similar variation tendencies with the increase of the temperature. Hence, the numerical data are in a good agreement with the experiments. Nevertheless, since the experimental settings did not provide quantitative measurements, further investigations are needed to entirely validate the simulation model. Therefore, it can be used to predict the evolution of the chemical species in the CVD reactor under different conditions. For instance, similar simulations reported that the concentration of each species is space-dependant at a given
Moreover, Fig. 4.1.3 shows that little amount of xylene and acetylene are decomposed at temperatures lower than 600°C. Hence, xylene and acetylene were found to take one of the most important proportion in the gas phase atmosphere at these temperatures. Above 600°C, significant decomposition of these two carbon sources takes place. Toluene appeared as the second main carbon species in the CVD gas phase in the [600-700°C] range, while methane was also identified as an important byproduct of the hydrocarbon decomposition under these conditions. When the temperature increases further (up to 850°C), benzene becomes the largest species in the gas atmosphere, as indicated by both experimental and numerical results in Fig. 4.1.3.
4.2 INFLUENCE OF HYDROGEN

Real-time in situ GPC and MS were set up to analyse the pyrolytic decomposition of C₈H₁₀ carried by a mixture of H₂ and Ar at different growth temperatures. It was found that the level of C₈H₁₀, continuously provided during the experiment, decreases as the reaction advances, leading to the generation of C₇H₈, CH₄, and further C₆H₆. When H₂ is added in the reacting atmosphere, the level of C₈H₁₀ drops off while those of its byproducts increase, indicating that the dissociation of C₈H₁₀ is significantly improved in the presence of H₂, as depicted in Fig. 4.2.1.

![In situ GPC and MS analyses](image)

**Figure 4.2.1:** In situ GPC (left column) and MS (right column) analyses during the pyrolysis of C₈H₁₀ at different temperatures without additional H₂ (straight line), with 30 vol.% H₂ (dashed line) or with 0.5 wt.% ferrocene (dotted line) [31].

H₂ addition-exchange reactions being much easier than the direct
bond cleavage pyrolysis, \( C_8H_{10} \) and further \( C_7H_8 \) can therefore decompose into \( C_6H_6 \) by hydrogenolysis as suggested by Benson et al. [10]. Since, this phenomena was observed at different temperatures ranging from 450 to 800°C, it validates the use of these reactions in the simulation as long as \( H_2 \) is directly provided in the reactor. However, even if \( H_2 \) is not directly provided in the CVD reactor, it can be produced in smaller amount during the chemical reactions, thus allowing the hydrocarbon decomposition by hydrogenolysis. In the same way as Fig. 4.1.1 where 30 vol.% of \( H_2 \) was directly provided in the reactor, a good agreement was also found between experimental and theoretical data when the feed of \( H_2 \) was turned off, as depicted in Fig. 4.2.2.

Moreover, similar results were obtained with ferrocene, as shown in Fig. 4.2.3. However, the difficulty to detect ferrocene and some
of its byproducts with our equipment did not allow quantitative measurement studies over the entire temperature range. Nevertheless, the comparison between the ferrocene pyrolysis in situ mass spectra at 550°C with and without H₂ shows that almost neither ferrocene nor some of its byproducts were detected in the presence of H₂, while the peak of ferrocene was clearly identified without H₂. It means that they were decomposed in the reacting atmosphere possibly via a hydrogenolysis mechanism, as proposed in our numerical model. Similar experiments conducted by Dormans [35] also reported the reduction of ferrocene at temperatures ranging between 400°C and 900°C in hydrogen atmosphere. Therefore, the presence of H₂ enhances the decomposition of both catalytic precursor and carbon feedstocks and allows to lower the reaction temperature.

Furthermore, when the H₂ rate becomes too high, it induces
suppressing effects on the CNT synthesis. For instance, H\textsubscript{2} rates higher than 30 vol.% were found to impede the CNT growth by driving the reverse reaction for decomposition due to the gasification of the deposited carbon [180], etching sp\textsuperscript{2} bonds [7], inducing catalyst deactivation by Otswald ripening [15] and saturating dangling carbon bonds [125].

### 4.3 Influence of the Effective Carbon Source(s) on the CNT Growth Mechanism

The real-time in situ analysis revealed an interesting correlation between the growth of CNT and the presence of C\textsubscript{6}H\textsubscript{6}. When no H\textsubscript{2} is directly provided in the reactor, the CNT growth was inhibited at temperatures lower than 750°C, which is consistent with other studies under similar conditions without H\textsubscript{2} [71] [187]. Mostly C\textsubscript{8}H\textsubscript{10} was detected under such conditions, as depicted in Fig. 4.1.3 and Fig. 4.2.1. Moreover, the amount of C\textsubscript{8}H\textsubscript{10} and its byproducts was found to remain at a similar level whether ferrocene was provided in the reactor or not. This means that C\textsubscript{8}H\textsubscript{10} does not experience any catalytic decomposition. Therefore, since no CNT growth was reported when almost only C\textsubscript{8}H\textsubscript{10} was detected in the reacting atmosphere it indicates that C\textsubscript{8}H\textsubscript{10} is not the effective hydrocarbon leading directly to CNT growth. In other words, the species originated from C\textsubscript{8}H\textsubscript{10} decomposition must be more efficient for the CNT growth than C\textsubscript{8}H\textsubscript{10} itself. This reveals that an incubation time is needed to accumulate sufficient amount of effective carbon sources to promote CNT nucleation and growth. This period duration strongly depends on the reaction kinetics and temperature. Hence, finding out the dominant effective carbon feedstock leading to high yield CNT synthesis is a critical factor for scaled-up CVD process.
Furthermore, the CNT growth at high temperature (above 700°C) is highly correlated with the presence of C₆H₆ in the reacting atmosphere, as shown in Fig. 4.1.1. It suggests that under these conditions, C₆H₆ might be one of the main precursors directly leading to CNTs, which is consistent with the six-membered ring model [44]. Therefore, the C₈H₁₀ pyrolysis leading to C₆H₆ must occur to promote the growth of CNTs, which requires relatively high temperatures (above 750 °C). H₂ can be added into the reactor to catalyse the C₈H₁₀ decomposition by hydrogenolysis, allowing to decrease the growth temperature, as detailed in previous section. However, C₈H₁₀ does not decompose even in the presence of H₂ for temperatures below 600°C. In other words, C₈H₁₀ only acts as a carrier below 600°C. It indicates that another carbon source is needed to grow CNT below 600°C. Nevertheless, Fig. 4.2.3 reveals that ferrocene can decompose at 550°C in a reducing atmosphere leading to both iron compounds and hydrocarbons, including C₆H₆. The numerical model indicates that C₅H₆ is one of the main product originated from ferrocene decomposition. Figure 4.3.1 shows that sufficient amount of this byproduct is produced in the CVD gas phase at relatively low temperatures.

These ferrocene byproducts may be able to serve as carbon feedstock to promote the CNT growth [102]. Figure 4.3.2a shows that CNTs can be successfully synthesized at 550°C after 15 min by using ferrocene as the only precursor for both catalytic and carbon sources. However, with the as-grown CNTs exhibiting a poor degree of alignment, short lengths and low density, this method is not efficient to synthesize CNTs at low temperatures for both composite applications and mass production. In addition, rising up the growth temperature does not increase the CNT yield under such conditions. Whereas the CNTs
CHAPTER 4. CHEMICAL REACTIONS IN THE GAS PHASE

Figure 4.3.1: Predicted concentrations of $\text{C}_5\text{H}_6$ in the CVD gas phase from ferrocene decomposition in hydrogen atmosphere at low temperatures.

...synthesized under the same conditions but at 650°C tend to be longer, the CNT density and purity significantly decreases, as depicted in Fig. 4.3.2b.

Figure 4.3.2: SEM image of CNTs synthesized on $\mu$-Al$_2$O$_3$ after 15 min at 550°C (a) [31] and 650°C (b) using ferrocene as the only precursor for both catalyst and carbon source. The ferrocene was vaporized in the pre-heated zone at 250°C and carried into the CVD reactor by a mixture of Ar/H$_2$ at 1 L/min ($H_2=20$ vol.%).
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Hence, the use of an additional carbon source is required. He et al. [60] showed that the addition of C$_2$H$_2$ as a second carbon source allows to keep decreasing the growth temperature down to 400°C under a reducing atmosphere. Indeed, at such low temperature, no CNT growth is reported if no C$_2$H$_2$ is provided in the reacting atmosphere. C$_2$H$_2$ and/or its byproducts may be able to react with C$_8$H$_{10}$ used as the ferrocene carrier. Nevertheless, under these conditions, almost no C$_6$H$_6$ was detected neither by in situ MS nor by in situ GPC, suggesting that another growth mechanism different from the six-membered ring model occurs. In this case, C$_2$H$_2$ is supposed to be the main precursor directly leading to CNTs [91]. Therefore, all the species containing carbon are not necessarily effective carbon sources which efficiently contribute to the CNT growth. For instance, some carbon sources like xylene are directly inefficient in their original form, but becomes indirectly useful for the CNT synthesis through their decomposition byproducts. Hence, some carbon precursors favor the CNT synthesis at low temperature, while others require higher temperature to promote the CNT formation.

4.4 CNT GROWTH MECHANISM

Chapter 3 revealed that the quantity of iron deposited on the quartz plate decreases as the distance from the injector increases. However, the results from the numerical model based on Table 4.1.1 shows that the concentration of iron atoms in the gas phase observed an opposite trend, as depicted in Fig. 4.4.1.

Moreover, catalyst NPs in the gas phase were successfully detected at low temperatures (see Chapter 3), while the presence of iron atoms has not been experimentally confirmed yet. This may indicate that the formation of catalyst NPs may not arise from the agglomeration of
Figure 4.4.1: Predicted volume concentration distributions of Fe along the centerline in the CVD gas phase as a function of the temperature. The surface graphs of Fe volume concentration distribution are shown at 550, 700 and 850°C.

Iron atoms into clusters at least in the first half of the CVD reactor at low temperatures, where residual ferrocene is dominant. In this case, the NP formation is more likely due to the precipitation and densification of solute in the droplets, as suggested in Chapter 3. The spray pyrolysis atomizes the xylene/ferrocene solution and heats the droplets to produce suspended solid particles with various size, which can further agglomerate to each other depending on their size distribution as detailed in Chapter 3. However, in the second half of the CVD reactor or at higher temperatures, faster droplet evaporation may induce a hybrid nanoparticle formation mechanism combining the liquid-to-solid NPs process previously suggested with the gas-to-solid NPs one, where the NPs would arise from vapor condensation. Such process is schematically represented in Fig. 4.4.2 based on the two mechanisms reported in Chapter 3. It may induce a larger NP size.
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distribution, which would subsequently lead to the agglomeration of NPs, as proposed in Chapter 3. Moreover, the NPs might keep growing on the substrate surface through different mechanism like condensation, coalescence or Otswald ripening. However, once CNT synthesis begins, further NP growth becomes less probable by virtue of the appended CNT. Hence the NP size distribution evolves both in the gas phase and on the substrate until it becomes truncated by catalytic growth of carbon species.

![Diagram of nanoparticle formation](image)

**Figure 4.4.2:** Schematic of the nanoparticle formation in floating CVD based on [129].

4.5 SUMMARY

In this Chapter, the CVD gas phase chemical reaction kinetics were numerically investigated. The non-equilibrium CVD processes were simulated by combining chemical reaction kinetics with physical transport phenomena. The model took into account the influences of the reactor geometry (which was the same as that described in Chapter 2), the CVD parameters, the chemical reactions and the mass and energy transports to predict the evolution of the different species in the CVD atmosphere. *In situ* MS and GPC examinations were in a good agreement with the numerical data. Moreover, the evidence of a catalytic effect of hydrogen on the hydrocarbon decomposition was found, while the effective carbon sources were identified...
as a function of the CVD temperature. Finally, the importance of the gas phase phenomena in the CNT growth mechanism was discussed.
4.5. SUMMARY
5

Hidden role of the substrate

In this Chapter, CNT growth was successfully reported on a very large variety of substrates under different CVD conditions. This allows us to study the role(s) played by the substrate in the CNT growth mechanism.

5.1 The important role of the substrate

5.1.1 CNT growth on various substrates

The same floating catalyst CVD process was used to synthesize numerous CNT-based hybrid structures under different conditions for potential applications in composite materials. For instance, CNTs
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with different density and morphology were grown on quartz, μ-SiC, μ-Al₂O₃, μ-TiC, graphene nanoplatelets and carbon fiber. Figure 5.1.1a shows the growth of a CNT multilayered forest on quartz, while the CNT hybridization with μ-TiC is presented in Fig. 5.1.1b. Therefore, CNTs are able to grow directly on almost any kind of substrate no matter its nature and morphology.

![Figure 5.1.1: CNT grown under different CVD conditions on (a) quartz plate and (b) μ-TiC.](image)

However, the CNT growth on carbon substrate is known to be very difficult due to the diffusion of catalyst in the substrate inducing deactivation and thus growth termination (the growth termination mechanisms will be discussed in details in the next chapter). To overcome this issue a diffusion barrier is usually coated on carbon substrates to allow the growth of CNTs. Such diffusion barriers being essentially made of ceramic materials can alter the properties of the final structure. Here, we report the CNT growth on graphene nanoplatelets and carbon fiber without any pre-treatment (like the deposition of a diffusion barrier). The CVD synthesis of CNTs on carbon fiber was investigated as a function of the growth temperature and the acetylene flow rate used as the carbon source. Since the
diffusion of catalyst through the carbon fiber is a thermodynamic process, the temperature should not be too high to prevent the catalysts from reacting with the substrate, but it should not be too low as well to allow the growth of CNTs. The results are summarized in Fig. 5.1.2 and show that CNTs can be directly and successfully synthesized even on carbon substrate in a wide range of conditions.

Figure 5.1.2: CNT growth on T700GC-12K carbon fibers by floating catalyst CVD as a function of the growth temperature and the acetylene flow rate. The other CVD factors were kept constant.

In the same way, the CNT growth on graphene nanoplatelets (GNs) by floating catalyst CVD without any pre-treatment was successfully reported. Raman analyses were performed on pristine GNs, as-grown CNTs and as-prepared CNT-GN hybrids. The Raman spectra of the GNs shown in Fig. 5.1.3 exhibits three characteristic peaks centered
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at 1330, 1575 and 2690 cm\(^{-1}\) that can be assigned to the D, G and 2D bands of graphene, respectively. The peak width of 2D band and the ratio of 2D/G (about 0.63) confirm that the graphene nanosheet is few-layered. In comparison, the Raman spectrum of CNT-GN hybrids exhibits broadened G and 2D bands, and a prominent D band due to the existence of CNTs. Interestingly, the D and 2D bands appeared with a slight shift toward lower frequencies. To validate this, CNTs were grown on quartz under the same conditions as the ones synthesized on GNs for Raman measurements. As expected, the Raman spectra of the as-grown CNTs presents a large D band at 1325 cm\(^{-1}\) and a weaker G band at 1590 cm\(^{-1}\), in addition to 2D band. The ratio between D band and G band of GNs is about 0.5, whereas that of CNT-GN and CNTs are 1.3 and 1.4 respectively.

![Raman spectra of GNs (black), CNTs (red) and CNT-GN hybrids (blue)](image)

**Figure 5.1.3:** Raman spectra of GNs (black), CNTs (red) and CNT-GN hybrids (blue) [32].

The CNT growth on GNs was successfully reported for a wide range of temperature varying from 450 to 950°C. The CNTs were found to be well aligned and perpendicular to the GNs surface above 550°C, as
shown in Fig. 5.1.4. The thickness of the GNs is about few nanometers confirming the results from Raman, and the length of the CNTs reaches up to 10 μm. Moreover, the arrows in Fig. 5.1.4 suggest a CNT base growth mechanism, since most of the catalyst nanoparticles were found at the root of the CNTs. Since the temperature is known to influence the growth rate, the synthesis time was adjusted to obtained similar CNT lengths (about 10 μm) at different temperatures. Notably, the temperature also affects the CNT diameter, as depicted in Fig. 5.1.4f. Indeed, the CNT mean diameter measured by TEM increases with the reaction temperature from 5.4 to 9.3, 15.2, 21.4 and 35.1 nm at 550, 600, 650, 700 and 850°C respectively. In addition, the diameter distributions were nearly mono-dispersed at relatively low temperatures (below 600°C), while they were broadened when the temperature increases, as detailed in chapter 3. Therefore, CNTs are able to grow directly on any kind of substrate no matter its nature and morphology, even on bulk and on nanocarbon substrates.

Furthermore, for a given substrate CNTs can grow in very different ways depending on the CVD conditions leading to a large variety of morphologies for one hybridization which is of paramount importance for further applications. For instance, CNTs were found to grow either on one side (see Fig. 5.1.5a) or on both sides (see Fig. 5.1.5b) of the SiC μ-platelets by tuning the temperature and hydrogen ratio. Different CNT morphologies were also reported on μ-Al2O3 as described by He et al. [61]. Hence a ‘six-branched’ CNT/μ-Al2O3 structure is depicted in Fig. 5.1.5c, while Fig. 5.1.5d shows a ‘urchin-like’ one.

To sum-up, the CVD synthesis of vertically-aligned CNTs was successfully reported independently from the substrate nature and
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The growth of the nanotubes is probably initiated normal to the substrate surface due to the direction of the carbon concentration gradient, when carbon will be first deposited on the exposed upper surface of the metal particle and diffuse through and over the metal to precipitate at the opposite face in the form of nanotubes. Once initial nanotube growth is established, growth will tend to continue in this same direction and may well be reinforced by the presence of surrounding nanotubes, where crowding will limit the possibilities for nanotube propagation in other directions. Moreover, under similar CVD conditions, TGA analysis show that CNTs have a small content of amorphous carbon of 3 wt%, a high carbon purity of 99% and a high oxidation stability of about 923 K no matter the type of substrate involved. However, the CNT aspect ratio and density were found to widely change with the type of substrate. In the following, we will focus on the CNT growth on two different ceramic
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Figure 5.1.5: SEM images of vertically-aligned CNTs grown on one side (a) and both sides (b) of SiC μ-platelets. SEM images of the 'six-branched' and the 'urchin-like' CNT-μ-Al₂O₃ hybrid structures.

particles: the CNTs grown on alumina micro-spherical particles (μ-Al₂O₃) and that synthesized on silicon carbide μ-platelet particles (μ-SiC). These hybrid structures are among the most promising multi-scale combinations due to their interesting electrical [183], thermal [16] and mechanical [23] properties. Moreover, the CNT growth on non-flat μ-sized substrates is a promising approach for the mass production of CNT arrays, due to their large surface/volume ratio [79]. The advantage of the CNT synthesis on such kind of substrates is therefore twofold: it allows both to achieve large amounts of CNTs for industrial production purposes and to improve the properties of composite materials. Therefore, a better understanding and monitoring of the CNT growth process on non-flat substrates is needed.
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5.1.2 Evidence of a catalytic effect of the substrate

At low temperatures, the CNT self-assembly was found to occur only on the ceramic µ-particles. Indeed, neither CNTs, nor amorphous carbon were observed neither on the reactor wall, nor on the quartz plate supporting the ceramic µ-particles, as shown in Fig. 5.1.7. However, when the reactor temperature increases above 550°C, the CNT growth covers all parts of the system (both the quartz plate, the reactor wall and the ceramic µ-particles). In other words, no CNT growth is achieved if no ceramic µ-particles are supplied in the CVD reactor at low temperatures. This already indicates the evidence of a catalytic effect of these substrates toward the CNT growth. Their larger surface/volume ratio compared to bulk substrates (here the quartz tube and plate) may enhance their reactivity. For instance, some studies reported the growth of SWNTs and DWNTs by ethanol CVD at 900°C using SiC [162] and Al₂O₃ [100] nanoparticles as catalysts without any additional metal. Therefore, it is supposed that these ceramic µ-particles act as catalyst in the precursors decomposition. They may absorb the hydrocarbons, and the byproducts might diffuse over the ceramic surface to the iron catalysts where they are incorporated.

![Figure 5.1.6: Pictures showing the very clean quartz tube and the quartz plate supporting the ceramic µ-particles right after 10 min CNT growth by aerosol-assisted CVD at low temperature [31].](image-url)
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Besides the substrate nature, the surface/volume ratio also seems to be a significant factor for the CNT yield. In order to validate this statement, we compare our results with the ones of Kim et al. [79] using bigger Al$_2$O$_3$ particles. In our case, for 0.40 g of Al$_2$O$_3$ beads (2-5 µm in diameter) introduced in the reactor, about 0.42 g of CNTs were collected after 10 min reaction at 550°C, while Kim et al. [79] reported a CNT production of 0.26 g for 40 g of Al$_2$O$_3$ beads (0.5 mm in diameter) after 10 min reaction at 820°C. Since the substrate nature and the growth conditions are almost the same in both cases, it underlines the importance of the substrate morphology on the CNT yield. Hence, smaller Al$_2$O$_3$ beads exhibit higher surface/volume ratio, inducing higher reactivity and thus leading to higher CNT yield. Nevertheless, the CNTs grown on µ-sized substrates will be easily entangled after reaching few hundreds µm in length, which is not suitable for mm-long CNT synthesis contrary to bigger beads. Thus, in one hand, the semi-continuous method proposed by Kim et al. [79] allows the CNT separation from the supports and provide mm-long vertically-aligned CNT arrays, while in the other hand the method reported here, produces high density µ-scaled hybrid structures that can be directly used as reinforcements in multi-functional composites.

5.2 SYNEGISTIC EFFECT OF A MIXTURE OF CERAMIC PARTICLES

The simultaneous synthesis of multi-walled CNTs on a mixture of µ-Al$_2$O$_3$ and µ-SiC by floating CVD was examined. Liquid injection CVD process was used through a spray of aerosols containing both carbon feedstocks (xylene and acetylene) and catalyst precursors (ferrocene) at 575°C. Five samples with different SiC/Al$_2$O$_3$ mass ratios but a fixed total mass of 0,05 g were prepared as detailed in
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Table 5.2.1. The CNT mass yield and morphology on the different mixtures of \( \mu \)-\( \text{Al}_2\text{O}_3 \) and \( \mu \)-\( \text{SiC} \) were systematically investigated by electron microscopy and thermo-gravimetric analysis (TGA). Then, the as-synthesized hybrid structures were directly incorporated into polyvinylidene fluoride (PVDF) to prepare composites without any other manipulation. The resulting polymer composites using the as-prepared hybrids as reinforcements exhibit significant enhancements of the dielectric properties while they preserve a good insulating nature.

Table 5.2.1: The mass of each component in the hybrid/PVDF composites.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SiC:Al(_2)O(_3) (wt.%)</th>
<th>Ceramic (g)</th>
<th>Hybrid (g)</th>
<th>CNTs (g)</th>
<th>PVDF (g)</th>
<th>Hybrid content (wt.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100:0</td>
<td>0.05</td>
<td>0.006</td>
<td>0.030</td>
<td>5.00</td>
<td>1.57</td>
</tr>
<tr>
<td>2</td>
<td>70:30</td>
<td>0.05</td>
<td>0.130</td>
<td>0.080</td>
<td>5.00</td>
<td>2.53</td>
</tr>
<tr>
<td>3</td>
<td>50:50</td>
<td>0.05</td>
<td>0.135</td>
<td>0.135</td>
<td>5.00</td>
<td>3.57</td>
</tr>
<tr>
<td>4</td>
<td>30:70</td>
<td>0.05</td>
<td>0.140</td>
<td>0.090</td>
<td>5.00</td>
<td>2.72</td>
</tr>
<tr>
<td>5</td>
<td>0:100</td>
<td>0.05</td>
<td>0.105</td>
<td>0.055</td>
<td>5.00</td>
<td>2.06</td>
</tr>
</tbody>
</table>

5.2.1 EVIDENCE OF A SYNERGISTIC EFFECT OF A MIXTURE OF CERAMIC PARTICLES

As already reported, the CNT self-assembly was found to always occur only on the ceramic \( \mu \)-particles only. This selectivity makes the reaction mass yield easy to determine by measuring the weight difference of the ceramic particles before and after the CVD synthesis. As depicted in Table 5.2.1, five samples with different SiC/\( \text{Al}_2\text{O}_3 \) mass ratios but a fixed total mass of 0.05 g were prepared. The results, shown in Fig. 1, revealed that the CNT mass yield (including the catalyst particles) is dramatically affected by the substrate composition ratio. The estimated mass of the catalyst particles was about 2 wt.%, as detailed in Chapter 3. First, \( \text{Al}_2\text{O}_3 \) taken individually (sample 5)
exhibits higher reactivity than SiC (sample 1). Indeed, the CNT yield on Al_2O_3 alone is up to 52 wt.%, while that on SiC reaches about 38 wt.%. Larger CNTs yields were also observed on Al_2O_3 by Seidal et al. [148]. This can be actually explained by the surface area of \( \mu \)-Al_2O_3 which is about 1.5 times higher than that of \( \mu \)-SiC. The surface area is \( \pi \cdot d^2 \) for \( \mu \)-Al_2O_3, while it is \( 2d^2 \) for \( \mu \)-SiC, assuming that both \( \mu \)-Al_2O_3 and \( \mu \)-SiC have the same diameter/length (d) ranging from 2 to 5 \( \mu \)m. Therefore, the CNT yield per unit area is in the same range for each substrate.

**Figure 5.2.1:** Evolution of the CNT mass yield determined by TGA and by the weight difference between the ceramic \( \mu \)-particles before and after the CVD synthesis as a function of the SiC/Al_2O_3 ratio.

Since a large difference was found with the CNT growth on the two ceramic substrates taken individually, intermediate yields were expected when mixing Al_2O_3 and SiC together. However, Fig. 1 (dotted line) shows that the estimated CNT mass yield of the sample with an equal amount of SiC and Al_2O_3 (sample 3) is up to 73 wt.%, which is about 1.5 and 2 times larger than that of samples with...
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only Al₂O₃ or SiC respectively. As a comparison, Singh et al. [153] reported a CNT mass yield of 66 wt.% on ball milled silica using a solution of ferrocene/toluene at 700°C for 90 min (here 575°C for 10 min). Moreover, high CNT mass yields were also found for the other mixtures (samples 2 and 4). TGA analysis were performed to validate the CNT mass yield determined by the weight difference of the ceramic particles before and after the CVD synthesis. The results show that all the samples have a small content of amorphous carbon of about 3 wt.% and a relatively high oxidation stability of about 570°C. The CNT mass yield determined by TGA is in excellent agreement with the one estimated from the weight difference, as depicted in Fig. 5.2.1. Higher CNT mass yields were found when mixing the two ceramic particles together. This unambiguously revealed a synergistic effect on the CNT growth under our CVD conditions.

![Representative electron microscopy images](image)

**Fig. 5.2.2. Representative electron microscopy images of the samples 2 (a), 3 (b) and 4 (c) detailed in Table 5.2.1.**

5.2.2 DISCUSSION ABOUT THE INVOLVED MECHANISMS

Nevertheless, at this stage the involved mechanism remains unclear. Systematic electron microscopy observations were performed on the different samples. Each one shows vertically aligned CNTs no matter the substrate nature or the SiC/Al₂O₃ mass ratio. Representative electron microscopy images can be seen in Fig. 5.2.2. The evaluation of the CNT length and diameter was averaged over 50 tubes for
each sample. The results, plotted in Fig. 5.2.3a, exhibit the CNT length, which is actually directly proportional to the growth rate, measured on μ-Al₂O₃ (continuous line) and on μ-SiC in the different mixtures. It can be seen that the length of the CNTs on μ-Al₂O₃ slightly increases with the addition of SiC μ-platelets into the mixture. Indeed, the CNT length on μ-Al₂O₃ rises up from 16.9 to 17.5, 18.4 and 19.7 μm, when the amount of μ-SiC in the mixture reaches 0, 30, 50 and 70 wt.% respectively. Reversely, the CNT length on μ-SiC decreases when μ-Al₂O₃ are added into the mixture. Indeed, the CNTs length on μ-SiC is ranging from 21.8 to 15.5, 14.9 and 14.4 μm with the addition of μ-Al₂O₃ into the mixture ranging from 0, 30, 50 and 70 wt.% respectively. Hence, the total CNT length over the different mixtures, being balanced by the opposite trend observed on the two ceramic particles, remains quite stable. Therefore, this cannot explain the increase of the CNT yield observed in Fig. 5.2.1.

Figure 5.2.2: Evolution of the CNT length (a) and diameter (b) on both ceramic μ-particles as a function of the SiC/Al₂O₃ mass ratio.

Similar investigations have been performed about the CNT diameter, as depicted in Fig. 5.2.3b. It has been found that the CNT mean diameter on SiC μ-platelets (dotted line) remains almost the same
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regardless the SiC/Al$_2$O$_3$ mass ratio, while the CNTs on p-Al$_2$O$_3$ (continuous line) are getting larger when the amount of μ-SiC in the mixture increases. Indeed, the average CNT diameter on μ-SiC is in the range between 12.78 and 13.17 nm no matter the conditions, while the mean diameter of the CNTs grown on p-Al$_2$O$_3$ slightly increases from 9.09 to 9.95, 10.87 and 11.38 nm with the μ-SiC content in the mixture set at 0, 30, 50 and 70 wt.% respectively. Moreover, change in the CNT diameter accounts for the CNT mass in a more significant way than that in the CNT length, as described by the equation: $m_{CNT} = \mu_{CNT} \cdot \pi \cdot r_{CNT}^2 \cdot L_{CNT}$, where $m_{CNT}$, $\mu_{CNT}$, $r_{CNT}$ and $L_{CNT}$ respectively correspond to the mass, density, radius and length of a single CNT. Indeed, the CNT mass is directly proportional to the length, while it varies with the square of the diameter, assuming that the CNT density remains constant for each individual CNT. However, the changes in the CNT diameter shown in Fig. 3b induce a maximum augmentation of the CNT mass on μ-Al$_2$O$_3$ of 56.7 % for a fixed CNT length, which is not self-sufficient to explain the increase of the CNT mass yield observed in Fig. 1. Even if this value is slightly underestimated because the calculation above only considers SWNTs rather than MWNTs, it is still necessary to examine the bulk CNT density (i.e. the number of CNTs per unit surface area) in the mixtures. Although the number of CNTs was relatively difficult to quantify, an obvious difference can be observed between sample 1 and sample 3 respectively referring to CNTs grown on μ-SiC alone and on μ-SiC mixed with μ-Al$_2$O$_3$, as depicted in Fig. 5.2.4. The change in the bulk CNT density is not as significant on μ-Al$_2$O$_3$ as on μ-SiC.

Furthermore, the opposite trends found on the CNT length coupled with the observations of the CNT diameter and bulk density may indicate that μ-SiC and μ-Al$_2$O$_3$ play different roles in the CNT growth.
Since the CNT diameter can be correlated to the catalyst particle size [46], the fact that the CNT diameter on \( \mu \)-\( \text{Al}_2\text{O}_3 \) increases with the addition of \( \mu \)-\( \text{SiC} \), while that on \( \mu \)-\( \text{SiC} \) remains the same even in the presence of \( \mu \)-\( \text{Al}_2\text{O}_3 \) may suggest that \( \mu \)-\( \text{SiC} \) possibly plays a role in the formation of the catalyst particles contrary to \( \mu \)-\( \text{Al}_2\text{O}_3 \). In order to verify this statement, new CVD synthesis were performed under the same conditions as already described but without using \( \text{C}_2\text{H}_2 \). In other words, only the ferrocene/xylene solution was provided in the reactor. Chapter 4 reported that the xylene does not decompose under these conditions and thus only serves as a carrier. Three samples were prepared with different substrates: the first one used a mixture equally composed of \( \mu \)-\( \text{SiC} \) and \( \mu \)-\( \text{Al}_2\text{O}_3 \), while the second and the last ones used \( \mu \)-\( \text{Al}_2\text{O}_3 \) alone and \( \mu \)-\( \text{SiC} \) alone respectively. Fig. 5.2.5b shows representative SEM image of the \( \mu \)-\( \text{SiC}/\mu \)-\( \text{Al}_2\text{O}_3 \) mixture after the CVD synthesis. It can be seen that the \( \text{Al}_2\text{O}_3 \) \( \mu \)-particles remain totally free from CNTs, while the surfaces of the \( \text{SiC} \) \( \mu \)-platelets are covered by both CNTs and nanoparticles. However, the same CVD conditions were found to independently lead to CNT growth on both \( \mu \)-\( \text{Al}_2\text{O}_3 \) and \( \mu \)-\( \text{SiC} \), as depicted in Fig. 5.2.5a and 5.2.5c respectively.
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Hence, we can say that \( \mu \)-SiC play a role on the catalyst nanoparticle formation while \( \mu \)-Al\textsubscript{2}O\textsubscript{3} rather affect the carbon feedstock decomposition. In fact, we did observe the color change of \( \mu \)-Al\textsubscript{2}O\textsubscript{3} (from white to dark grey) under these conditions when only \( \text{C}_2\text{H}_2 \) was fed due to the enhanced decomposition of \( \text{C}_2\text{H}_2 \). Therefore, the combination of these two substrates induces larger amounts of both catalyst and carbon precursors available to promote the CNT growth, confirming the increase of the CNT density and diameter, which subsequently induces higher CNT mass yields.

![Figure 5.2.4: SEM images of CNTs on \( \mu \)-Al\textsubscript{2}O\textsubscript{3} (a), \( \mu \)-SiC (c) and a mixture equally composed of \( \mu \)-SiC/Al\textsubscript{2}O\textsubscript{3} (b) grown under the same CVD conditions.](image)

5.2.3 APPLICATION TO DIELECTRIC POLYMER COMPOSITES

Finally, the as-prepared CNT-based hybrids were incorporated into PVDF for the preparation of polymer composites as detailed in Table 5.2.1. Figure 5.2.6 shows the dielectric permittivity, AC conductivity and loss tangent of the resulting composites. The dielectric permittivity (Fig. 5.2.6a) of the composite reinforced with SiC hybrid alone is 26 at 100 Hz and room temperature, which is about 2 times larger than that of pristine PVDF (10.13). With the increase of the \( \mu \)-Al\textsubscript{2}O\textsubscript{3} mass ratio in the mixture while retaining the total mass constant, the dielectric permittivity of the composites increases accordingly and reaches the maximum (360) at \( \text{SiC}:\text{Al}_2\text{O}_3=50:50 \). After that, the permittivity starts to decrease with increasing \( \mu \)-Al\textsubscript{2}O\textsubscript{3}. 
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ratio further until reaching the lowest value (19) in the composite with Al$_2$O$_3$ hybrid alone. In the hybrid/PVDF composites, the increase in the dielectric permittivity can be derived from the formation of microcapacitors as a result of readily aligned state of nanotubes [183]. In the case of SiC:Al$_2$O$_3$=50:50, the highest CNT density could give rise to the most effective microcapacitors, thus resulting in the largest permittivity value. The AC conductivity exhibits almost the same trend as that of the dielectric permittivity, as depicted in Fig. 5.2.6b. It should be emphasized that even the maximum conductivity is very low (2.1 · 10$^{-7}$ S.m$^{-1}$), indicating a good insulated nature. This is further confirmed by the low loss values found for all the as-prepared dielectric composites, as shown in Fig. 5.2.6c.

Figure 5.2.5: Dependence of the dielectric permittivity (a), the AC conductivity (b) and the loss tangent (c) of the PVDF and CNT-based hybrids composites with different SiC/Al$_2$O$_3$ mass ratio.

5.3 SUMMARY

In this Chapter, CNT growth on several different type of substrates was reported, revealing the importance of the substrate nature and shape on the CNT yield and morphology. The CNT synthesis on µ-Al$_2$O$_3$, µ-SiC and their mixtures was studied further. A synergistic effect between µ-Al$_2$O$_3$ and µ-SiC on enhancing the CNT mass yield...
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during CVD was found. When these two ceramic particles were mixed together, larger CNTs were identified on μ-SiC, while longer CNTs were reported on μ-Al$_2$O$_3$. The number of CNTs per surface area was also found to be affected, explaining the increase of the global mass yield. This synergistic effect may arise from the favorable combination of the catalytic roles of μ-Al$_2$O$_3$ and μ-SiC. Finally, the as-synthesized CNT-based hybrids were directly used to prepare polymer composites exhibiting improved dielectric permittivity and loss tangent. The dielectrical properties were significantly enhanced, especially in the case of composites with SiC:Al$_2$O$_3$=50:50 ratio, which might be ascribed to the largely formed microcapacitors composed of the CNT-based hybrids as electrodes and the polymer matrix as dielectric. The high permittivity and low loss of these new composite materials may provide great potential applications as energy storage material.
6 The CNT growth stage

6.1 Evidence of a base growth mechanism

SEM observation in Fig. 6.1.1a revealed a “six-branch” CNTs/Al₂O₃ hybrid structure as described by He et al. [61]. Each branch is composed of three stacked layers constituting a multi-layered carpet of MWNTs deposited on Al₂O₃ µ-spheres. In this case, the number of layers corresponds to the number of sequences during the overall growth process. Moreover, the CNT growth rate, averaged over several samples originating from different batches, is linear with the reaction time, as shown in the insets in Fig. 6.1.1. It means that the CNT length of each layer is actually controlled by the growth time of its respective sequence (1.9 µm for 3 min growth, 3.5 µm for 5 min and 6.1 µm for 7 min). It is thus possible to identify the layer corresponding...
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to each sequence: the height of the carpet being proportional to the duration of the sequence, it is easy to attribute the top layer to the first injection and the bottom one to the very last. Indeed, the shortest layer, corresponding to the first sequence (3 min) ends at the top of the stack and reversely the longest layer, which refers to the last sequence (7 min) ends at the bottom of the stack. In addition, it should be noticed that the same conclusion can be drawn with different substrates like SiC μ-platelets under similar conditions even when the sequence order has been reversed (7 min following by 5 min and then 3 min), as depicted in Fig. 6.1.1b. The growth of a new layer eventually occurs under the previous one by lifting it up, the same result as the isotope labelling technique on flat Si substrates [134]. Figure 6.1.2 definitively validates this assumption. Three CVD sequences were performed under the same conditions to grow stacks of vertically-aligned CNTs inside μ-Al₂O₃ which were partially broken but still exist as single individual pieces. During the synthesis, the μ-Al₂O₃ were broken in half. Each piece of a single μ-Al₂O₃ was pushed apart from each other but remained linked through the CNTs grown in between, just like a bridge. This bridge was composed of 6 stacks of aligned CNTs, indicating that three stacks actually originated from one piece of the μ-Al₂O₃, while the other three stacks were grown from the other piece. Therefore, this confirms that the CNT growth mechanism originates from the substrate surface independently from its nature and morphology as long as both catalyst precursors and carbon feedstock are provided in the floating catalyst CVD reactor.

This multi-layered CNT growth on various substrates was performed while all the sequences were done during the same CVD batch. Moreover, similar results were also reported when each sequence correspond to a different and independent CVD batch. For instance, after the
Figure 6.1.1: SEM images showing a 3 stack of aligned CNT layers on μ-Al2O3 (a) and on μ-SiC (b). Three separated growth sequences with the same conditions but different growth time were used [31].

first CVD synthesis leads to the first CNT layer, the samples were collected and kept out of the reactor at room temperature in air under typical atmospheric conditions. The next sequence was then processed one year later under similar CVD condition in the same reactor. First, even after 1 year, the ‘old’ CNTs exhibited similar length, diameter and density as before, indicating that they have not been damaged during that time. Then, the new CNT layer was grown under the 1 year-old one by lifting it up according to the same mechanism as previously described.

6.2 A PSEUDO in situ PARAMETRIC STUDY

The as-reported CNT stack formation technique was used as a pseudo in situ method to investigate the CNT growth on μ-SiC and μ-Al2O3. It was tailored to explore the effects of various growth factors such as growth temperature, reaction time, carbon sources, hydrogen flow rates, catalyst concentration, solution feed rate on the CNT
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Figure 6.1.2: SEM images showing a bridge composed of 6 stacks of aligned CNTs connecting two pieces of a single μ-Al₂O₃ after three different injections performed under similar conditions by floating catalyst CVD.

The synthesis of CNTs was carried out in the CVD reactor, as detailed in Chapter 2. Briefly, the front part was heated to 523 K by a pre-heater system (10 cm long), while the main part was heated to a temperature ranging from 673 to 1173 K. Less than 1/2 g of pristine ceramic μ-particles (μ-SiC or μ-Al₂O₃) without any pretreatment were first homogeneously dispersed on the surface of a quartz plate, which was then put into the centre of the reactor. The same settings were used for all the experiments. The substrate was heated to the set temperature under the carrier gas, argon (Ar 99.8% purity full scale: 10 L.min⁻¹ [6-10%]) and hydrogen (H₂ 99.9% purity full scale: 5 L.min⁻¹ [0-8%]), introduced with different ratios. The total gas flow rate was kept at 1 L.min⁻¹. Ferrocene (Fe(C₅H₅)₂) was dissolved into xylene (C₈H₁₀) at various concentrations to serve as catalyst precursor. Then, the mixture was fed by a syringe system (Razel Science, R99-E) at different rates and carried into the pre-heated stable reaction zone.
in the form of spray by the carrier gas. The injection of acetylene as an additional carbon source was performed at a flow rate ranging from 0.02 to 0.1 L.min\(^{-1}\) depending on the experiments (C\(_2\)H\(_2\) 99.6% purity full scale: 1 L.min\(^{-1}\)). A 12 min pause, where the injection of both carbon sources and catalyst precursors was turned off, separated the injection sequences from each other. The total CNT growth time, less than 20 min was divided in several sequences ranging from 3 to 7 minutes each. The sequential injection method was used to \textit{in situ} change some factors during the same CVD batch, as detailed in Table 6.2.1. At the end, the furnace was cooled down under Ar at 1 L.min\(^{-1}\).

<table>
<thead>
<tr>
<th>Studied parameter</th>
<th>Substrate type</th>
<th>Sequence 1</th>
<th>Sequence 2</th>
<th>Sequence 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reaction time</td>
<td>Al₂O₃纳米粒子</td>
<td>823: 0.00; 0.2; 3</td>
<td>823: 0.00; 0.2; 3</td>
<td>823: 0.00; 0.2; 3</td>
</tr>
<tr>
<td>Growth temperature</td>
<td>SiC纳米粒子</td>
<td>823: 0.00; 0.2; 5</td>
<td>823: 0.00; 0.2; 5</td>
<td>823: 0.00; 0.2; 5</td>
</tr>
<tr>
<td>Catalyst concentration</td>
<td>Al₂O₃纳米粒子</td>
<td>823: 0.00; 0.2; 4</td>
<td>823: 0.00; 0.2; 4</td>
<td>823: 0.00; 0.2; 4</td>
</tr>
<tr>
<td>Injection speed</td>
<td>SiC纳米粒子</td>
<td>823: 0.00; 0.2; 3</td>
<td>823: 0.00; 0.2; 3</td>
<td>823: 0.00; 0.2; 3</td>
</tr>
<tr>
<td>Liquid injection speed (mL/min)</td>
<td>Al₂O₃纳米粒子</td>
<td>823: 0.00; 0.2; 5</td>
<td>823: 0.00; 0.2; 5</td>
<td>823: 0.00; 0.2; 5</td>
</tr>
</tbody>
</table>

Table 6.2.1: Summary of the growth conditions used at each sequence for the different experiments. The constant parameters for all experiments are the Ar (0.7 L/min), the H\(_2\) (0.3 L/min) and the C\(_2\)H\(_2\) (0.04 L/min) flow rates. The data respectively refer to the growth temperature (K), the catalyst concentration (g/mL), the liquid injection speed (mL/min) and the reaction time (min) [31].

Tuning the CVD conditions can induce significant changes in the CNT yield and morphology. For instance, the reaction temperature is responsible of the CNT organisation on the substrate, as depicted in Fig. 6.2.1. When the temperature rises up, the CNT diameter increases, while the CNT diameter distribution was found to be nearly mono-dispersed under these conditions for both μ-Al₂O₃ and μ-SiC. The CNT average diameter was evaluated by HR-TEM on μ-Al₂O₃ to 6.2, 9.7 and 13.7 nm at 823, 873 and 923 K respectively and to 10.6, 14.3 and 18.8 nm on μ-SiC. Hence, bigger catalyst particles are formed at higher temperatures under the conditions depicted in Table 6.2.1,
possibly caused by coarsening of the catalyst nanoparticles [57]. For a given amount of catalyst precursor, reducing the catalyst particle size is usually effective to increase the CNT density. Since the same amount of iron was provided during each injection, it means that the CNT density decreases when the temperature increases, which can be obviously observed in Fig. 6.2.1.

![Figure 6.2.1: SEM image showing the CNT stack formation on μ-Al₂O₃ (a) and μ-SiC (b) where each layer was synthesized at different growth temperatures as detailed in Table 6.2.1 [31].](image)

In contrary, tuning the feed of catalyst precursor at a given temperature may help to control the CNT diameter and density. Two parameters monitor the feed of ferrocene: the catalyst concentration and the injection speed. However, no significant changes were found in the CNT diameter and density, neither with the catalyst concentration nor with the solution feed rate, under the conditions detailed in Table 6.2.1. Reducing the feed of ferrocene actually results in a significant decrease of the CNT yield, as also observed by Kim et al. [79]. Indeed, no CNTs were reported for catalyst concentrations below 0.001 g/mL, and few, sparse, very short and non-aligned CNTs are synthesized for the concentrations ranging from 0.001 to 0.01 g/mL. When the concentration reaches 0.01 g/mL, vertically aligned CNTs can be
grown on the surface of the different µ-particles, as depicted in Fig. 6.2.2. If the concentration is further increased up to 0.1 g/mL as referred in Table 6.2.1, the CNT growth rate increases on both µ-Al₂O₃ (inset Fig.6.2.2a) and µ-SiC (inset Fig.6.2.2b). It indicates that the addition of ferrocene favours the decomposition of carbon source, and thus the CNT yield. In the same way as the catalyst concentration, the solution feed rate also influences the CNT yield. The CNT length is about 0.5 µm on both µ-Al₂O₃ and µ-SiC when the solution feed rate is 0.05 mL/min, while it reaches 3.5 µm on µ-Al₂O₃ and 2.7 µm on µ-SiC when the feed rate is 0.1 mL/min. When the injection speed is further increased above 0.1 mL/min, the CNT length becomes stable, meaning that below 0.1 mL/min, the CNT growth is limited by the catalyst formation and the incubation time [76]. Since the growth rate tends to stabilize beyond 0.1 mL/min, it suggests that the optimum Fe/C ratio is reached.

Figure 6.2.2: SEM image showing the CNT stack formation on µ-Al₂O₃ (a) and µ-SiC (b) where each layer has been synthesized. The CNT length vs the catalyst concentration is plotted in the insets [31].

Besides its effect on the growth kinetics, the Fe/C ratio also shows a significant influence on the CNT graphitization degree. Six specimens of CNT/µ-Al₂O₃ hybrids were prepared under similar CVD conditions but with different Fe/C atomic ratio injected into the reactor. Figure
6.2. A PSEUDO IN SITU PARAMETRIC STUDY

6.2.3a shows the Raman spectra of each sample. The ratio of the G band over the D band which is related to the CNT graphitization degree was plotted as a function of the Fe/C atomic ratio used to synthesis the hybrids, as depicted in Fig. 6.2.3b. The observations show that there is an optimum Fe/C atomic ratio under the considered CVD conditions for which the $I_G/I_D$ ratio is maximised. Below and above this Fe/C ratio, the CNT graphitization degree was found to decrease, as illustrated in Fig. 6.2.3b.

![Figure 6.2.3: Raman spectra of the CNTs grown on $\mu$-Al$_2$O$_3$ at different Fe/C atomic ratios injected in the CVD reactor (a). The ratio between the intensity of the G band over that of the D band is plotted as a function of the Fe/C atomic ratio injected during the growth.](image)

According to these results, it is thus possible to control precisely the CNT density and aspect ratio on different substrates by simply playing on the CVD growth factors. Moreover, different CNT densities and aspect ratios will induce various hybrid morphologies as described by He et al. [61], namely six-branch, short dense homogeneous and urchin-like. Therefore, if one designs an appropriate sequential injection process where each sequence would respectively correspond to the growth of a specific morphology, one will be able to create a CNT-based hybrid structure with a totally new architecture. Such hybrid structures were successfully synthesized as depicted in Fig.
6.2.3, by applying a first sequence corresponding to the six-branch parameters followed by a second one related to the urchin-like conditions. These new hybrid structures mixing both materials and morphologies differently will provide interesting properties, achieve high performances and give great benefits to composite materials in a wide range of applications.

Figure 6.2.4: SEM images of a mixed morphology CNT-\(\mu\)-\(\text{Al}_2\text{O}_3\) hybrid structure synthesized by a first CVD sequence with acetylene at 750°C followed by a second one under the same conditions without acetylene.

6.3 CNT GROWTH KINETICS

6.3.1 Steady state growth

As the CNT growth originates from the substrate, both carbon sources and catalyst precursors must penetrate pre-existing CNT layers to allow additional stacks to be synthesized. Louchev et al. [104] reported that the mean free path of the feedstock, which might be less than the average CNT spacing, could prevent it from reaching the catalyst. In such case, the diffusion resistance of the feedstock
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from the top to the root might arise as an obstruction, and can act as a unique decelerating growth mechanism. In our case, high CNT density was reached and small indentations were observed on the top of most CNT branches on $\mu$-$\text{Al}_2\text{O}_3$, as shown in the inset in Fig. 6.3.1a. The taller CNTs at the edge compared with those at the centre may suggest that the CNT growth rate is limited by the diffusion of growth species through the forest of CNTs, as explained by Louchev et al. [104].

![SEM image showing a six branch CNT structure on $\mu$-$\text{Al}_2\text{O}_3$, where each branch is composed of a seven stack aligned CNT layers (a). The inset corresponds to 8 stacks of aligned CNT layers on $\mu$-$\text{Al}_2\text{O}_3$. Each layer was synthesized under the same condition. Average CNT height and growth rate as the function of time (b). SEM images showing the growth chronology from 1 to 3 sequences of CNT multi-layers synthesized on $\mu$-$\text{Al}_2\text{O}_3$ at 450°C (c) [31].](image)

Figure 6.3.1: SEM image showing a six branch CNT structure on $\mu$-$\text{Al}_2\text{O}_3$, where each branch is composed of a seven stack aligned CNT layers (a). The inset corresponds to 8 stacks of aligned CNT layers on $\mu$-$\text{Al}_2\text{O}_3$. Each layer was synthesized under the same condition. Average CNT height and growth rate as the function of time (b). SEM images showing the growth chronology from 1 to 3 sequences of CNT multi-layers synthesized on $\mu$-$\text{Al}_2\text{O}_3$ at 450°C (c) [31].

However, Fig. 6.3.1a shows CNT multi-layered structures, where each layer were synthesized under the same conditions. The dimensions, number of graphitic walls, orientations, densities and height of CNTs being all similar for all the layers, it indicates that the pre-existing layers do not influence the growth kinetics. Indeed, the growth rate remains constant during the overall process as shown in Fig. 6.3.1b. The small variations observed occur because the growth sequences were initiated and terminated manually. Only the top layer
corresponding to the first injection is slightly shorter. Hence, it clearly means that the CNT synthesis under our conditions is not limited by the transport of new feedstocks through the highly dense CNT forest. This is in good agreement with the non-dimensional modulus proposed by Xiang et al. [175] to evaluate the degree of the feedstock diffusion limit, showing that even for mm-scale MWNTs, no feedstock diffusion resistance occurs. The small indentations observed on some CNT/μ-Al₂O₃ hybrids are actually due to the substrate morphology rather than the feedstock transport through the CNT forest. Indeed, at the first sequence, when there is no such diffusion issue because the μ-Al₂O₃ particles have not been covered by CNTs yet, the CNTs start growing on the edges before expanding to broader regions, as depicted in Fig. 6.3.1c. This also explains why the top layer is slightly shorter than the others. Some crystal step sites have been identified at the edges of the 6 polar zones of μ-Al₂O₃, forming an inscribed cube on the μ-sphere particles, and leading to a CNT self-assembly which starts earlier at the edges than in the centre of μ-Al₂O₃ [63].

The CNT growth rate can be expressed as \( r = k \cdot \left[ P_{C_2H_2} \right]^n \), where \( k \) is the rate constant, \( P_{C_2H_2} \) corresponds to the acetylene partial pressure, and \( n \) is the reaction order. The reaction order was determined at 823 K by changing the acetylene flow rate from 0.02 to 0.1 L/min. The resulting growth rate dependence on the acetylene partial pressure is plotted in Fig. 6.3.2a. The acetylene partial pressure was calculated by multiplying the acetylene molar ratio (acetylene flow rate divided by total gas flow rate in the reactor) by the total pressure (101.325 kPa). Since the growth rate increases linearly with the acetylene partial pressure, the reaction is first order (\( n=1 \)) for each substrate (μ-Al₂O₃ and μ-SiC). This confirms that the CNT growth is not limited by the carbon diffusion. Moreover, according to the Arrhenius equation,
the rate constant can be written as $k = A e^{-E_a/RT}$, where $A$ is the frequency factor, $E_a$ stands for the effective activation energy, $r$ refers to the gas constant, and $T$ is the absolute temperature. The plot $\ln(r)$ vs $1000/T$, depicted in Fig. 6.3.2b yields a line with a slope of $-E_a/R$. The data fit well to a linear function ($R^2 = 0.98$) and from the slope the activation energy was determined as 1.2 eV (117.45 kJ/mol) for $\mu$-Al$_2$O$_3$ and 0.95 eV (91.75 kJ/mol) for $\mu$-SiC. Therefore, the CNT synthesis under the conditions detailed in Table 6.2.1 is first order with an activation energy of about 1 eV depending on the substrate. Similar studies reported an activation energy in the same range on bulk flat substrates [22] [20]. Finally, because of the intermediate temperature range used here, both bulk and surface diffusion are supposed to contribute to the CNT growth [29].
6.3.2 GROWTH TERMINATION

A good understanding of the CNT growth termination is of paramount importance to push the limits of the CVD process towards higher production yields. For instance, the synthesis of MWNT arrays on quartz from floating catalyst CVD at 750°C show a decelerating growth behaviour over long time, as depicted in Fig. 6.3.3. The CNT growth termination can be attributed to the catalyst deactivation arising from different phenomena which are usually divided into six categories: (i) the feedstock diffusion limit, (ii) the insertion of defects in the CNT structure, (iii) the catalyst reaction with its substrate, (iv) the catalyst NP coalescence, (v) hydrogenation of unsaturated hydrocarbon intermediates and (vi) the catalyst NP encapsulation by carbon.

![Graph showing time dependent growth of vertically aligned MWNT arrays on quartz.](image)

**Figure 6.3.3:** Time dependent growth of vertically aligned MWNT arrays on quartz.

**FEEDSTOCK DIFFUSION LIMIT**

As reported in section 6.1, the CNT bottom growth mode indicates that the feedstock molecules have to diffuse through the thick CNT forest, reach the substrate where catalysts locate, and then contribute
to the CNT growth. Therefore, diffusion limit of the feedstock from the top to the root of the CNT arrays may become a decelerating growth mechanism. In other words, the carbon source concentration at the CNT root might be lower than the bulk concentration, as illustrated in Fig. 6.3.4. Feedstock molecules diffuse from the top to the root of dense CNT forest, deposit and form solid CNTs while other gas byproducts like \( \text{H}_2 \) need to diffuse at the opposite direction from the root to the top.

**Figure 6.3.4:** Schematic describing the diffusion of feedstock as well as gas product during the bottom-up CVD growth of CNT arrays [175].

However, we have shown in section 6.3.1 that the CNT synthesis under our conditions is not limited by the transport of carbon feedstocks through the CNT forest. Furthermore, Xiang et al. [175] proposed a one-dimensional (along the tube axis) diffusion model inside the CNT forest. The diffusion from the sides of the forest were neglected due to the higher collision frequency in the anisotropic structure of vertically aligned CNT forest. Therefore, in a small sliced CNT forest region \( dL \) (as indicated by dashes in Fig. 6.3.4), the difference in the amount of the feedstock diffusing in from the top and diffusing out from the bottom can be given by the expressions below according to Fick Law. It was assumed that the reaction is first order (as shown earlier) and
that at the CNT-substrate interface, the diffusion flux equals to the CNT growth rate.

\[ D_e \cdot S \cdot \frac{dC_L}{dL} - D_e \cdot S \cdot \frac{dC_L}{dL} = 0 \text{ (inside of CNT forest)} \]

\[ D_e \cdot S \cdot \frac{C_0 - C}{L} = a \cdot S \cdot \frac{dL}{dt} = k_s \cdot S \cdot C^m \text{ (root of CNT forest)} \]

\( D_e \) is the effective diffusion coefficient, \( S \) is the film area, \( L \) is the CNT length, \( k_s \) is the constant reaction of carbon source to CNT, \( C \) is the effective feedstock concentration at the CNT root, \( m \) is the reaction order (in our case \( m = 1 \)), and \( a \) corresponds to the structure constant of the CNT array. If further assuming that \( k_s \) is constant, the time dependent growth curve can be deduced as follow.

\[
L = \sqrt{\frac{D_e^2}{k_s} + \frac{2 \cdot D_e \cdot C_0}{a} \cdot t} - \frac{D_e}{k_s} \quad (6.1)
\]

Hence, depending on the values of \( \frac{D_e^2}{k_s} \) and \( \frac{2 \cdot D_e \cdot C_0}{a} \cdot t \), the CNT length, \( L \), can be either proportional to \( t \) or \( t^2 \). The first case corresponds to CNT growth without diffusion limit, while the latter one relates the case of CNT synthesis strongly limited by the feedstock diffusion. Thus, applying this model to our CNT growth by floating catalyst CVD confirms that the diffusion limit is not the main reason for the decreasing growth rate, since the concentration at the root of array is almost the same as the bulk concentration. Xiang et al. [175] even show that the diffusion resistance in MWNT arrays can be neglected for CNT height lower than 10 cm. Therefore, the decelerating growth behaviour observed in Fig. 6.3.3 may be due to a different termination mechanism.
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INSERTION OF DEFECTS

The growth termination by the insertion of defects in the CNT structure was reported by Tomanek et al. [93] in the case of SWNTs. The catalyst allows the stabilization of an intermediate state before the final insertion of a hexagon in the CNT structure. The catalyst role is therefore twofold: it plays a role in the decomposition of carbon precursor and also in the healing of defects at the interface catalyst/CNT. Hence, the inclusion of defects in the CNT walls result of an error during this process [159]. The presence of a structural defect in the CNT structure, such as a pentagon or a heptagon rather than a hexagon generates a local change of curvature and the CNT becomes quite conical. Therefore, either another defect comes to compensate the previous one and the CNT can keep growing with a new chirality, or the CNT growth stops. Nevertheless, this deactivation mechanism was mostly observed for SWNTs, thus it may not be the main cause of deactivation in our conditions.

CATALYST REACTION WITH SUBSTRATE

Another source of deactivation is the reaction of the catalyst with its support, which prevents it from reacting with the carbon feedstock for further CNT growth. Such deactivation mechanism usually occurs at relatively high temperatures, when the catalyst is more likely to diffuse into the bulk of the substrate, as already demonstrated by several authors [73]. One way to overcome this problem is the use of a thin coating layer to create a good diffusion barrier on the substrate. Materials like thermally oxidized SiO$_2$, MgO, ZnO, TiO$_2$ or Al$_2$O$_3$ are currently used. However, regarding the low synthesis temperatures used in this research, the catalyst reaction with the ceramic μ-particles is not believe to play a significant role in the growth termination.
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COALESCEENCE OF CATALYST PARTICLES

The coalescence of catalyst NPs was observed in the literature under typical thermal CVD conditions \cite{3}. It is based on Ostwald ripening, which arises from the interaction between the catalyst NPs at high temperature. The larger particles being thermodynamically more stable, the small catalyst NPs will tend to disappear in favor of the bigger ones. Therefore, Ostwald ripening induces the decrease of the number of the catalyst NPs while their average size increases, thus leading to growth termination, as explained in Fig. 6.3.5. A mono-dispersed catalyst NP distribution can avoid Ostwald ripening \cite{15}.

![Figure 6.3.5: Schematic describing the Ostwald ripening mechanism of catalyst during CNT growth by thermal CVD \cite{3}.](image)

HYDROGENATION OF UNSATURATED HYDROCARBON INTERMEDIATES

During the growth of CNT multilayers by sequential injection CVD, the pre-existing CNTs and catalyst NPs were not responsible for the growth new layers. For instance, no differences in term of CNT length (about 4.2 m and 4.1 m) or layer numbers (1 layer for each sample)
were noticed between two samples prepared under the following conditions. Sample (a) was synthesized by one injection of both \((\text{C}_2\text{H}_2)\) and ferrocene/xylene (see Fig. 6.3.6a), and sample (b) was collected after a first injection of both \(\text{C}_2\text{H}_2\) and ferrocene/xylene and a second one of \(\text{C}_2\text{H}_2\) only (see Fig. 6.3.6b). Since only one CNT layer was observed in sample (b), it means that during the second injection where only \(\text{C}_2\text{H}_2\) was provided, the catalyst NPs deposited at the first injection do not catalyse the growth CNTs any more. A base growth mechanism being assumed, it thus indicates that the catalyst originated from the first injection have lost their catalytic activity after the first sequence and before the beginning of the second one. A 12 min pause was used to separate the sequences from each other as detailed earlier. During this pause, only Ar and \(\text{H}_2\) were fed under the same flow rate, pressure and temperature as the rest of the synthesis. However, when \(\text{H}_2\) was turned off during this pause (so only Ar remains) for the synthesis of sample (c), the growth of a new CNT layer was found, as depicted in Fig. 6.3.6c. Apart from the pause when \(\text{H}_2\) was turned off, sample (c) was prepared under the same conditions as sample (b). Figure 2c reveals the growth of a stack composed of two CNT layers, while the total CNT length reaches about 5.5 m, which is longer than both sample (a) and (b). This means that the catalyst NPs from the first injection were still activated during the second injection if no \(\text{H}_2\) is provided between the two sequences. Moreover, the comparisons of the CNT length for each sample reveals that no CNT were etched by the \(\text{H}_2\) provided during the pause between two sequences.

*In situ* mass spectrometry analyses were performed to examine the catalytic activity during the second sequence of samples (b) and (c) respectively. Figure 6.3.7 shows the mass spectra *in situ* detected during the second injection of sample (b) (dashed line) and that measured during the second injection of sample (c) (straight line). The
Figure 6.3.6: SEM images showing CNT grown on $\mu$-Al$_2$O$_3$ (a) after a single 5 min injection of both C$_2$H$_2$ and xylene/ferrocene, (b) a 5 min injection of both C$_2$H$_2$ and xylene/ferrocene followed by a second one without ferrocene, and (c) under the same conditions as (b) but H$_2$ was turned off between the two injections.

mass spectra of C$_2$H$_2$ injected under similar conditions but without any trace of ferrocene in the reactor was used as reference (dotted line). The mass spectra corresponding to the second injection of sample (b) was very similar to that of C$_2$H$_2$ alone used as reference. Hence, it indicates that the C$_2$H$_2$ decomposition was not enhanced by the presence of catalysts deposited at the first injection of sample (b). In contrary, the C$_2$H$_2$ mass spectra intensity *in situ* detected during the second injection of sample (c) significantly dropped down. Compared to the reference spectra where C$_2$H$_2$ can only experience thermal dissociation, it means that the C$_2$H$_2$ during the second injection of sample (c) was decomposed further by the mean of the catalysts deposited at the first injection. Therefore, the catalyst NPs deposited at the first sequence under similar CVD conditions were still activated in the case of sample (c) but not for sample (b). These results perfectly matched with the electron microscopy observations.

The previous observations show that high amount of hydrogen can cause catalyst deactivation and thus growth termination. Hydrogen can induce changes in the catalyst structure. For instance, iron carbide
(Fe₃C) catalyst could turn into pure metal iron (Fe) under reducing atmosphere and lead to catalyst deactivation [89]. Nevertheless, the catalyst phase during CVD growth remains an open question and both metal iron and iron carbide were found able to grow CNTs under similar conditions [6]. Moreover, this mechanism may not be likely, since the catalyst NPs are attached to the CNTs, which may prevent them from reacting further. Another possibility is ascribed to the hydrogenation of the unsaturated hydrocarbon intermediates to less reactive alkyl or alkanes intermediates. In the case of sample (b), the amount of H₂ was significantly higher than that of Fe during the second injection. For instance, the H/Fe atomic ratio was estimated above 2000. Therefore hydrogen-induced reactions may react away the unsaturated carbon intermediates that are critical for CNT growth.
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Catalyst encapsulation

Some carbon encapsulated catalyst NPs were observed in some samples, as illustrated in Fig. 6.3.8. The catalyst encapsulation consists of a thermodynamic mechanism. Since the CNTs are formed by dissolving, diffusing and precipitating the carbon atoms through the catalyst NPs, when the diffusing rate becomes higher than the precipitating rate, which occurs for small catalyst NPs or at high temperatures, the catalyst NP lose their catalytic activity. The carbon atoms accumulate on the particle surface as amorphous carbon and encapsulate the catalyst, preventing it from reacting with carbon feedstock, which terminates the CNT growth.

However, the temperatures previously reported for the CNT growth being quite low, the encapsulated catalyst NPs observed in Fig. 6.3.8 may not arise from the fast diffusion of carbon. As reported in Fig. 6.3.6c and 6.3.7, the catalyst NPs injected at the first sequence can still be activated during the next sequence if no $\text{H}_2$ is provided between the two injections. However, the second CNT layer in sample (c) grown during the second injection but from the catalyst NPs deposited at the first sequence is shorter than the other one. In this case, since the carbon feedstocks were still provided while the injection of catalyst precursors was stopped, the amount of carbon supplied becomes much more important than that incorporated by the catalyst NPs. Hence, carbon accumulates on the catalyst surface, subsequently increasing the formation of carbon islands on the catalyst NP, which eventually leads to the encapsulation of the catalyst.

Finally, another sample, (d), was prepared under the same conditions as sample (c), but ferrocene was injected back again during the second sequence. Figure 6.3.9 shows the growth a stack composed of
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Figure 6.3.8: Carbon encapsulated catalyst particle observed by TEM.

three distinct CNT layers. According to the base growth mechanism, the growth of the middle layer can be attributed to the CNT synthesis during the second injection but from the catalyst NPs deposited at the first sequence. In the same way as for sample (c), the middle layer in sample (d) is shorter than the other ones due to the rapid encapsulation of the catalyst NPs deposited at the first injection. Furthermore, this indicates that a two injection CVD process can lead to a stack composed of either one, two or three CNT layers, revealing that the number of CNT layers does not necessarily depend on the number of injections during the synthesis.

6.4 THE LENGTHENING AND THICKENING METHOD APPLIED TO THE CNT GROWTH BY CVD

A simple and reliable method was proposed to prepare carbon nanotubes (CNTs) with uniform diameter and controlled wall numbers, from few layers up to several hundreds. Starting from CVD-grown CNT arrays with a given length and density, we show that the CNT wall numbers and inter-space can be precisely tailored, while the
vertical-alignment and length are preserved. The morphology of the thickened CNTs was investigated by electron microscopies, while the deposition of new concentric graphene structures was examined by thermo-gravimetric analysis, selected area electron diffraction, mass spectrometry and Raman spectroscopy. The involved mechanism of the CVD deposition of graphene on the CNT arrays was finally discussed.

The graphene deposition was conducted by a CVD method on vertically-aligned CNT arrays. A quartz plate supporting the CNT arrays was put in a quartz tube CVD reactor (45 mm in diameter and 1200 mm in length). Then, it was heated up by an electrical resistance furnace to 800 or 850 °C under argon/hydrogen (H₂, 30 vol.%) atmosphere. After 10 min for the system stabilization, the hydrocarbon, xylene C₆H₄(CH₃)₂ was injected at 0.2 mL/min in the form of spray, along with acetylene C₂H₂ at 0.05 L/min. Here, the injection of liquid xylene and the gases were controlled by a mechanical syringe system fitted with a liquid flow meter (Razel Science, R99-E), and by digital mass flow meters (Bronkhorst), respectively. The
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total gas flow was kept to 1 L/min during the overall process. The deposition time was varied from 5 to 20 min. At the end, the reactor was cooled down to room temperature under argon atmosphere at 1 L/min.

The vertically-aligned CNT arrays used in this study were synthesized by catalytic CVD on 1 cm² quartz plates, as detailed above. The as-prepared CNTs exhibit homogeneous diameter about 14 nm. The length of these CNT arrays can be controlled by tuning the reaction time as reported earlier. The CNT arrays used in this research were about 350 μm in height.

6.4.1 Morphology of the thickened CNTs

Figure 6.4.1 presents SEM images of the pristine CNTs and the thickened ones. It clearly shows that the CNT diameter becomes significantly bigger after the thickening process, while the CNT length remains constant presumably due to catalyst deactivation by carbon encapsulation after CNT growth. In addition, a bottom up CNT growth mechanism was reported earlier under similar conditions [31]. Since there is no catalyst precursor provided during the thickening process, the CNTs can no longer grow from the catalyst particles. Moreover, most of the CNT ends were found to be closed and even if some were open, they would probably be terminated by -COOH and/or -OH functional groups, avoiding further CNT cloning through the catalyst-free open-end growth mechanism reported by Yao et al. [181]. The thickened CNTs also keep their vertical-alignment as depicted in the insets. Moreover, Fig. 6.4.1b indicates that the CNT inner diameter remains the same after thickening. It also reveals that the diameter enlargement is ascribed to the addition of a continuous
carbon layer all around the pristine CNTs, rather than the coalescence of several original tubes. This means that the CNT density is also preserved during the process. Hence, these additional layers can be assimilated as a carbon sheath around the original CNT cores, like reported by Hu et al. [67] with silicon dioxide.

Figure 6.4.1: (a) SEM images of the CNT arrays before and after graphene deposition. The CNT diameter obviously increases, while the CNT height remains the same. (b) TEM micrograph of a MWNT after 20 min treatment. The original CNT is visible at the apex of the structure.

The electron microscopy observations show that the CNT diameter increases with the deposition time, while its distribution remains homogeneous (please see supporting informations). The CNT mean diameters were thickened from 14 to 35, 62, 80, and 114 nm after 0, 5, 10, 15 and 20 minutes, respectively. A linear correlation ($R^2 = 0.98$) between the CNT diameter and the deposition time was found, as plotted in Fig. 6.4.2. Therefore, the CNT outer diameter can be homogeneously and precisely monitored in a large scale by the addition of a carbon sheath on the CNT surface. Moreover, the CNT density being constant during the CVD process, it reveals that the CNT inter-space reduces with the increase of the CNT diameter.
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Figure 6.4.2: Variation of the CNT diameter with the deposition time. The error bars correspond to the diameter distribution.

6.4.2 STRUCTURE OF THE CARBON SHEATH DEPOSITED ON THE CNT SURFACE

Further investigations were performed to examine the structure of the deposited carbon sheath. Figure 6.4.3 shows the differentiated TG (DTG) curves of the pristine CNT arrays, the ones thickened after 10 min at 800°C and after 10 min at 850°C. The weight loss of the material is due to the combustion of carbon. Apart from the thickened CNTs at 800°C, no peak can be located in the temperature range between 200°C and 400 °C, indicating that both the pristine CNTs and the ones thickened at 850°C are nearly free of amorphous carbon [150]. The other peak near 600-700°C is attributed to the oxidation of CNTs. This oxidation peak was found at 610°C for both the pristine CNTs and the ones thickened at 800°C, while it is about 640°C for the those thickened at 850°C. Therefore, the thickened CNTs at 850°C being nearly free of amorphous carbon, this shift toward the higher temperatures indicates an increase in the number of CNT walls.
Figure 6.4.3: DTG curves of original CNT arrays (black), CNTs thickened during 10 min at 800 °C (blue) and during 10 min at 850°C (green). The samples weight were about 10 mg, heated up at 20 °C.min⁻¹ in air from 30°C to 900°C.

Figure 6.4.4 shows the SAED patterns of the CNT arrays before and after thickening. The SAED pattern of the thickened CNTs (Fig. 6.4.4b) does not exhibit any diffraction rings of amorphous carbon [98], while it shows a high similarity with that of the original CNTs (Fig. 6.4.4a). Both SAED patterns present one pair of small but strong arcs of 002 reflections [149], revealing graphite-like concentric cylindrical structures.

Furthermore, high resolution images (Fig. 6.4.5) confirm the graphite-like structure of the thickened MWNTs, meaning that they can be considered as high quality ones. In addition, the insets in Fig. 6.4.5 show that a nearly monodispersed diameter distribution is maintained after the thickening process, while the average diameter was multiplied by 2 (Fig. 6.4.5b) and 4 (Fig. 6.4.5c) after the graphene deposition. The corresponding CNT diameter distributions can be seen
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Figure 6.4.4: Selected area electron diffraction patterns of an individual pristine CNT (a) and a single thickened one (b). The corresponding TEM images are depicted in the insets.

in Fig. 6.4.5d.

Figure 6.4.5: High resolution TEM micrographs of pristine CNTs (a), CNTs thickened after 5 min (b) and after 10 min (c) of CVD graphene deposition at 850 °C. The corresponding CNT diameter distributions are shown in (d).

The CVD condition of the graphene deposition significantly affects its structure. For instance, higher temperatures favour the formation of defect-free graphene layers, while low temperatures decrease their graphitization degree and induce the formation of amorphous carbon. When the graphene deposition is performed at temperatures below 850 °C, a peak corresponding to amorphous carbon is detected by TGA around 250°C, as shown in the inset
Fig. 6.4.3. The deposition time was also found to influence the graphene structure. Indeed, for deposition times longer than 10 min, the average interlayer spacing between the graphitic walls tends to slightly increase to 0.35 nm, compared to 0.34 nm for the pristine CNTs [24] and the thickened ones below 80 nm in diameter. In addition, such largely thickened CNTs exhibit curved segments of individual graphitic sheets and discontinuous graphitic cylinders, which is a form of disorder in graphene layers. Nevertheless, it is worthwhile to mention that this kind of defects is also usually present in large-diameter MWNTs directly prepared by typical CVD process and can be efficiently healed by annealing under inert atmosphere at elevated temperatures [24]. Such thermal treatments were found to increase the ordering state of the CNTs by reducing the layers’ defects as well as regulating the interlayer spacing between the graphene shells.

**Figure 6.4.6:** Evolution of the CNT Raman spectra (a), the intensity ratio of the D and G bands \( \frac{I_D}{I_G} \) and the full-width at half-maximum (FWHM) of G band (b) as a function of the deposition time.

Raman spectroscopy analysis was performed in the range of 1050-3000 cm\(^{-1}\) in order to check the structure differences between the thickened CNTs and the pristine ones. The Raman spectra depicted in Fig. 6.4.6a were obtained using an excitation wavelength of 632.8...
Both specimens (pristine and thickened MWNTs) exhibit two first-order peaks centered around 1325 cm$^{-1}$ and 1585 cm$^{-1}$, corresponding to the typical D and G bands of MWNTs, respectively. The G band is commonly attributed to the sp2-bonded carbon, while the D band stands for the scattering of sp$^3$-bonded carbon plus a possible contribution of the disordered sp$^2$ phase [24]. In graphite-like carbon, the D band originates from the structural defects, and the intensity ratio of the D band over the G band ($I_D/I_G$) is commonly used to quantify the CNT structural quality [86]. A lower $I_D/I_G$ ratio suggests fewer structural defects in CNTs as well as higher purity [86]. Here, the $I_D/I_G$ ratios of the thickened MWNTs, plotted in Fig. 6.4.6b, are in the same range as the ones of pristine MWNTs [86]. In addition, the evolution of the $I_D/I_G$ ratio with the graphene deposition time is in the same range as that between pristine MWNTs originating from different CVD batches under similar conditions. Furthermore, the full-width at half-maximum (FWHM) of the G band, plotted in Fig. 6.4.6b can be used to determine the CNT crystallinity degree [86]. The thickened MWNTs are a little less ordered than the pristine ones since the G band FWHM increases from 78 to 86 cm$^{-1}$ after the thickening no matter the deposition time. A similar conclusion can be drawn from the study of the second-order peak at 2700 cm$^{-1}$, depicted in Fig. 6.4.6a. This peak is usually assigned to 2D vibration and an increase of this 2D band can be interpreted as a better ordering of the graphitic structure [86] [24]. As shown in Fig. 6.4.6a, the 2D band tends to be weakened with the increase of the deposited graphene layers, suggesting a slight decrease in the graphitic perfection of the thickened MWNTs when the graphene deposition time increases. This can be also observed in Fig. 6.4.5c, where the thickened CNT exhibits a pitted graphitic surface.
6.4.3 Mechanism of the graphene deposition

The above analyses unambiguously demonstrate that the thickened CNTs can be considered as high quality CNTs. The CNT length was found to remain constant, while the CNT diameter linearly increased during the process. The deposited graphene layers present nearly the same concentric graphitic cylinder structure as the pristine MWNTs. Therefore, the CNT thickening is ascribed to the growth of graphene layers on the CNT outer wall. Hence, the slope deduced from the curve in Fig. 6.4.2 indicates that the CNT diameter increases at a rate of 4.7 nm per minute, corresponding to the formation of about 7 concentric graphene sheets per minute (each graphene cylinder contributes for 2 x 0.34 nm to the CNT diameter). Therefore, we can determine the number of carbon atoms per minute needed for this synthesis (Fig. 6.4.7), using the equation (1), where \( N_C, M_C, N_A, N_{CNT}, \mu_{CNT}, L_{CNT} \) and \( r_{CNT} \) respectively refer to the number and the molar mass of carbon atoms, the Avogadro constant, the number, density, length and radius of CNTs.

\[
N_C = \frac{N_A \cdot N_{CNT} \cdot \mu_{CNT} \cdot L_{CNT} \cdot r_{CNT}^2}{M_C} \quad (6.2)
\]

Since a fixed amount of carbon precursors was continuously provided into the reactor, we can assume that the number of carbon atoms available in our system is constant under a stable condition. We consider the non-catalytic carbon precursor decomposition under our CVD conditions according to the model reported in Chapter 4. Under such conditions, methane \( \text{CH}_4 \) and benzene \( \text{C}_6\text{H}_6 \) were found to be the two main hydrocarbon species present in the gas phase after equilibrium, as detailed in Fig. 6.4.8a. This is in an excellent agreement with in situ mass spectrometry analysis (Fig. 6.4.8b), showing that the two main hydrocarbons detected in the gas phase under these
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Figure 6.4.7: The calculated number of carbon atoms needed for this synthesis as a function of time. The CNT bulk density was estimated by counting the number of CNTs in 1 μm.

conditions correspond to CH$_4$ (peak at 16 a.m.u.) and C$_6$H$_6$ (peak at 76 a.m.u.). Hence, the number of carbon atoms per minute available into the reactor can be estimated about 10$^{21}$, which is much larger than that needed for the graphene formation determined in Fig. 6.4.7. Nevertheless, no amorphous carbon was detected whereas the number of carbon atoms is much higher than that necessary for the graphene formation. This may be due to the high partial pressure of hydrogen in the CVD reactor which prevents the formation of higher aromatic carbon rings from agglomeration of lower hydrocarbon molecules at high temperatures. Therefore, the gas-phase reactions are not the limiting step of the CVD graphene deposition. Furthermore, relatively uniform graphene layers were observed (Fig. 6.4.5) indicating that the graphene growth rate along the tubes must be much quicker than its nucleation rate. In other words, the nucleation should be the rate determining step under our CVD conditions, as also reported by Negishi et al. [123] on flat silicon substrate.

However, the largely thickened MWNT surface in Fig. 6.4.5c is
not perfect, showing a pitted graphitic surface, which may induce the decrease of the 2D band observed by Raman spectroscopy in Fig. 6.4.6a. This might be due to the inhibiting effect of hydrogen. Hydrogen was found to drive the reverse reaction due to the gasification of the deposited carbon, as reported elsewhere [180]. Actually, the relatively high concentration of CH$_4$ detected in the gas phase by MS may partially result from this phenomenon. Therefore, the deposition of high quality graphene layers might be resulting from a competition between the dehydrogenation of hydrocarbons like C$_6$H$_6$, and the hydrogen-induced gasification of the deposited carbon on the CNT surface. Finally, the overall mechanism of the graphene deposition on CNT arrays by CVD is summarized in Fig. 6.4.9.

### 6.5 Summary

In general, the amounts of CNTs synthesized on flat substrates are typically as small as a few tens of g.m$^2$, which remains the major obstacle for industrial nanotechnology applications based on CNTs.
this Chapter, the synthesis of high purity vertically-aligned MWNTs on non-flat μ-sized ceramic particles showed a promising approach for CNT mass production, due to higher substrate surface/volume ratio. The advantage of the CNT synthesis on such kind of materials is therefore twofold: it allows both to achieve large amounts of CNTs to reach industrial purposes and to improve the composite properties thanks to the hybridization of CNTs with μ-particles (e.g. see Chapter 1.4). Furthermore, the CNT stack formation method by sequential injection CVD up to eight layers in one batch was tailored to explore the effects of several CVD parameters on the CNT structures and growth kinetics. A base growth mechanism, similar to the one reported by the labelling method [134], was unambiguously identified. Six different growth termination mechanism were then proposed and thoroughly discussed.

Finally, the deposition by CVD of a controlled number of concentric graphene layers has been reported on CNTs. The high quality
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graphene layer formation results in an effective thickening of the CNT diameter and thus decreasing the CNT inter-space in the carpet film. The graphene deposition is due to the decomposition of hydrocarbons followed by the nucleation and growth of graphene on the CNT surface and then on the new formed graphene layers in which the nucleation was found to be the rate determining step. Therefore, we demonstrated the opportunity of a simple and reproducible CVD method to precisely control the CNT structure. Indeed, in the linear lengthening growth stage, the CNT wall number remains constant and the catalysts preserve their activity, while in the thickening stage the CNTs thicken substantially through gas phase-induced graphene deposition. Various kinds of CNTs with different aspect ratios can be thus achieved to prepare a wide range of nano-devices for multiple applications. This approach can also be extended to the production of hybrid nanostructures, where a specific coating would be incorporated in between graphitic or amorphous carbon, opening up exciting opportunities for future fundamental studies and practical applications.
7 Conclusions

7.1 Summary

The structure of this research has been organized to follow the chronology of the CNT formation by floating catalyst CVD. Six major steps were identified as summarized in the graphical abstract. The first one consists of the injection of catalyst and carbon precursors into the CVD reactor in the form of spray. The different injection factors such as the gas flow, the liquid flow or the type of injector were found to significantly influence the evolution of the precursors into the reactor. The aerosol was found to be composed by heterogeneous droplets inducing coalescence in the first part of the reactor. Depending on the conditions, the size of the precursors appears as a critical factor to monitor the resulting CNT diameter. Then, the
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droplets evaporate in the high temperature furnace where NPs form and nucleate. NP agglomeration was suggested under certain CVD conditions. Meanwhile, pyrolysis and/or catalysis reactions occur leading to new species which are able to promote the CNT growth. The CNT formation can thus take place on the substrate surface. The substrate nature and morphology was found to strongly influence the CNT formation. However, the CNT nucleation and growth remains unclear and various mechanisms were proposed. The so called adsorption-diffusion-precipitation process followed by the screw dislocation-like model described the CNT nucleation and elongation respectively, while the particle wire-tube-mechanism seems to be more appropriate in the case of floating CVD. Finally, CNT growth termination can be attributed to the catalyst deactivation arising from different phenomena which can be divided into six categories: (i) the feedstock diffusion limit, (ii) the insertion of defects in the CNT structure, (iii) the catalyst reaction with its substrate, (iv) the catalyst NP coalescence, (v) hydrogenation of unsaturated hydrocarbon intermediates and (vi) the catalyst NP encapsulation by carbon.

*In situ* diagnostics have been extensively used in this research to better understand the NP formation and the CNT growth mechanism. Laser-based characterization methods, such as TRLI and LIBS, were applied for the first time to study the CNT growth by a typical floating catalyst CVD process. Moreover, floating catalyst CVD has been applied in this research to grow CNTs mainly on μ-scale platelets or beads. Such method exhibits multiple advantages: it provides both a promising approach for CNT mass production and high-performance, multi-functional, environmental friendly (this last point will be discussed further at the end of this Chapter) reinforcements for composite materials and their applications.
7.2 Discussion and future works

This research covers three main aspects that can be deepen further for future developments of CNT-based technology.

First, the use of real-time \textit{in situ} diagnostics is, to my mind, the most appropriate way to understand the overall CNT growth mechanism and unravel some of the questions that still remain open issues. Nevertheless, due to the dimension range and the time scale involved in the CNT formation, more especially in the early stages of the synthesis, direct experimentations have to be coupled with theoretical calculations and numerical simulations.

Furthermore, the CNT hybridizations with other materials were found to form numerous promising multi-scale combinations that can benefit to a wide range of applications. However, a strong CNT adhesion on the substrate is mandatory to allow a good dispersion of the structures on the polymer matrix, while it will also provide a potential solution to CNT safety issue since the integrated hybrid structures exhibit larger dimensions and high bulk densities compared with stand alone CNTs which are potentially hazardous due to their nano-dimensions, as mentioned in the next section.

Finally the continuous CNT growth by floating CVD was shown to be a high yield, cost saving and easily scalable process. Nevertheless, further work has to be done to improve the control over the CNT structure and more especially the CNT chirality in the case of SWNTs. Therefore, based on these various aspects, the following points will be interesting for future research:

- \textbf{Laser-induced fluorescence (LIF)} coupled with TRLII can be
used to study the particle formation. The presence of iron atoms and carbon radicals in the gas phase can be detected by LIF which would confirm a nucleation mechanism by vaporization and condensation.

- **LIF can be also used** to validate a more detailed and complete model of the chemical reactions in the gas phase. Surface reactions could be added to this detailed model, but it would require informations about the reactions kinetics which are not yet available in the litterature.

- **The NP sizes determined by TRLII** in this research correspond to an average over the volume of the laser beam. In Chapter 3 the agglomeration of suspended NPs in the gas phase was suggested. Hence, the suspended NPs size distribution is of paramount importance to validate the agglomeration process. It can be determined directly from the TRLII signals by a multi-exponential fit. Based on the method proposed by Brubach et al. [17], we ran some theoretical simulations to validate the possibility to determine the NP distribution from a typical TRLII signal. The results showed that if the difference between the NP size of each mode is in the range of few nm (e.g. about 3 nm), while the density of the bigger NPs is lower than that of the smaller ones, two different modes will be successfully distinguished using the multi-exponential fitting method. However, due to the presence of noise in the experimental signals, the method was not able to provide workable outcomes. Therefore, the experimental setup has to be improved with focusing lenses and different filters to maximize the signal/noise ratio in order to apply this multi-exponential fitting method.
• **A new theoretical model** based on laser-induced CNT heat transfers can be developed to allow the characterization of CNT arrays by TRLII. This model coupled with the multi-exponential fitting method would provide a fast and efficient way to scan the CNT diameter distribution over large surface areas.

• **As reported in Chapter 3**, the nature of the suspended particle cannot be identified by the *in situ* diagnostics proposed in this research. The NP nature, chemical composition and physical state are critical points in the CNT growth mechanism and should be investigated in detail in a future work. An interrupted synthesis method can be established for further *ex situ* analysis by HRTEM and EELS, while Launois et al. [89] recently reported an *in situ* time resolved X-Ray diffraction system.

• **In Chapter 2**, the use of LIBS was found to interfere with the CNT growth due to the generation of new reactive species induced by the plasma. Therefore, LIBS cannot be used as an *in situ* non-intrusive diagnostic method to study the CNT growth under typical floating CVD conditions. However, it may provide a new way to synthesize CNTs at temperatures below 500°C, as suggested in Chapter 2. Besides lower reaction temperatures, another advantage of such laser-assisted floating CVD, arises from the precise control of the CNT self-assembly location, happening at the immediate vicinity of the laser-induced plasma [14]. Hence, the laser-assisted floating CVD technique might benefit to various applications related to CMOS technology, where low temperature and high space-resolution processes are
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critical.

- As mentioned in Chapter 6, the growth kinetics is not constant during the CVD synthesis. Therefore it would be desirable to use a camera to take in situ videos of the growth of CNT arrays and record the CNT growth rate as a function of time under different conditions. This project is currently ongoing in our lab.

- Whereas floating CVD is considered as a continuous process, the genuine continuous production of CNTs or CNT-based materials without interruption has not been achieved yet in this research. However, Chapter 6 revealed a promising approach for CNT mass production based on μ-sized substrate with a large surface/volume ratio. Therefore, a scaled-up fluidized bed reactor with continuous feed of both catalyst precursor(s), carbon source(s) and μ-sized substrates would bring our CVD process a step closer to potential industrial applications.

- Finally, the nanotube technology may present some risks making the precautionary principle a necessity when working with CNTs. Further investigations related the CNT-hybrid toxicity have to be conducted based on the results reported below.
7.3 Last but not least: health and environmental considerations

Apart from the technical and economical challenges related to the industrial production of CNTs [176] and the application of CNT-based devices mentioned in this thesis, there is another important issue dealing with the health and environmental aspects. Are the CNTs sufficiently safe for workers and consumers? Since the CNT production increases every year (about hundreds of tons per year), the risks due to the exposure of CNTs within occupational, environmental and consumer settings must be taken into account. It highlights the need of understanding the CNT behaviour with its environment. Informations on the CNT toxicity and biocompatibility has become gradually available within the past few years. However, any conclusive remarks were clearly drawn which is not surprising as the number of different types of CNTs is large (SWNTs, MWNTs, catalyst-free CNTs, vertically-aligned CNTs, entangled CNTs, ultra-long CNTs, functionalized CNTs...). Although further investigations are required, increasing studies suggest that CNTs are potentially hazardous to humans and are often assimilated to asbestos.

According to several researchs, two main ways of toxicity were identified. In one hand the pulmonary toxicity (volatile) which induces inflammation and difficulties to breath, and in the other hand the skin toxicity (contact) leading to irritations and apoptosis (cell death). In the first case, in vivo studies conducted using intratracheal instillation on various animals show that CNTs can lead to inflammation and fibrotic reaction [11]. In addition, if the CNTs reach the lungs in sufficient quantities after inhalation, they can induce a toxic response including the formation of granulomas and even premature death [136]. In the latter case, in vitro investigations clearly show that under
some conditions, CNTs can cross cytoplasm and nucleus of human immune cells, such as macrophages, as depicted in Fig. 7.3.1. Significant mortality of cells was observed for samples with high CNT density [137].

Magrez et al. [105] found different origins to explain the toxicity of CNTs. The first and the main one is due to the catalyst NPs enclosed in the tubes. These NPs are often made of heavy metals which can be a source of contamination and toxicity. The second important aspect to take into account for a better understanding of the CNT toxicity and more particularly cytotoxicity is the CNT morphology. It was shown that long nanotubes are more toxic than short ones, while the CNT toxicity tends to decrease with the increase of the CNT diameter. For instance, mice treated with long CNTs show a progressive accumulation of CNTs in the mesothelium of the chest wall, while the thickening of the pleural layer with short CNTs returns to normal after 7 days, as depicted in Fig. 7.3.2. In the first case, the CNTs are too long to be completely engulf, triggering an immune response that can cause repeated inflammation as illustrated.
in Fig. 7.3.2e. Moreover, the CNT agglomeration state is a very important factor as well. For instance, entangled CNTs seems to be more toxic than individual CNTs. Furthermore, the many variations of functionalized CNTs may be seen as new chemical strutures with their own potential risks. Hence, the rate of functionalization influences the CNT toxicity. Nevertheless, when the functionalization degree increases, the CNT toxicity was found to decrease. It seems that chemical functionalization tends to passivate the CNTs, as reported by Dumortier et al. [40].

As reported earlier, one solution to overcome the CNT hazard consists of the CNT hybridization with bigger particles allowing to reduce the CNT exposure by increasing the size of the final structure making it less volatile and unlikely to enter into cells. This requires a strong anchoring of the CNTs on their substrate. However, ultrasonication tests performed on CNT/µ-Al₂O₃ hybrids as reported in Chapter 6, showed that it is relatively easy to detach the CNTs from their
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Figure 7.3.3: SEM image of CNT/\(\mu\)-Al\(_2\)O\(_3\) hybrids after 5 min ultrasonication at 20 W.

Since the best solutions can be usually found in Nature, biomimetcs concepts will be applied to overcome this issue. In this case, the model for anchoring vertically-aligned tubes on spherical particles is given by sea urchins. These animals are composed of three main parts: the internal organs, the hard exoskeleton and plenty of tube feet. The hard exoskeleton plays the role of fixing the tubes on the internal organs. Therefore, one element is missing on our CNT/\(\mu\)-Al\(_2\)O\(_3\) hybrid structure to copy the sea urchin. A shell is needed to anchor the free-standing CNTs with the rest of the structure. The graphene deposition process described in Chapter 6 can be thus used to better affix the CNTs on their support without deteriorating the hybrids’ properties, such as the electrical and thermal conductivity. Hence, graphene layers were deposited under the conditions detailed in Chap-
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Figure 7.3.4: Schematic of the structure of a sea urchin (a). SEM image of CNT/µ-Al₂O₃ hybrids after the deposition of a graphitic shell by floating CVD (b).

The evolution of the CNT/µ-Al₂O₃ hybrids’ morphology was investigated after ultrasonication at different powers. While most of CNTs were detached from the Al₂O₃ surface at the lowest power (see Fig. 7.3.3), the deposition of about 20 nm thick graphitic shell allows to maintain the hybrid structure free from damages even at the highest ultrasonic power as depicted in Fig. 7.3.5.

Therefore, similarly as the sea urchin hard exoskeleton, the graphitic shell successfully prevents the CNTs from being torn apart.
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Figure 7.3.5: Evolution of the CNT-$\mu$-Al$_2$O$_3$ structures after the deposition of a graphitic shell as a function of the ultrasonic power.

Furthermore, even if the hybrids are not totally free from damages after ultrasonication as depicted in the right image in Fig. 7.3.5, the CNTs separated from the main structure remain at the micro-scale thanks to the graphitic shell. Fig. 7.3.6 shows that the CNTs were still attached to the part of the graphitic shell which was separated from the main structure. The detached CNTs arrays being affixed to the graphitic shell (see inset in Fig. 7.3.6), the separated part can still be considered as a micro-scale hybrid like small CNT/GN structures reported in Chapter 5. Nevertheless, even if this method seems quite efficient to avoid to spread individual CNTs in the atmosphere, the precautionary approach must still be applied to these structures.

Finally, while the environmental impact of CNTs and their related structures are increasingly examined, that of the different processes used in the CNT technology, including the steps of pre-treatment, synthesis, purification or post-treatment must be investigated further [155]. A recent study indicates that significant, measurable impacts were found to fossil fuels, airborne inorganics, and climate change.
for the manufacture of a CNT-based electronic device [25]. Given these uncertain risks and unknown outcomes, it is prudent to assess the environmental attributes for nanomanufacturing products and processes while in the developmental phase. Results can inform the development and commercialization of safe, economically competitive, and environmentally responsible nanotechnologies.
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Résumé

Dans le vaste domaine des nanosciences et nanotechnologies, les nanotubes de carbone (NTC) suscitent un intérêt particulier en raison de leur structure originale qui leur confère des propriétés exceptionnelles. Alors que le nombre d’applications ainsi que la quantité de NTC produite ne cessent d’augmenter chaque année, il est essentiel de comprendre les mécanismes régissant la formation de ces nanomatériaux afin de contrôler leur structure et leur organisation, optimiser les rendements, diminuer les risques sanitaires et environnementaux et améliorer les performances des matériaux et composants sous-jacents. Parmi les techniques de synthèse répertoriées, la CVD d’aérosol (Chemical Vapor Deposition) développée au laboratoire MSSMat, permet la croissance continue de NTC multi-feuillots de haute qualité sur divers substrats par l’injection simultanée de sources carbonées liquide (xylène) et gazeuse (acétyle) et de précurseur catalytique (ferrocène) dans un réacteur porté à une température comprise entre 400 et 1000°C.

L’objectif de cette étude a consisté à examiner les différentes étapes de la formation des NTC dès l’injection des précurseurs jusqu’à la fin de la croissance. Grâce une nouvelle approche expérimentale faisant intervenir plusieurs diagnostics in situ couplés à des modèles numériques, nous avons pu suivre l’évolution des différents réactifs et produits lors de synthèses dans des conditions thermodynamiques (flux de gaz et températures) et chimiques (concentrations des différents précurseurs) variées.

De fait, après avoir examiné l’évolution spatiale des gouttelettes formées lors de l’injection, la germination des nanoparticules en phase gazeuse a été étudiée par incandescence induite par laser (L21) et spectroscopie de plasma induit par laser (LIPS). Une relation entre la taille de ces particules et celle des NTC a ainsi pu être mise en évidence. Les réactions chimiques pendant la synthèse ont ensuite été analysées par spectrométrie de masse et chromatographie en phase gazeuse. Différents mécanismes réactionnels ont ainsi pu être identifiés en fonction des sources de carbone utilisées, alors que l’effet de l’hydrogène sur la croissance, soit accélérateur ou soit inhibiteur selon les conditions, a été étudié. Les rôles du substrat ont par ailleurs été examinés en comparant la croissance et la morphologie des NTC obtenus sur différentes surfaces telles que des plaques de quartz, des fibres de carbone ou des micro-particules d’alumine, de carbure de silicium, de carbure de titane et de graphène de formes variées. L’effet catalytique de certains substrats ou mélanges de substrats sur la croissance des NTC a d’ailleurs été mis en évidence, de même que l’importance du rapport surface/volume des substrats sur les rendements massiques des NTC. La cinétique de croissance des NTC a finalement été étudiée et différents mécanismes à l’origine de la désactivation des catalyseurs ont été identifiés.

Enfin, les différentes nanostructures hybrides issues de la croissance de NTC sur différents substrats ont servi à concevoir des matériaux composites multi-fonctionnels à hautes-performances dont les propriétés électriques, thermiques et mécaniques ont été analysées.

Mots-clés : nanotube de carbone, dépôt chimique en phase vapeur, nanoparticules, diagnostics in situ, mécanismes de germination, nucléation et croissance, matériaux composites.