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2 Research Activities

There is a digital revolution happening right before our eyes, the way we communicate is rapidly changing due to rapid technological advances. Pencil and paper communication is drastically reducing and being replaced with newer communication medium ranging from emails to sms/mms and other instant messaging services. Information/news used to be broadcasted only through official and dedicated channels such as television, radio or newspapers. The technology available today allows every single one of us to be individual information broadcasters whether through text, image or video using our personal connected mobile device. In effect, the current trend shows that video will soon become the most important media on the Internet. While the amount of multimedia content continuously increases there is still progress to be done for automatically understanding multimedia documents in order to provide means to index, search and browse them more effectively.

The objectives of this chapter are three-fold. First, we will motivate multimedia content modeling research in the current technological context. Secondly, a broad state of the art will provide the reader with a brief overview of the methodological trends of the field. Thirdly, a bird eye view of the various research themes I have supervised and/or conducted will be presented and will expose how contextual information has become an important additional source of information for multimedia content understanding.

2.1 Introduction/Motivation

During the last ten years, we have witnessed a digital data revolution. While the Internet and the world wide web have clearly enabled such an amazingly rapid growth, new electronic devices such as smart phones, tablet, etc. have made it easier for people to capture, share and access multimedia information (text, images, audio, location, video...) continuously. However, searching and more specifically locating relevant multimedia information is
becoming more of a challenge due to information/data overload. Just as an illustration, there were over 48 hours of video uploaded on YouTube\(^1\) alone every minute in May 2011, and this keeps growing at an impressive rate. Reuter\(^2\) published in January 2012 that Google’s video-share platform is now receiving approximately 60 hours of video per minute, a 25% increase over 8 months! Similarly impressive numbers are reported by photo/image online sharing platforms; 3 million new photos per day on Flickr\(^3\) and a whooping 85 million photo uploaded every day on Facebook\(^4\). According to Cisco’s Visual Networking Index\(^5\): Forecast and Methodology for 2010-2015; “It would take over 5 years to watch the amount of video that will cross global IP networks every second in 2015”. Furthermore, “Internet video is now 40 percent of consumer Internet traffic, and will reach 62 percent by the end of 2015, not including the amount of video exchanged through P2P file sharing. The sum of all forms of video (TV, video on demand [VoD], Internet, and P2P) will continue to be approximately 90 percent of global consumer traffic by 2015”. Given such figures the need to efficient and effective tools for finding online multimedia content is still very much on today’s research agenda. It has clearly become impossible to manually annotate and check all online media content. Moreover, the sheer volume of data coupled with the number of users is creating new challenges for multimedia researchers in terms of algorithmic scalability, effectiveness and efficiency.

The scene is also changing rapidly in terms of the amount and the variety of contextual information available with the multimedia content uploaded on media sharing platforms. Media capturing devices (camcorder, camera, etc...) are getting increasingly ubiquitous and are rapidly converging towards a single highly connected portable device (i.e. the smartphone), every new device generation becoming more powerful and more mobile than the previous. The integration of numerous sensors, such as GPS, gyroscope, accelerometers, etc... on such devices provides important and unprecedented contextual information about the captured media. Indeed, nowadays when taking a photo or capturing a video using a mobile device, many extra information are automatically attached to the multimedia document. It is therefore possible to know where and when the photo was

\(^1\)http://www.youtube.com

\(^2\)http://www.reuters.com/article/2012/01/23/us-google-youtube-idUSTRE80M0TS20120123

\(^3\)http://www.flickr.com

\(^4\)http://www.facebook.com
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taken (GPS/timer), under which conditions (focal length/aperture/flash), which direction the camera was pointing toward, etc... and the list grows with each new generation of devices. Images and videos content analysis approaches at large could benefit from such rich contextual information when processing the associated media.

Another aspect which is impacting multimedia research trends is the extraordinary success of social networks, which is contributing to massive growth of multimedia information exchange on the Internet. User of such services are happily and freely providing additional metadata to image and video through comments, tags, categories assignments, etc... Again, this extra information can prove to be particularly helpful for many multimedia processing tasks; such as media annotation, indexing and retrieval. However, such user generated metadata (comments in particular) should not be trusted. In many cases the comments are only relevant to the owner of the media or directed to his/her friends or relatives. Take the example of a photo of the Eiffel Tower which the owner annotated ”my wonderful summer holiday”, such description does not bring much meaningful information for the task of recognising the Eiffel tower in the photograph. A discussion with friends and relatives about how much he/she enjoyed his/her summer holiday may continue to enrich the comments associated to the image bringing little relevant information for content understanding/modeling. In other words, while some user provided metadata can contribute to better define the content of media documents others only bring additional noise. Therefore, it is mandatory to find way to curate user contributed metadata before relying on it for further processing.

The research field of multimedia content annotation, indexing and retrieval has been devoting much of its efforts to solving the well known Semantic Gap problem [Smeulders et al., 2000]. It refers to the difficulty for computer algorithms to detect high level semantic concepts (such as vehicle, animal, happiness, etc..) from the low level descriptors extracted automatically from the multimedia data. The wealth of contextual information surrounding media (i.e. photos and videos) nowadays enables researchers to propose novel and more effective algorithms for content analysis, thus reducing the Semantic Gap a little further.

Having introduced the current scene surrounding multimedia research, we now present the state of the art in the domain of multimedia content analysis. Then, in the following sections, we give an overview of a number of research directions which we have explored in the last 5 years or so. Finally, we provide a vision for the research themes we foresee as the most interesting and which we plan to study.
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2.2 State of the Art

With almost 20 years of research since Multimedia Retrieval started to emerge as a scientific field [Niblack, 1993, Jain, 1993], a vast number of approaches have been proposed and studied leading to rather mature solutions [Hauptmann et al., 2008, Lee et al., 2006, Natsev et al., 2008, Snoek, 2010, Luan et al., 2011]. While at first multimedia retrieval was a simple extension of the databases search, offering retrieval on those images/videos featuring user provided keywords, the need for content based approaches never stopped to increase due both the extensive cost and subjectivity of media labeling by humans and the overwhelming rate at which new media are uploaded on the Internet. The first real multimedia retrieval systems required users to formulate their query based on low level properties (usually dominant colour) [Flickner et al., 1995, Smith and Chang, 1996, Pentland et al., 1996], on a sketch (hand drawn) [Eakins, 1989] or an image [Swain and Ballard, 1991]. Neither of those approaches really made it as the long awaited “killer app” due to their lack of practicality and the limited semantic coherence of the results with the query. When looking for an image or a video, is it not convenient to provide an initial query image to the search engine (unless searching for duplicates or near duplicates [Zhao et al., 2007, Naturel and Gros, 2008, Poullot and Satoh, 2010]). Hence, a novel paradigm entered the scene; automatic image annotation where image labels are produced by analysing the content (i.e. low level descriptors) of the media in order to be used by standard search engines (i.e. text based). Traditionally, the computational process involved in the labeling of an image or a video can be broadly decomposed in two parts. First, descriptors or low level features need to be extracted from the media. Then, a model is learned for each label, based on known occurrences of the label in the media. We shall now give a bird eye view of both the features and the models frequently employed in the field.

2.2.1 Low Level Features

Low level features extracted from the pixel map are the lowest form of representation in the visual content analysis chain. Such features can be computed globally over the entire image or at the region level. Whether to choose one over the other depends greatly on type of feature computed and the target application. In recent years, there has been a bias in favor for local/region descriptors in spite of the larger resulting descriptor size. Regions are obtained by either placing a grid over the image [Vailaya et al., 2001, Lim et al., 2003] or through a data-driven segmen-
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tation process. While the grid is the simplest form of image segmentation it is also the least effective for capturing the semantic of the image. The segmentation of images into homogeneous regions is an important research area of computer vision. Many approaches have been proposed based on clustering [Wang et al., 2001, Mezaris et al., 2003], region growing [Deng and Manjunath, 2001, Pratt and Jr., 2007], contour detection [Ciampini et al., 1998, Velasco and Marroquín, 2003], statistical model [Carson et al., 2002] or graph partitioning [Shi and Malik, 2000]. All have their advantages and drawbacks. Notably approaches based on clustering (i.e. K-means) require the number of desired regions to be known in advance. The accurate identification of the seeds is the main weakness for algorithms based on region growing. Contour based approaches suffer from the complexity of calibrating the edge detector parameter. Statistical models for segmenting regions require optimization (i.e. Expectation–Maximization algorithm) which is computationally demanding. Similarly, finding the optimal partition of the pixel graph is a demanding process. Recently, there has been a keen interest for representing images using features computed in the neighborhood of points of interest (such as corners) [Lowe, 1999, Bay et al., 2006]. The principal advantage of using local features over region descriptors is the improved robustness to imaging perturbations (change of view point, occlusion, etc...).

Now that the various image structuring elements have been listed we briefly review some of the main features one can compute for image and video annotation and indexing. For more comprehensive review the reader is referred to [Benmokhtar et al., 2011, Zhang et al., 2012]. Those features can be partitioned in three categories; Color, Texture and Shape.

Colors features are certainly the most commonly used for describing the content of an image or a video frame. The color of an image pixel is defined uniquely by 3 values within the chosen color space such as RGB, HSV, YCrCb and HMMD. While RGB (Red/Green/Blue) is very practical for technologies creating color (i.e. displays), some color spaces such as HSV better relate to human perception of color. There has been many colors descriptors proposed in the literature, they either be computed from the entire image, at the regions level or locally. The most compact and also simplest descriptor is the color moments [Flickner et al., 1995]. However, mean, variance and skew are rarely sufficient to describe effectively an image. Histograms [Swain and Ballard, 1990] provide a better representation of color distribution at the cost of higher vector dimensions, yet spatial information is missing. A reduction of the representation dimensions is proposed by the Scalable Color Descriptor [Manjunath et al., 2002] but spatial information is still not available. The Color Correlogram combines color with spatial
distance between pixel pairs into a 3D histogram [Huang et al., 1997], providing spatial information at the cost of high dimensionality. Color Coherence Vector incorporates spatial information within the color histogram separating those isolated pixels from connected ones. However, both the dimension and the computation costs remain high. To reduce the color representation’s dimension while capturing spatial properties, the Dominant Color Descriptor was introduced [Cieplinski, 2001]. It is particularly compact and has reasonably low complexity, giving it a fair advantage over other color descriptors for describing image regions.

The visual content of an image can also be described in terms of texture [Minka and Picard, 1996, Pentland et al., 1996]. While it is possible to compute the texture of an entire image, it does not make much sense and in most cases textures descriptors are extracted at the region level. Approaches can be classified in two categories; spatial or spectral according to the domain employed. Spatial texture extraction analyses the local structure at the pixel level. The most common spatial approaches are statistical such as the moments [Pratt and Jr., 2007] and the grey level co-occurrence matrix [Clausi and Yue, 2004] or model based such as Markov random fields [Cross and Jain, 1983]. The main drawback of these approaches is their sensitivity to noise and image distortions. Spectral texture features are extracted from the image’s frequency domain transform. Well known approaches include Fourier transform [Zhou et al., 2001], Discrete Cosine transform [Smith and Chang, 1994] and Gabor filters [Jain and Farrokhnia, 1991]. Two of the three MPEG-7 texture descriptors are based on Gabor filter responses; Homogeneous Texture Descriptor [Manjunath et al., 2001] and Texture Browsing Descriptor [Manjunath and Ma, 1996]. Those approaches require square regions to be computed; the texture of an free form region is obtained from averaging the sub-square regions features. Robustness to noise is a strong positive property of Spectral approaches which can also be scale and orientation invariant, as in Gabor filters.

The description of shape is highly relevant for recognizing and retrieving objects in images. However, while humans can easily compare shapes, researchers are struggling to achieve similar performance. The literature reports two main categories of shape descriptors, those describing the shape as a contour and those extracting features from a region. The simplest form of region descriptors consist in computing geometric properties of the region, such as area, moments, circularity, etc... Moment invariants features were employed by the first image retrieval systems such as QBIC [Flickner et al., 1995]. Unfortunately, those descriptors only loosely describe shapes and handle shape transformations rather poorly. The Region-based Shape Descriptor (R-SD) provides a better representation of both the
interior and boundary of the shape based on Angular Radial Transformation [Manjunath et al., 2002]. It is both compact and robust to segmentation artifacts but does not provide high recall rate in practical situation. Other shape descriptors analyse and express the variations of the shape contours. A number of structural approaches have been proposed based on chain code [Jr., 1961], polygon approximation [Huet and Hancock, 1999, Wolfson and Rigoutsos, 1997] and curve fitting [Rosin and West, 1989]. The difficulty facing structural approaches concerns the decomposition of the contour in basic elements, leading to multiple representation for similar shapes. Global approaches are more inclined to capture the overall shape appearance yet may lack robustness with respect to occlusion. Beside the simple global descriptors such as area, circularity or eccentricity, the Curvature Scale Space (CSS) descriptor [Mokhtarian and Mackworth, 1986] represents the evolution of the contour in terms of curvature at varying scales in a single vector. Spectral transforms (such as Fourier [Chellappa and Bagdazian, 1984] or Wavelet [Tieng and Boles, 1997] descriptors) have also been used to represent object shape contours successfully. However, neither the region based or contour based descriptors provide representation capabilities in line with human perception of generic shapes. They are however capable of performing object recognition for domain specific tasks.

While the signal processing research community has produced a significant number of low level descriptors, it is still unclear which is/are the most appropriate for understanding multimedia content. In an effort to boost research and multimedia application development, the Moving Picture Expert Group (MPEG) proposed a standard multimedia content description. Many of the low level features listed above are part of MPEG-7 [Manjunath et al., 2002]. However, MPEG-7 produces a substantial data overhead which is rather incompatible with the increasing consumption of multimedia content over low bandwidth network and devices (i.e. mobile phone and tablets). In such application, it is important to have compact yet descriptive description of image content. The trend is to extract and store visual characteristics surrounding specific image locations (i.e. corners) as in Scale-Invariant Feature Transform (SIFT) [Lowe, 1999], Gradient Location and Orientation Histogram (GLOH) [Mikolajczyk and Schmid, 2005], and Speeded-Up Robust Features (SURF) [Bay et al., 2006]. The later favoring descriptor size and low computation time comparing with SIFT.

2.2.2 Models

In the early years of content-based image and video retrieval, the visual representation was also the model [Swain and Ballard, 1991, Flickner et al., 1995,
Picard, 1995]. A similarity, or alternatively a distance, measure is employed to compare the low level features of the two images. The L1-norm (Manhattan distance), L2-norm (Euclidean distance), Mahanalobis distance [Mahalanobis, 1936] and the Earth-mover’s distance [Rubner et al., 1998] were among the most frequently used. Such approaches suffered drastically from the lack of semantic in the results returned. As an attempt to solve this issue, researchers devised approaches to include users in the loop through relevance feedback [Smeaton and Crimmins, 1997, Rui et al., 1997, Chua et al., 1998, Benitez et al., 1998, Zhou and Huang, 2003]. In spite of improved performance, optimizing features based on human feedback was not sufficient to bridge the semantic gap. Nowadays, the common approach consist in automatically labeling visual content with semantic tags which can then be used for search and indexing using off the shelf text based approaches, such as PageRank [Brin and Page, 1998] or Okapi BM25 [Robertson et al., 1994].

There are roughly two categories of annotation methods; One in which the occurrence of concepts in the multimedia content is estimated using content analysis and classification techniques and the other which combines the metadata associated with the document and its low level features to perform annotation.

The basic workflow of an automatic visual annotation system starts with feature extraction (as seen in the previous section), continues eventually with feature encoding and pooling, before machine learning is performed to learn the models. The most popular feature encoding and pooling method is the widely known Bag-of-Word/Codebook approach which has been ported from natural language processing to computer vision [Csurka et al., 2004]. Once represented using the Bag-of-Word (BoW) model, the concepts can be learned using either a generative or a discriminative model. The prominent drawback of the BoW model originates from its inability to capture the structure and geometric distribution of the image features. For this reason a number of approaches aimed at modeling the spatial relationships have been proposed; spatial feature co-occurences [Savarese et al., 2006], relative position of codewords [Sudderth et al., 2005] or spatial pyramid [Lazebnik et al., 2006].

Support Vector Machines (SVM) [Vapnik and Chapelle, 2000] have become the most widely employed classifier due to their ability to identify optimal class boundaries on both linearly-separable and non-linearly separable problems through the use of kernel-based data transforms [Shawe-Taylor and Cristianini, 2004]. As a discriminative model, SVMs are generally employed in one-against-all situations [Chapelle et al., 1999, Tong and Chang, 2001, Yan et al., 2003, Shi et al., 2004]. In other words, a SVM learns and models one concept as
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A single-class problem, using the positive samples from that concept and the rest of the dataset (all remaining concepts) as negative samples. Although the SVM is capable of learning from few positive samples, it is highly affected by unbalanced datasets [Natsev et al., 2005]. This is an important factor since typically there are far more negative visual examples of a concept than positive. In practice, as many SVM as there are concepts to be modeled are needed. The final concept detection result is based on the SVM’s responses (or output probabilities). If a single label is desired (winner take all) the concept with the highest score will be selected, but when multiple concepts are expected the final solution is obtained through simple thresholding or classifier fusion approaches [Essid et al., 2011]. Additionally, the many ways in which the multiple low level features available for detecting concepts are handled is often referred to as feature or low level fusion [Benmokhtar et al., 2011] and leads to diverse system architectures with varying complexity.

Artificial Neural Networks (ANNs) [Haykin, 2007] are an alternative to SVMs and offer the possibility to handle multiple concepts simultaneously. There are not as widely employed as SVM but interesting results have been obtained for automatic image and region annotation [Park et al., 2004, Zhao et al., 2008, Benmokhtar and Huet, 2011]. The main advantage of ANNs is their ease of use and implementation. However, the choice of the architecture (number of layers, number of neurons per layer and neuron activation function) usually results from empirical study. In addition, the ANN learning phase generally requires a larger training dataset than for SVM and is not guaranteed to reach a global optimum. Nonetheless, it remains an attractive alternative in situations such as learning from social media where extensive training samples are available but contain non negligible noise.

Decision Trees (DT) have not been extensively used for modeling visual concepts but there seems to be growing interest in this classification method due to its ability to learn concepts from a limited number of samples and to express them in human understandable terms [Shearer et al., 2001, Wong and Leung, 2008, Liu et al., 2008]. Decision Tree algorithms differ in the type of attribute they handle (discrete for ID3 [Quinlan, 1986] and continuous for C4.5 [Quinlan, 1996] and CART [Breiman et al., 1984]), the way the decision at each node of the tree is chosen (Information gain for ID3, Gain ratio for C4.3 and Gini coefficient for CART) and the structure of the resulting tree (binary for CART versus n-ary for ID3 and C4.3). The work on Random Forest [Moosmann et al., 2008, Uijlings et al., 2011] is a good example of how decision tree can provide efficient and effective image classification. Associative classification is another data mining approach which
constructs rules describing the statistically significant patterns in a dataset [Yin and Han, 2003, Mangalampalli et al., 2010]. While the standard approach shares a common drawback with decision trees, better performance on discrete than continuous attributes, performance on the par or better with SVMs have been reported [Quack et al., 2007].

While previous approaches (SVM and DT) provide binary classification and therefore a single label per item, there are many instances in visual content analysis where multiple label are preferred. Probabilistic Bayesian approaches allow such multiple instance multiple label modeling of the content [Dietterich et al., 1997]. The annotation, which corresponds to the posterior probability, is computed in the Bayesian framework from the priors and the conditional probabilities which can either be modeled using non-parametric (clustering) [Vailaya et al., 2001, Shi et al., 2005] or parametric (Gaussian distribution) [Carneiro et al., 2007, Li and Wang, 2008] approaches. Non-parametric approaches are usually more efficient than parametric methods which require expensive optimization process to learn the parameters. However, in both approaches the annotation process is generally too slow to be employed on large collections.

A common issue to all trainable classification approaches, is the availability of a sufficiently large dataset and it's associated ground truth. The most significant effort of the past decade is certainly the high-level feature extraction task of the TRECVID evaluation campaign [Smeaton and Over, 2003], which has provided hours of video content and for which participants jointly participated in the annotation of a few concepts [Ayache and Quéné, 2007]. Indeed, only a selection of a few concepts from the LSCOM onthologie [Naphade et al., 2006] were available and investigated. Recently, larger corpus have been made available to and by the multimedia community thanks to the extensive quantities of medias available through online sharing platform (via specific APIs). Some are associated with recurring evaluation campaigns (such as PASCAL [Everingham et al., 2010] or MediaEval [Larson et al., 2011]) while others are made available by individual research groups (NUS-WIDE [Chua et al., 2009], ImageNet [Deng et al., 2009] or MCG-WEBV [Cao et al., 2009]).

Due to the availability of text surrounding images on Internet Web pages, researchers have considered the possibility of combining the textual information with the visual information in order to improve both annotation and retrieval accuracy; An idea which dates back to 1994 [Srihari and Burhans, 1994] and the work of Srihari et al. on face labeling from newspaper using captions [Srihari, 1991]. Forsyth et al. [Barnard and Forsyth, 2001] brought the idea to the computer vision and multimedia retrieval community. Their statistical approach models occurrences and co-occurrences of words and
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The first step of most content based approach consists in identifying the location at which low level features should be extracted. In the large majority of cases, video content analysis is in fact performed at the image level (either though key-frame extraction or sub-sampling). When extracting regions from an image, grouping those regions into coherent, semantic objects, is a non trivial task. Here, we are interested in leveraging from the video motion to automatically segment objects using spatio-temporal segmentation. The challenge is to extract coherent objects from the raw pixel data, considering spatial and temporal aspects simultaneously. Such approaches generally suffer from high complexity and is therefore not practical for processing large video volumes [DeMenthon and Doermann, 2003, Greenspan et al., 2004]. To reduce the computational cost, we consider a new approach that decomposes the problem at different grouping levels including pixel, frame re-
gions, and spatio-temporal regions [Galmar and Huet, 2006]. For each level of the framework, depicted in figure 2.1, we have devised low-complexity graph algorithms and rules for merging regions incrementally and testing the coherence of the groups formed. In this way, we aim to establish strong relations between regions at both local and global levels. The observation of results shows that the process tends to balance between lifetime and coherence of between extracted objects.

The resulting spatio-temporal volumes represented as volume adjacency graphs can then be employed as the basis for extracting the visual features of a semantic video segmentation system [Galmar et al., 2008] or a video object retrieval system [Galmar and Huet, 2008]. It is worth mentioning the work of Wei et al. [Jiang et al., 2010] which extends the idea of spatio-temporal video elements to audio-visual atoms for generic video concept classification.

2.4 Fusion of MultiMedia descriptors

With the plethora of low-level feature available to describe multimedia content, each performing better under some specific circumstances than others, it is interesting to study the combined use of multiple descriptors. While most approaches perform feature fusion by averaging or concatenating the low level features [Benmokhtar et al., 2011] (also referred to as static fusion), our work on fusion of multimedia descriptors aims toward machine learned fusion techniques [Benmokhtar and Huet, 2006, Benmokhtar et al., 2008] (or dynamic fusion). In practice, machine learned fusion at the feature level is rather complex, due to the lack of extensive labeled datasets which are
necessary for obtaining reliable fusion parameters. In spite of the recent progress provided by support vector machines on the topic of classification based on complex input vectors, the issue of content based classification using information fusion remains among the challenging research topics.

The objective of feature fusion is to reduce the redundancy, the uncertainty and the ambiguity of signatures. Under this conditions, the fused feature vector should yield to better classification performance. Our contribution to feature fusion is characterised by a novel dynamic approach which uses a Neural Network Coder (NNC). The idea is for the NNC to learn the most effective way to compress the feature vector in such a way that it is able to reconstruct it with limited error. In our framework, the compressed feature vector, the hidden layer of the NNC, becomes the input of an SVM classifier which is trained for detecting high level semantic concepts (as in the TRECvid high level concept detection task [Smeaton and Over, 2003]). The performance of the NNC feature fusion is compared with two other fusion approaches: one static (concatenation) and one dynamic (Principal Component Analysis).

Figure 2.2: Classification performance comparison for 3 Feature Fusion (FD_{xxx}) approaches and 2 without feature fusion (SVM and NNET)

Figure 2.2 shows the results of the 3 feature fusion approaches (FD_{NNC}}
is our proposed approach, $\text{FD}_{\text{PCA}}$ is a variant where feature compression is performed using PCA and $\text{FD}_{\text{CONC}}$ is the concatenation of all features) along with the results originating from 2 approaches with no feature fusion. $\text{SVM}_{\text{Gab}}$ corresponds to a system using only 1 low level feature to achieve semantic classification, the Gabor feature in this case which produced the highest performance on this dataset among independent features. The NNET approach is the result of our research on classifier fusion. It is a Neural Network based on Evidence Theory which takes as input the output of the SVM classifiers operating on individual low level features to perform high level fusion. The results for individual concepts (1-11) show the superiority of the NNC feature fusion approach over all other alternatives. One of our findings, is that in some cases feature fusion may lead to better performance than classification fusion [Benmokhtar and Huet, 2006, Benmokhtat et al., 2008, Benmokhtar, 2009].

2.5 Structural Representations for Video Objects

One of the major drawback of local or regions based visual descriptors is that they do not capture the image spatial properties, and when they do, it is at a significant computational cost. We have proposed novel approach for indexing and retrieving video objects based on both geometric and structural information [Souvannavong et al., 2004, Souvannavong et al., 2005]. The objective here is to improve the quality of video indexing, retrieval and summarization by looking at objects (or image regions) within the video instead of the entire frame.

Our effort to achieve this task follows two separate tracks. The first concentrates on the issue of adapting graph based methods in order to efficiently perform the matching of the complex data structures representing video objects on the very large data volumes required for video analysis, we explore the construction of efficient index structures. The other aims at extending a video object classification system using Latent Semantic Analysis (LSA) on image regions with the addition of structural constraints. The LSA technique offers promising results [Sivic and Zisserman, 2003, Souvannavong et al., 2004, Souvannavong et al., 2004, Hörster et al., 2008] in spite of the fact that the automatically segmented regions are characterized by some visual attributes (color, texture and possibly shape) but does not make use of the relationship (connectivity and relative position) between regions (object sub-parts). We have devised a number of techniques aimed at incorporating relational information within the representation and classification. Additionally, we have thoroughly studied and evaluated the alternative structural approaches...
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with our basic implementation [Souvannavong et al., 2005]. The results

Figure 2.3: TRECVID retrieval example comparing LSA with Relational-LSA

presented in figure 2.3, show the retrieved video shots which most closely match the query objects (on the left hand side) using either the LSA (bottom row) or our proposed relational-LSA (top row). From this example the benefits of employing structural information are exposed clearly. Further experiments have shown improvement of performance can be achieved by using the relational-LSA. However, the performance of the relational-LSA are somewhat undermined by the frequent instability of the region extraction process [Souvannavong et al., 2005]. Theses observations have led to study of algorithms using both image regions and points of interest, as well as research on the topic of spatio-temporal segmentation algorithms (section 2.3).

2.6 Spatio-Temporal Semantic Segmentation

As a natural extension to our work on spatio-temporal segmentation of video objects, we propose a framework where spatio-temporal segmentation and object/region labeling are coupled to achieve semantic annotation of video shots [Galmar et al., 2008]. On one hand, spatio-temporal segmentation utilizes region merging and matching techniques to group visual content. On the other hand, semantic labeling of image regions is obtained by computing and matching a set of visual descriptors to a database. The integration of semantic information within the spatio-temporal grouping process sets two major challenges. Firstly, the computation of visual descriptors and their matching to the database are two complex tasks. Secondly, the relevance of the semantic description depends also on the accuracy of visual descriptors, which means that the volumes should have sufficient size. To this aim, we introduce a method to group semantically spatio-temporal regions within video shots. We extract spatio-temporal volumes from small temporal segments. Then, the segments are sampled temporally to produce frame regions. These regions are semantically labeled and the result is
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propagated within the spatio-temporal volumes. After this initial labeling stage, we perform joint propagation and re-estimation of the semantic labels between video segments. The idea is to start by matching volumes with relevant concepts, re-evaluate and propagate the semantic labels within each segment and repeat the process until no more matches are found.

The result of this approach on a "beach" video sequence is presented in Figure 2.4. The first column shows some frames from the video, the second the result of the spatio-temporal segmentation at the level of block of frames (BOF) and the third the harmonized segmentation over the entire sequence (note the consistency in coloring). The remaining three columns show the regions labeled with the semantic concepts "person", "sea" and "sky" respectively. While the approach still shows some limitation when smaller regions with similar visual content (but different semantic content) are present (see the people’s shadows on BOF 13 wrongly labeled as "sky"), overall, the dominant regions/objects of the scene have been assigned the correct semantic annotations.

2.7 Fusion of MultiMedia Classifiers

Fusion of multiple classification algorithms is currently employed by the most advanced multimedia indexing and annotation systems yet it is still an active research topic. Some approaches are based on the selection of the,
or some of the, best classifiers in as a mean to perform fusion. Others, use the scores obtained by many classifiers via basic mathematical operations such as sum, product, min-max, etc. Fusion may also be seen as a classification problem using Bayesian methods or support vector machines. More advanced systems attempt to perform both classification and fusion at once. This is the case of Boosting algorithms [Freund and Schapire, 1996] which combine the results of many simple classifiers in order to improve overall classification performance.

One approach we have proposed, to address the fusion of classifier problem, consists in determining the fusion formula with a genetic algorithm [Souvannavong and Huet, 2005]. The hierarchical structure which represents the fusion function is learned during the genetic optimization process along with the selection of the operators (i.e. min, max, sum, product, etc...) and weighting parameters. The resulting fusion chain corresponds to a binary tree of fusion operators.

Another approach has also been proposed [Benmokhtar and Huet, 2007], based on Neural Network Evidence Theory (NNET). The technique applied consists in applying Demspter-Shafer theory [Shafer, 1976] to the problem of classifier fusion, in order to benefit from both belief (or support) and plausibility information. We have devised a Neural Network which learns and performs such a combination of classifier outputs. These approaches along with well known techniques reported in the literature (such as GMM, Bayesian Naïve, Multilayer Perceptron and SVM) have been thoroughly evaluated and compared on the TREC Vid’05 and ’06 dataset [Benmokhtar, 2009]. The results show the benefits of combining the output of multiple classifiers.

Individual semantic concepts are best represented or described by their own set of descriptors. Intuitively, color descriptors could be better to detect certain concepts such as “sky, snow, waterscape, and vegetation”, than ”car, studio, meeting”. With this observation in mind, we propose to weight each low-level feature at the fusion level according to its entropy and perplexity measure. The novel ”perplexity-based weighted descriptors” are fed along with the classifier’s outputs to our evidential combiner NNET, to obtain an adaptive classifier fusion called PENN (Perplexity-based Evidential Neural Network) [Benmokhtar and Huet, 2008].

In figure 2.5, we show the performance of a simple system “No-weight” where all descriptors are taken as equal in terms of relevance to all semantic concepts (this corresponds to the NNET case), and compare it with four evolution models of weights (Softmax, Sigmoid, Gaussian, and Verhulst). Our proposed model based on Verhulst has the best average precision for all TREC Vid’07 semantic concepts. As an example, to detect the ”face”,
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Figure 2.5: Performance comparison of 5 high level fusion approaches across the 36 TRECVis’07 concepts

“person” or “meeting” concepts, PENN gives more importance to ”FaceDetector”, ”ContourShape”, ”ColorLayout”, ”ScalableColor” and ”EdgeHistogram” than others descriptors. For the “person” concept, the improvement is as high as 11%, making it the best performing run. Overall the addition of the perceptual weights leads to improved fusion performances.

2.8 Human Emotion Recognition

Recognising human emotions from video data provides valuable high level semantic cues about the content of the video and is certainly relevant for multimedia content understanding and indexing. Our contribution is SAMMI: Semantic Affect-enhanced MultiMedia Indexing, a framework explicitly designed for extracting reliable real-time emotional information through multimodal fusion of affective cues [Paleari and Huet, 2008]. While our aim in this work is to annotate video content with emotional information for content indexing, there are many other application for such high level concepts.
For example, domains in which human emotion recognition would have a significant impact are e-learning and remote meetings where the affective state of the participants is known to be important to the success of the activity [Paleari et al., 2009].

Our approach to emotion recognition from video aims are identifying the 6 basic “universal” human emotions (anger, disgust, fear, happiness, sadness, and surprise) as defined by [Ekman et al., 1987]. To achieve this we train classifiers on two modalities; Visual (Facial expressions) and Audio (Vocal prosodic information). Multimodal fusion of affective cues extracted through these two modalities is used to increase precision and reliability of the recognition [Paleari et al., 2009].

![Facial Feature Points](image)

**Figure 2.6: Facial Feature Points.**

We extract information about the facial expressions by tracking the position of eleven, automatically extracted points of interests (see figure 2.6). Audio is analyzed and features such as pitch, pitch contours and MFCC (Mel Frequency Cepstral Coefficient) are extracted. A thorough study of the discriminative power of the various low level features for emotion recognition has been performed and is available in [Paleari et al., 2010b]. Classification of video and audio features is achieved using individual classifiers (SVM and NN). Classifier fusion is employed to improve recognition reliability by taking into account the complementarity between classifiers.

In Table 2.1, we compare the results obtained from the NNET classifier fusion (section 2.7) with the unimodal NN and SVM classifier outputs. These experiments have been completed using the eNTERFACE’05 database [Martin et al., 2006]. The results show a significant gain in accuracy when multimodal cues are combined to decide on the emotion ex-
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Table 2.1: Emotion recognition accuracy.

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
<th>CR</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video NN</td>
<td>0.420</td>
<td>0.366</td>
<td>0.131</td>
<td>0.549</td>
<td>0.482</td>
<td>0.204</td>
<td>0.321</td>
<td>0.206</td>
</tr>
<tr>
<td>Audio NN</td>
<td>0.547</td>
<td>0.320</td>
<td>0.151</td>
<td>0.496</td>
<td>0.576</td>
<td>0.169</td>
<td>0.354</td>
<td>0.234</td>
</tr>
<tr>
<td>Video SVM</td>
<td>0.342</td>
<td>0.342</td>
<td>0.193</td>
<td>0.592</td>
<td>0.436</td>
<td>0.244</td>
<td>0.320</td>
<td>0.211</td>
</tr>
<tr>
<td>Audio SVM</td>
<td><strong>0.627</strong></td>
<td><strong>0.220</strong></td>
<td><strong>0.131</strong></td>
<td><strong>0.576</strong></td>
<td><strong>0.522</strong></td>
<td><strong>0.162</strong></td>
<td><strong>0.361</strong></td>
<td><strong>0.253</strong></td>
</tr>
<tr>
<td>NNET</td>
<td>0.542</td>
<td>0.388</td>
<td>0.224</td>
<td>0.633</td>
<td>0.619</td>
<td>0.340</td>
<td><strong>0.428</strong></td>
<td><strong>0.337</strong></td>
</tr>
</tbody>
</table>

pressed by the person being monitored. On this dataset, some emotions are difficult to identify accurately (Disgust, Fear, Surprise) while for others (Anger, Happiness and Sadness) results are much more encouraging. Low performance for some emotional states could be inherent to the dataset employed. In [Martin et al., 2006] it is mentioned that some videos do not represent the desired emotional expression to a satisfactory level. This is essentially due to the fact that subjects’ portrayed in the dataset are not trained actors and mostly non-native English speakers.

Figure 2.7: Emotion recognition accuracy on real video sequences (TV shows and Movies)

We have also experimented with the possibility of recognising emotion from movies and other TV material using the models learned from the eNTERFACE’05 dataset [Paleari et al., 2010a]. In order to evaluate our approach, a collection of 107 short YouTube videos showing at least one character in frontal view was created and labeled by a group of people (530 tags in total). Figure 2.7 shows the accuracy at which our system is able
2.9. Large Scale Multimedia Annotation

With the extraordinary success of multimedia sharing websites (YouTube, Flickr and Facebook to mention only a few), the colossal amount of media documents (and more particularly video) available on the Internet is re-enforcing the need for semantic analysis. We have addressed the problem of Web video annotation using both content-based information originating from visual characteristics and textual information associated with the multimedia documents [Liu and Huet, 2010, Liu and Huet, 2010]. At first, we have created a video dataset for our research. To address the online videos analysis problem, the size of the collected dataset should be as large as we can possibly handle. Using the meta-data associated with the most popular videos on YouTube, we selected 1875 popular and meaningful tags and used them as query seeds to retrieve 42000 videos. For each of the video in our dataset we perform low level feature extraction. Since we have participated in several edition of TRECVID [Smeaton and Over, 2003], we have a number of high level feature detectors along with their corresponding representative ground truth (training set). However, there is an important difference of content between the TRECVID dataset and the large scale corpus we have collected. In addition, it is unconceivable to manually annotate all videos uploaded on the web. Our initial study focuses on an approach where the training set is extented using selected web content for refining and improving high level concept models without human interaction. For the purpose of evaluation, we have manually labeled 8000 video shots out from our dataset with the 39 semantic concepts used in TRECVID 2007. A third of the labeled data is used to train an SVM and is evaluated on remaining two thirds of the data. The trained detectors are then employed to detect semantic concepts on the large scale corpus for which ground truth is not available. The video shots with high detection scores are selected as new training examples which are then learned by the SVM concept detectors.

We also study how to utilize the text metadata to assist visual fea-
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Figure 2.8: The Large Scale Automatic Concept Refinement Framework

ure and enhance the performance of concept classifier on unlabeled videos. Compared with traditional videos, social videos are commonly accompanied with metadata such as tags, description, script, etc, which are provided by the users themselves. Although those textual information are usually erroneous, sparse, and not accurate enough to provide the required knowledge for effective content-based retrieval, the analysis of the auxiliary text shows possibility of improving the performance of traditional multimedia information analysis approaches. Additionally, when correctly tagged by their authors or other contributors, such information could really benefit concept modeling.

This problem is addressed by the framework shown in figure 2.8. We query with keywords for each concept from our dataset, and initialize the annotation of all the shots with such concept for each returned video entity. Then, trained visual concept detectors are run on those shots, and used to sort the result by visual similarity. Those video shots whose probability exceeds a given threshold are reserved to augment the training set.

Figure 2.9 shows the accuracy of 4 approaches for detecting high-level concepts in video shots; the original model trained on TREC Vid data (Before Refining), the model refined using new training samples based on visual information only (Visual Refining), the model refines using new training samples obtained from both textual and visual information pruning (Tag Refining) and finally an approach based on text only (Tag Query). Our experiments show that the automatic training data enhancement significantly...
improves the accuracy of the semantic concept detectors without requiring additional human efforts. Looking at figure 2.9 a little closer, we see that using the model refinement approaches provide improved results with respect to the initial models. The results using ”Tag Query” only clearly show that the quality of the tags associated with online media fluctuates greatly; It always gives the worse retrieval accuracy. On average over all concepts, the initial pruning of the dataset using tags followed by visual inspection (”Tag Refining”) gives improved results over the approach using visual inspection alone. The improvements are due to the fact that, thanks to the double constraints (text and visual) on the candidate video shots, less erroneous exemplars are added to the training set for concept detector refinement.

2.10 Mining Social Events from the Web

Events are a natural way for humans to organize information, media are no exception. In the work presented here, an event relates to a scheduled activity grouping a number of persons in a given location during a given time-span. Examples of such events are happenings like Concerts, Shows, Conferences, Sport Games etc... as featured in the MediaEval Social Event
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Detection Challenge [Papadopoulos et al., 2011]. This should not be confused with another type of event found in the literature which are concerned with detecting human actions [Gravier et al., 2012, zhong Lan et al., 2012, Fiscus, 2012].

It is observed that many photos and videos are captured and shared on the Web during and after social events take place. People frequently upload media captured with their mobile phones on media sharing platforms or social networks while or shortly after attending a show or any other event. Here, we aim at detecting these events from social media data leveraging on burst detection techniques [Liu et al., 2011]. Our approach to detect and identify events consists of 3 steps:

- Location Monitoring: finding the bounding-box of venues.
- Temporal Analysis: detecting events by analyzing the uploading behavior along time.
- Event Topic Identification: identifying detected events’ topics through tag analysis.

Venue bounding-boxes are learned from the photos taken during past events. We extract the GPS information from photos tagged with the eventID, remove potential outliers and keep the min rectangle from the remaining photos as the representative venue bounding-box. An example of such bounding-box is depicted in figure 2.10(right) for the venue "Hammersmith Apollo" in London, UK.

We analyze the uploading behavior (the number of daily media uploads) on a given bounding box during a period. Events are detected by burst detection techniques. We use the combined number of photos and different owners (the number of people who shared them) to express the activity at a given location. The detection is based on whether the number of uploads exceeds a threshold or not. We have experimented various thresholding approaches and identified that using the median over a temporal window of one month produces on average the most accurate results. The figure 2.10(right) illustrates the activity over a one month period at the "Hammersmith Apollo" in London, UK.

The approach as been evaluated on a dataset of 242 social events which took place in 9 different venues all over the world. Although, not all of these 242 events have been captured and shared online by users, our approach is able to accurately detect 67 of them. Interestingly, out of the 67 events we automatically detected 17 were not referenced in the LastFM.

\[http://www.last.fm\]
2.11 Event Media Mining

Events are often documented by people through different media such as videos and photos. Many of those documents will be uploaded on online social sharing platforms such as Facebook, Flickr and YouTube (to mention only the largest). However, only few of those photos and videos available on the web are explicitly associated to an event using a machine tag from a major online event directory such at Last.fm, Eventful or Upcoming. Our goal is to mine the web for as much as possible media resources that have NOT been tagged with a lastfm:event=xxx machine tag but that should still be associated to an event description.

We are investigating several approaches to find those photos and videos to which we can then propagate the rich semantic description of the event improving the recall accuracy of multimedia query for events.

Starting from an event description, the three dimensions from the LODE 7

---

7Linking Open Descriptions of Events
model [Shaw et al., 2009] can easily be mapped to metadata available in Flickr and be used as search query in these two sharing platforms: the “what”-dimension that represents the title, the “where”-dimension that gives the geo-coordinates attached to a media, and the “when”-dimension that is matched with either the taken date or the upload date of a media. Querying Flickr or YouTube with just one of these dimensions bring far too many results: many events took place on the same date or at nearby locations and the titles are often ambiguous. Consequently, we will query the media sharing sites using at least two dimensions. We also find that there are recurrent annual events with the same title and held in the same location, which makes the combination of “title” and “geo tag” inaccurate. We consider the two combinations “title” + “time” and “geotag” + “time” for performing search query and extending media that could be relevant for a given event.

Figure 2.11: Our proposed framework for Mining and Modeling Social Events

Searching online sharing platforms (such as Flickr or YouTube) as described above retrieves many photos with a clear description and association to events, but also returns many photos which do not originate from the event itself. In particular, photos without any textual description (only “geotag” + “time”) may not be related to the event under consideration. Multimedia content analysis can is used to address this issue and discard the photos which do not have sufficient visual similarity with media known to arise from the event. In our framework [Liu and Huet, 2012], shown in figure 2.11, we assume that the photos that are corresponding to the same event should be similar visually. Visual pruning is employed to remove the
noisy photos from the results of the event identification model. Candidate photo are compared with those which have been explicitly associated to the event using machine tag. Photos are then sorted according to their shortest distance to one of the representative. The bigger the distance and the less similar the photo is with the photo cluster, so we prune the photos with such a large distance. Experimentally, we remove those photos whose distance from the nearest model photo is larger than the mean distance between model photos.

Owner refinement is another approach we employ to improve the detection results [Liu et al., 2011b]. Based on the assumption that a person cannot attend more than one event at a given time, all the photos that have been taken by the same person during the event duration can reasonable be assigned to the same event. Using this heuristic, it is possible to retrieve photos which do not have any textual description.

![Figure 2.12: Illustrating an event using mined web media documents](image)

From the resulting photo set a visual mosaic is created to show a vivid interface for users. Figure 2.12 shows the visual media for a known event (Date: May 2010, Location: Hammersmith Apollo, Title: Iggy stooges) before and after our Event Media Mining approach is performed. During the media mining and enrichment phase, we expect to bring more diverse photos into the collection. The visual on the left (A) is generated from the relevant photos (featuring the event machine tag) while visual (B) shows the collection of images resulting from our enriching and visual pruning method. We can clearly see the increased visual diversity of the scenes between the two sets. The final set of images illustrating the “Iggy stooges” event will be composed of both sets.
3 Conclusions and Future Directions

We have entered a ubiquitous world where technologies are enabling us to capture, share and receive multimedia information regardless of our location and activity. As a result our communication behavior is changing. It is changing in both the way we are sending information as well as how we are receiving and consuming it. Technology is giving us the tools to broadcast our personal “news” to whom we see fit, while at the same time allowing us to experience information in an increasingly personalised fashion. As the amount of multimedia data circulating on the Internet increases at an overwhelming pace, the need for methods automatically extracting the semantic embedded within digital documents is gaining importance. The benefits of understanding the content of multimedia documents are many folds, ranging from providing cues for indexing and retrieval systems to feeding hints for intelligence/knowledge creation systems. Without multimedia content understanding the Internet could soon become a large scale multimedia data graveyard...

In Chapter 2, we have presented a number of approaches contributing to the state of the art for multimedia content analysis and understanding. There is a common theme to most, if not all, the research we have undertaken in those past few years; Bringing Context to Content. The way in which context is dealt with varies from one approach to the next, although we can distinguish between two types of context; Contextual information available within the document itself on one side (internal) and external information on the other (contextual information that arises from data associated with the document such as geo-coordinates or EXIF data). The idea of using context in addition to content has been strongly promoted and supported by Ramesh Jain [Sinha and Jain, 2008] whom invented a new word to express it: Contenxt. Furthermore, according to the latest Accenture Technology Vision ¹ context-based technologies will be at the core of the next generation of digital services.

3. Conclusions and Future Directions

In our spatio-temporal video segmentation work (Section 2.3) contextual information is present at almost pixel level, when deciding whether a group of pixels should be merged or not with its neighbor. Another example making use of internal contextual information was presented in section 2.5. In our work on structural representations for video objects, a Latent Semantic Analysis framework is employed to learn the latent association between high level concepts and the context in which individual image regions occur (co-occurrence of neighboring regions). The work on high-level fusion (Section 2.7) also benefits from internal contextual information. Indeed, our Evidence Theory based Neural Network, is making extensive use of co-detected concepts in order to compute the final confidence score in a semantic concept’s presence. However, the final step of the fusion process [Benmokhtar and Huet, 2011] consist in an ontology-based re-ranking which provide external knowledge and improved performance to the approach. When semantically labeling those segmented regions (Section 2.6) obtained thanks to our spatio-temporal video segmentation approach (Section 2.3), external knowledge was also brought in thanks to an ontology. Our current and most recent work largely builds on the availability of context data. The concept model refinement approach (Section 2.9) combines visual feature comparison and user contributed annotations to search and identify new positive training sample directly from the web. The external context provided by user annotation and comment helps creating visual semantic models with higher performance and enhanced generalisation properties. Both the works on social event detection (Section 2.10) and event media mining (Section 2.11) make extensive use of contextual information available in conjunction with media documents shared from the Web. Our proposed approaches, employ image and video geo-coordinates, capture time, machine tags, annotations to detect and identify events automatically. A visual model corresponding to specific events [Liu and Huet, 2012] can learned from the data gathered during detection and identification in order to mine the media sharing platforms (such as Flickr) for more related multimedia material. The media mining makes use of yet another contextual information, the media owner (the uploader of the document), in order to collect media for which no additional information is available and enhance the diversity of the illustrations related to a given social event. Last but not least, our emotion recognition work (Section 2.8), can been seen as a context creation process for enriching media featuring humans with affective cues. Such information is valuable in many situation, such as for example, when classifying movies into genre or when providing feedback about user experience in a serious game. Overall, the addition of contextual information, whether internal or external to the media, contributes significantly to
understanding the content of multimedia documents.

The field of multimedia content analysis and understanding has now passed its infancy [Smeulders et al., 2000]. Significant progress have been made and numerous solution proposed [Snoek and Worring, 2009]. During a panel session at the prestigious ACM Multimedia Conference of 2006, Tat-Seng Chua controversially suggested that since only incremental progress is being made on video search, the problem is mostly solved. The statement certainly created the desired stir within the community and it was Alex Hauptmann whom a few month later provided a reply based on experimental results showing that video search approaches were still offering poor generalisation properties [Hauptmann et al., 2007]. Are today’s search engines able to search multimedia documents (image and videos) with the same level of details, the same granularity, the same efficacy as they do for text? There is clearly scope for improvement, and our objectives in term of future research directions aim in that direction.

In Accenture’s Technology Vision 2 the ability to share data with others enhances its value when and if properly managed. Moreover, Social-driven IT will have a true business-wide impact. As most of Internet traffic is soon to be video content, understanding multimedia content is becoming an even more challenging and important enabling step for many applications, among which the long awaited multimedia semantic search. What is happening in a video?, who are the people being viewed? what are they talking about? where and when is the action taking place? These are some of the typical questions which one would like to have answers to about multimedia content, regardless of whether it is shared on dedicated platforms or privately owned. These semantic cues about the content have importance to summarization [Huet and Mérialdo, 2006], recommendation [Kohrs et al., 2000], business intelligence, etc... Here, we will highlight three research topics aiming at answering semantic questions regarding multimedia content; Are these multimedia content related? What event is this depicted in this multimedia document? What is this video about?

The area of digital television is right in the middle of the convergences of technologies, devices and media. While current interactive television attracts only very few users, many admit using a second screen (laptop, tablet or smartphone) while watching TV to search and browse the web for additional information about programs 3. This implies that interactive television is of interest only just not in the way it is currently proposed.

---


3Research by Nielsen in the US found that 70% of tablet users and 68% of smartphone owners use their device while watching television
3. Conclusions and Future Directions

Viewers are interested by additional content supporting the program they are seeing. There is a need for mining the web for additional content and for automatically presenting the most relevant ones to the viewer. Additional content may vary from live discussions on Twitter or Facebook, to articles on Wikipedia or news channels (BBC, AFP, etc...) or other somewhat similar or at least related audiovisual programs originating from various sources (YouTube, DailyMotion, etc...). Identifying related audiovisual contents is a challenging task which goes well beyond near duplicate detection. Is it the task we are involved in within the newly started LinkedTV⁴ european project. Our role is to mine the web of media for content related to broadcasted material. Our initial approach will extend the visual concept refinement framework (presented in section 2.9), to extract, annotate and index a wide range of semantic concepts ranging from people, objects and events based on both audio-visual content and contextual information.

Events are a natural way for humans to structure and organise their activities. Whether it is a vacation, a meeting, a birthday or any other activity, events take place at a given time and place, and feature one or more persons. Events can be categorised as public if open to all (presidential election ballot, a football game, a concert, etc...) or private if attended by invited people only (wedding, birthday, holiday, etc....). Our current work on social event detection [Liu et al., 2011b] and media mining [Liu and Huet, 2012] is essentially concentrating to very specific events (i.e. public events taking place in specific venues). It is well suited for identifying an event based on a collection of media as well as searching for additional documents illustrating the event. The answer to the question "What event is this depicted in this multimedia document?" requires a more generic and more complex approach combining multimodal content analysis and web-scale data analysis/mining in order to associate the media segment with the corresponding event. This research direction is supported by the Alias⁵ (AAL) and the EventMap (EIT ICT Labs) projects. This years premier Multimedia conference (ACM Multimedia) proposes nothing less than 2 grand challenges related to event mining: NTT Docomo Challenge: Event Understanding through Social Media and its Text-Visual Summarization and Technicolor Challenge: Audiovisual Recognition of Specific Events. This show how timely our research in this direction is.

The increase of video content on the Internet, reflects a shift in the way people are communicating. As an example, while it was necessary to read specialized press to obtain technical reviews about consumer products, it

⁴http://www.linkedtv.eu/
⁵www.aal-alias.eu
is becoming common for consumer themselves to post video detailing their experience of a product on media sharing platforms such as YouTube. The information embedded in such videos, coupled with more traditional product reviews constitute extremely valuable knowledge for consumers as well as products manufacturers and retailers. Due to the wealth and diversity of online information on brands and products, it is still a challenge to systematically process, analyse and easily comprehend such valuable information. Harvesting the social web in order to extract, understand and index multimedia documents related to products at large is directly in line with some of the research we have undertaken, and which we intend to study further. In particular, the visual concept refinement framework (presented in section 2.9) could be extended to model products and the emotion recognition system (section 2.8) specialised to sense the reviewer’s mood (happy, pleased, disappointed etc...). This will contribute significant semantic information for business intelligence applications, one of the key technologies of the next three to five years in Accenture’s vision.
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Abstract—In this paper, we propose a framework to extend semantic labeling of images to video shot sequences and achieve efficient and semantic-aware spatiotemporal video segmentation. This task faces two major challenges, namely the temporal variations within a video sequence which affect image segmentation and labeling, and the computational cost of region labeling. Guided by these limitations, we design a method where spatiotemporal segmentation and object labeling are coupled to achieve semantic annotation of video shots. An internal graph structure that describes both visual and semantic properties of image and video regions is adopted. The process of spatiotemporal semantic segmentation is subdivided in two stages: Firstly, the video shot is split into small block of frames. Spatiotemporal regions (volumes) are extracted and labeled individually within each block. Then, we iteratively merge consecutive blocks by a matching procedure which considers both semantic and visual properties. Results on real video sequences show the potential of our approach.

I. INTRODUCTION

The development of video databases has impelled research for structuring multimedia content. Traditionally, low-level descriptions are provided by image and video segmentation techniques. The best segmentation is achieved by the human eye, performing simultaneously segmentation and recognition of the object thanks to a strong prior knowledge about the objects’ structures. To generate similar high-level descriptions, a knowledge representation should be used in computer-based systems. One of the challenges is to map efficiently the low-level descriptions with the knowledge representation to improve both segmentation and interpretation of the scene.

We propose to associate spatiotemporal segmentation and semantic labeling techniques for joint segmentation and annotation of video shots. From one hand, semantic labeling brings information from a domain of knowledge and enables recognition of materials and concepts related to the objects. From the other hand, spatiotemporal segmentation decomposes a video shot into continuous volumes that are homogeneous with respect to a set of features. These extracted volumes represent an efficient medium to propagate semantic labels inside the shot.

Various approaches have been proposed for segmenting video shot into volumes. 3D approaches take as input the whole set of frames and give coherent volumes optimizing a global criterion [1], at the expense of an important computational cost. A few methods provide mid-level description of the volumes. In [2], volumes are modeled by a gaussian mixture model including color and position. Another example is given in [3], where volumes are considered as small moving linear patches. We have previously demonstrated that with a 2D+T (time) method [4] we can obtain a good trade-off between efficiency and accuracy of the extracted volumes. Recent progress has been also observed for scene interpretation and the labeling of image regions. In [5], an experimental platform is described for semantic region annotation. Integration of bottom-up and top-down approaches in [6] provides superior results in image segmentation and object detection. Region growing techniques have been adapted to group low-level regions using their semantic description instead of their visual features [7].

The integration of semantic information within the spatiotemporal grouping process sets two major challenges. Firstly, region labeling is obtained by computing visual features and match them to the database, which induces an important computational cost. Secondly, the relevance of the semantic description depends also on the accuracy of visual descriptors, whose extraction requires sufficient area of the volumes. These considerations suggest that use of semantic information during the early stages of the segmentation algorithm would be highly inefficient and ineffective if not misleading. Therefore, we add semantic information when the segmentation has produced a relatively small number of volumes. To this aim, we introduce a method to group semantically spatiotemporal regions within video shots.

The paper is organized as follows: In section II we give an overview of the strategy. Section III introduces the graph representation used for video shots. Section IV and V details the building steps of our approach: the labeling of temporal volumes and its propagation to the whole shot, respectively. Finally, results are illustrated in section VI and conclusions are drawn in section VII.

II. OVERVIEW OF THE STRATEGY

The overall framework for the application is shown in fig.1. The considered video sequences are restricted to single shots, i.e. video data has been captured continuously from the camera and there are no cuts. Because of occlusion, shadowing, viewpoint change or camera motion, object material is prone to important spatial and temporal variations that makes maintaining an object as a unique volume difficult. To overcome the limits of the spatiotemporal stage, a video shot is decomposed into a sequence of smaller Block of Frames (BOF).
Fig. 1. The proposed framework for semantic video segmentation.

Semantic video shot segmentation is then achieved by an iterative procedure on the BOFs and operates in two steps, labeling of volumes within the BOF and merging with the previous BOF, which we will refer to as intra-BOF and inter-BOF processing respectively. During intra-BOF processing, spatiotemporal segmentation decomposes each BOF into a set of volumes. The resulting 2D+T segmentation map is sampled temporally to obtain several frame segmentation maps, each one consisting of a number of non-overlapping regions. These regions are semantically labeled and the result is propagated within the volumes. A semantic region growing algorithm is further applied to group adjacent volumes with strong semantic similarity. During inter-BOF processing, we perform joint propagation and re-estimation of the semantic labels between consecutive video segments. The volumes within each BOF are matched by means of their semantic labels and visual features. This allows to extend the volumes through the whole sequence and not just within a short BOF. The semantic labels of the matched volumes are re-evaluated and changes are propagated within each segment. Finally both BOFs are merged and the process is repeated on the next BOF.

III. GRAPH REPRESENTATION OF VIDEO SHOTS

Following MPEG-7 descriptions, one video shot is structured hierarchically in video segments. Firstly a shot is divided into M Blocks of Frames (BOF) B_i (i ∈ [1, M]), each one composed of successive frames F_t, t ∈ [1, |B_i|]. Spatiotemporal segmentation decomposes each B_i into a set of video regions (or volumes) S_{B_i}. Each volume a ∈ S_{B_i} is subdivided temporally into frame regions R_a(t), F_t ∈ B_i. Finally, frame segmentation at time t is defined as the union of frame regions of all volumes intersecting frame F_t: S_t = ⋃_{a ∈ F_t} R_a(t). The elements composing the BOF are represented in fig.2.

A video segment (image or video shot) can represent a structured set of objects and is naturally described by an Attributed Relational Graph (ARG) [8]. Formally, an ARG is defined by spatiotemporal entities represented as a set of vertices \( V \) and binary spatiotemporal relationships represented as a set of edges \( E \): ARG \( \equiv (V, E) \). Letting \( S_{B_i} \) be a segmentation of a BOF \( B_i \), a volume \( a \in S_{B_i} \) is represented in the graph by vertex \( v_a \in V \), where \( v_a \equiv (a, D_a, \mathcal{L}_a) \). \( D_a \) is a set of low-level MPEG-7 visual descriptors for volume \( a \), while \( \mathcal{L}_a \) is the fuzzy set of labels for that volume (defined over the crisp set of concepts \( C \)) with membership function \( \mu_a \): \[
\mathcal{L}_a = \sum_{i=1}^{C} c_i/\mu_a(c_i), \quad c_i \in C
\] (1)

Two neighbor volumes \( a, b \in S_{B_i} \) are related by a graph edge \( e_{ab} \equiv ((v_a, v_b), s_{ab}^L, s_{ab}^D) \): \( s_{ab}^D \) is the visual similarity of volumes \( a \) and \( b \), calculated from their set of MPEG-7 descriptors \( D_a \) and \( D_b \). Several distance functions are used for each descriptor, so we normalize those distances linearly to the unit range and compute their visual similarity \( s_{ab}^D \) by their linear combination. \( s_{ab}^L \) is a semantic similarity value based on the fuzzy set of labels of the two volumes \( \mathcal{L}_a \) and \( \mathcal{L}_b \):
\[
s_{ab}^L = \sup_{c_i \in C} c_i/\mu_a(c_i), \quad a \in S, b \in N_a
\] (2)

where \( N_a \) is the set of neighbor volumes of \( a \) and \( t \) is a t-norm of two fuzzy sets. Intuitively, eq.2 states that the semantic similarity \( s_{ab}^L \) is the highest degree, implied by our knowledge, that volumes \( a \) and \( b \) share the same concept.

IV. INTRA-BOF LABELING

To label a new BOF, we exploit the spatiotemporal segmentation to build visual and semantic description efficiently, using only a few frames. The following subsections present the criterion used for selecting these frames, the extraction of visual and semantic attributes of video regions and how these attributes are used for merging operations of volumes within the BOF.

A. Frame Selection

Once the segmentation masks are obtained for the whole BOF, region descriptor extraction and labeling tasks are substantially reduced by selecting a set of frames within the video segment. Choosing an important number of frames will lead to a complete description of the BOF but will require more time to process. On the contrary, using a single frame is more efficient but important volumes may not receive labels.

![Fig. 2. Spatial and temporal decomposition of a BOF \( B_i \).](image-url)
We consider a set of frames \( T \) and its corresponding frame segmentations \( S_T = \{S_t\}, t \in T \) and measure the total span of the intersected volumes. Given a fixed size for \( T \) we choose the set \( T_{sel} \) that maximizes the span of the labeled volumes:

\[
T_{sel} = \arg\max_T \sum_{a \in S_T \neq \emptyset} |a|
\]

(3)

where \( |a| \) is the size of volume \( a \). Compared with fixed sampling, the criterion offers scalability for the extracted descriptors in function of the desired total volume span for the shot. Indeed the span increases with the number of frames selected.

B. Video Region Description

In previous work [5] we have shown how extracted visual descriptors can be matched to visual models of concepts. This region labeling process is applied to the selected frames (according to criteria discussed in section IV-A), resulting to an initial fuzzy labeling of regions with a set of concepts. The fuzzy set of labels \( L_a \) of a volume \( a \) is obtained by gathering the contributions from each frame region using a fuzzy aggregation operator:

\[
\mu_a(c) = \frac{\sum_{t \in T_{sel}} A(R_a(t)) \mu_{R_a(t)}(c)}{\sum_{t \in T_{sel}} A(R_a(t))}
\]

(4)

This operator weights the confidence degrees with the importance given to the frame regions. These weights \( A(R_a(t)) \), are obtained by a measure of temporal consistency of frame regions.

Besides the semantic labeling, volumes are also described by low-level visual descriptors. Most MPEG-7 descriptors are originally intended for frame regions, but can be extended to volumes with the use of aggregation operators. For histogram-based descriptors, common operators are mean, median and intersection of bins. We select the mean operator since we consider homogeneous short-length volumes. In addition to descriptors, we also store the sizes and center of the volumes and its spatiotemporal bounding box for fast localization.

C. Semantic Volume Growing

Spatiotemporal segmentation usually creates more volumes than the actual number of objects present in the BOF. We examine how a variation of a traditional segmentation technique, the Recursive Shortest Spanning Tree (RSST) can be used to create more coherent volumes within a BOF. The idea is that neighbor volumes, sharing the same concepts, as expressed by the labels assigned to them, should be merged, since they define a single object.

To this aim, we modify the RSST algorithm to operate on the fuzzy sets of labels \( \hat{L} \) of the volumes in a similar way as if it worked on low-level features (such as color, texture) [7]. The modification of the traditional algorithm to its semantic equivalent lies on the re-definition of the two criteria: (i) The similarity between two neighbor volumes \( a \) and \( b \) (vertices \( v_a \) and \( v_b \) in the graph), based on which graph’s edges are sorted and (ii) the termination criterion. For the calculation of the semantic similarity between two vertices, we use \( s_{ab}^\alpha \) defined in eq.2.

For one iteration of the semantic RSST, the process of volume merging decomposes in the following steps: Firstly, the edge \( e_{ab} \) that has the maximum semantic similarity \( s_{ab}^\alpha \) is selected; vertices \( v_a \) and \( v_b \) are merged. Vertex \( v_b \) is removed completely from the ARG, whereas \( v_a \) is updated appropriately. This update procedure consists of two actions:

- Re-evaluation of the degrees of membership of the labels in a weighted average fashion from the union of the two volumes:
  \[
  \mu_a(c) \leftarrow \frac{|a|\mu_a(c) + |b|\mu_b(c)}{|a| + |b|}
  \]
  (5)

- Re-adjustment of the ARG edges by removing edge \( e_{ab} \) and re-evaluating the weights of the affected edges incident to \( a \) or \( b \).

This procedure terminates when the edge \( e^* \) with maximum semantic similarity in the ARG is lower than a threshold, which is calculated in the beginning of the algorithm, based on the histogram of all semantic similarity values of the set of all edges \( E \).

V. INTER-BOF PROCESSING

In the previous section we dealt with segmentation and labeling of volumes within each single BOF. Here we examine how to extend volumes over consecutive BOF and for this purpose we develop techniques of visual and semantic volume matching. Semantic grouping is first performed on volumes with dominant concepts (i.e. concepts with high degree of confidence), then concepts are propagated temporally and spatially with the use of both semantic and visual similarity.

A. BOF Matching

We consider the merging of two successive BOF represented by their ARGs \( G_1 \) and \( G_2 \). It is not worth computing all volume matches between the two ARGs. As we consider continuous sequences, semantic objects are coherent spatially and temporally. In consequence, numerous matches can be pruned by exploiting spatiotemporal location of the volumes.

We establish temporal connections between \( G_1 \) and \( G_2 \) by selecting candidate matches from \( G_1 \) to \( G_2 \) and \( G_2 \) to \( G_1 \). Let \( G = G_1 \cup G_2 \). At the beginning, \( G = G_1 \cup G_2 \). Given vertices \( v_a \in G_1 \) and \( v_b \in G_2 \), \( v_a \) is connected to \( v_b \) in \( G \) if the bounding box of \( b \) intersects a truncated pyramid that represents the possible locations for \( a \) in the new BOF. The pyramid top base is defined by the bounding box of \( a \). The bottom base is enlarged by a factor \( D_s = v_{max} T_{max} \) where \( v_{max} \) is the maximum displacement between two frames and \( T_{max} \) is the height of the pyramid along the temporal axis. The connections are established in both forward and backward temporal directions. As a result, \( v_a \) owns an edge list of candidate matches \( E_a = \{e_{ab} \mid v_b \in G_2\} \). A list \( E_b \) is created similarly for \( v_b \).

After creating the list of candidate matches, we match volumes with reliable or dominant concepts. A concept \( c^* \in C \)
is considered dominant for a volume \( a \in G \) if the following condition is satisfied:

\[
\begin{align*}
\mu_a(c_1) &> T_{\text{dom}} \\
\mu_a(c_2) &> T_{\text{sec}} h_a(c_2)
\end{align*}
\]  
(6)

\( c_1 \) and \( c_2 \) are respectively the concepts with highest and second highest degrees of membership. A dominant concept has degree of memberships above \( T_{\text{dom}} \) and is more important than all other concepts, with minimum ratio of \( T_{\text{sec}} \).

The best match for one dominant volume may not be dominant because its visual appearance changes during the sequence. For this reason, we match either dominant volumes that have sufficient visual similarity or one dominant volume to any volume in case they have perfect visual match. The criterion to match a dominant volume \( a \) to a volume \( b \), \( e_{ab} \in E_a \), is based on both semantic and visual attributes. Let \( c_a^* \) and \( c_b^* \) be the dominant concepts of \( L_a \) and \( L_b \). If \( b \) is dominant but \( c_b^* \neq c_a^* \), then no matching is done. In case \( c_b^* \) is empty, then \( e_{ab} \) has to be the best visual match from \( a \), otherwise we compute the normalized rank of the visual similarity \( s_{ab}^D \) in decreasing order, whose values do not depend of the descriptors used. Formally the criterion is validated if:

\[
\begin{align*}
\text{rank} \left( s_{ab}^D \right) = 1 & \quad \text{if} \quad c_b^* = \emptyset \\
\left| \frac{c_a^*}{|E_a| - \text{rank} \left( s_{ab}^D \right)} \right| &> T_s 
\end{align*}
\]  
(7)

\( T_s \) indicates the tolerance allowed on visual attributes. When \( T_s \) is close to 1, only the best visual match is considered. If \( T_s \) is set to 0.5, half of the matches are kept.

The aforementioned procedure is illustrated fig.3. In the example, \( v_a \) is linked to \( v_c \) as it shares the same concept “foliage” and the visual similarity is the second best (\( s_{bc}^D = 0.8 \)). \( v_a \) is also linked to \( v_b \) since the similarity between \( a \) and \( b \) is the best one (\( s_{ab}^D = 0.9 \)). \( v_d \) is not matched even if it shares the same dominant concept as they are visually different from \( v_b \). Indeed only dominant matches with good similarity are kept.

Since region and volume labeling are processes with a certain degree of uncertainty, reliable semantic concepts do not emerge from every volume, either due to the limited domain of the knowledge base, the imperfections of the segmentation, or the material itself. Therefore, we introduce volume matching using low-level visual attributes, expecting the semantics of these volumes to be recognized with more certainty in a subsequent part of the sequence. To avoid propagating matching errors and hamper the accuracy of the volumes, we only consider the matches with the strongest similarities and we are most confident in. Let \( e_a^* \) and \( e_b^* \) be the edges in lists \( E_a \) and \( E_b \), which have maximum visual similarity. \( a \) and \( b \) are matched and \( e_{ab} \) is a first best match, i.e. \( e_{ab} \equiv e_a^* \equiv e_b^* \).

**B. Update and Propagation of Labels**

After the matching process, volumes are merged and their semantic and visual properties are computed using the aggregation operators, defined eq. 4. For this reason, new evidence for semantic similarity can be found in the merged graph as new dominant volumes are likely to be found. We do not merge further these volumes at this stage, so as to keep the accuracy of the visual description as they may correspond to different materials belonging to the same concept. Instead of this, the concepts of dominant volumes are propagated in the merged graph \( G \). Let \( a \) be a non-dominant volume, \( v_a \in G \); we define a set of candidate dominant concepts \( C_a = \{ c \in C | \mu_a(c) > T_c \} \). For a concept \( c \in C_a \), we compute the degrees of membership \( \mu_a'(c) \) resulting from the aggregation of \( v_a \) and its neighbor vertices in \( G \) with dominant concept \( c \):

\[
\mu_a'(c) = \frac{\sum_{b \in N_a^c} |b| \mu_b(c)}{\sum_{b \in N_a^c} |b|}
\]  
(8)

where \( N_a^c = a \cup \{ b \in N_a | c_b^* = c \} \) is the aforementioned neighborhood and \( |b| \) is the current size of volume \( b \). The concept \( c^* \in C_a \), maximizing \( \mu_a'(c) \), is selected and all degrees of membership of \( L_a \) and the size \( |a| \) are updated by the aggregation of volumes in \( N_a^c \). This propagation is performed in the whole graph \( G \) recursively. Let \( G^D \) be the subgraph of \( G \) containing only the dominant volumes of \( G \) and their incident edges. Once non-dominant volumes in \( G \) are processed, new dominant volumes may emerge in the subgraph \( G' = G - G^D \). The update procedure is repeated considering \( G' \) as the whole graph until no more dominant volumes are found: \( G^{i+1} = \emptyset \). Consequently, degrees of membership of non-dominant volumes tend to increase using the neighborhood context, correcting the values from the initial labeling.

Fig.4 gives an example of the inter-BOF merging and propagation of labels after that. The ideal semantic segmentation would be composed of two objects with dominant concepts \( c_1 \) and \( c_2 \). Before merging, a few dominant volumes are detected (\( v_4, v_5, v_11 \)) in the two BOFs. After merging (fig.4(b)) the degrees of membership are re-evaluated according to eq. 5 and semantic weights are computed on the new edges. New evidence for semantic similarity is found between volumes (\( v_2, v_1 \)) and (\( v_3, v_2 \)), since \( v_3 \) has been matched with dominant volume \( v_5 \). Thus, due to propagation of concept \( c_1, v_1 \) and \( v_2 \) are linked to the dominant volume \( v_3 \) and their degrees of membership are increased according to eq. 8.

**VI. EXPERIMENTAL RESULTS**

We illustrate the potential of the method on a set of examples. The knowledge domain encompasses various elements encountered in a natural scene, such as "sea", "sky", "foliage"
or "person". The proposed example sequences are composed of 650 and 100 frames, respectively. The BOF duration in the second sequence is $|B| = 10$ frames while for the first sequence we increase the duration to $|B| = 50$ frames, to show the behavior of the method at a larger scale while maintaining reduced computational costs.

The first example shows two girls walking on the beach (fig.5). Firstly, the girls are approaching the camera (BOF 1-5). Then they are observed in a close-up view (BOF 6-10). Finally the camera rotates quickly by 180 degrees to shoot them backside. Relevant concepts "person", "sky" and "sea" are detected within the shot. First we can see that the sky area is recognized all along the sequence. Although its aspect slightly changes at the end, it is still detected as dominant in the labeling stage and thus merged as a single volume. We can notice that isolated areas are also labeled "sky", as their material is visually close to this concept (BOF 5, 13).

For the same reason, only part of the sea is identified at the right the labeling is more uncertain as part of her suit and head have been confused with the background area (BOF 5, 7, 11). However, the upper part is still detected and propagated from BOF 5 to 9 and from 10 to 12 while the view is changing.

The second example shows a woman talking in front of her car (fig.6). The detected concepts include "person" and "foliage". The head and the coat both belong to the "person" concept and can be viewed as a single object, but are still separated in the semantic segmentation (fig.6(c)), which is an advantage as they are visually different. In BOF 4 only the coat is recognized (fig.6(d)). The reason is that the head has been partly confused with the background in the spatiotemporal segmentation. In such case, the volume is not matched, as its visual properties are different from the other volumes in the previous and subsequent BOF. In the right part of the sequence, the upper branches are well identified as "foliage" and are merged in a single volume from BOF 1 to 4 (fig.6(c)). From BOF 6 to 8, the branches are occluded by the woman. As a consequence the volumes are more fragmented and less homogeneous, so they are not linked to the previous part of the sequence. In BOF 10, the volume material in this area is homogeneous and the branches are correctly identified again.

Evaluation of the results for the above sequences is presented in table I. Each concept is associated to a semantic object (ground truth). The accuracy measure (Acc) [9] relates to the quality of the segmented volumes (fig.5-6(c)), unifying precision and recall. The evaluation score [7] gives a further measure of belief for the object labeling in every image. Unsurprisingly concept "sky" obtains the best result for all measures. For "foliage" sparse texture of the material and fragmentation of the volumes result in a lower score of 0.55. Concept "sea" has a higher detection score of 0.85, color and texture being relatively stable. Concept "person" is detected although some background can be included in the object.

![Fig. 4. Merging of two BOFs. (a) Matching between two BOF. (b) Merging of a BOF and update of semantic labels. Ideal semantic segmentation is represented by the dashed boxes. Matched volumes are marked with similar colors, and dominant volumes are indicated with thick circles. Here, $T_{dom} = 0.75$ and $T_{acc} = 1.25$.](image1)

![Fig. 5. Video semantic segmentation. (a) Frames in various BOF. (b) Spatiotemporal segmentation. (c) Semantic segmentation and inter-BOF matching. Volumes are extended throughout the shot (note the consistency in coloring). (d) Concept "person". (e) "sea". (f) "sky".](image2)

![Evaluation of the segmentation results.](image3)
are 0.71 for Ex.1 and 0.61 for Ex.2.

We further analyze the effects of the BOF decomposition on the efficiency of the approach. Fig.7 shows the repartition of the overall running time for the sequence of the first example (650 frames). The procedure is composed of four steps: (i) spatiotemporal segmentation, (ii) visual descriptor extraction and region labeling with the knowledge-assisted analysis system (KAA [5]), (iii) the construction of the ARGs (including the semantic RSST) and (iv) the inter-processing stage that merges the BOFs. Processing frames independently ($|B| = 1$) generates an important computational cost because of the labeling of every image of the sequence. The impact on the overall complexity is reduced with the spatiotemporal scheme ($|B| > 1$) that allows temporal sampling of the frames. For the evaluation, a single frame has been selected for each block, so that running time decreases inversely with the BOF length. Regarding the other components, we can notice that large BOF sizes lead to increase the time required for producing the spatiotemporal segmentation of the BOF. However, the additional cost is largely compensated with the gain in the region labeling stage. For the final merging stage, the running time for different BOF sizes is comparable. Indeed, the step is dominated by loading and updating the frame segmentation maps of which number does not depend of the BOF size, while the merging of the ARGs has lower complexity.

Overall, the gain with the proposed approach reaches a factor up to 12 ($|B| = 50$). Thus, the analysis shows the benefit of the framework in terms of complexity, extending single image annotation to continuous sequences efficiently.

VII. CONCLUSIONS

This paper presents a new approach for simultaneous segmentation and labeling of video sequences. Spatiotemporal segmentation is presented as an efficient solution to alleviate the cost of region labeling, compensating semantic with visual information when the former is missing. Our approach groups volumes with relevant concepts together while maintaining a spatiotemporal segmentation for the entire sequence. This enables the segmented volumes to be annotated at a subsequent point in the sequence. First experiments on real sequences show that the application is promising, though enhancements can still be achieved in the early spatiotemporal segmentation and labeling stage. Further challenge will be to consider structured objects instead of materials, leading towards scene interpretation and detection of complex events.
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ABSTRACT
Multimedia indexing is about developing techniques allowing people to effectively find media. Content-based methods become necessary when dealing with large databases. Current technology allows exploring the emotional space which is known to carry very interesting semantic information. In this paper we state the need for an integrated method which extracts reliable affective information and attaches this semantic information to the medium itself. We describe SAMMI, a framework explicitly designed to fulfill this need and we present a list of possible applications pointing out the advantages that the emotional information can bring about. Finally, different scenarios are considered for the recognition of the emotions which involve different modalities, feature sets, fusion algorithms, and result optimization methods such as temporal averaging or thresholding.

1. INTRODUCTION
The increasing number of media publicly available on the web encourage the search for effective indexing and retrieval systems.

Current technologies use metadata which are extracted from the text surrounding the media itself supposing a tight link between these two elements. Unfortunately, this is not always the case and the text surrounding a piece of media is often other than its description, furthermore, it is rarely accurate or as complete as we would like.

In recent years, academia has been developing automatic content based methods to extract information about media excerpts. Audio and video are being analyzed to extract both low level features, such as tempo, texture, or color, and abstracted attributes, e.g. person (in an image), genre, and others.

It is well known that in most medias, in most human communications forms, and notably in art expressions, emotions represent a non-negligible source of information.

Even though studies from this community [1] acknowledge that emotions are an important characteristic of media and that they might be used in many interesting ways as semantic tags, only few efforts [2, 3, 4, 5, 6] have been done to link emotions to content-based indexing and retrieval of multimedia.

Salway and Miyamory [2, 3] analyze the text associated to a film searching for occurrences of emotionally meaningful terms; Chan et al. [4] analyze pitch and energy of the speech signal of a film; Kuo [5] canalizes features such as tempo, melody, mode, and rhythm to classify music and [6] uses information about textures and colors to extrapolate the emotional meaning of an image.

The evaluation of these systems lack of completeness but when the algorithms are evaluated they allow to positively index as much as 85% of media showing the feasibility of this kind of approach.

Few more researches have been studying algorithms for emotion recognition from humans. Pantic and Rothkrantz [7] provides a thorough state of the art in this field of study. The main techniques involve facial expressions, vocal prosody or physiological signals such as heart rate or skin conductivity and attain as much as 90% recognition rate through unimodal classification algorithms.

Generally, the described algorithms work only under a number of lab condition and major constraints. Few system have analyzed the possibility of using bimodality to improve reliability or to reduce the number of constraints. Busso et al. [8] for example use bimodal audio and visual algorithms to improve the recognition rate reaching as much as 92% on 4 emotions (anger, happiness, sadness, and neutral).

In this paper, we present a general architecture which extracts affective information and attaches this semantic information to the medium itself. Different modalities, feature sets, and fusion schemes are compared in a set of studies.

This paper is organized as follows. Section 2 discusses the audio-video database we use for this study. Section 3 introduces some possible scenarios in which emotions can actively be used to improve media searches. Section 4 discusses the architecture that we designed to extrapolate emotions and link them to the medium itself. Section 5 describes the various experiments we have conducted and their results. Finally Section 6 presents our conclusions and cues for future work.
2. THE ENTERFACE DATABASE

The eNTERFACE database [9] is a publicly available audio-visual emotion database. The base contains videos of 44 subjects coming from 14 different nationalities. 81% of the subjects were men, 31% wore glasses and 17% had a beard, finally one of the subjects was bald (2%).

Subjects were told to listen to six different short stories, each of them eliciting a particular emotion (anger, disgust, fear, happiness, sadness, and surprise), and to react to each of the situation uttering 5 different predefined sentences. Subjects were not given further constraints or guidelines regarding how to express the emotion and head movements were allowed.

The base finally contains 44 (subjects) by 6 (emotions) by 5 (sentences) shots. The average video length is about 3 seconds summing up to 1320 shots and more than one hour of videos. Videos are recorded in a lab environment: subjects are recorded frontal view with studio lighting condition and gray uniform background. Audio is recorded with an high quality microphone placed at around 30 cm from the subject mouth.

The eNTERFACE audio-visual database is a good emotion database and is the only publicly available that we have found for bimodal audio and video; it does, nevertheless present some limitations:

1. The quality of the encoding is mediocre: the 720x576 pixels videos are interlaced and encoded using DivX 5.05 codec at around 230 Kbps using 24 bits color information resulting, sometimes, in some blocking effect.

2. Subjects are not trained actors possibly resulting in a mediocre emotional expression quality.

3. Subjects were asked to utter sentences in English even though this was not, in most cases, their natural language; this may result in a low quality of the prosodic emotional modulation.

4. Not all of the subject learned their sentences by heart resulting in a non negligible percentages of videos starting with the subjects looking down to read their sentences.

5. The reference paper acknowledge some videos (around 7.5%) does not represent in a satisfactory way the desired emotional expressions. These videos were, in theory, rejected but this is apparently not the case in the actual database.

This kind of drawbacks introduce some difficulties but it allows us to develop algorithms which should be robust in realistic scenarios. A user study will, nevertheless, be conducted in the future to evaluate the human ability to recognize the emotions presented in the database and generally to evaluate the database quality.

3. SCENARIOS

In many cases, it is very interesting to use emotions for indexing and retrieval tasks. For example one could argue it is simpler to define music as “romantic” or “melancholic” than to define its genre, tempo or melody. Similarly, film and book genres are strongly linked to emotions as can clearly be seen in the case of comedies or horrors. For these reasons we argue that content based semantic tags need to be coupled to emotions to build complete and flexible systems.

One example showing the importance of a multidisciplinary approach, is automatic movie summarisation. Indeed when constructing a summary, both specific objects/events (such as explosions, kissing, and others depending on the movie genre), and scenes regarding specific emotions (both elicited in the public or shown by the character) should be selected. For example, we could say that the summary of an action movie should elicit “suspense” or that an horror movie should show fearful people. Fusion between the two modalities (events and emotions) will enable selecting scenes according to both their content and affective meaning (e.g. thrilling gunfights, romantic speech, etc.)

The same principles can be applied to an indexing scenario: an action movie could be, for example, characterized by the fact of having an ongoing rotation of relevant emotions and for having explosion or shooting scenes. A documentary about demolitions through controlled explosions, though, will contain the very same explosions as an horror movie will contain relevant emotions. The presence of emotions will discriminate between the documentary and the action movie and the presence of explosion will discriminate between the action and the horror genres. Using a combined approach should, therefore, correctly index the videos.

In other domains the input about user emotions could help improving the quality of the feedback to the user himself; this is the case of gaming, telemedicine, e-learning, communications, and all human-computer interactions when the affective state plays an important role in the interaction.

We have seen, so far, how emotions can join other media content descriptors in order to improve upon the performance of content-based retrieval and semantic indexing systems. We have briefly listed some other scenarios in which emotions can play an important role. In the next section we describe “Semantic Affect-enhanced MultiMedia Indexing” (SAMMI), a framework we are developing which allows creating such a kind of systems.
4. THE GENERAL FRAMEWORK

This section describes “Semantic Affect-enhanced MultiMedia Indexing” (SAMMI), a framework explicitly designed for extracting reliable real-time emotional information through multimodal fusion of affective cues and to use it for emotion-enhanced indexing and retrieval of videos.

Two main limitations of existing work on emotion-based indexing and retrieval have been shown: 1) emotion estimation algorithms are very simple and not very reliable and 2) emotions are generally used without being coupled with any other content information.

In SAMMI, emotions are estimated exploiting the intrinsic multimodality of the affective phenomena. Indeed, emotions have a visual component (facial expression, gestures, etc.), an auditory component (vocal prosody, words uttered, etc.), and generally modulates both volitional and un-volitional behaviors (autonomous nervous system, action choices, etc.).

SAMMI (see Fig. 1) takes into account two modalities: the visual and the auditory ones. In particular it analyzes facial expressions and vocal prosody.

**Video analysis.** The Intel OpenCV library [10] is used to analyze the visual part of the signal. At first, the video is analyzed and a face is searched and eventually found using the Adaboost technique. When the face is found and its position on a video frame is defined 12 regions are defined which correspond to emotionally meaningful regions on the face (see Fig. 3 (forehead, 2 regions on the left & right brows, eyes, nose, upper & lower central mouth, and 2 mouth corners).

For each region a certain number of points is found which will be easy to follow with the Lukas Kanade algorithm [11]. The position of the points inside one region is averaged to increase the stability of the algorithms in case one point is lost or it is moved outside its true position because of video imperfections (in Fig. 3 the small dots on the left represent the followed points while the bigger dots on the right represent the center of mass of the points belonging to one region). These points are followed along the video and the coordinates of the 12 centers of mass are saved.

This process generates 12\(^1\) couples (x and y components) of signals which are windowed and analyzed to extract meaningful feature vectors. Different window size have been preliminarily analyzed and a length of 25 frames (1 sec) has been selected as optimal. Two possible feature vectors, a statistical and a polynomial representations, will be presented and compared in the next section. The next step consists in training a classifier with the computed feature vectors. Two classifiers, i.e. the Neural Networks (NN) and the Support Vector Machine, will be compared in the next section.

**Audio Analysis.** The audio is analyzed offline with the help of PRAAT [12], a powerful open source toolkit for audio, and particularly speech, analysis. Thanks to this software pitch, formants, linear predictive coefficients (LPC), mel-frequency cepstral coefficients (MFCC), harmonicity and intensity of the speech are computed. Again these signals are windowed (1 sec windows), 2 different feature vectors are computed (statistical and polynomial), and two different classifiers are trained (NN and SVM). This approach is substantially equivalent to the one described in [13].

---

\(^1\)Only 11 of the 12 feature points are actually followed because the upper central mouth point was judged not stable enough
As described before, SAMMI (see Fig. 1) takes advantage of multimodality to increase estimation reliability. Emotional information are, thus, fused together and two different levels of fusions are available. These will be described in the next section: 1) the feature level fusion (i.e. the feature vectors are fused and classified together) and 2) the decision level fusion (i.e. the emotional estimates are “averaged” together).

The emotional estimate is part of the general framework described in Fig. 2. Indeed, to develop the applications listed in Section 3, it is necessary to couple the emotional information with other content based semantic information.

Other techniques need to be developed to extract other content-based semantic information and to fuse together these two kinds of information [14, 15].

Dynamic control (Fig. 2) is used to adapt the multimodal fusion according to the qualities of the various modalities at hand. Indeed, if lighting is inadequate the use of color information should be limited and the emotion estimate should privilege the auditory modality.

We have overviewed SAMMI, a framework for semantic tagging of medias enhanced by affective information. In the next section we presents and compare different the techniques for emotion recognition that we have tested.

5. RESULTS

This section relates the results of several studies we have conducted which give an idea about how different modalities, features sets, fusion techniques, and or other algorithms can influence the results of the emotion estimation.

5.1. Modalities: Video vs Audio

SAMMI can analyze 2 different modalities: 1) video and 2) audio. Figure 4 shows how the two modalities perform on average. It is possible to notice that on average our processing of the audio signal is 17% more reliable than the processing of the video signal.

Observing Figure 5 we can observe the behavior of the algorithms for the 6 analyzed emotions. In general, we estimate that, for equivalent average score, a figure resembling more to an hexagon centered in the origin is the optimal (which is also equivalent to say that the best figure is the one maximizing the minimum recognition score or that we want to maximize the inscribed area).

In this case the audio processing figure is the best but we can observe an interesting behavior: both audio and video work better on some particular emotions but these emotions are not the same for the two modalities. In particular, even if the video processing seems less reliable than the audio one, the emotion “disgust” is better recognized from the facial expression than from the vocal prosody. Combining the information coming from the two modalities should therefore improve the overall results.

5.2. Feature Sets

For both modalities we have been testing two feature sets as well as a third resulting from the concatenation of the previous feature vectors. The signals resulting from processing both video and audio were described with 1) a statistical model (based on mean, variance, standard deviation, 5 quantiles, max (and its position), and min (and its position)) and 2) a fifth order polynomial approximation.

In Figures 6 and 7 we can see the effect of the different feature sets on the results for the audio modality. One can observe the polynomial analysis works the worse but still carries some information which can improve the results of the statistical analysis. This is probably due to the choice of using a fifth order polynomial regression which is probably too sensitive to small changes in the original data.

We can see that the particular data we had trained make the system perform very badly on the surprise emotion. A hexagon having for vertexes the 100% probability; the random generator will be represented by an hexagon crossing at around 17%.

---

Footnote:

2 Please notice that the perfect emotion detector will be represented by an hexagon having for vertexes the 100% probability; the random generator will be represented by an hexagon crossing at around 17%.
statistical representation of the signals, other than improving the average score, also improves the distribution of the results decreasing the score of the two preferred emotions (sadness and anger) and improving every other score (Fig. 7).

5.2.1. Low Level Features sets: 11 vs 64 points

For the video analysis we have also tested a system other than the one based on feature points. The process is basically the same: the face is found and some regions are defined for which the movement is estimated; this time the regions are result of a regular grid of 8 by 8 cells (See Figures 8 & 9).

This approach is equivalent to consider a dense motion flow instead of a feature point (FP) tracking. We have trained the database with these new data and tested it with the three feature sets. The results (Fig. 10, 11) show a similar average recognition rate but a “nicer shape” resulting from the feature point tracking algorithm. This process could, nevertheless, be used to improve results through fusion; in fact the recognition score for half of the emotions is better recognized from the dense flow algorithms than from the FP tracking.

5.3. Classifier: SVM vs NN

Another factor which influences the results is the choice of the classifiers. We have been testing neural networks (NN) and support vector machines (SVM). We have employed Matlab to create feed-forward backpropagation neural networks. We did vary the number of neurons between 15 and 100.

We have adopted the libSVM [16] for training and testing SVM. A radial basis function (RBF) has been used as kernel as suggested in [16]. All other parameters have been left to default values.

We can observe in Figure 12 that the average result is quite similar. Nevertheless, we observe, once again, that the distribution of the results (Fig. 13) is quite different suggesting the possibility to exploit fusion of the two results to improve the final recognition score.

5.4. Detectors and Classifiers

Until now the performance of the system have been tested by training one single classifier for the six emotions. However every single emotion has a different temporal behavior. It is therefore possible that the classifier designed for one emotion would work worse on the others and viceversa. This conclusion leads to one solution: substitute 6 detectors to the single classifier. Every detector will be trained to react to one single emotion maximizing the recognition rate.

The results (shown in Figures 14 & 15) show how the adoption of 6 detectors in place of one classifiers for emotion
recognition (from the facial expression) not only improves the average score but also improves the distribution of the results.

5.5. Multimodal Fusion: Features vs Decisions

In this section we want to show how fusion could improve results. In particular we are comparing monomodal systems (Audio and Video) with three different kind of fusion.

The first, namely feature fusion, consist in training the classifier (a NN in Figure 16) with feature vectors resulting from the concatenation of the monomodal video and audio feature vectors. With decision fusion we mean a simple averaging of the outputs of the two monomodal classifiers. With optimized decision fusion we finally mean the weighted average of the two output. The recognition scores for the different emotion of the two monomodal system are used as weights.

Different fusion paradigms leads to different results. We were expecting feature fusion to preserve more information and therefore to work better. Unexpectedly decision fusion (and optimized decision fusion), while employing very simple algorithms works 5% (15%) better than feature fusion. This may suggest that the original data are noisy with respect to emotions and that the emotion estimation is finally noisy.
too. An average between two modalities does therefore increase the recognition score by reducing the noise (which is statistically independent on the two modalities).

5.6. Temporal Averaging

Starting from the previous conclusions we have tried to perform a temporal averaging of the classification output with the results shown in Figures 17 & 18. The result of such an operation shows a relative improvement of about 18% on the average recognition rate. Furthermore this simple operation does, once again, improve the distribution of the scores improving the recognition rate of the emotions which were less recognized leaving the more recognized emotions untouched. We can notice that averaging windows with length between 10 and 25 frames result in similar average score. Bigger averaging windows decreases the score particularly reducing the recognition score of the two emotions fear and happiness.

5.7. Thresholding

Another technique to improve the results is to apply a threshold to the output data. In some scenarios one does not need a frame-by-frame emotion estimation but only to detect when a strong emotion is expressed. In this cases applying a threshold may result in a good technique to improve results in the detriment of the number of emotional estimation. We have tried two different paradigm for thresholding.

In Figure 19 we show the result of a thresholding of the data for which every detection probability superior to the threshold (x axis) is transformed to 1. By doing this we actually increase the number of detected emotion and we remove the constraint of having one emotion at time, but we detect also the emotions which are not the most likely but are, nevertheless, more probable than the threshold. For low threshold values this technique increases the number of errors but it also improves the score linearly with the threshold up to 67% (from the original 34%). Please note that for low threshold the number of detection is higher than 1 per sample (6 per sample for $th = 0$, 3.6 per sample for $th = 0.05$, etc.).

In Figure 20 we show the result for a thresholding of the data which change to 0 every value smaller than the threshold. In this case the process cuts out emotions which are classified with a low detection probability, compulsorily decreasing the number of detections. The score improves with the threshold up to a maximum of 54.67%.

Both techniques can be exploited to increase the percentage of correctly detected emotion while reducing the total number of detections (note that maximum score is obtained when around 5% frames are tagged).

6. CONCLUSIONS

We have introduced SAMMI: a framework for Semantic Affect-enhanced MultiMedia Indexing. We have overviewed its ar-
architecture and presented some scenarios which emphasize the need for a combined affective and semantic tagging.

We have discussed the matter of emotion recognition through speech prosodic features and facial expressions. We have proposed and tested several techniques which can be used to ameliorate the recognition algorithms. Using such techniques we have succeeded to double the average recognition rate. Finally, we have reached with a single technique 67% of average recognition rate. The adoption and the fusion of different techniques can lead to better results.

New feature sets needs to be found to better represents the data. Is our impression that video data should be elaborated more to extract more emotionally meaningful information.
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An ontology-based evidential framework for video indexing using high-level multimodal fusion
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Abstract This paper deals with information retrieval and semantic indexing of multimedia documents. We propose a generic scheme combining an ontology-based evidential framework and high-level multimodal fusion, aimed at recognising semantic concepts in videos. This work is represented on two stages: First, the adaptation of evidence theory to neural network, thus giving Neural Network based on Evidence Theory (NNET). This theory presents two important information for decision-making compared to the probabilistic methods: belief degree and system ignorance. The NNET is then improved further by incorporating the relationship between descriptors and concepts, modeled by a weight vector based on entropy and perplexity. The combination of this vector with the classifiers outputs, gives us a new model called Perplexity-based Evidential Neural Network (PENN). Secondly, an ontology-based concept is introduced via the influence representation of the relations between concepts and the ontological readjustment of the confidence values. To represent this relationship, three types of information are computed: low-level visual descriptors, concept co-occurrence and semantic similarities. The final system is called Ontological-PENN. A comparison between the main similarity construction methodologies are proposed. Experimental results using the TRECVid dataset are presented to support the effectiveness of our scheme.
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1 Introduction

The growing amount of image and video available either online or in one’s personal collection has attracted the multimedia research community’s attention. There are currently substantial efforts investigating methods to automatically organize, analyze, index and retrieve video information. This is further stressed by the availability of the MPEG-7 standard that provides a rich and common description tool for multimedia contents. Moreover, it is encouraged by TRECVID evaluation campaigns which aim at benchmarking progress in video content analysis and retrieval tools developments.

Retrieving complex semantic concepts such as car, road, face or natural disaster from images and videos requires to extract and finely analyze a set of low-level features describing the content. In order to generate a global result from the various potentially multimodal data, a fusion mechanism may take place at different levels of the classification process. Generally, it is either applied directly on extracted features (feature fusion), or on classifier outputs (classifier fusion).

In most systems concept models are constructed independently [34, 46, 55]. However, the binary classification ignores the fact that semantic concepts do not exist in isolation and are interrelated by their semantic interpretations and co-occurrence. For example, the concept car co-occurs with road while meeting is not likely to appear with road. Therefore, multi-concept relationship can be useful to improve the individual detection accuracy taking into account the possible relationships between concepts. Several approaches have been proposed. Wu et al. [55] have reported an ontological multi-classification learning for video concept detection. Naphade et al. [34] have modeled the linkages between various semantic concepts via a Bayesian network offering a semantics ontology. Snoek et al. [46] have proposed a semantic value chain architecture for concept detection including a multi-concept learning layer called context link. In this paper, we propose a generic and robust scheme for video shots indexing based on ontological reasoning construction. First, each individual concept is constructed independently. Second, the confidence value of each individual concept is re-computed taking into account the influence of other related concepts.

This paper is organized as follows. Section 2 reviews existing video indexing techniques. Section 3 presents our system architecture. Section 4 gives the proposed concept ontology construction, including three types of similarities. Section 5 reports and discusses the experimentation results conducted on the TRECVID collection. Finally, Section 6 provides the conclusion of the paper.

2 Review of existing video indexing techniques

This section presents some related works from the literature in the context of semantic indexing. The field of indexing and retrieval has been particularly active, especially for content such as text, image and video. In [2, 11, 45, 50, 52], different types of visual content representation, and their application in indexing, retrieval, abstracting, are reviewed.

Early systems work on the basis of query by example, where features are extracted from the query and compared to features in the database. The candidate images are ranked according to their distance from the query. Several distance functions can be
used to measure the similarity between the query and all images in the database. In Photobook [39], the user selects three modules to analyze the query: face, shape or texture. The QBIC system [13] offers the possibility to query on many features: color, texture and shape. VisualSeek [44] goes further by introducing spatial constraints on regions. The Informedia system [53] includes camera motion estimation and speech recognition. Netra-V [58] uses motion information for region segmentation. Regions are then indexed with respect to their color, position and motion in key-frames. VideoQ [9] goes further by indexing the trajectory of regions. Several papers touch upon the semantic problem. Nephade et al. [33] built a probabilistic framework for semantic video indexing to map low-level media features with high-level semantic labels. Dimitrova [11] presents the main research topics in automatic methods for high-level description and annotation. Snoek et al. [45] summarize several methods aiming at automating this time and resource consuming process as state-of-art. Vembu et al. [52] describe a systematic approach to the design of multimedia ontologies based on the MPEG-7 standard and sport events ontology. Chang et al. [20] exploit the audio and visual information in generic videos by extracting atomic representations over short-term video slices.

However, models are constructed to classify video shots in semantic classes. Neither of these approaches satisfy holistic indexing, where a user wants to find high level semantic concepts such as an office or a meeting for example. The reason is, that there is a semantic gap [52] between low-level features and high-level semantics. While it is difficult to bridge this gap for every high level concept, multimedia processing under a probabilistic framework and ontological reasoning facilitate, bridging this gap for a number of useful concepts.

3 System architecture

The general architecture of our system can be summarized in five steps as depicted in Fig. 1: (1) features extraction, (2) classification, (3) perplexity-based weighted descriptors, (4) classifier fusion and (5) ontological readjustment of the confidence values. Let us detail each of those steps:

3.1 Features extraction

Temporal video segmentation is the first step toward automatic annotation of digital video for browsing and retrieval. Its goal is to divide the video stream into a set of meaningful segments called shots. A shot is defined as an unbroken sequence of frames taken by a single camera. The MPEG-7 standard defines a comprehensive, standardized set of audiovisual description tools for still images as well as movies. The aim of the standard is to facilitate quality access to content, which implies efficient storage, identification, filtering, searching and retrieval of media [31]. Our system employs five types of MPEG-7 visual descriptors: Color, texture, shape, motion and face descriptors. These descriptors are briefly defined as follows:

3.1.1 Scalable Color Descriptor (SCD)

is defined as the hue-saturation-value (HSV) color space with fixed color space quantization. The Haar transform encoding is used to reduce the number of bins of the original histogram with 256 bins to 16, 32, 64, or 128 bins [17].
3.1.2 Color Layout Descriptor (CLD)

is a compact representation of the spatial distribution of colors [21]. The color information of an image is divided into (8×8) block. The blocks are transformed into a series of coefficient values using dominant color descriptor or average color, to obtain $CLD = \{Y, Cr, Cb\}$ components. Then, the three components are transformed by 8×8 DCT (Discrete Cosine Transform) to three sets of DCT coefficients. Finally, a few low frequency coefficients are extracted using zigzag scanning and quantized to form the CLD for a still image.

3.1.3 Color Structure Descriptor (CSD)

encodes local color structure in an image using a structuring element of (8×8) dimension. CSD is computed by visiting all locations in the image, and then summarizing the frequency of color occurrences in each structuring element location on four HMMD color space quantization possibilities: 256, 128, 64 and 32 bins histogram [32].

3.1.4 Color Moment Descriptor (CMD)

provides some information about color in a way which is not explicitly available in other color descriptors. It is obtained by the mean and the variance on each layer of the LUV color space of an image or region.
3.1.5 Edge Histogram Descriptor (EHD)

expresses only local edge distribution in the image. An edge histogram in the image space represents the frequency and the directionality of the brightness changes in the image. The EHD basically represents the distribution of 5 types of edges in each local area called a sub-image. Specifically, dividing the image into $4 \times 4$ non-overlapping sub-images. Then, for each sub-image, we generate an edge histogram. Four directional edges ($0^\circ, 45^\circ, 90^\circ, 135^\circ$) are detected in addition to non-directional ones. Finally, it generates a 80 dimensional vector (16 sub-images, 5 types of edges). We make use of the improvement proposed by [38] for this descriptor, which consist in adding global and semi-global levels of localization of an image.

3.1.6 Homogeneous Texture Descriptor (HTD)

characterizes a region’s texture using local spatial frequency statistics. HTD is extracted by Gabor filter banks (6 frequency times, 5 orientation channels), resulting in 30 channels in total. Then, computing the energy and energy deviation for each channel to obtain 62 dimensional vector [31, 56].

3.1.7 Statistical Texture Descriptor (STD)

is based on statistical methods of co-occurrence matrix such as: energy, maximum probability, contrast, entropy, etc [1], to model the relationships between pixels within a region of some grey-level configuration in the texture; this configuration varies rapidly with distance in fine textures, slowly in coarse textures.

3.1.8 Contour-based Shape Descriptor (C-SD)

presents a closed 2D object or region contour in an image. To create Curvature Scale Space (CSS) description of contour shape, $N$ equidistant points are selected on the contour, starting from an arbitrary point and following the contour clockwise. The contour is then gradually smoothed by repetitive low-pass filtering of the $x$ and $y$ coordinates of the selected points, until the contour becomes convex (no curvature zero-crossing points are found). The concave part of the contour is gradually flattered out as a result of smoothing. Points separating concave and convex parts of the contour and peaks (maxima of the CSS contour map) in between are then identified. Finally, eccentricity, circularity and number of CSS peaks of original and filtered contour are should be combined to form more practical descriptor [31].

3.1.9 Camera Motion Descriptor (CM)

details what kind of global motion parameters are present at what instance in time in a scene provided directly by the camera, supporting 7 camera operations: fixed, panning (horizontal rotation), tracking (horizontal transverse movement), tilting (vertical rotation), booming (vertical transverse movement), zooming (change of the focal length), dollying (translation along the optical axis), and rolling (rotation around the optical axis) [31].

3.1.10 Motion Activity Descriptor (MAD)

shows whether a scene is likely to be perceived by a viewer as being slow, fast paced, or action paced [48]. Our MAD is based on intensity of motion. The standard
deviations are quantized into five activity values. A high value indicates high activity and the low value of intensity indicates low activity.

3.1.11 Face Descriptor (FD)

detects and localizes frontal faces within the keyframes of a shot and provides some face statistics (e.g., number of faces, biggest face size), using the face detection method implemented in OpenCV. It uses a type of face detector called a Haar Cascade classifier, that performs a simple operation. Given an image, the face detector examines each image location and classifies it as “face” or “not face” [37].

3.2 Classification

The classification consists in assigning classes to videos given some description of its content. The literature is vast and ever growing [24]. This section summarizes the classifier method used in the work presented here: “Support Vector Machines”.

SVMs have become widely employed in classification tasks due to their generalization ability within high-dimensional pattern [51]. The main idea is similar to the concept of a neuron: Separate classes with a hyperplane. However, samples are indirectly mapped into a high dimensional space thanks to its kernel function. In this paper, a single SVM is used for each low-level feature and is trained per concept under the “one against all” approach. At the evaluation stage, it returns for every shots a normalized value in the range $[0, 1]$ using (1). This value denotes the degree of confidence, to which the corresponding shot is assigned to the concept.

$$y_i^j = 1 / \left(1 + \exp \left(-\alpha d_i \right) \right)$$

(1)

Where $(i, j)$ represents the $i$th concept and $j$th low-level feature, $d_i$ is the distance between the input vector and the hyperplane and $\alpha$ is the slope parameter which is obtained experimentally.

3.3 Perplexity-based weighted descriptors

Each concept is best represented or described by its own set of descriptors. Intuitively, the color descriptors should be quite appropriate to detect certain concepts such as: sky, snow, waterscape, and vegetation, while inappropriate for studio, meeting, meeting, car, etc.

For this aim, we propose to weight each low-level feature according to the concept at hand, without any feature selection (Fig. 2). The variance as a simple second order vector can be used to give the knowledge of the dispersion around the mean between descriptors and concepts. Conversely, the entropy depends on more parameters and measures the quantity of informations and uncertainty in a probabilistic distribution. We propose to maps the visual features onto a term weight vector via entropy and perplexity measures. This vector is then combined with the original classifier outputs¹ to produce the final classifier outputs. As presented in Fig. 2, we shall now define the four steps of the proposed approach [6].

¹We can also use the weight in the feature extraction step.
3.3.1 K-means clustering

It computes the $k$ centers of the clusters for each descriptor, in order to create a “visual dictionary” of the shots in the training set. The selection of $k$ is an unresolved problem, and only tests and observation of the average performances can help us to make a decision. In Souvannavong et al. [47], a comparative study of the classification results vs the number of clusters used for the quantization of the region descriptors of TRECVID 2005 data, shows that the performances are not deteriorated by quantization of more than 1,000 clusters. Based on this result, our system will employ $k_r = 2,000$ for the clustering the MPEG-7 descriptors computed from image regions, and $k_g = 100$ for the global ones. This presents a good compromise between efficiency and a low computation times.

3.3.2 Partitioning

Separating data into positive and negative sets is the first step of the model creation process. Typically, based on the annotation data provided by TRECVID, we select the positive samples for each concept.

3.3.3 Quantization

To obtain a compact video representation, we vector-quantize features. Based on the vocabulary size $k_r = 2,000$ (number of visual words) which has empirically shown good results for a wide range of datasets. All features are assigned to their closest vocabulary word using Euclidean distance.

3.3.4 Entropy measure

The entropy $H$ (2) of a certain feature vector distribution $P = (P_0, P_1, ..., P_{k-1})$ gives a measure of concepts distribution uniformity over the clusters $k$ [27]. In [22], a
good model is such that the distribution is heavily concentrated on only few clusters, resulting in low entropy value.

\[ H = - \sum_{i=0}^{k-1} P_i \log(P_i) \]  

where \( P_i \) is the probability of cluster \( i \) on the quantized vector.

### 3.3.5 Perplexity measure

In [15], perplexity (\( PPL \)) or normalized perplexity value (\( \overline{PPL} \)) (3) can be interpreted as the average number of clusters needed for an optimal coding of the data.

\[ \overline{PPL} = \frac{PPL}{PPL_{\text{max}}} = \frac{2^H}{2^{H_{\text{max}}}} \]  

If we assume that \( k \) clusters are equally probable, we obtain \( H(P) = \log(k) \), and then \( 1 \leq \overline{PPL} \leq k \).

### 3.3.6 Weight

In speech recognition, handwriting recognition, and spelling correction [15], it is generally assumed that lower perplexity/entropy correlates with better performance, or in our case, to a very concentrated distribution. So, the relative weight of the corresponding feature should be increased. Many formula can be used to represent the weight such as Sigmoid, Softmax, Gaussian, etc. In our paper, we choose Verhulst’s evolution model (4). This function is non exponential, it allows a brake rate \( \alpha_i \) to be defined, as well as reception capacity (upper asymptote) \( K \), and \( \beta_i \) defines the decreasing speed of weight function.

\[ w_i = K \frac{1}{1 + \beta_i \exp(-\alpha_i(1/PPL_i))} \]  

\[ \beta_i = \begin{cases} K \exp(-\alpha_i^2) & \text{if } Nb_i^+ < 2 * k \\ 1 & \text{Otherwise} \end{cases} \]  

\( \beta_i \) is introduced to decrease the negative effect of the training set limitation, due to the low number of positive samples (\( Nb_i^+ << k \)) of certain concepts such as \textsc{weather}, \textsc{desert}, \textsc{mountain},... (see Table 2). We observe a lower perplexity value, which could not be interpreted as a relevant relation between descriptor and concept. So, we increase \( \beta_i \) (5) to obtain a rapid weight decrease for each concept presenting less than \( 2 * k \) positive samples.

The relevance of the various descriptors at identifying high level concepts can be obtained through the perplexity distribution (see Fig. 3). The Boxplot provides a good visual summary of many important aspects of a distribution. The lower and upper lines express the data range, the lower and upper edges of the box indicate the 25th and 75th percentile. The line inside the box indicates the median value of the data. Figure 3 shows the normalized perplexity for each descriptor and its best concept presented by the minimum observation, such as: SCD is more effective to detect the concept \textsc{sky} “13”, EDH for \textsc{road} “12”, etc. The first observation concerns the same value of median perplexity obtained for SCD, CLD, CMD, CSD, where
color is more discriminant. Secondly, C-SD gives the smallest 25th percentile of normalized perplexity for all data, followed by EDH and SCD. Thirdly, it seems that EHD is very useful in the detection of the contour as in the sport and road concepts. Identical observation is given for C-SD. Conversely, MAD presents a large interval of perplexity but gives small value for the concepts walking-running, people-marching where the motion activity can be detected. Finally, FD is a relevant descriptor to detect face and person concepts which was to be expected from the very nature of this descriptor.

This approach is proposed to weight each low-level feature per concept, within an adaptive classifier fusion step (Section 3.4). The combination provides a new classification system that we call PENN “Perplexity-based Evidential Neural Network”. We will now present the classifier fusion step.

3.4 Classifier fusion

Classifier fusion is an important step of the classification task. It improves recognition reliability by taking into account the complementarities between classifiers, in particular for multimedia indexing and retrieval. Several schemes have been proposed in the literature according to the type of information provided by each classifier as well as their training and adaptation capacity. The state of the art and the comparison study about the effectiveness of the classifier fusion methods are given in [4].

In [12], Duin et al. have distinguished the combination methods of different classifiers and the combination methods of weak classifiers. Another kind of grouping using only the type of classifiers outputs (class, measure) is proposed in [57]. Jain [18] built a dichotomy according to two criteria of equal importance: the type of classifiers outputs and their capacity of learning. This last criteria is used by [25, 26] for grouping
the combination methods. The trainable combinators search and adapt the parameters in the combination. The non trainable combinators use the classifiers outputs without integrating another a priori information of each classifiers performances.

In this part, we describe our proposed neural network based on evidence theory (NNET) [5] to address classifier fusion (Fig. 4).

1. **Layer L\textsubscript{input}:** Contains \( N \) units. Identical to the RBF (Radial Basis Function) network input layer with an exponential activation function \( \phi \). \( d \): distance computed using training data. \( \alpha \in [0, 1] \) is a weakening parameter associated to unit \( i \).

\[
\begin{alignat}{2}
\hat{s}^i &= \alpha^i \phi(d^i) \\
\phi(d^i) &= \exp(-\gamma^i(d^i)^2)
\end{alignat}
\]  

(6)

2. **Layer L\textsubscript{2}:** Computes the belief masses \( m^i \) (7) associated to each unit. The units of module \( i \) are connected to neuron \( i \) of the previous layer.

\[
\begin{alignat}{2}
m^i(w_q) &= \alpha^i u_q^i \phi(d^i) \\
m^i(\Omega) &= 1 - \alpha^i \phi(d^i)
\end{alignat}
\]  

(7)

where \( u_q^i \) is the membership degree to each class \( w_q \), \( q \) class index \( q = \{1, ..., M\} \).

3. **Layer L\textsubscript{3}:** The Dempster–Shafer combination rule combines \( N \) different mass functions in one single mass. It is given by the conjunctive combination (8):

\[
m(A) = (m^1 \oplus ... \oplus m^N) = \sum_{B_1 \cap ... \cap B_N = A} \prod_{i=1}^{N} m^i(B_i)
\]  

(8)
The activation vector of modules $i$ is defined as $\vec{\mu}_i$. It can be recursively computed using:

$$
\begin{align*}
\mu_1 &= m_1 \\
\mu_i &= \mu_{i-1}^j m_i^j + \mu_{M+1}^{i-1} m^i_{M+1} + \mu_{M+1}^{i-1} m^i_{M+1} \\
\mu_{M+1}^i &= \mu_{M+1}^{i-1} m_{M+1}^i
\end{align*}
$$

(9)

4. **Layer $L_{\text{output}}$:** In [10], the output is directly obtained by $O_j = \mu_j^N$. The experiments show that this output is very sensitive to the number of prototype, where a small modification in the number can change the classifier fusion behavior. To resolve this problem, we use normalized output (10). Here, the output is computed taking into account the activation vectors of all prototypes to decrease the effect of an eventual bad behavior of prototype in the mass computation.

$$
O_j = \frac{\sum_{i=1}^{N} \mu_j^i}{\sum_{i=1}^{N} \sum_{j=1}^{M+1} \mu_j^i}
$$

(10)

$$
P_q = O_q + O_{M+1}
$$

(11)

The different parameters ($\Delta u$, $\Delta \gamma$, $\Delta \alpha$, $\Delta P$, $\Delta s$) can be determined by gradient descent of output error for an input pattern $x$. Finally, the maximum of plausibility $P_q$ of each class $w_q$ is computed.

Therefore, the combination between perplexity-based weighted low-level feature per concept, within the adaptive NNET classifier fusion provides a novel system that we call PENN “Perplexity-based Evidential Neural Network”.

4 Concept ontology construction

The ontology has been historically used to achieve better performance in the multimedia retrieval system [8]. It defines a set of representative concepts and the inter-relationships among them. It is therefore important to introduce some constraints to the development of the similarity measures before proceeding to the presentation of our method. Psychology demonstrates that similarity depends on the context, and may be asymmetric [30]. However, when ontologies have been defined for multimedia they have not been extensively used at the decision making stage of high level concept detection.

Most indexing models are based on binary classification, ignoring possible relationships between concepts. However, concepts do not exist in isolation and are interrelated by both their semantic interpretations and co-occurrence. Wu et al. [55] have reported an ontological multi-classification learning for video concept detection in the NIST TREC-2003 Video Retrieval Benchmark.² Ontology-based multi-classification learning consists of two steps. At the first step, each single concept model is constructed independently based on SVM (Support Vector Machine). At

²NIST TREC-2003 Video Retrieval Benchmark defines 133 video concepts, organized hierarchically and each video data belong to one or more concepts [35].
the second step, ontology-based concept learning improves the accuracy of individual classifiers based on updating confidence scores from single concept models. Two kinds of influences have been defined: confusion factor $\beta$ and boosting factor $\lambda$. The confusion factor $\beta$ is the influence between concepts that can not be co-existent. The boosting factor $\lambda$ is the top-to-down influence from big to small concepts in the ontology hierarchy. A small example of such influence is presented in Fig. 5. The factors are obtained using a correlation study of the training data. Then, an update of the novel confidence is applied, as shown in (12) and (13).

\[
\begin{align*}
\lambda_j^i &= \frac{A}{B + \exp (C |p(s/C_1) - p(s/C_j)|)} \\
\beta &= \frac{1}{f(p(x/C_i) - \max_{j\neq i} (p(x/C_j)))}
\end{align*}
\]

The parameters $A$, $B$ and $C$ of (12) are empirically obtained as described in the works of Li et al. [28]. $f(.)$ is a positive and increasing function for the (13).

Naphade et al. [34] have modeled the linkages between various semantic concepts via a Bayesian network offering a semantics ontology. The central theme to this approach is the concept of Multijects or Multimedia Objects. A Multiject has a semantic label and summarizes a time sequence of low level features of multiple modalities in the form of a probability. It has 3 main aspects: The first aspect is the semantic label. The second aspect of a Multiject is, that it summarizes a time sequence of low level features. The detection of a certain Multiject can increase or decrease the probability of occurrence of other Multijects. For example, if the Multiject beach is detected with a very high probability, then the probability of occurrence of the Multiject yacht or the Multiject sunset increases. This is the third aspect of Multijects, i.e. their interaction in a network.
Authors assume that all concepts have the same semantic level, related by the conditional dependence relation with the associated low-level descriptors.

Fan et al. [14] have proposed a hierarchical classification for image annotation. This approach introduce the contextual dependences of the WordNet ontology and the co-occurrence relationship, as presented by the following equation:

\[
\lambda(C_m, C_n) = \rho(C_m, C_n)\pi(C_m, C_n)
\]

ou

\[
\rho(C_m, C_n) = \log \left( \frac{P(C_m, C_n)}{P(C_m)P(C_n)} \right)
\]

et

\[
\pi(C_m, C_n) = -\log \left( \frac{\text{dist}(C_m, C_n)}{2D} \right)
\]

with \(\rho(C_m, C_n)\) is the joint probability between two concepts. It is obtained by the computation of the frequency for the co-occurrence of the relevant \(C_m\) and \(C_n\). \(\pi(C_m, C_n)\) is the contextual dependency, extracted in the ontology structure (\(\text{dist}\) is the length of the shortest path between two concepts, and \(D\) is the maximum depth of the WordNet).

Hauptmann et al. [16] have presented a comparison between the unimodal and the multimodal indexing. The multimodal system learn the dependence between concepts using the following graphical models: Conditional Random Field “CRF” and Bayesian network. The two models provide closer results in term of precision but are better than the unimodal approach. Koskela et al. [22] have exploited the correlations between the concepts to build a clustering method.

In another development, Li et al. [29] have proposed a study of various linear and non-linear functions \(S = f(f_1, f_2, f_3)\) depending on the shortest path length \(l\), depth of subsumer concept in the hierarchy \(h\), and the local semantic density \(d\), as shown in (15).

\[
\begin{align*}
    f_1 &= \exp(-\alpha l) \\
    f_2 &= \frac{e^{\beta h} - e^{-\beta h}}{e^{\beta h} + e^{-\beta h}} \\
    f_3 &= \frac{e^{\delta d} - e^{-\delta d}}{e^{\delta d} + e^{-\delta d}}
\end{align*}
\]

where \(\alpha\) is a constant, \(\beta > 0\) is a smoothing factor. \(\delta = \max_{c\in CS(c_m, c_n)} (-\log p(c))\) represents the semantic similarity measured by the information content.

Several combinations have been applied and evaluated such as: \(S_1 = f_1\), \(S_2 = f_1 f_2\), \(S_3 = S_2 f_3\), \(S_4 = S_2 + f_3\), etc. The obtained results with different parameters (\(\alpha\) and \(\beta\)) indicate that different functions have satisfactory performances, particularly those that use the three influences.

Discussion The work of Wu et al. [55] uses a confidence update using the correlation of data, and a fixed ontology structure. Naphade et al. [34] have trained the low-level features, and the co-occurrence between concepts. Koskela et al. [22] have included the co-occurrence and visual information in the construction of

---

3Three image datasets are used: Corel Images, Google Images, and LabelMe.
Fan et al. [14] as in Li et al. [29] have incorporated contextual dependencies of the WordNet ontology, and co-occurrences. This paper extends preceding works in term of the inter-concepts similarity construction. We use the co-occurrence in the corpus, the visual information outcome from low-level description, and finally the hybrid semantic similarity obtained from the ontology architecture.

In LSCOM-lite ontology\(^4\) [35], we notice positive relationships such as (road, car), (vegetation, mountain), and negative relationships like (building, sports), (sky, meeting).

Here, we will investigate how the relationship between different semantic concepts can be extracted and used. One direct method for similarity calculation is to find the minimum path length of connecting two concepts [40]. For example, Fig. 6 illustrates a fragment of the semantic hierarchy of LSCOM-Lite. The shortest path between vegetation and animal is vegetation-outdoor-location-root-objects-animal. The minimum length of a path is 5. Or, the minimum path length between vegetation and outdoor is 1. Thus, we could say in LSCOM-lite ontology, outdoor is more similar semantically to vegetation than animal. But, we should not say animal is more similar to car. In an other way, outdoor contains many different concepts such as "desert, urban, road,etc" each with different colors and textures scene descriptions. Therefore, the linking of concepts can infer new and more complex concepts, or improve the recognition of concepts previously detected. Thus, the presence or absence of certain concepts suggests a high or low capability to find other concepts (e.g. detection of sky and sea increases the probability of the concept Beach and reduces the likelihood of desert). For this, more information between the concepts are introduced, so that it becomes a function of attributes.

\(^4\)The LSCOM-lite (Large-Scale Concept Ontology for Multimedia) [36] annotations include 39 concepts, which are interim results from the effort in developing a LSCOM. The dimensions consist of program category, setting/scene/site, people, object, activity, event, and graphics. A collaborative effort among participants in the TRECVID benchmark was completed to produce the annotations. Human subjects judge the presence or absence of each concept in the video shots.
“co-occurrence, low-level visual descriptors, path length, depth and local density” to boost the performance of specific indexing system, as:

$$\lambda(C_m, C_n) = \sum_{i=[\text{Cos, Vis, Sem}]} (Sim_i(C_m, C_n))$$  \hspace{1cm} (16)

Below, we explain with more details the similarity forms used in our architecture.

4.1 Co-occurrence

The first similarity is obtained by considering the co-occurrence statistics between concepts, where the presence or absence of certain concepts may predict the presence of other concepts. Intuitively, documents (video shots) that are “close together” in the vector space relate to similar things. Many methods are proposed in literature to represent this proximity such as: Euclidean, Hamming, Dice, etc. Here, we use Cosine similarity because it reflects similarity in terms of relative distributions of component. Cosine is not influenced by one document being small compared to others like the Euclidean distance tends to be [23]:

$$Sim_{\text{cos}}(P^m, P^n) = \frac{\sum_{i=0}^{k-1} P_i^m P_i^n}{\sqrt{\sum_{i=0}^{k-1} (P_i^m)^2 \sum_{i=0}^{k-1} (P_i^n)^2}}$$  \hspace{1cm} (17)

4.2 Visual similarity

The second similarity is based upon low level visual features. In Section 3.3, we have used perplexity to build a weighted descriptor per concept. Now, in order to compute the visual similarity $d_{\text{vis}}$, we are interested in mutual information presented as a measure of divergence. To this end, several measures are proposed in the literature: Jensen–Shannon (JS), Kullback–Leibler (KL), etc. We decided to use $d_{\text{JD}}$ Jeffrey divergence [23] which is like $d_{\text{KL}}$, but is numerically more stable.

$$d_{\text{JD}}(P^m, P^n) = \sum_{i=0}^{k-1} \left( P_i^m \log \frac{P_i^m}{\hat{P}_i} + P_i^n \log \frac{P_i^n}{\hat{P}_i} \right)$$  \hspace{1cm} (18)

where $\hat{P}_i = \frac{P_i^m + P_i^n}{2}$ is the mean distribution. The visual distance between two concepts is:

$$Sim_{\text{vis}}(C_m, C_n) = \frac{1}{\sum_{i=1}^{N_{\text{features}}} \frac{1}{2} (w_i^m + w_i^n) d_{\text{JD}}(P_i^m, P_i^n)$$  \hspace{1cm} (19)

where $w_i^m$ is the $i$th perplexity-based weighted descriptors for the concept $m$.

4.3 Semantic similarity

The semantic similarity between the concepts has been widely studied in the literature and can be classified in three major approaches [43]:

4.3.1 Distance-based approach

It estimates the distance (edge length) between nodes which correspond to the concepts being compared. Two concepts $C_m$ and $C_n$ are similar if their path is short,
The concept similarity measure presented by the minimum number of edges that separates the two concepts. Rada et al. [40] propose the following equation:

$$Sim_{sem}(C_m, C_n) = \frac{1}{1 + \text{dist}_{Rada}(C_m, C_n)}$$  \hspace{1cm} (20)

Wu and Palmer [54] propose a similarity-based (see Fig. 7) on the depth of the concept subsumes $CS^5$ and the two concepts (21).

$$Sim_{sem}(C_m, C_n) = \frac{2 \ast \text{depth}(CS)}{\text{depth}(C_m) + \text{depth}(C_n)}$$  \hspace{1cm} (21)

The drawbacks of this approach are its dependence on the concepts position in the hierarchy, and that all edges have the same weight, which imposes difficulties in defining and controlling the distance edges.

4.3.2 Information content-based approach

It takes into account the information shared by the concepts in terms of entropy measure. Two methods exist. The first uses a learning corpus and compute the probability $p(C_i)$ to find the concept $C_i$ or one of its descendants. For Resnik [41], the semantic similarity can be obtained per the frequency of appearance in the corpus, and defined by:

$$Sim_{sem}(C_m, C_n) = \max (IC(CS(C_m, C_n)))$$  \hspace{1cm} (22)

with $IC(C_i) = - \log(p(C_i))$ is the information content of the concept $C_i$ (i.e, the entropy of a class $C_i$). The probability $p(C_i)$ is computed by dividing the number of instances of $C_i$ by the total number in the corpus. This measure does not seem complete and precise because it depends on the specific subsumed concept only.

The second method computes the information content of nodes from WordNet instead of a corpus. Seco et al. [42] use descendant hyponyms of the concepts to obtain the information content. This approach can produce a similarity between two neighbor concepts of an ontology, exceeding the value of two concepts contained in the same hierarchy. This is inadequate in the context of information retrieval.

---

5The concept subsumes is the most common specific concept.
4.3.3 Hybrid approach

The hybrid approach combines the two previous approaches. Often, it reuses the information content of nodes and the smallest common ancestor, as with the equation of Lin et al. [30], or with the distance of Jiang and Conrath $\text{dist}_{J&C}$ [19].

$$\text{Sim}_{\text{semLin}}(C_m, C_n) = \frac{2 \times \log P(\text{CS})}{\log P(C_m) + \log P(C_n)}$$  \hspace{1cm} (23)

$$\begin{align*}
\text{dist}_{J&C}(C_m, C_n) &= \text{IC}(C_m) + \text{IC}(C_n) - 2 \times \text{IC}(\text{CS}(C_m, C_n)) \\
\text{Sim}_{\text{semJ&C}}(C_m, C_n) &= 1 / (\text{dist}_{J&C}(C_m, C_n))
\end{align*}$$  \hspace{1cm} (24)

For the ontology presented in the Fig. 8, we compare the last two hybrid approaches with the novel one as presented in the (26), that it is the combination of Rada [40] and J&C [19].

$$\begin{align*}
\text{Sim}_{\text{semJ&J&C}}(C_m, C_n) &= 1 / \text{dist}_{J&C}(C_m, C_n) \\
\text{dist}_{J&C}(C_m, C_n) &= \text{IC}(C_m) + \text{IC}(C_n) - 2 \times \text{IC}(\text{CS}(C_m, C_n))
\end{align*}$$  \hspace{1cm} (25)

$$\text{Sim}_{\text{sem}}(C_m, C_n) = 1 / (d_{\text{Rada}}(C_m, C_n) + \text{dist}_{J&C}(C_m, C_n))$$  \hspace{1cm} (26)

where $d_{\text{Rada}}(C_m, C_n)$ is the length of the shortest path between $C_m$ and $C_n$.

Fig. 8 Hierarchical ontology model
4.4 Concept-based confidence value readjustment (CCVR)

The proposed framework (Fig. 1) introduces a reranking or confidence value readjustment to refine the PENN results for concept detection [7], and is computed using:

\[ P(x/C_i) = P(x/C_i) + \frac{1}{Z} \sum_{j=1}^{\text{Nb arc}} \lambda_{i,j}(1 - \zeta_j) P(x/C_j) \]  

(27)

where \( P(x/C_i) \) corresponds to the multi-modal PENN result, \( \lambda_{i,j} \) is the causal relationship between concepts \( C_i \) and \( C_j \), \( \zeta_j \) is the classifier error in the validation set and \( Z \) is a normalization term.

5 Experimentations

The experiments provided here are conducted on the TREC Vid 2007 dataset [49] containing science news, news reports, documentaries, etc. Of the 100 hours of video segmented into shots and annotated [3] with semantic concepts from the 36 defined labels. Half is used to train the feature extraction system and the other half is used for evaluation purposes. The evaluation is realized in the context of TREC Vid using mean average precision \( MAP \) in order to provide a direct comparison of the effectiveness of the proposed approach with other published work using the same dataset. Precision provides a measure of the ability of a system to present only relevant sequence.

\[ \text{AP} = \frac{\left( \frac{\text{number of relevant video sequences retrieved}}{\text{total number of video sequences retrieved}} \right)}{\text{total number of relevant video sequences}} \]  

(28)

Other metrics are introduced in our evaluation to have a global comparison: F-measure, classification rate \( CR \), and balanced error rate \( BER \). The classifier results can be represented in a confusion matrix (Table 1), where \( a, b, c \) and \( d \) represent the number of examples falling into each possible outcome:

\[ \text{F-measure} = 2 \cdot \frac{P \cdot R}{P + R} \]  

(29)

\[ \text{BER} = \frac{1}{2} \left( \frac{b}{a + b} + \frac{c}{c + d} \right) \]  

(30)

Figure 9 shows the variation of average precision results vs semantic concepts, for three systems: NNET, PENN, and Onto-PENN. First, we observe that PENN

---

6 The balanced error rate is the average of the errors on each class. BER is used in “Performance Prediction Challenge Workshop”.

7 NNET: Neural Network based on Evidence Theory.

8 PENN: Perplexity-based Evidential Neural Network.

9 Onto-PENN: Ontological readjustment of the PENN. The results presented in the rest of paper for the Onto-PENN, are given by (26) for the semantic similarity computation.
Table 1  Confusion matrix representation

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Class 0</th>
<th>Class 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class 0</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Class Class 1</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

and Onto-PENN systems have the same performance on average for several concepts, and present a significant improvement compared to NNET for the concepts 4, 6, 17, 18, 19, 23, 31 and 32. This is not surprising considering the manner the MAP (Mean Average Precision) is computed (using only the first 2,000 returned shots as in TREC Vid) (see Table 2). Furthermore, low performances on several concepts can be observed due to both numerous conflicting classification and limited training data regardless of the fusion system employed. This also explains the rather low retrieval accuracy obtained for concepts 3, 22, 25, 26, 33 and 34.

To evaluate the inter-concepts similarity contribution in the video shots indexing system, we need to study the results in all test set. For this, the comparisons of the detection performances are carried out by thresholding the soft-decisions at the shot-level before and after using the inter-concepts similarity via F-meas, CR\(^+\) and BER. Note that the MAP is not sensitive to Threshold values \(\tau\). Figure 10 compares the three experimental systems along with the variation of \(\tau \in [0.1, 0.9]\), by step of 0.1. We can clearly see that for any \(\tau\) value the Onto-PENN dominates and obtains higher performances for F-meas, CR\(^+\) as well as lower BER comparing to PENN and NNET. The BER\(_{\min}\) = 40.38\% is given by \(\tau = 0.2\), for F-meas= 16.98\% and CR\(^+\) = 34.48\%. The best results are obtained for \(\tau \in [0.2, 0.5]\). With \(\tau = 0.40\), the
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Fig. 9  Average precision evaluation
Table 2 Id of the TRECVid 2007 concepts

<table>
<thead>
<tr>
<th>Id</th>
<th>Concepts</th>
<th>Neg.train</th>
<th>Pos.train</th>
<th>Pos.test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sports</td>
<td>11,974</td>
<td>106</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>Weather</td>
<td>12,029</td>
<td>51</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>Court</td>
<td>11,967</td>
<td>113</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Office</td>
<td>11,159</td>
<td>921</td>
<td>453</td>
</tr>
<tr>
<td>5</td>
<td>Meeting</td>
<td>11,532</td>
<td>548</td>
<td>270</td>
</tr>
<tr>
<td>6</td>
<td>Studio</td>
<td>11,722</td>
<td>358</td>
<td>468</td>
</tr>
<tr>
<td>7</td>
<td>Outdoor</td>
<td>8,643</td>
<td>3,437</td>
<td>1,812</td>
</tr>
<tr>
<td>8</td>
<td>Building</td>
<td>10,964</td>
<td>1,116</td>
<td>477</td>
</tr>
<tr>
<td>9</td>
<td>Desert</td>
<td>12,019</td>
<td>61</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>Vegetation</td>
<td>10,615</td>
<td>1,465</td>
<td>499</td>
</tr>
<tr>
<td>11</td>
<td>Mountain</td>
<td>12,004</td>
<td>76</td>
<td>17</td>
</tr>
<tr>
<td>12</td>
<td>Road</td>
<td>11,420</td>
<td>660</td>
<td>297</td>
</tr>
<tr>
<td>13</td>
<td>Sky</td>
<td>10,777</td>
<td>1,303</td>
<td>853</td>
</tr>
<tr>
<td>14</td>
<td>Snow</td>
<td>12,044</td>
<td>36</td>
<td>91</td>
</tr>
<tr>
<td>15</td>
<td>Urban</td>
<td>10,746</td>
<td>1,334</td>
<td>537</td>
</tr>
<tr>
<td>16</td>
<td>Waterscape</td>
<td>11,725</td>
<td>355</td>
<td>414</td>
</tr>
<tr>
<td>17</td>
<td>Crowd</td>
<td>11,159</td>
<td>921</td>
<td>552</td>
</tr>
<tr>
<td>18</td>
<td>Face</td>
<td>6,596</td>
<td>5,484</td>
<td>2,325</td>
</tr>
<tr>
<td>19</td>
<td>Person</td>
<td>4,981</td>
<td>7,099</td>
<td>2,972</td>
</tr>
<tr>
<td>20</td>
<td>Pol. security</td>
<td>11,824</td>
<td>256</td>
<td>63</td>
</tr>
<tr>
<td>21</td>
<td>Military</td>
<td>11,848</td>
<td>232</td>
<td>74</td>
</tr>
<tr>
<td>22</td>
<td>Prisoner</td>
<td>12,067</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>23</td>
<td>Animal</td>
<td>11,675</td>
<td>405</td>
<td>271</td>
</tr>
<tr>
<td>24</td>
<td>Computer Tv</td>
<td>11,617</td>
<td>463</td>
<td>202</td>
</tr>
<tr>
<td>25</td>
<td>US Flag</td>
<td>12,070</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>Airplane</td>
<td>12,052</td>
<td>28</td>
<td>7</td>
</tr>
<tr>
<td>27</td>
<td>Car</td>
<td>11,663</td>
<td>417</td>
<td>187</td>
</tr>
<tr>
<td>28</td>
<td>Bus</td>
<td>12,033</td>
<td>47</td>
<td>40</td>
</tr>
<tr>
<td>29</td>
<td>Truck</td>
<td>11,985</td>
<td>95</td>
<td>19</td>
</tr>
<tr>
<td>30</td>
<td>Boat/ship</td>
<td>11,979</td>
<td>101</td>
<td>151</td>
</tr>
<tr>
<td>31</td>
<td>Walk. running</td>
<td>11,221</td>
<td>859</td>
<td>385</td>
</tr>
<tr>
<td>32</td>
<td>Peop. marching</td>
<td>11,960</td>
<td>120</td>
<td>82</td>
</tr>
<tr>
<td>33</td>
<td>Exp. fire</td>
<td>11,068</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td>34</td>
<td>Nat. disaster</td>
<td>12,061</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>35</td>
<td>Maps</td>
<td>12,030</td>
<td>50</td>
<td>31</td>
</tr>
<tr>
<td>36</td>
<td>Charts</td>
<td>11,954</td>
<td>126</td>
<td>80</td>
</tr>
</tbody>
</table>

$CR^+$ is improved by 10.14% to achieve 22.07%, and decreasing the BER of 2.91% compared to NNET.

Figure 11 presents the performance evolution per concepts using $\tau = 0.4$. Some points can be noticed: The three systems produce a certain non-detection ($F$-meas = 0, $CR^+ = 0$) for the concepts 2, 3, 9, 11, 25, 26, 28, 29, 33, 34, and 36. Then, NNET can not detect any of the following concepts 1, 5, 6, 20, 21, 22, 31, 32, and 35. Identically, for PENN in 5, 20, 22, and 35. Finally, Onto-PENN resolves the limitation previously mentioned and achieves a high improvement for the concepts 1, 4, 7, 8, 10, 12, 13, 15, 16, 17, 18, 19, 22, 23, 24, and 31, due to the strong relationship between the connected concepts, allowing for better, more accurate decision-making.
Fig. 10 Evaluation of the metrics ($\text{CR}^+$, BER and F-measure) vs Threshold $\tau \in [0.1, 0.9]$
As an example, to detect face, person, meeting, or studio concepts, PENN gives more importance to FaceDetector, ContourShape, ColorLayout, ScalableColor, EdgeHistogram than others descriptors. For the “person” concept, the improvement was as high as 11%, making it the best performing run. The Onto-PENN system introduces the relationship between the connected concepts (i.e. concepts that are likely to co-occur in video shots), increasing the performance in term of accuracy (see Fig. 11, F-measure and CR+ evaluation).
Fig. 12 Inter-concept connections graphical model for the concept office. We observe that 20 concepts are connected with office, but only 5 are strong and significant (M EETING: 6.65%, STUDIO: 5.06%, FACE: 33.92%, PERSON: 38.52%, and COMPUTER TV: 4.77%) presenting 88.92% of the global information.

The co-occurring concept constitute some type of contextual information about the content of the shot under consideration.

Table 3 summarizes the overall performances for the content-based video shots classification systems using a fixed Threshold (τ = 0.4). We compute the above mentioned statistics for all concepts, and for a subset composed of the 10 most frequent concepts in the dataset. All hybrid semantic similarities-based Onto-PENN allow an overall improvement of the system and a significant increase of F-meas and CR+. They achieve a respectable result for MAP, and significantly decrease the balanced error rate “BER” compared to NNET and PENN. Finally, the results given by the two equations (25 and 26) are very close, with a slight advantage for the (26). However, it can be observed that the MAP declines using the equations of Rada,

Table 3 Performance comparisons between the three experimental systems: NNET, PENN and Onto-PENN

<table>
<thead>
<tr>
<th>Methods/eval. (%)</th>
<th>NNET</th>
<th>PENN</th>
<th>Onto-PENN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rada</td>
</tr>
<tr>
<td>MAP</td>
<td>12.70</td>
<td>13.29</td>
<td>12.94</td>
</tr>
<tr>
<td>MAP@10</td>
<td>33.70</td>
<td>35.50</td>
<td>34.12</td>
</tr>
<tr>
<td>F-meas</td>
<td>11.84</td>
<td>14.10</td>
<td>15.97</td>
</tr>
<tr>
<td>F-meas@10</td>
<td>38.75</td>
<td>40.79</td>
<td>41.83</td>
</tr>
<tr>
<td>CR+</td>
<td>11.93</td>
<td>13.43</td>
<td>18.12</td>
</tr>
<tr>
<td>CR+@10</td>
<td>40.69</td>
<td>41.74</td>
<td>53.76</td>
</tr>
<tr>
<td>BER</td>
<td>45.02</td>
<td>44.13</td>
<td>43.93</td>
</tr>
<tr>
<td>BER@10</td>
<td>38</td>
<td>36.52</td>
<td>36.02</td>
</tr>
</tbody>
</table>

We present in term of accuracy the effect of each similarity method (Rada (20), Lin (23), J&C (25)), and our proposed method B&H (26) in the Onto-PENN system, for τ = 0.4.
and Lin compared to the two equations used, which underlines the importance of the semantic similarity choice.

6 Conclusions

In this paper, we have presented a generic and robust ontology-based video shots indexing scheme. One of the particular aspect of the proposed framework is to employ contextual information during the classification phase. To learn the influence of the relation between concepts, three types of influence are computed: co-occurrence, visual descriptors and hybrid semantic similarity. A comparison of some approaches to automatically construct the semantic similarity has been presented. Based on the newly defined simulated user principle, we evaluate the results of four alternative methodologies. We demonstrate through statistical study and empirical testing the potential of multimodal fusion, to be exploited in video shots retrieval. In TREC Vid 2007 benchmark, a significant improvement is obtained with our system, about 18.75% in terms of correct positive recognition rate (CR+), 5.99% for the F-measure, 1.66% for the mean average precision (MAP), and decreases the balanced error rate of 2.91% on average. Our proposed “Onto-PENN” method outperforms clearly both the NNET and PENN methods which are not using any contextual information. In addition, we have shown that perplexity-based weighted vector integration in the indexing pipeline increases the performances of our system.

In the future works, we plan to extend application to WordNet instead of a corpus, integration of richer semantics and broader knowledge.
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ABSTRACT
The explosion of social video sharing sites gives new challenges on video search and indexing techniques. Because of the concept diversity in social videos, it is very hard to build a well annotated dataset that provides good coverage over the whole meaning of concepts. However, the prosperity of social videos on the internet also make it easy to obtain a huge number of videos, which gives an opportunity to mine the semantic content from an infinite amount of video entities. In this paper, we focus on improving the performance of concept detectors and propose a refinement framework based on a semi-supervised learning technique. In our framework, the self-training algorithm is employed to expand the training dataset with automatically labeled data. The contribution of this paper is to demonstrate how to utilize the visual feature and text metadata to enhance the performance of concept classifier with a lot number of unlabeled videos. By experimenting on a social video dataset with 21,000 entities, it is shown that after expanding the training set with automatically labeled shots, the concept detectors’ performance can be significantly improved.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing

General Terms
Measure, Performance, Experimentation

Keywords
Social Video, Semantic Analysis, Semi-supervised Learning

1. INTRODUCTION
With the advances of digital capture equipment and multimedia storage, the recent explosion in video shared web technologies make it possible to upload the videos by the web users. The last five years have witnessed rapidly growing popularity of social video sites, such as YouTube[4], DailyMotion[1]. It results in the explosion of social video documents, with diverse concepts and sparse text descriptions.

The prosperity of social video gives new challenge on the traditional text-based search engine, though they have gained a remarkable success on text retrieval on the internet. Nowadays video search engine still adopt standard text retrieval technologies to index and search social videos according the accompanied metadata, such as tags, description, comments. This is an efficient way for video query but cannot index video data semantically unless video data are well annotated by hand. Obviously it is becoming an emergency to develop video search techniques that can mine the semantic concept without requiring extensive manual labeling.

In parallel, semantic video analysis techniques based on statistical models have made great progress in recent years. These research are currently focusing on the analysis and mining the visual content of video by modeling the low level features extracted from video shots. These learning based techniques succeed in traditional video but face new challenges on dealing with social video. Due to the infinite amount of video and the diversity of concepts, it is very hard to build a well labeled dataset with a good semantic concept coverage for training.

Both the text-based technique and the visual content modeling approach have their strengths and limitations on video indexing. It gives possibility to fuse these two kinds of features together for better semantic analysis. In this paper, we aim to integrate both the text and visual feature of social video entities to improve the performance of concepts detection, and propose a semi-supervised learning based framework to obtain a group of concept detectors with better coverage though exploitation of unlabeled data.

The organization of the rest of this paper is as followed. In Section 2, we provide a brief review on the related work. In Section 3, we introduce our refinement framework based on visual feature and tags. In Section 4, we demonstrate the experiments and show the results. Finally, we conclude the paper in Section 5.

2. RELATED WORK
In recent years, there already have been lots of studies on video concept analysis thrust of video storage and machine learning techniques. To investigate the problem, the multimedia community has built many benchmark dataset, such as TrecVID[3], Caltech[10]. Semantic video analysis has traditionally involved these known datasets with fixed
and limited sets of keywords and semantic concepts. Based on those well annotated datasets, many related framework are proposed with the advance of machine learning algorithm. A straightforward way to achieve video analysis is to adapt the image search and indexing techniques directly. In those approaches, the visual feature obtained from shots keyframes are employed to model the concept underlying in the video contents. For example, the authors of [9] have modeled image keywords using a multiple Bernoulli distribution for image annotation. To apply their method on videos they simply build their model for visual features within rectangular regions of the keyframes of a video and achieve better results.

Instead of adapted image indexing techniques, there are some works much more specifically designed for videos, which focus on mining on audio and spatio-temporal properties of the video. Motivated by the success of SIFT feature in image indexing, some similar work to represent shots with a spatio-temporal feature have been done [17, 13]. The authors of [17] proposed a local space-time features to capture local events. This technique have been shown effectiveness on people event recognition, such as people running or jumping. In [13], the authors studied a shape-based feature for event recognition in crowded videos. To exploit the power of audio feature for video concept detection, Jiang et. al [12] investigated the joint audio and visual analysis for semantic concept detection, and propose a novel visual feature with background audio representation to improve concept detection.

Recently, due to social sharing website such as YouTube[4], Flickr[2], where a large number of multimedia documents are available benefited from the contribution of web users, it has become possible to attempt multimedia search and indexing on a large size of dataset. However, working on real world web datasets provides new challenge on the traditional video concept detection techniques. Clearly, it is very time-consuming and tedious work to build a well labeled dataset for the training purpose. To address the problem of semantic web video analysis, some large scale datasets have been built using multimedia data crawler from shared portals [8, 6]. Beside those web video datasets built very recently, a number of research works in the image domain have shown acceptable results by investigation on semi-supervised learning techniques [19, 11]. Similarly to the work as we propose in this paper, the authors of [18] have developed an active learning based concept classifier refinement system on a large scale of image dataset, the concept classifiers can be reinforced by updating the positive and negative training samples iteratively, but it still need users to review the output of the classifier. In addition, [14] have proposed an automatically collected dataset using the huge resources of web by object recognition techniques. However, the authors did not take the rich information in metadata into consideration. All of these work inspire our research on video dataset annotation.

In this paper, we report an automatic framework based on semi-supervised learning for concept refinement and expect a similar result on social videos. Our aim is to leverage on the information provided by authors and users rather than requiring for extra human annotation efforts.

3. OUR PROPOSED SCHEME
Visual features such as SIFT, color moments, are commonly used in previous research [9, 17, 13]. They are thought as the representative feature to video content. In social video shared site, the videos entities are always uploaded along with some text metadata. Though these metadata are labeled manually by the video user arbitrarily, and are not always accurate, these text also give a rough indication to the real concept behind the video shots. They are therefore of importance for video content representation. The proper combination of textual and visual feature can boost the performance of video analysis technique greatly. In this paper, we take a web video entity as composition of a group of shots along with a tag set, and focus on refine the concept detectors by exploration into unlabeled pools based on semi-supervised self-training approach.

3.1 Refinement with Self-training Strategy
At first, let us introduce the general semantic video concept analysis problem briefly. It is the process by which a computer system automatically assigns caption or keywords to a digital video shot, which can often be regarded as a classification problem. Suppose we have a well annotated dataset $X = \{x_i\}$ along with its label $Y = \{y_i\}$. Our goal is to find out a group of classifiers

$$F = \{f_i | f_i : X \rightarrow Y\}$$

(1)

Their parameters $\{\lambda_i\}$ can be obtained from

$$\{\lambda_i\}^* = \arg \max_{\lambda_i} P(Y|X, \{\lambda_i\})$$

(2)

For the video annotation problems, the dataset $X$ can be the shot, which is represented by the visual feature vectors, and the label $Y$ is the concept to be annotated. Associated with each concept, there is a model $f_i$ to compute the probability with which a shot belongs to this concept. In order to obtain the prediction model, lots of data should be labeled well for the training process. However, it is unaffordable to annotate a large-scale video corpus with a good coverage over the whole meaning of concepts because of the work intensity and time consumption. On another side, it becomes easier to obtain a huge number of unlabeled data with the booming of video sharing website. This makes it possible to capture more underlying meaning of the concepts. There are also some related work done with a semi-supervised learning framework to mine semantic meaning among data pool without labels. Semi-supervised learning is a group of algorithms that make use of the labeled and unlabeled data. The one we used in this work is called self-training[20]. Besides the labeled dataset $X$, other dataset $U$ containing unlabeled videos is available. In self-training, the classifiers are firstly trained from the small amount of labeled data $X$ as shown in Equation 1, then used to predict label for the unlabeled data, and the most likely unlabeled data items are added to the training set.

$$X^* = \{x | \max_i (P(x|f_i)) > \theta, x \in U\}$$

(3)

And

$$X' = X + X^*$$

(4)

The classifiers are then re-trained on the extended training set $X'$ with the same method as Equation 2.

$$\{\lambda_i\}^* = \arg \max_{\lambda_i} P(Y, Y^*|X', \{\lambda_i\})$$

(5)
Where $Y^*$ is the label of $X^*$ predicted by model $F$, and $\lambda$ is the parameters of updated model $F$.

For social video, the useful information we can explore for extending the labeled training set automatically are visual features and textual metadata. We consider them for our refinement algorithm as follows.

### 3.2 Visual Feature Based Refinement

In most of previous annotation research, visual features are used to represent the content of video shot. The intuitional approach of refinement is to utilize the visual feature directly. As shown in Figure 1, we first initiate the training of the concept detectors with the manually labeled subset. Then, those newly trained detectors are run on the unlabeled video collection to predict labels. The video shots that have a high similarity to a concept, in other words, when the probability estimation of the concept detector exceeds a given threshold, will be added to the training set. The concept detectors are then re-trained on the automatically extended training set. Both the original concept detector and the re-trained ones are then evaluated on the testing dataset which has been held out for performance evaluation only.

![Figure 1: Visual Feature Refinement](image)

### 3.3 Tags-Based Visual Supervised Refinement

Compared with traditional videos, social videos are commonly accompanied with metadata such as tags, description, script, etc., which are uploaded by the users themselves. Though the textual information is usually erroneous and sparse, and not accurate enough to provide the required knowledge for effective content-based retrieval, the analysis of the auxiliary text shows possibility of improving the performance of traditional multimedia information analysis approaches. Additionally, when correctly tagged by their authors or other contributors, such information could really benefit concept modeling.

Before we utilize the text metadata for semantic analysis, there are some problems that we need to be dealt with. In video annotation, the concepts should be labeled on each shot. However, the web video tags are given to the whole video entity, so we cannot use the tags as a kind of weak labels directly. Additionally, the synonymy and polysemy problems make it more complicated. Synonymy is used to describe the fact that there are many ways to refer to the same object and polysemy means that most words have more than one distinct meaning. Considering the synonymy and polysemy, it is hard to mine the meaning from so brief and sparse text description. For example, the video shots tagged with “boat” and “ship” should be annotated with the same concept, and if a video shot is tagged as “Apple”, the user’s intuition may be “a kind of fruit”, “A kind of electrical device”, or “a famous company”. In *nature language processing* (NLP) there are some techniques that can be used to solve the synonymy[16]. The method we use here is query expanding: we expand the concept with keywords that have similar meaning in semantic level. In case of polysemy, it should be noticed that for each word, each different meaning has a different visual appearance, and therefore will lead to a special distribution in feature space.

With this in mind, we propose our tag-based visual supervised (TBVS) refinement framework as shown in Figure 2. We query with keywords for each concept from our dataset, and initialize the annotation of all the shots with such concept for each returned video entity. Then we use the same strategy as Section 3.2. A group of trained visual concept detectors are run on those shots, and sort the result by visual similarity. Those whose probability exceed a given threshold are reserved to the training set.

![Figure 2: Tags-Based Visual Supervised Refinement](image)

Though it seems that similar strategies are used in the two refinement methods, they are essentially quite different from each other. For visual feature refinement, only visual similarity is taken into consideration. However for the tag-based visual supervised refinement, we obtain the expanding video shots from tag query result, and it is more possible to get relevant shots by semantic meaning.

In both refinement approaches, obviously the selection metric chosen is crucial. This issue will be studied further in Section 4.3.

### 4. EXPERIMENTS

To validate our proposed approach on social videos, we use a social video dataset and conduct a group of experiments.

#### 4.1 Dataset

A well designed dataset is very important for our concept detector refinement problems. Here we use a subset of our dataset [15] built by the data crawled from YouTube[4].
The subset used in the experiments contains about 21,000 videos along with their text metadata. All of the videos are segmented into shots and a keyframe is extracted for each shot. This results in 240,000 shots and a text corpus with 300 keywords, built from the video tags and titles, upon which we will evaluate the proposed approach. For each keyframe, multiple types of low level visual feature (64-D color histogram, 225-D color moment, 250-D Bag-Of-Words) are computed. For the sake of simplification, only the 225-D color moment feature, which has been shown efficient and effective in generic concept detection [5], is used in the experiments.

Besides the visual feature, we also build a keywords dictionary from the text metadata along the videos. From video title and tags we obtain 562K textual words. We sort them by frequency after removing the stop-word and words stemming. We also remove some meaningless words such as “video”, “music” manually and reserve the top 300 words as our keywords corpus.

In this experiments, we manually choose five visual concept: Airplane, Animal, Boat, Ship, Person, Snow, which have recognizable appearance and good distribution in our dataset. We expand those concept semantically with the keywords in our corpus for synonymy as shown in Table 1.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>Airplane, Flight</td>
</tr>
<tr>
<td>Animal</td>
<td>Animal, Dog, Tiger, Lion</td>
</tr>
<tr>
<td>Boat, Ship</td>
<td>Boat, Ship</td>
</tr>
<tr>
<td>Person</td>
<td>Person, People, Girl, Boy</td>
</tr>
<tr>
<td>Snow</td>
<td>Snow</td>
</tr>
</tbody>
</table>

### 4.2 Learning Process and Evaluation

The self-learning is a practical wrapper approach, there still need a baseline machine learning algorithm. Here support vector machine (SVM) is employed for the learning process. SVM is an effective method to solve binary-class or multi-class classification problems. A classification problem is considered on a given a set of labeled training data \( \{x_i, y_i\} \) where samples \( x_i \in \mathbb{R}^d \) and binary labels are given as \( y_i \in \{1,-1\} \) for binary-class problems and \( y_i \in \mathbb{Z} \) for multi-class problems. In the case of multimedia information retrieval, we can consider \( \mathbb{R}^d \) the \( d \)-dimensional space of low-level visual features so that each image or video has a unique feature vector descriptor. The labels \( y_i \) are used to indicate which concept examples are relevant with. The solution of SVM is to construct a hyperplane or set of hyperplane in a high feature dimensional space, which can be used for classification, as well as regression or other tasks. The hyperplanes have the largest distance to the nearest training data points of any class and make the classification error of the classifier to be lower. The implementation used here is the latest LIBSVM [7] with a Radial Basis Function (RBF) kernel. We use the cross-validation methods to determinate the parameters in the SVM models.

In this experiment, the average precision (AP) and mean average precision (MAP) are used as criteria to measure the performance. AP is a standard performance measure for image and video semantic concept search and indexing, which can be calculated by

\[
AP = \sum_r \frac{Precision(r) \times Relevance(r)}{Number of Relevant Documents}
\]

Here \( Precision(r) \) means the precision of rank \( r \), and the \( Relevance(r) \) equals to 1 if documents at rank \( r \) is relevant and equals to 0 for else. The value of AP is almost the same as the area under the un-interpolated precision-recall curve. And MAP is the arithmetic mean of average precision values across all of the concepts.

### 4.3 Parameters Setting

The key issue in self-learning is how to find the proper metric to decide which examples to add to the training set. In our refinement process, we use a threshold to decide the amount of new adding shots for simplification. It is obvious that the threshold plays a crucial role in this model. On one hand, a high value threshold will lead to fewer shots reserved and the training set are still far to reach a good coverage in the feature space, which will lead to the new trained concept detectors’ performance will not improved much. On the other hand, it should be noticed that classifier performances can be degraded if there are many incorrectly labeled sample in the new training set. If the threshold is too small, more shots will be inserted to the training set, and the number of shots labeled incorrectly will increase, This will contaminate the training set with potentially noisy data and directly bring down the performance of concept detector in the subsequent training process. Figure 3 shows the percent of reserved shots in both refinements strategy. From this figure, we can see that with the increasing of threshold, the percent of shots used for expanding decreases.

For the two process, we use different threshold because of two reasons. First, we know that there are some kind of underlying truth in tags labeled by users, so we can forecast that in the tag-based refinement it is no need to use a threshold with the same value as visual feature refinement. Secondly, because of the sparsity of keywords in text metadata, there is no large amount of shots return queried by keywords. So a high probability threshold value will block too many shots into the refinement process. In our experiment, we find the optimal threshold of 0.92 for visual feature based refinement and 0.72 for tag based refinement can achieve a better result.

![Threshold vs. Average Precison](image-url)

**Figure 3:** retrieved shots with respect to selection threshold
4.4 Results

To validate our methods, a group of experiments are performed in our dataset: a) training with annotated shots; b) training with on all shots from tag query result; c) refinement based on visual feature; d) refinement based on tags query and visual supervision. All of the detectors are tested on the same data that are labeled well.

Figure 4 gives the detector performance measure result on the experiments. From the figure, we can see that detectors trained on the data queried by tags gain the worst performance in all of the concept, as we expect, because of the noise among user tags. Compared with the performance of classifiers trained on labeled data, both the visual feature refinement and tag-based visual supervised refinement achieve better results. In visual feature refinement, the detection accuracy is improved when new shots are added automatically through self-learning scheme for most of concept. Significant AP gains are achieved for “Boat-Ship” by 43.1%, “Person” by 28.5%, “Airplane” by 19.0%. The overall MAP is improved by 21.7% after a single iteration.

Figure 4 also show the remarkable improvement on tag-based visual supervised refinement. Similar to visual feature refinement, this group of concept detectors is also enhanced by coming of the new shots. With an overall MAP improved by 23.5%, concept detectors also gained significant advance, such as “Boat-Ship” by 53.5%, “Airplane” by 27.7%, and “Person” by 17.7% respectively.

In Figure 4, it can be observed that for some concepts the visual refinement approach performs better than the tag refinement one. However, there are also concepts for which the tag refinement works best. Furthermore, the mean average precision over all concepts studied in this work shows a small advantage for tag refinement. Nonetheless, the intrinsic distribution of both the training data and the new automatically selected training samples should be studied further in order to identify which how to choose between tag based and visual based refinement.

5. CONCLUSIONS

As the amount of social video content available online continues to increase exponentially everyday, there is an immediate need for automatic tools for semantic video search and indexing. While the multimedia concept detectors require large amount of samples to learn models, it is very hard to provide a well labeled datasets because of the infinite and diversity of the concepts. In this paper, we focus on improving the performance of concept detection with a semi-supervised learning process. The proposed refinement framework utilize both the visual feature and text meta data and dynamically extend the set of training examples available for learning. Using a large dataset of 21,000 videos, we have shown the ability of our proposed approach to enhance the performance of semantic detectors to accurately identify content.

In the future, we will consider how to build concept detectors in a fully automated fashion. In the refinement framework proposed in the paper, pre-trained models are necessary to initiate the refinement process. We intend to study the possibility to analyze and mine from online shared multimedia content in order to learn semantic concepts automatically from web documents and analyze them semantically in our future work.
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ABSTRACT

We present a method combining semantic inferencing and visual analysis for finding automatically media (photos and videos) illustrating events. We report on experiments validating our heuristic for mining media sharing platforms and large event directories in order to mutually enrich the descriptions of the content they host. Our overall goal is to design a web-based environment that allows users to explore and select events, to inspect associated media, and to discover meaningful, surprising or entertaining connections between events, media and people participating in events. We present a large dataset composed of semantic descriptions of events, photos and videos interlinked with the larger Linked Open Data cloud and we show the benefits of using semantic web technologies for integrating multimedia metadata.
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H.5.1 [Multimedia Information System]: Audio, Video and Hypertext Interactive Systems; I.7.2 [Document Preparation]: Languages and systems, Markup languages, Multi/mixed media, Standards

General Terms
Languages, Hyperlinks, Web, URI, HTTP

Keywords
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1. INTRODUCTION

Events are a natural way for referring to any observable occurrence grouping persons, places, times and activities that can be described [16]. Events are also observable experiences that are often documented by people through different media (e.g., videos and photos). We explore this intrinsic connection between media and experiences so that people can search and browse through content using a familiar event perspective. We are aware that web sites already exist that provide interfaces to such functionality, e.g., eventful.com, upcoming.org, last.fm/events, and facebook.com/events to name a few. These services have sometimes explicit connection with media sharing platforms, have often overlap in terms of coverage of upcoming events and provide social networks features to support users in sharing and deciding upon attending events. However, the information about the events, the social connections and the representative media are all spread and locked in amongst these services providing limited event coverage and no interoperability of the description [5].

Our goal is to aggregate these heterogeneous sources of information using linked data, so that we can explore the information with the flexibility and depth afforded by semantic web technologies. Furthermore, we investigate the underlying connections between events to allow users to discover meaningful, entertaining or surprising relationships amongst them. We also use these connections as means of providing information and illustrations about future events, thus enhancing decision support. In this paper, we present a method for finding automatically medias hosted on Flickr and YouTube that can be associated to a public event. We show the benefits of using linked data technologies for enriching semantically the descriptions of both events and media.

The remaining of this paper is structured as follow. In Section 2, we briefly describe the LODE event model and how we scrap large event directories. In Section 3, we present the dataset on which we will evaluate our method. We then detail our approach for associating media with events (Section 4). We discuss our results in Section 5 and present some related work in Section 6. Finally, we give our conclusions and outline future work in Section 7.

2. LODE AND EVENT DIRECTORIES

Large numbers of web sites contain information about scheduled events, of which some may display media captured at these events. This information is, however, often incomplete and always locked into the sites. In previous research, we carried out user studies in order to collect end-user experiences, opinions and interests while discovering, attending and sharing events, and user insights about potential web-based technologies that support these activities. The results of this study support the development of an environment that merges event directories, social networks and media sharing platforms [5]. We argue that linked data technologies is suitable for doing this integration at large scale given they naturally based on URIs for identifying objects
and a simple triple model (RDF) for representing semantic descriptions. In this section, we present the LODE event model and how we populate this ontology by scraping three large event directories: last.fm, eventful and upcoming.

2.1 LODE by Example

The LODE ontology\(^1\) is a minimal model that encapsulates the most useful properties for describing events [11]. The goal of this ontology is to enable interoperable modeling of the “factual” aspects of events, where these can be characterized in terms of the four Ws: What happened, Where did it happen, When did it happen, and Who was involved. LODE is not yet another “event” ontology per se. It has been designed as an interlingua model that solves an interoperability problem by providing a set of axioms expressing mappings between existing event ontologies. Hence, the ontology contains numerous OWL axioms stating classes and properties equivalence between models such as the Event Ontology [10], CIDOC-CRM, DOLCE, SEM [15] to name a few.

Figure 1 depicts the metadata attached to the event identified by 350591 on last.fm according to the LODE ontology. More precisely, it indicates that an event of type Concert has been given on the 13th of July 2007 at 20:30 PM in the Nouveau Casino theater in Paris featuring the Irish singer Róisín Murphy known for electronic style.

![Figure 1: Róisín Murphy at the Nouveau Casino in Paris described with LODE](image)

2.2 Scraping Event Directories

We use the Last.fm, Eventful and Upcoming APIs to convert each event description into the LODE ontology. We mint new URIs into our own namespace for events (http://data.linkedevents.org/event/), agents (http://data.linkedevents.org/agent/) and locations (http://data.linkedevents.org/location/). A graph representing an event is composed of the type of the event, a full text description, the agents (e.g. artists) involved, a date (instant or interval represented with OWL Time [7]), a location in terms of both geographical coordinates and a URI denoting the venue and users participation. A graph representing an agent or a location is composed of a label and a description (e.g. the artist’s biography).

Event directories have overlap in their coverage. We interlink these events descriptions when they involve the same agents at the same date or when they happen at the same venue at the same date. We invoke additional semantic web lookup services such as dbpedia and freebase, or foursquare and geonames in order to enrich the descriptions of the agents and the locations. Hence, the venue has been converted into a foursquare URI (http://foursquare.com/venue/185188) that provides additional information such as the number of different users that have check in at this place and the current virual mayor while the wikipedia URI (http://tr.wikipedia.org/wiki/Nouveau_casino) provides the history of this venue in French.

The agent URI, which has for label “Róisín Murphy” has also been interlinked with the dbpedia URI (http://dbpedia.org/resource/RoisinMurphy) which provides additional information about the solo singer such as its complete discography. This URI is declared to be owl:sameAs another identifier from Freebase (http://rdf.freebase.com/ns/guid.9202a8c04000641f-80000000004a1685) which provides information about the 2 bands she has been part of. The linked data journey can be rich and long. One of the challenges we want to address is how to visualize these enriched interconnected datasets while still supporting simple user tasks such as searching and browsing enriched media collections.

3. DATASET

Explicit relationships between scheduled events and photos hosted on Flickr can be looked up using special machine tags such as lastfm:event=XXX or upcoming:event=XXX. In a previous work, we explored the overlap in metadata between four popular web sites, namely Flickr as a hosting web site for photos and Last.fm, Eventful and Upcoming as a documentation of past and upcoming events [14]. Hence, we have been able to convert the description of more than 1.7 million photos which are indexed by nearly 110.000 events (Table 1).

<table>
<thead>
<tr>
<th>Event</th>
<th>Agent</th>
<th>Location</th>
<th>Photos</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Last.fm</td>
<td>37,258</td>
<td>90,161</td>
<td>16,471</td>
<td>1,393,039</td>
</tr>
<tr>
<td>Upcoming</td>
<td>13,114</td>
<td>7,330</td>
<td>18,542</td>
<td>1,393,039</td>
</tr>
<tr>
<td>Eventful</td>
<td>37,647</td>
<td>6,593</td>
<td>14,576</td>
<td>1,393,039</td>
</tr>
</tbody>
</table>

Table 1: Number of event/agent/location and photo/user descriptions in the dataset published in [14]

In this paper, we consider a subset of this events dataset that corresponds to the intersection of Last.fm, Flickr and YouTube. In other words, we consider the set of last.fm events for which there is at least one photo and one video shared respectively on Flickr and YouTube that has been tagged with the lastfm:event=xxx machine tag. The number of YouTube videos that currently contains such a machine tag is unsurprisingly much smaller. Hence, this intersection yields a dataset of 110 events, 4790 photos and 263 videos.

The Ontology for Media Resource currently developed by W3C is a core vocabulary which covers basic metadata properties to describe media resources\(^2\). It provides properties for describing the duration of a video, its target audience, copyright, genre, rating or the various renditions of a photos. Media fragments can also be defined in order to have a smaller granularity and attach keywords or formal annotations to parts of a media. The ontology contains a formal set of axioms defining mapping between different metadata formats for multimedia. We use this vocabulary together with properties from SIOC, FOAF and Dublin Core to convert into RDF the Flickr photo and YouTube video descriptions.

\(^1\)http://linkedevents.org/ontology/

\(^2\)http://www.w3.org/TR/mediamnt-10/
(Figure 2). The link between the media and the event is realized through the `lode:illustrate` property, while more information about the `sioc:UserAccount` can be attached to his URI. In Figure 2, we see that both the video hosted on YouTube and the photo hosted on Flickr has the same `ma:creator`: the user cartoixa.

Figure 2: A photo and a video taken by the same user at the Róisín Murphy Concert described with the Media Ontology

4. FIND MEDIA ILLUSTRATING EVENTS

The set of photos and videos available on the web that can be explicitly associated to a Last.fm event using a machine tag is generally a tiny subset of all media that are actually relevant for this event. Our goal is to find as much as possible media resources that have not been tagged with a `lastfm:event=xxx` machine tag but that should still be associated to an event description. In the following, we investigate several approaches to find those photos and videos to which we can then propagate the rich semantic description of the event improving the recall accuracy of multimedia query for events.

Figure 3: Image uploading tendency along time

Starting from an event description, three dimensions from the LODE model can easily be mapped to metadata available in Flickr and YouTube and be used as search query in these two sharing platforms: the `what` dimension that represents the title, the `where` dimension that gives the geo-coordinates attached to a media, and the `when` dimension that is matched with either the taken date or the upload date of a media. Querying Flickr or YouTube with just one of these dimensions bring far too many results: many events took place on the same date or at nearby locations and the title is often ambiguous. Consequently, we will query the media sharing sites using at least two dimensions. We also find that there are recurrent annual events with the same title and held in the same location, which makes the combination of “title” and “geo tag” inaccurate. In the following, we consider the two combinations “title” + “time” and “geo tag” + “time” for performing search query and finding media that could be relevant for a given event.

4.1 How Fast Media are Uploaded?

We first investigate the time difference between the start time of an event and the upload time of Flickr photos attached to this event. For the 110 events composing our dataset, we analyze the 4790 photos that are annotated with the Last.fm machine tag in order to compute the time delay between the event start time and the time at which the photos were captured according to the EXIF metadata. Figure 3 shows the result: the y-axis represents the number of photos uploaded on a day to day basis, while the x-axis represents the time (in days) after the event occurred.

Figure 4: Video uploading tendency along time

The trend is clearly a long-tail curve where most of the photos taken at an event are uploaded during or right after the event took place and within the first 5 days. After ten days, only very few photos from the event are still being uploaded. In the following, we choose a threshold of 5 days when querying the photos using either the title or the geotag information.

We conduct a similar analysis with the 263 YouTube videos that are annotated with the Last.fm machine tag. The “taken time” being not available for videos from the YouTube API, we use instead the “upload time”. Figure 4 shows the results and we observe the same long tail: most the videos are uploaded within the first 5 days following an event.

4.2 Query by Geotag

Geotagging is the process of adding geographical identification metadata to a media and is a form of geospatial metadata. These data usually consist of latitude and longitude coordinates, though they can also include altitude, bearing, distance, accuracy data, and place names. They are extremely valuable for application to structure the data
According to location and for users to find a wide variety of location-specific information [1, 17]. Considering that a place is generally a venue, we assume that at any given place and time there is a single event taking place.

For all events of our dataset, we extract the latitude and longitude information from the LODE descriptions and we perform search query using the Flickr API applying a time filter of 5 days following each event date. We perform the same query using the YouTube API although the number of video that are geotagged is much smaller than for photos. Figures 5(a) and 5(b) show the distribution of the number of retrieved photos and videos for the 110 events in our dataset. We observe that the data is centralized in the left bins which means that for most of the events (n=95), the number of photos (resp. videos) retrieved with geotags is within the 0-100 range (resp. 0-20 range). The largest bin is composed of 45 events that have each between 1 and 50 photos retrieved.

4.3 Query by Title

The title is often the most useful information for describing the events. Similarly to geo-tagged queries, we perform full text search queries on Flickr and YouTube based on the event title that is extracted from the LODE description. The photos and videos retrieved are also filtered using a time interval of five days following the time of the event. When performing search query using the Flickr API query, we use the “text mode” rather than the “tag mode” since the latter is missing in many photos. The number of photos retrieved at this stage is however in an order of magnitude greater than with geo-tagged queries. Due to the well-known polysemy problems of textual-based query, the title-based query brings lots of irrelevant photos. We describe in the Section 4.4 an heuristic for filtering out those irrelevant media.

In contrast, we do not observe this noise when querying the YouTube API with only the event title (filtered by the time of the event) using a strict match mode. Hence, the number of videos retrieved per event is rather small and most of the time relevant. The distribution of the number of retrieved photos and videos for the 110 events in our dataset is depicted in Figures 6a and 6b.

Generally, the results of query by title have a similar distribution than the result of query by geotag. For most of the events, a lower number of photos is obtained. Out of the 110 events under investigation, there are 80 events with less than 150 photos, and 83 events with less than 25 videos. However, for some events, a large number of media is retrieved: 12 events (resp. 15) with more than 500 photos (resp. 50 videos). Compared with Figure 5, we can clearly see that the standard deviation of Figure 6 is larger and that again photos are more readily available than videos.

Table 2 shows the overall number of photos and videos retrieved for each strategy for the 110 events that composed our dataset. We first observe that these two strategies allow to retrieve an order of magnitude more media that using solely machine tags. Hence, while 4790 photos are tagged with the lastfm:event=xxx machine tag, 6933 photos can be retrieved using the geo-location of the event and 32583 photos can be retrieved using the event title. After removing the duplicated ones, we obtain 36412 photos that are candidate to illustrate an event which is 7.6 times more than the ones labeled by a machine tag. For the videos, the number of candidates is 19.6 times more than the ones with machine tags. Unsurprisingly, most of the media uploaded and shared on the web do not have machine tag.

4.4 Pruning Irrelevant Media

Images and videos with specific machine tags such as lastfm:event=207358 can be unconditionally associated to events. We consider that media retrieved with geotag queries during a correct time frame should also be relevant for those events. The problem arises with the media retrieved with text-based queries (using the event title) where one can find many irrelevant media. For example, the event identified by 207358 has for title Malia. However, a search on Flickr or YouTube with this keyword returns photos about cities, different people (Malawian singer, French swimmer, daughter of the US president Barack Obama) or even hotels with this name.

In order to filter out this noise and to avoid propagating rich event descriptions to those medias, we propose a method for pruning the set of candidates photos using visual analysis. The photos captured at a single event are already very diverse, depicting the artist, the scene, the audience or even the tickets. The diversity of the data makes it difficult to remove all the noisy images that should not be associated with the event considered, while keeping as much as possible the good ones. We address this issue in two steps to ensure high precision and recall ratio.

First, we build a training dataset composed of the media contained either the event machine tag or a combination of geo-coordinates and time frame corresponding to the event.
Table 2: Number of photos and videos retrieved for 110 events using the event machine tag (ID), the geo-coordinates or the event title

<table>
<thead>
<tr>
<th></th>
<th>QueryByID</th>
<th>QueryByTitle</th>
<th>QueryByGeo</th>
<th>ID∩Title</th>
<th>Geo∩Title</th>
<th>Geo∩ID</th>
<th>Geo∩ID∩Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photos</td>
<td>4790</td>
<td>32583</td>
<td>6933</td>
<td>2350</td>
<td>494</td>
<td>484</td>
<td>405</td>
</tr>
<tr>
<td>Videos</td>
<td>263</td>
<td>4237</td>
<td>1163</td>
<td>103</td>
<td>39</td>
<td>115</td>
<td>29</td>
</tr>
</tbody>
</table>

Dimensions. The photos resulting from query by title compose the testing dataset. The visual features employed are 225D color moments in Lab space, 64D Gabor texture, and 73D Edge histogram. For each image in the training data, the nearest neighbors using the $L_1$ distance measure in the training set are found and the smallest distance taken as threshold. Second, images originating from the title query are compared with training images. Images for which the distance to images in the test set is below the threshold are candidates for illustrating the event. The algorithm can be formalized as followed:

**Algorithm 1** Prune function

1: INPUT: TrainingSet, TestingSet
2: OUTPUT: PrunedSet
3: for each img in TrainingSet do
4:   $D = []$
5: for each imgj in TrainingSet-{img} do
6:   $D.append(dist_{L1}(img, imgj))$
7: end for
8: Threshold = min($D$)
9: for each imgt in TestingSet do
10:   if dist_{L1}(imgt, img) < Threshold then
11:     PrunedSet.append(imgt)
12: end if
13: end for
14: return PrunedSet

We adopted an adaptive threshold because of the visual diversity within the training dataset. Even for the images belong to the same event, the concept can vary from the musicians, singer to venue, or event ticket. In order to remove noisy images in the testing data, the threshold should adjust respectively. Figure 7 shows the value of threshold used in the experiments which range from 0.01 to 0.346.
### Table 3: Number of photos for 20 events, results of the pruning algorithm and results of the simple heuristic extension

<table>
<thead>
<tr>
<th>ID</th>
<th>Data Set (nb of photos)</th>
<th>Pruning Result</th>
<th>Extended Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TrainingData</td>
<td>TestingData</td>
<td>Ground Truth</td>
</tr>
<tr>
<td>346054</td>
<td>2</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>158744</td>
<td>3</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>371981</td>
<td>4</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>341832</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>362195</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>235445</td>
<td>10</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>42644</td>
<td>13</td>
<td>85</td>
<td>81</td>
</tr>
<tr>
<td>165697</td>
<td>23</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>137530</td>
<td>24</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>517159</td>
<td>24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>222241</td>
<td>36</td>
<td>204</td>
<td>180</td>
</tr>
<tr>
<td>234649</td>
<td>45</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>207358</td>
<td>54</td>
<td>68</td>
<td>4</td>
</tr>
<tr>
<td>429517</td>
<td>60</td>
<td>171</td>
<td>169</td>
</tr>
<tr>
<td>437747</td>
<td>65</td>
<td>144</td>
<td>142</td>
</tr>
<tr>
<td>117886</td>
<td>68</td>
<td>99</td>
<td>97</td>
</tr>
<tr>
<td>159390</td>
<td>71</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>350591</td>
<td>79</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>472733</td>
<td>93</td>
<td>500</td>
<td>478</td>
</tr>
<tr>
<td>176257</td>
<td>97</td>
<td>260</td>
<td>255</td>
</tr>
</tbody>
</table>

### 4.5 Experiments

For evaluating our pruning algorithm, we take the top 20 events from our 110 events dataset. For these 20 events, there are 785 images in the training set (photos containing either an event machine tag or a geotag) and 1766 photos in the testing set (photos retrieved by event title). We build manually the ground truth for those 1766 photos selecting which ones should be attached to an event and which ones should not (Table 3). The 20 events were all concert events and photos are often depicting artists, venues, stages or audience. Some photos were, however, sometimes hard to judge but the manual assessor used all metadata available around each photo such as the entire list of tags or the albums in which the photos were gathered to decide whether the photo should be discarded or not. In the end, we manually remove 193 irrelevant images by their visual appearance and metadata. The remaining 1593 images are used as ground truth dataset.

The results of the pruning algorithm detailed in the Section 4.4 applied to the 1766 photos are shown in the Table 3. The threshold used is quite strong in order to guarantee a precision of 1 for most of the events. However, this causes about 80% of the candidate images to be excluded, including many relevant photos.

In order to increase the recall ratio, we extend the selected images by our pruning algorithm with all the ones uploaded by the same uploader. The rationale is that if one photo can reliably be attached to an event, we infer that this person indeed attended this event and that all the others photos taken by this person during this time frame are likely to be illustrative media for this event. This simple heuristic allows to significantly improve the recall ratio without sacrificing to the precision.

### 5. DISCUSSION

Event directories are largely overlapping, providing multiple identifiers for the same venues, artists, and events. We argued that linked data technologies help to integrate at large scale all data sources because of the use of URIs for identifying objects and a simple triple model for representing all metadata yielding a giant graph. Rich semantic descriptions of events can then be propagated to the media to which they are attached. Hence, for the dataset presented in the Section 3, 1,248,021 photos (that is 73 %) have been geotagged for free since Flickr had no geo-tagged information for those photos but only knowledge of an event machine tag that points to a rich description of an event including venues that are geo-localized. Similarly, the propagation of semantic metadata enables to detect inconsistencies between data sources such as the misplacement of a venue.

We have proposed a method for finding media that are relevant for an event based on queries using several dimensions of the event, and pruning the resulting results using visual similarity. However, we observe that there is limited value in pruning video results yet while it is very necessary for photos. Although the total number of video uploads is still exponentially increasing, duplicates or videos with absolute no metadata and a very small number of views are important which prevent their discovery.

We also investigate the concept shift as the set of relevant media increases by looking at the tag cloud associated to these media attached to a particular event. Figure 8 depicts tag cloud examples for the event 1097166 that corresponds to the live concert of Alela Diane which took place on Tuesday 14 July 2009 at 7:30pm at the venue Tivoli De Helling in Utrecht, The Netherlands. From the three sub figures, we can clearly see the topic shift when new metadata is added.

---

3The entire dataset is composed of more than 30 million RDF triples and is available as a dump at [http://www.eurecom.fr/~troncy/ldtc2010/](http://www.eurecom.fr/~troncy/ldtc2010/).

4YouTube reported in November 2010 that 35 hours of video content are uploaded every minute.
Figure 8: Tag Clouds of photos associated to the event 1097166: Alela Diane at Tivoli De Helling (Utrecht) on 14 Jul 2009

from a another source. Figure 8(a) is built from all the tags of all photos retrieved when using the event machine tag: the most frequent keyword in this cloud is, as expected, lastfm:event. However, in Figure 8(b), when the tags set are enlarged by the metadata from the photos retrieved by query by title (and pruned with our algorithm), the topic shifts to aleladiane who is the artist performing during this event. A similar observation can be made after looking at Figure 8(c), where some metadata from query by geotag are added, and the most significant keyword changes to the location of the event utrecht.

Finally, we briefly present initial interfaces that we have started to develop for searching and browsing media through an event perspective [13]. Users wish to discover events either through invitations and recommendations, or by filtering available events according to their interests and constraints. Therefore, the interface allows constraining different event properties (e.g. time, place, category). Mechanisms for providing this desired support include restricting a time period through a timeline slider control input (Figure 9). Categories and location can be filtered using hierarchical faceted metadata [6], allowing users to browse through different dimensions of the collection. The hierarchical facets are presented according to a taxonomy of predefined event categories, and through an event’s geo-location information. These properties allow the combination of different event types and locations while visually guiding the user through an interactive query refinement process. Faceted browsing also avoids empty results by restricting the available filtering options to display only non-empty results. Since users are likely to revisit information they have viewed in the past [6], we will also support simple history mechanisms, by saving a list of recently viewed events. To aid search, input boxes with dynamic term suggestions (auto-completion) is used to provide user feedback by suggesting a list of matching terms while typing.

After an event is selected, all associated information is displayed. Media are presented to convey the event experience, along with social information to provide better decision support. According to user interests, social proximity should be emphasized while displaying event attendance (e.g. friends attending). Other information that should be presented includes: performers, topic, genre, price. While scraping the data, some events such as popular music festivals were associated with more than 2,000 photos and videos. In order to deal with this large number, pagination is used while ordering media according to different contexts (e.g. by popularity, time, or social proximity). Alternatively, pictures are clustered according to context or visual similarity, and representative images are shown through Treemaps to present a varied sample of associated media.

6. RELATED WORK

In recent years, research on how to better support the end-user experience when searching and browsing multimedia content has drawn lots of attention in the research community. A tremendous amount of work has been done in very different areas. Among the possible directions, the usage of low-level visual features for improving content-based multimedia retrieval systems has made great progress in the past ten years [4]. The drawback of content-based retrieval systems is often the lack of manually labeled data for training systems. Our approach propagates the rich semantic description of events to the media, thus contributes to semi-automatically build reliable large training dataset. In [2, 3], the authors follow a very similar approach, exploiting the rich “context” associated with social media content and applying clustering algorithms to identify social events. In contrast to our work, they do not rely on linked data technologies to realize large scale integration and reconciliation of event directories.

Tagging is popular on media sharing web sites, but tags are also as diverse as there are users. Tags might describe the visual content of media but could also simply refer to emotions of be completely personalized to a user with the
sole aim of triggering the user’s memory. In [12], the authors take tags as a knowledge source and they studied the problem of inferring semantic concepts from associated noisy tags of social images. Some other work are done to improve the tag quality. In [9], Liu proposed a social image retagging approach that aims to assign better content descriptor to the social images and remove noise description. In [1], Arase et al. propose a method to detect people’s trip based on their research of geo-tagged photos.

A natural extension of our work would benefit from [8]. In this paper, the authors proposed a system to present the media content from live music events, assuming a series of concerts by the same artist such as a world tour. By synchronizing the music clips with audio fingerprint and other metadata, the system gives a novel interface to organize the user-contributed content. We did not yet consider audio fingerprint for tracking down series of events but rely only on semantic metadata so far.

7. CONCLUSION AND FUTURE WORK

In this paper, we have shown how linked data technologies can be used for integrating information contained in event and media directories. We used the LODE and Media Ontology respectively for expressing linked data description of events and photos. We described a method for finding as much as possible photos and videos relevant for a given event: we start from the media that contain specific machine tags and that can be used to train classifiers that will prune results from general queries. We evaluated our approach against a manually built gold standard and we show that we are able to increase significantly the recall with a very conservative approach that does not sacrifice the precision. Ultimately, we aim at providing an event-based environment for users to explore, annotate and share media and we present an initial user interface (available at http://eventmedia.cwi.nl/demo) that we continue to develop.

We are currently consolidating and cleaning our dataset with more sources and more linkage. We intend to provide soon user participation at events from public Foursquare check-in and live Tweets. Our priority is also to express the right licensing and attribution information to the data that has been rdf-ized. We truly believe that multimedia will then be finally added back to the Semantic Web.
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