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Introduction
Contexte

Au début des années 1990, et d’une manière encore plus prononcée à partir des années 2000, les bases d’images sont devenues de plus en plus grandes et difficiles à exploiter, faute d’outils adaptés. De nombreux chercheurs se sont alors intéressés aux différentes problématiques autour de ces bases, comme le stockage ou l’accès aux images.

En 2002, dans le cadre de ma thèse, j’ai pu m’intéresser à l’une de ces problématiques, à savoir la recherche des images par leur contenu (Content-Based Image Retrieval). Ce type de recherche se distingue des autres de par le fait que l’on n’utilise pas d’informations complémentaires aux images (comme des mots clés), mais on travaille directement sur le contenu même du document. Nous avons travaillé ainsi sur les propriétés visuelles des images, telles que les couleurs et les textures. Ces propriétés sont résumées au sein d’un histogramme, formé à partir d’un dictionnaire visuel calculé sur une base de référence. Une fois munie d’une métrique, cette représentation des images permet de calculer la similarité d’une image requête à un ensemble d’images. Cette première approche permet de répondre à des problèmes de recherche de copie (exactement la même image, mais déformée) et de recherche d’instance (exactement le même objet, mais vu sous un autre angle). Cependant, pour d’autres problèmes de recherche, il est nécessaire d’aller plus loin.

Dans ce contexte, je me suis concentré lors de ma thèse sur la recherche de catégories, où un utilisateur souhaite retrouver un ensemble d’images aux propriétés sémantiques communes. Par exemple, l’ensemble des voitures, des paysages, etc. Dans le but de répondre à ce problème, nous avons opté pour une approche par apprentissage statistique. L’idée est de produire un classifieur qui, sur la base d’un ensemble d’apprentissage, détermine dans quelle mesure une image peut intéresser un utilisateur. En un mot, ces classifieurs doivent faire le lien entre les propriétés visuelles et les propriétés sémantiques. Il existe différentes manière d’entraîner ces classifieurs, par exemple dans le cas de l’apprentissage par lot (Batch Learning) on utilise de très larges ensembles d’apprentissage. Dans notre cas, nous nous sommes intéressés à un scénario où un utilisateur interagit avec le système de recherche. La procédure se veut simple et intuitive, avec une interaction dite faiblement supervisée, où l’utilisateur indique si une image est intéressante ou non. Dans ce contexte, l’utilisateur n’a pas besoin de préciser les parties intéressantes de l’image, c’est au système de le deviner.

La première partie du travail a porté sur le classifieur et la métrique associée, où nous avons comparé différentes approches, tels que les mélanges de gaussiennes et les k-Plus Proches Voisins. Parmi celles-ci, il s’est avéré qu’une approche par machine à noyau était la plus pertinente, et ce sans compter sur son caractère générique. La deuxième partie du travail a porté sur la gestion de l’interaction avec l’utilisateur. Pour ce faire, nous avons proposé des techniques
basées sur l’apprentissage actif qui déterminent les images les plus intéressantes à faire annoter par l’utilisateur. Enfin, la troisième partie du travail a porté sur l’apprentissage à long terme, où nous avons proposé des méthodes pour optimiser le système en fonction de son utilisation.

Ces travaux de thèse ont permis de dresser un cadre de travail basé sur plusieurs outils, comme les dictionnaires visuels ou les machines à noyaux. C’est sur cette base que j’ai pu proposer de nouvelles pistes pour améliorer la recherche de catégories, mais aussi pour traiter d’autres médias comme les objets en trois dimensions. Les différents projets que j’ai pu mener autour de ces thèmes ont donné lieu à un certain nombre de contributions, dont les plus abouties sont présentées dans ce mémoire.

Dans ce contexte général, nous présentons au chapitre suivant une vue plus détaillée des outils que nous avons utilisés pour la conception d’un système de recherche interactive. Puis, nous présentons lors d’une première partie des techniques de recherche qui utilisent des noyaux sur ensembles, où l’objectif est d’obtenir une machine à noyau basée sur le principe de la mise en correspondance. La deuxième partie du mémoire est consacrée à des techniques de représentation dynamique, où l’on apprend en ligne la représentation des documents.
Architecture d’un système de recherche interactive


Indexation

La phase hors ligne du système de recherche permet d’obtenir des représentations pour les documents, ainsi que les métriques associées. Notons que l’on parle aussi de signature des documents. L’ensemble des structures de données associées est aussi appelé index de la base, résultat du processus d’indexation de la base. Pour parvenir à ces représentations, on passe par plusieurs étapes, en commençant par l’extraction de descripteurs visuels.

Descripteurs visuels

Pour les images, un processus d’extraction courant est le passage d’un espace colorimétrique pertinent pour l’acquisition (par exemple, RVB) à un espace colorimétrique pertinent sur le plan psycho-visuel (par exemple, $L^*a^*b^*$). On peut aussi procéder par filtrage, en calculant les gradients ou en appliquant des transformées. Parmi les différentes techniques de filtrage, on peut noter celles par banc de filtres de Gabor [55], les motifs binaires locaux (Local Binary Pattern) [62], les ondelettes de Haar [87], complexes [41] ou quaternioniques [5]. Pour les objets 3D représentés sous la forme de mailles, on extrait généralement des propriétés telles que les directions des normales ou les courbures.

Un document peut être partitionné en régions en utilisant un processus de segmentation. La manière la plus simple est d’utiliser une segmentation statique, par exemple en découplant une image en blocs réguliers. Il est aussi possible de procéder de manière adaptative, en s’appuyant sur les propriétés visuelles du document, comme les gradients des images ou l’orientation des normales des surfaces d’un objet 3D. Pour ce faire, il existe les méthodes basées sur les contours.

Une caractérisation locale qui connaît beaucoup de succès dans le domaine de la vision par ordinateur est celle par points d’intérêt. L’idée ici est de reproduire le système de vision rétinien, qui se focalise sur les parties du document les plus riches en hautes fréquences. La méthode la plus populaire pour les images est celle des SIFT [49], qui est basée sur des différences de gaussiennes. Puis, on trouve de nombreuses propositions dans ce domaine, comme les déteuteurs Harris-Affine qui offrent une invariance aux transformations affines [59], les MSER qui se focalisent sur les régions stables de l’image [57], ou encore les SURF qui permettent d’extraiter des points d’intérêt très rapidement [2]. Notons qu’il existe aussi des méthodes pour les objets 3D [58] et les vidéos [44]. Une fois les points d’intérêt détectés, ils sont décrits en fonction de la région qui entoure le point, généralement avec un soucis d’invariance aux transformations visuelles [60].

**Dictionnaires visuels**

Travailler sur l’ensemble des descripteurs extraits est généralement difficile compte tenu de leur nombre. Une solution courante est d’utiliser un dictionnaire visuel pour produire une représentation compacte des documents, comme les histogrammes, qui contiennent le nombre d’occurrences de chaque mot visuel dans le document.

Pour produire le dictionnaire, on peut procéder par quantification statique des descripteurs, par exemple en découplant de manière régulière l’espace des couleurs [79]. Du côté des objets
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en trois dimensions, on peut par exemple projeter l’orientation des faces sur une gaussienn e qui enveloppe l’objet [32, 36]. On peut aussi procéder de manière adaptative, en déterminant automatiquement les prototypes de descripteurs visuels. L’idée est d’analyser les descripteurs visuels présents dans une base représentative pour en extraire des prototypes, les “mots visuels”. Pour ce faire, on utilise généralement un algorithme de K-Means [15] ou ELBG [65], mais aussi des algorithmes par reconstruction linéaire locale [91]. Diverses techniques ont été proposées pour ce faire sur le principe des “Bags of Words”, par exemple à l’aide de pyramides [27], avec les noyaux de Fisher [67], par forêts aléatoires [61], ou encore par codage linéaire local [91]. Certains chercheurs proposent aussi de concevoir les représentations des documents comme l’approximation explicite d’un processus de mise en correspondance, par exemple avec une encapsulation de Hamming [33].

Index rapides

La pertinence d’une représentation est importante pour pouvoir retrouver les documents d’intérêt, mais pour traiter de très grandes bases, il faut aussi s’intéresser aux coûts matériels d’une représentation. Un des thèmes les plus étudiés dans ce cadre est celui de la recherche rapide des k plus proches voisins dans un espace vectoriel. Il existe de nombreuses méthodes qui partitionnent l’espace pour accélérer la recherche, souvent au prix d’une approximation [4, 70]. Nous pouvons noter les méthodes par hachage local (“Locality Sensitive Hashing”), qui permettent d’accélérer considérablement les temps de recherche [11]. Le cas de très grandes bases pose aussi des problèmes en terme de stockage, et c’est la raison pour laquelle des solutions sont proposées pour prendre en compte les temps d’accès sur disques [47], ou tout simplement pour réduire considérablement la taille des représentations pour qu’elles tiennent en mémoire [34].

Métriques

Une fois que chaque document de la base est représenté, il est nécessaire de disposer d’une notion de similarité (ou de distance) pour pouvoir effectuer les recherches.

Distances

Dans le cas où les représentations des documents sont des vecteurs, on se tourne souvent vers les distances comme la distance Euclidienne et plus généralement celle de Minkowski, ou encore les distances quadratiques généralisées. Dans le cas où les représentations vectorielles s’apparentent à des histogrammes ou des distributions, on utilise la distance du \( \chi^2 \), ou pour beaucoup de méthodes que nous présentons dans ce mémoire, celle du \( \chi^1 \) :

\[
 d_{\chi^1}(x, y) = \sum_{r=1}^{p} \frac{|x_r - y_r|}{x_r + y_r} 
\]

avec \( x \in \mathbb{R}^p \) et \( y \in \mathbb{R}^p \).


Fonctions noyaux

De nombreux types de représentation des documents ne se prêtent pas naturellement aux méthodes d’apprentissage les plus éprouvées. À défaut d’adapter ou de concevoir des méthodes d’apprentissage dédiées à un type de représentation, une stratégie est de ramener tout type de représentation à un type bien connu et maîtrisé. Plus précisément, on introduit une opération supplémentaire de transformation d’espace, qui injecte les représentations des documents dans un nouvel espace vectoriel muni d’un produit scalaire. Lorsque le produit scalaire est défini, on parle d’‘espace Hilbertien, et lorsqu’il est indéfini, on parle d’‘espace de Krein.

Il existe plusieurs approches pour effectuer une telle injection, dont celle par fonctions noyaux, qui présente de nombreux avantages [75, 76]. Parmi ceux-ci, on peut noter la possibilité de travailler dans des espaces de très grandes dimensions sans avoir à les expliciter. Plus formellement, cette approche s’intéresse à la fonction noyau \( k(x, y) \) qui correspond au produit scalaire \( \langle \cdot, \cdot \rangle \) dans le nouvel espace :

\[
k(x, y) = \langle \phi(x), \phi(y) \rangle
\]

avec \( \phi(x) \) l’injection qui, à une représentation \( x \), fait correspondre un vecteur dans le nouvel espace. Que le produit scalaire soit défini ou non, le nouvel espace est appelé ‘espace induit par la fonction noyau \( k \).

Il existe de nombreux algorithmes compatibles avec les noyaux définis, notamment grâce au “truc du noyau”, qui permet d’utiliser n’importe quel algorithme dès lors que l’on peut l’écrire uniquement à l’aide de produits scalaires. Pour le cas des noyaux indéfinis, comme certains que nous présentons pour traiter les sacs et graphes, il existe des méthodes pour les utiliser, qui en un mot ramènent le cas indéfini à un cas défini [63, 29, 28, 66].

Classification active

Les processus hors ligne terminés, chaque document de la base est représenté et une métrique est choisie pour comparer les documents. L’utilisateur présente alors un document requête, et le système affiche les plus proches voisins. Si l’utilisateur est satisfait, le processus s’arrête là. Dans le cas contraire, il peut annoter des documents dans la base, et le système utilise alors ces annotations pour produire un meilleur résultat.

Classification

Une approche courante pour exploiter les annotations utilisateur est de fabriquer une fonction de classification en deux classes : la classe des documents recherchés, et la classe des autres documents. Notons qu’il existe d’autres approches, comme la modification de requête [73], la pondération d’attributs [1], l’optimisation d’un modèle probabiliste autour de la requête [13, 18], ou encore des modèles bayésiens [8].

Pour former la fonction de classification, dès lors que l’on dispose directement ou indirectement d’une représentation vectorielle des documents, on trouve de nombreuses méthodes qui sont utilisées en multimédia, comme le critère de Bayes [84], les k-Plus Proches Voisins,
les K-Means, les mélanges de gaussiennes [25], les discriminants de Fisher, les Séparateurs à Vaste Marge [6], etc. Chaque méthode a ses avantages et inconvénients, et le choix dépend des contraintes de l’application. Dans notre cas de recherche interactive, nous travaillons le plus souvent avec les SVMs, car la méthode est compatible avec les fonctions noyaux, et l’algorithme d’entraînement est convexe et très rapide.

Apprentissage actif

L’apprentissage actif est l’étape de sélection des documents non annotés les plus intéressants à faire annoter par l’utilisateur. En d’autres termes, un système actif évalue chaque document non annoté selon l’impact qu’il pourrait avoir s’il était annoté. Pour ce faire, il existe deux familles de méthodes : une première qui l’on peut qualifier de “pessimiste” et une deuxième d’hui ”optimiste”.

La première famille active, dite “pessimiste”, sélectionne en assurant qu’un minimum de gain soit obtenu, quelle que soit l’annotation de l’utilisateur (positive ou négative). Pour atteindre ce but, on raisonne généralement dans l’espace des versions, qui représente l’ensemble des annotations que l’utilisateur peut formuler. L’idée est alors de réduire cet espace le plus rapidement possible, par exemple en modélisant l’espace des versions, puis en choisissant le document qui, une fois annoté, coupera au mieux en deux le modèle de l’espace des versions [83]. En fin de compte, ces techniques convergent vers l’idée que le choix le plus pertinent est celui des documents dont la classification est la plus incertaine. Le plus simple pour ce faire est de sélectionner les documents les plus proches de la frontière du classifieur.

La deuxième famille active, dite “optimiste”, sélectionne les documents qui, s’ils sont annotés d’une certaine manière, offriront un gain important. Une manière de suivre ce principe est d’ajouter artificiellement une annotation, entraîner le système, puis évaluer le résultat [72]. Ce processus est répété pour tous les documents et toutes les annotations possibles, et on choisit le document qui offre le meilleur gain. Si l’utilisateur choisit l’annotation attendue, on obtient une belle progression, mais dans le cas contraire, le résultat peut ne pas évoluer du tout. Notons que les approches optimistes sont, d’une manière générale, beaucoup plus coûteuses en calculs que les approches pessimistes.

Aucune des deux familles n’est meilleure que l’autre, le choix le plus judicieux étant de faire un mélange [24]. On commence par préréduire un certain nombre de documents avec une méthode pessimiste, puis on applique un critère optimiste au sein de la préréduction. Ainsi, on assure un minimum de gain via la préréduction, tout en s’autorisant à trouver des documents qui peuvent améliorer grandement le résultat.

Dans le cas où l’on souhaite sélectionner plusieurs documents non annotés à chaque itération du processus de bouclage, une approche courante pour améliorer les résultats est de s’assurer que l’on sélectionne des documents différents. Dans le cas contraire, on pourrait sélectionner plusieurs copies (ou presque) d’un document, et n’obtenir que le gain équivalent à la sélection d’un seul de ces documents. Pour s’assurer de la diversité des documents sélectionner, un critère pertinent est celui de la diversité des angles [17].
Principales contributions

Noyaux sur sacs et graphes

Dans le but de rechercher des objets dans les bases d’images, une approche pertinente est de travailler sur les mises en correspondance entre descripteurs visuels. Dans ce cadre, les systèmes par votes permettent d’obtenir de très bons résultats pour la recherche par similarité, où l’on recherche les images les plus proches d’une requête. Cependant, ces systèmes ne sont pas capables d’exploiter des exemples d’apprentissage, et par là même de résoudre les problèmes de recherche d’objets les plus difficiles.

Afin de concilier apprentissage et mise en correspondance, j’ai travaillé sur les fonctions noyaux sur ensembles, principalement pendant mon post-doctorat. Nous nous sommes tout d’abord intéressés aux noyaux sur sacs de descripteurs, présentés au Chapitre 1. Ce cadre permet de déplacer le problème de mise en correspondance entre les descripteurs visuels dans un espace induit par une fonction noyau, où chaque point représente une combinaison de descripteurs. Ces fonctions permettent ainsi de reproduire les systèmes par votes, mais en respectant les propriétés mathématiques nécessaires à l’utilisation des classifiants comme les SVMs. Dans ce contexte, nous avons proposé des solutions innovantes qui permettent de corriger certains défauts de méthodes proposées dans la littérature.

Les fonctions noyaux sur sacs ne prennent pas en compte les positions des descripteurs visuels sur l’image. Dans le but d’intégrer cette information, et dans le cadre des thèses de J.E. Haugeart et J. Lebrun, nous avons étudié l’approche par noyaux sur graphes, présentée au Chapitre 2. Dans ce cas, le graphe représente les différentes primitives visuelles (régions, points d’intérêt) réparties dans l’image. Il existe différentes approches pour ce faire, et parmi celles-ci, nous avons choisi de travailler sur les noyaux sur sacs de chemins, où l’on considère un ensemble de chemins extraits de chaque graphe. Outre les problèmes d’énumération des chemins et de métriques pour comparer les chemins, le principe est très similaire à celui des noyaux sur sacs. En effet, on injecte les chemins dans un espace induit, puis on effectue la mise en correspondance dans cet espace. Dans ce contexte, nous avons proposé de nouvelles fonctions qui, en plus d’être performantes, ont un coût calculatoire inférieur aux méthodes de référence. Les résultats obtenus ont été validés sur des bases d’images, mais aussi sur des objets en trois dimensions dans le cadre du projet ANR EROS 3D, ainsi que pour la détection des fenêtres dans les façades de Paris pour le projet ANR iTowns.
Noyaux dynamiques

Une approche qui connait beaucoup de succès en recherche de catégories d’images est celle basée sur des dictionnaires visuels. Pour ce faire, on construit un dictionnaire de mots visuels, généralement avec un algorithme K-Means, puis on décrit chaque image à l’aide d’un histogramme. De nombreuses méthodes ont été proposées pour construire ces dictionnaires, et dans presque tous les cas, il est nécessaire de passer par une phase d’étalonnage pour régler les paramètres du dictionnaire en fonction des catégories susceptibles d’être recherchées. Or, dans un contexte de recherche interactive, on ne dispose que de très peu d’a priori sur la nature des recherches qui vont être menées par les utilisateurs. De plus, les centres d’intérêt des utilisateurs peuvent évoluer au cours du temps, et par conséquent les paramètres optimaux aussi.

Dans le but de réduire cette dépendance à des paramètres globaux, j’ai étudié une approche qui consiste à effectuer le calcul du dictionnaire non plus au préalable, mais pendant la session de recherche. Pour régler le dictionnaire, je me base sur les annotations fournies par l’utilisateur. Ainsi, chaque session de recherche et même chaque itération de bouclage dispose d’un dictionnaire unique et adapté. Une approche naïve pour ce faire est de refaire l’ensemble des calculs habituellement effectués hors ligne. Une telle approche n’est cependant pas pertinente étant donnée la grande quantité de calculs requis. Dans ce contexte, je présente au Chapitre 3 une méthode pour apprendre le dictionnaire tout en respectant les contraintes de temps de calcul. Plus précisément, je propose d’apprendre une combinaison de fonctions noyaux de base, où chaque noyau de base correspond à un mot visuel. Le résultat de cette combinaison est alors équivalent à un dictionnaire visuel. Le processus est itératif, et permet ainsi d’apprendre à faible coût, tout en mutualisant de nombreuses ressources d’une itération de bouclage à l’autre, voire d’une session à l’autre, grâce à des systèmes de cache.

Boosting interactif

Toutes les techniques précédentes travaillent dans le cadre des fonctions noyaux. Ce cadre dispose de bien des avantages, mais on peut toutefois lui faire un reproche. En effet, tout repose sur des fonctions noyaux pertinentes pour le problème abordé. Or, pour construire ces fonctions, il faut impérativement respecter un certain nombre de propriétés mathématiques. Ainsi, pour traiter de nouveaux types de structures pour représenter les documents, un important travail de conception doit être réalisé. C’est la raison pour laquelle nous nous sommes tournés vers le boosting, qui demande moins d’efforts de conception. Ce travail est mené dans le cadre de la thèse de A. Lechervy, et les résultats seront utilisés lors du stage du R. Negrel.

Le cadre du boosting est un processus itératif de sélection de classifiants faibles dans le but de former un classifieur fort pour classer la base. Le premier intérêt de ce cadre est de n’imposer que de faibles hypothèses sur les classifiants faibles, ce qui rend leur conception aisée. Un autre intérêt du boosting est qu’il permet aussi d’apprendre la représentation des documents en même temps que le classifieur fort, étant donné que chaque classifieur faible est une manière différente d’observer les données. Notons que ce processus est, sur le fond, très proche des noyaux dynamiques que nous avons proposés précédemment, et nous retrouvons
beaucoup d’avantages communs aux deux approches.

Le boosting a cependant été introduit dans la littérature pour faire de l’apprentissage par lots, où l’on dispose d’un grand nombre d’exemples d’apprentissage. Autrement dit, tout le contraire de la recherche interactive. Cependant, il existe des moyens d’utiliser ce cadre avec peu d’annotations. En effet, nous présentons au Chapitre 4 nos propositions pour ce faire. Parmi les idées maitresses qui permettent de gérer les contraintes de la recherche interactive, nous montrons celle qui consiste à travailler avec des ensembles de classifieurs faibles dynami qques, adaptés et optimisés au fur et à mesure des itérations de bouclage. Un autre avantage du boosting est qu’il permet de produire des classifieurs forts moins coûteux en calculs, étant donné qu’il sélectionne uniquement les classifieurs faibles pertinents pour la catégorie recherchée. Ainsi, on n’effectue pas de calcul sur des descriptions ou représentations inutiles voire bruitées, contrairement aux méthodes à représentation statique où l’intégralité de l’information doit être utilisée.

**Autres travaux**

Ce mémoire ne présente en détails que mes contributions après la thèse qui ont atteint un certain niveau de maturité. Je travaille néanmoins sur d’autres thèmes présentés rapidement dans cette section.

Dans le cadre de la thèse en cotutelle France Brésil de Jefersson Alex dos Santos, je travaille sur l’apprentissage de fonctions capables de segmenter des images. On commence par fournir au système une ou plusieurs images exemples, où chaque pixel est annoté comme appartenant à une région d’intérêt ou non. Dans le cadre de la thèse, les régions d’intérêt sont par exemple les champs de café dans les images satellite. Sur la base de ces exemples, un algorithme basé sur le principe du Boosting conçoit une fonction de décision capable de déterminer si le pixel de n’importe quelle image fait partie d’une région d’intérêt ou non. Bien que la décision finale soit exprimée au niveau des pixels, tout le processus de décision est basé sur un ensemble de descriptions des régions de l’image à différentes échelles.

Je travaille aussi sur les descripteurs de mouvements dans les vidéos. L’objectif est de concevoir des techniques capables de produire des descripteurs de mouvements utilisables dans un contexte de recherche dans les bases de vidéos, où l’on s’intéresse aux actions humaines (courir, manger, ...) ou aux événements (accident, mouvement de foule, ...). Le travail a débuté dans le cadre du stage Master de Virginia Fernandez, sur la base des travaux de Martin Druon [14] qui modélise le flot optique sous la forme d’une combinaison linéaire de polynômes. Ces travaux préliminaires ont permis de créer des descripteurs de mouvement global simples et performants. Ces travaux ont ensuite été repris dans le cadre du stage Master de Romain Négrel, avec qui je conçois une version capable de contenir des descriptions de mouvements locaux. Le but à terme de ces travaux est de les combiner avec les méthodes d’apprentissage que développe Alexis Lechervy dans sa thèse.
Première partie
Noyaux sur Ensembles
Chapitre 1

Noyaux sur sacs

De nombreuses méthodes ont été proposées ces dernières années pour permettre la recherche d’objets dans les bases d’images. Ces techniques permettent de gérer les différents problèmes liés à ce type de recherche, comme la robustesse aux changements de pose et aux occultations. De premières méthodes reposent sur un système de vote, et comptent en quelque sorte le nombre de mises en correspondance que l’on peut faire entre les descripteurs visuels d’une requête et ceux des documents d’une base. Puis, pour permettre une recherche plus large et/ou plus robuste aux variations de l’objet, on peut suivre une approche basée sur la création d’un classifieur fonction d’un ensemble d’apprentissage. Pour ce faire, on peut distinguer deux grandes familles.

Une première famille est basée sur une approche par dictionnaire visuel, dont les premières méthodes sont les sacs de mots visuels (“Bags of Words”). Dans tous les cas, on commence par construire un dictionnaire de mots visuels, chaque mot visuel étant apparenté à un descripteur visuel. Puis, chaque image est représentée sous la forme d’un vecteur, dont chaque composante représente une probabilité de présence d’un mot visuel. Avec une telle représentation, il est par conséquent très facile d’utiliser des classificateurs. Diverses méthodes ont été proposées dans cet esprit, par exemple par K-Means[27] ou codage[53]. Chaque méthode se différencie d’une autre dans la manière de calculer le dictionnaire et les vecteurs associés aux images, mais dans tous les cas on observe une forte dépendance au dictionnaire. Cela peut expliquer le succès des méthodes de combinaison de noyaux (“Multiple Kernel Learning[43]”), compte tenu de leur capacité à déterminer et combiner les meilleurs dictionnaires visuels. Cependant, hormis pour certaines propositions très récentes, les techniques de combinaison reposent sur un large ensemble d’apprentissage pour être pleinement fonctionnelles. Ainsi, il va s’en dire que, dans un contexte de recherche interactive où les exemples sont rares, ces approches par dictionnaire sont difficiles à utiliser sans un travail d’adaptation.

Une deuxième famille de méthodes capables de concilier recherche d’objet et classification est celle basée sur les fonctions noyaux[90]. Dans ce cas, on revient aux sources de la recherche d’objet, à savoir la mise en correspondance de descripteurs visuels. Dans ce contexte, il n’est plus question de dictionnaire visuel : on conserve l’ensemble des descripteurs visuels extraits, ou au pire on réduit leur nombre en supprimant les redondances. Puis les images sont comparées en comptant en quelque sorte le nombre de descripteurs visuels communs. Notons que dans ce cas, les comparaisons sont toujours relatives aux images comparées, et non plus relatives à un...
référentiel commun (le dictionnaire). Autrement dit, nous sommes dans une approche moins dépendante d’un processus lourd de validation croisée. De plus, cette approche se distingue des autres par les contraintes imposées à la métrique pour comparer les images. En effet, on souhaite assurer que la comparaison entre deux ensembles de descripteurs correspond à un produit scalaire dans un espace vectoriel, autrement dit une fonction noyau. Une fois muni d’une telle fonction, toutes les méthodes à noyaux s’offrent à nous, de la PCA aux SVM.

1.1 Noyaux et mise en correspondance

Nous supposons que chaque document \(i\) de la base est représenté sous la forme d’un sac \(B_i \in B\) de descripteurs visuels \(b_{ri} \in F\), ainsi que d’une fonction noyau \(k(., .)\) définie sur \(F^2\). Nous utilisons le plus souvent des descripteurs \(b_{ri}\) vectoriels (\(F = \mathbb{R}^p\)), cependant d’un point de vue théorique n’importe quelle forme est possible dès lors que l’on dispose de la fonction \(k(., .)\). Notons que nous désignons par la suite le noyau \(k(., .)\) comme étant le noyau mineur.

Les fonctions noyaux que nous présentons dans ce chapitre s’appuient sur l’hypothèse que les descripteurs visuels \(b_{ri}\) et la fonction noyau mineure associée \(k(., .)\) permettent de mettre en correspondance les parties d’un même objet dans des images différentes. Par exemple, si on a plusieurs photographies d’un même objet pris sous un angle proche, on suppose que la fonction noyau mineure renvoie des valeurs très élevées entre les descripteurs visuels pris aux mêmes endroits de l’objet. Cette hypothèse, que nous appelons par la suite “hypothèse de mise en correspondance” est essentielle pour le bon fonctionnement des méthodes qui suivent, et sans laquelle rien ne peut être appris.

1.1.1 Un noyau simple

Un bon moyen d’introduire la notion de noyau sur sacs est de présenter celui proposé par Shawe-Taylor[76] :

\[
K(B_i, B_j) = \frac{1}{|B_i|} \frac{1}{|B_j|} \sum_r \sum_s k(b_{ri}, b_{sj}) \tag{1.1}
\]

Notons que nous désignons par la suite la fonction noyau \(K\) comme étant le noyau majeur.

Littéralement, cette fonction calcule le produit scalaire moyen entre les éléments des deux sacs. A première vue, il n’y a pas de notion de mise en correspondance. Il faut cependant garder à l’esprit que le produit scalaire est calculé dans un espace induit par le noyau mineur \(k\). En outre, les fonctions noyaux sont des injections – autrement dit l’espace induit a une dimension plus grande que l’espace initial, souvent bien plus grande. Un noyau courant est le noyau gaussien, qui induit un espace de dimension infinie. La motivation derrière cette injection est d’obtenir un espace où les données sont linéairement séparables [80].

Sachant cela, les valeurs des produits scalaires mineurs de la fonction de l’équation (1.1) sont généralement soit très faibles si les descripteurs sont un peu différents, soit très grands (ou proches de la valeur maximale) si les descripteurs sont identiques ou presque identiques. Par
conséquent, et sous réserve que la taille des sacs n’est pas trop grande, cette fonction noyau effectue une sorte de comptage des descripteurs communs aux deux sacs.

### 1.1.2 L’espace induit

Toujours dans le but de présenter les idées maîtresses derrière les noyaux sur sacs, développons la fonction de l’équation (1.1) pour mieux comprendre ce qui se passe dans l’espace induit. Notons tout d’abord $\phi : \mathcal{X} \rightarrow \mathbb{H}$ la fonction injection mineure associée au noyau mineur $k$, soit :

$$k(b_{ri}, b_{sj}) = \langle \phi(b_{ri}), \phi(b_{sj}) \rangle$$

Il s’ensuit que la fonction d’injection majeure $\Phi : \mathcal{B} \rightarrow \mathbb{H}$ associée au noyau majeur $K$ est :

$$\Phi(B_i) = \frac{1}{|B_i|} \sum_r \phi(b_{ri})$$

(1.2)

étant donné que :

$$K(B_i, B_j) = \left\langle \frac{1}{|B_i|} \Phi(B_i), \frac{1}{|B_j|} \Phi(B_j) \right\rangle$$

$$= \frac{1}{|B_i| |B_j|} \left( \sum_r \phi(b_{ri}), \sum_s \phi(b_{sj}) \right)$$

$$= \frac{1}{|B_i| |B_j|} \sum_r \sum_s \langle \phi(b_{ri}), \phi(b_{sj}) \rangle$$

$$= \frac{1}{|B_i| |B_j|} \sum_r \sum_s k(b_{ri}, b_{sj})$$

Cela signifie que la fonction $K$ compare les barycentres des descripteurs injectés dans l’espace induit. En conséquence, on peut se demander comment des mises en correspondance peuvent avoir lieu entre deux ensembles d’éléments réduits à leurs moyennes respectives. Une fois encore, l’astuce de l’injection dans un espace de très grande dimension est l’explication.

En effet, si l’espace induit est de très grande dimension, voire infini, chaque descripteur “possède” sa propre dimension, tous les descripteurs un tant soit peu différents sont alors quasi orthogonaux entre eux. Si nous prenons un cas extrême avec un noyau mineur gaussien, chaque vecteur $\phi(b_{ri})$ dans l’espace induit est principalement composé de 0, sauf sur une dimension où la valeur est 1 (la dimension que “possède” le descripteur). Ainsi, l’image $\Phi(B_i)$ du sac $B_i$ dans l’espace induit est un vecteur principalement nul, sauf sur les dimensions correspondant aux descripteurs $b_{ri}$ qu’il contient. Les images des sacs évoluent ainsi dans l’espace des combinaisons de descripteurs. Dans ce cas extrême, le produit scalaire entre les images des sacs est bel et bien un comptage des descripteurs identiques. Naturellement, dans la pratique un tel cas n’est pas désirable si l’on souhaite avoir un minimum de capacité à généraliser – capacité que l’on peut régler par ailleurs en jouant sur les paramètres du noyau mineur (largeur du noyau gaussien par exemple).
1.1.3 Classification faiblement supervisée

Ces fonctions noyaux permettent de faire encore plus que reproduire des comptages de mises en correspondance. En effet, elles permettent de travailler dans un espace où l’on peut séparer linéairement les sacs contenant des objets d’intérêt (\(\Leftrightarrow\) une certaine combinaison de descripteurs) des autres sacs, et ce uniquement sur la base d’annotations sur les sacs. Pour illustrer ces propos, nous proposons de nous appuyer sur la figure 1.1. Dans cette figure, nous avons représenté un cas avec 3 sacs et quatre objets (A,B,C et D). Les éléments des sacs sont des vecteurs de dimension 2 (partie gauche de la figure) représentés sous la forme d’un symbole et d’une couleur. Tous les éléments de même symbole (carré, rond ou étoile) sont dans le même sac, et tous les éléments de même couleur (rouge, vert, bleu ou mauve) sont supposés appartenir au même objet. De plus, nous avons choisi un noyau mineur qui injecte les descripteurs dans une hypersphère (comme les noyaux gaussiens ou triangulaire).


Cette propriété est très intéressante, et tout particulièrement pour la recherche interactive. En effet, les utilisateurs préfèrent effectuer le moins possible de tâche d’annotation. Par conséquent, un système capable de retrouver les objets sans avoir à les détourner (\(\Leftrightarrow\) annoter les éléments des sacs), mais simplement en annotant simplement les images (\(\Leftrightarrow\) annoter les sacs)
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est bien plus intéressant. Dans ce contexte, nous parlerons d’apprentissage faiblement sup-

visé, où les éléments d’intérêt non pas besoin d’être annotés, mais seulement leur contenant. En conséquence, les noyaux sur sacs combinés à des classificateurs par hyperplan font parti des méthodes d’apprentissage avec instances multiples (“Multiple Instance Learning”).

Toutes les propriétés dépendent énormément de la manière dont va être construit l’espace induit. Pour ce faire, on peut travailler sur le noyau mineur, mais aussi sur la forme du noyau majeur, comme nous allons le présenter dans la section suivante.

1.2 Quelques noyaux de la littérature

La fonction de l’équation (1.1) a un principal défaut : lorsque le nombre d’éléments dans les sacs comparés est très grand, elle a tendance à “noyer” les produits scalaires forts au milieu des produits scalaires faibles. Par exemple, supposons qu’il existe une mise en correspondance de produit scalaire 1 entre deux éléments de deux sacs $B_i$ et $B_j$, et que toutes les autres valeurs de produit scalaire sont approximatiquement égales à $\varepsilon$, alors la valeur finale de cette fonction est $1 + (|B_i||B_j| - 1)\varepsilon \simeq 1 + |B_i||B_j|\varepsilon$. Ainsi, le poids des $\varepsilon$ devient rapidement plus important que la valeur de mise en correspondance. Cela se produit même dans le cas de valeurs d’amplitudes relativement faibles, par exemple avec $|B_i| = |B_j| = 100$ et $\varepsilon = 0.01$, la valeur cumulée des non-mises en correspondance est 100 fois plus grande que la valeur de mise en correspondance !

Dans le but de pallier ce problème, Lyu [51] a proposé une amélioration du noyau de l’équation (1.1) :

$$K_{lya}(B_i, B_j) = \frac{1}{|B_i| |B_j|} \sum_r \sum_s k(b_{ri}, b_{sj})^p$$

avec $p \geq 1$ pour conserver un noyau de Mercer. Notons que dans le cas d’un noyau mineur gaussien, cela revient à considérer des gaussiennes plus fines.

D’autres chercheurs ont proposé des solutions plus radicales, comme Wallraven [90] :

$$K_{avmax}(B_i, B_j) = \frac{1}{|B_i|} \sum_r \max_s k(b_{ri}, b_{sj}) + \frac{1}{|B_j|} \sum_s \max_r k(b_{ri}, b_{sj})$$

Dans ce cas, l’idée de mise en correspondance est plus évidente, étant donné que l’on compte le nombre de descripteurs du sac $B_i$ proches d’un des descripteurs du sac $B_j$, et vice-versa. Malheureusement, cette fonction n’est pas de Mercer [51] – il faut se tourner vers des méthodes à noyaux indéfinis comme nous l’avons décrit dans la section à la page 14.

Notons que des solutions encore plus radicales peuvent être utilisées, par exemple :

$$K_{max}(B_i, B_j) = \max_r \max_s k(b_{ri}, b_{sj})$$

Dans ce cas, la fonction renvoie la valeur de la meilleure mise en correspondance. Ce noyau est aussi indéfini.
Des propositions ont aussi été faites pour se baser sur une modélisation plus complexe que la moyenne des éléments sur sacs (Eq. 1.2), par exemple en modélisant chaque sac $B_i$ par une gaussienne de moyenne $\mu_i$ et de variance $\Sigma_i$. Dans ce cas, un noyau de Bhattacharyya peut être utilisé pour comparer les modèles [42] :

$$K_{kondor}(B_i, B_j) = |\Sigma_i|^{-\frac{1}{2}} |\Sigma_j|^{-\frac{1}{2}} |\Sigma^*|^{\frac{1}{2}} e \left( -\frac{1}{2} \mu_i^\top \Sigma_i^{-1} \mu_i - \frac{1}{2} \mu_j^\top \Sigma_j^{-1} \mu_j + \frac{1}{2} \mu^\top \Sigma^* \mu \right) \quad (1.6)$$

avec $\Sigma^* = \left( \frac{1}{2} \Sigma_i^{-1} + \frac{1}{2} \Sigma_j^{-1} \right)^{-1}$ et $\mu^* = \frac{1}{2} \Sigma_i^{-1} \mu_i + \frac{1}{2} \Sigma_j^{-1} \mu_j$. Cette formule travaille dans l'espace initial des descripteurs, mais il est tout à fait possible d’effectuer les mêmes opérations dans un espace induit par une fonction noyau. Pour ce faire, Kondor [42] propose d’effectuer une analyse en composantes principales noyauté (KPCA), mais qui implique une dépendance à une forme de dictionnaire visuel.

1.3 Propositions

1.3.1 Noyaux majeurs

Le noyau proposé par Lyu [51] (Eq. 1.3) met bien en valeur les mises en correspondances, mais de grandes valeurs de $p$ tendent à le rendre beaucoup trop discriminant. L’auteur montre dans son article que son noyau tend vers la forme suivante lorsque $p \to +\infty$ :

$$K_{lyu}(B_i, B_j) \to \frac{1}{|B_i|} \sum_r \max_s k(b_{ri}, b_{sj})^p + \frac{1}{|B_j|} \sum_s \max_r k(b_{ri}, b_{sj})^p \quad (1.7)$$

Ainsi, en augmentant la puissance $p$, on se rapproche du noyau de l’équation (1.4), mais avec des noyaux mineurs $k^p(.,.)$ qui tendent vers l’identité.

Dans le but de réduire cet effet secondaire, nous avons fait les propositions suivantes [ICIP07] :

$$K_{power}(B_i, B_j) = \frac{1}{|B_i|} \left( \sum_r \sum_s k(b_{ri}, b_{sj})^p \right)^{\frac{1}{p}} \quad (1.8)$$

$$K_{avpower}(B_i, B_j) = \frac{1}{|B_i|} \sum_r \left( \sum_s k(b_{ri}, b_{sj})^p \right)^{\frac{1}{p}} + \frac{1}{|B_j|} \sum_s \left( \sum_r k(b_{ri}, b_{sj})^p \right)^{\frac{1}{p}} \quad (1.9)$$

L’idée derrière ces propositions est de se rapprocher du noyau de l’équation (1.4), mais tout en conservant le degré de liberté offert par le paramètre $p$. En effet, dans le cas de l’équation (1.8), si $p = 1$ nous avons le noyau de Shawe-Taylor (Eq. 1.1) qui généralise le plus. Si $p = +\infty$, nous tendons vers le noyau de l’équation (1.5), qui repose sur une et une seule mise en correspondance (la meilleure). Enfin, entre ces deux extrêmes, nous avons une large gamme de possibilités.
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Notons que nous n’avons pas réussi à prouver que ces deux fonctions noyau sont de Mercer, sans pour autant avoir trouvé un contre-exemple qui prouverait qu’elles ne le sont pas. La ressemblance avec la distance de Minkowski nous invite à penser que ces fonctions sont de Mercer, et qu’il reste à trouver une preuve pour le démontrer.

1.3.2 Gestion des redondances

Jusqu’à présent, nous n’avions pas traité le problème des éléments redondants dans les sacs. En effet, étant donné que nous regroupons les descripteurs dans des sacs (et non des ensembles), un même descripteur peut être présent plusieurs fois, ou une copie très proche. Cela pose des problèmes dans un contexte de comptage de mises en correspondance. Par exemple, si une image possède de nombreuses régions de ciel, elle va être très proche de toutes les images possédant au moins une région de ciel.

Pour traiter ce problème, nous proposons d’associer à chaque descripteur un poids qui représente sa singularité au sein du sac, autrement dit une valeur qui représente la similarité d’un descripteur aux autres descripteurs du même sac. La première chose à faire est donc de déterminer le poids qui représente la singularité du descripteur. Pour ce faire, nous nous appuyons sur une autre propriété des noyaux sur sacs que nous n’avons pas encore présentée. En effet, bien que ces fonctions soient conçues pour comparer des sacs, elles fonctionnent aussi très bien pour comparer un unique élément avec tout un sac, tout simplement en comparant le sac au singleton. Pour se faire une idée de la signification de cette opération, on peut retourner sur la figure 1.1. Sur cette base, la pondération \( \alpha_{ri} \) associée au descripteur \( b_{ri} \) du sac que nous proposons est la suivante [CIVR07a] :

\[
\alpha_{ri} = \frac{1}{K(\{b_{ri}\}, B_i)} \quad (1.10)
\]

avec \( K(\{b_{ri}\}, B_i) \) la valeur de la fonction noyau majeure entre le sac et l’un de ses descripteurs. Dans la plupart des cas cela s’interprète comme le comptage des mises en correspondances entre le descripteur et tous les autres.

Cette pondération est ensuite appliquée à l’image des descripteurs \( b_{ri} \) dans l’espace induit par la fonction mineure \( k \) :

\[
\hat{\phi}(b_{ri}) = \alpha_{ri}\phi(b_{ri}) \quad (1.11)
\]

La fonction noyau majeure pondérée \( \hat{K} \) est la fonction \( K \) utilisée avec le noyau mineur \( \hat{k}(x, y) = \langle \hat{\phi}(x), \hat{\phi}(y) \rangle \). Ce processus peut être utilisé avec n’importe quelle fonction noyau majeure \( K \), par exemple dans le cas de l’équation (1.1) nous avons :
\begin{align*}
\hat{K}(B_i, B_j) &= \langle \Phi(B_i), \hat{\Phi}(B_j) \rangle \\
&= \left\langle \sum_r \hat{\phi}(b_{ri}), \sum_s \hat{\phi}(b_{sj}) \right\rangle \\
&= \sum_r \sum_s \langle \alpha_{ri} \phi(b_{ri}), \alpha_{sj} \phi(b_{sj}) \rangle \\
&= \sum_r \sum_s \alpha_{ri} \alpha_{sj} k(b_{ri}, b_{sj})
\end{align*}
1.4 Expériences

Nous présentons ici des résultats sur une base jouet formée de 600 objets sur fonds aléatoires (cf section A.2.1). Cette base a été conçue pour permettre de vérifier la capacité des différentes techniques à gérer les différents points qui nous intéressent. Chaque image est construite à partir d’un fond (un paysage) choisi aléatoirement dans une base d’images de paysage, et d’un objet issu de la base COIL-100 pris sous un certain angle de vue. Les objets ont été choisis pour permettre d’assurer l’hypothèse de mise en correspondance, et sont pris sous différents points de vue pour tester la capacité des méthodes à généraliser. Les fonds ont été ajoutés pour évaluer la capacité des méthodes à différencier les bonnes et les mauvaises mises en correspondance. Les fonds sont généralement très semblables, et il y a un bon nombre de doublons. Les résultats sont produits à partir de simulations de recherches interactives (cf section A.1.1).

Les premières expériences menées utilisent une représentation des images sous la forme de sacs d’histogrammes couleur et gradient, où chaque histogramme représente une région floue de l’image. Nous avons testé les fonctions suivantes : “Lyu” (Eq. (1.3)) avec $p = 1.4$, “Maximum” (Eq. (1.5)), “Average of Maximum” (Eq. (1.4)), “Power” (Eq. (1.8)) avec $p = 1.6$ et “Average of Power” (Eq. (1.9)) avec $p = 5$. Toutes ces fonctions utilisent un noyau mineur gaussien $\chi^2$ et la pondération proposée. Nous présentons les résultats sur la figure 1.2(a) avec le meilleur paramétrage trouvé par cross-validation pour des valeurs de $p$ entre 1 et 5. Tout d’abord, dans tous les cas, les fonctions sont en mesure de trouver les caractéristiques des objets. Remarquons que le plus mauvais noyau est le noyau “Maximum”, ce qui conforte l’idée qu’une seule mise en correspondance n’est pas suffisante pour obtenir les meilleurs résultats, même dans un cas d’école. Puis, nous pouvons observer le gain apporté par nos propositions une fois comparées au noyau de Lyu. Nos propositions ont, au final, les mêmes performances que le noyau “Average of Maximum” en dépit du paramètre $p$ que l’on peux régler. Cela est peut être dû au fait que, pour cette base, le meilleur paramétrage est celui qui conduit à une équivalence entre les noyaux proposés et le noyau “Average of Maximum”.

Nous avons aussi mené des expériences avec d’autres descripteurs visuels, dont les résultats sont présentés dans la figure 1.2(b). Nous présentons tout d’abord les résultats obtenus en utilisant une description globale par histogramme couleur et texture (“Global histograms”). Si on compare aux noyaux sur sacs avec 10 régions floues en moyenne par image (“Fuzzy regions”), on peut constater le gain très important qu’offre une approche locale pour ce type de problème. Nous avons aussi comparé aux régions MSER [57] décrites par des SIFT [49]. Les résultats sont présentés avec le meilleur choix de noyau, pour 10 ou 100 régions MSER en moyenne par image. Les meilleures performances sont obtenues avec 100 régions MSER, cependant au prix d’une plus grande complexité. Si on compare à complexité égale, à savoir 10 régions en moyenne par image, les régions floues sont plus intéressantes.
(a) Comparaison de différents noyaux avec les meilleurs paramètres.

(b) Comparaison de différents descripteurs visuels.

**Figure 1.2** – Mean Average Precision(%) sur la base d’objets sur fond aléatoire, en fonction du nombre d’annotations.
1.5 Conclusion

Les noyaux sur sacs offrent un cadre formel très intéressant pour combiner mise en correspondance et apprentissage. D'un point de vue théorique, ce cadre offre la possibilité de travailler de manière implicite dans l'espace des combinaisons de descripteurs. Cette propriété permet de comparer les sacs l'un relativement à l'autre, sans avoir à souffrir d'une forte dépendance à un macro-paramètre global, comme un dictionnaire visuel. Nous avons présenté des solutions proposées dans la littérature, ainsi que des améliorations que nous proposons [ICIP07,CIVR07a]. Ces techniques ont été évaluées sur un problème de recherche interactive d'objet dans une base d’image. Les résultats ont montré la capacité de ces techniques à gérer avec succès une telle situation.

Ces travaux effectués lors de mon post-doctorat ont forgé les bases des études qui ont suivi sur les noyaux sur graphes. En effet, les techniques que nous avons présentées ne tiennent pas compte de la répartition dans le documents des caractéristiques visuelles. Une approche pertinente pour intégrer cette information est de modéliser les documents sous la forme d’un graphe, puis de concevoir des fonctions noyaux sur ces graphes. C’est dans ce contexte qu’a été proposé le sujet de la thèse de Justine Lebrun, qui s’est focalisée sur les aspects théoriques de la mise en œuvre des noyaux sur graphes. Peu de temps après, la thèse de Jean-Emmanuel Haugeard a démarré sur le même thème, mais cette fois ci avec une approche plus applicative, dans le cadre du projet ANR iTowns.
Chapitre 2

Noyaux sur graphes

Nous avons montré dans le chapitre précédent l’intérêt d’une représentation sous la forme d’un ensemble de descripteurs, pour la résolution de problèmes avec des mises en correspondance, comme la recherche d’un objet. Il est néanmoins possible d’être encore plus performant en ajoutant la répartition des descripteurs dans l’espace du document. Pour ce faire, il existe plusieurs formes de modélisation, et parmi celles-ci nous nous sommes intéressés à celle par graphe. L’idée ici est de représenter chaque primitive visuelle (région, point d’intérêt, etc.) sous la forme d’un sommet d’un graphe, puis chaque relation spatiale (à gauche, en haut, perpendiculaire, etc.) sous la forme d’une arête entre deux sommets du graphe.

Plus particulièrement, nous nous intéressons aux fonctions noyaux sur graphes, dans le but de pouvoir les utiliser dans un contexte d’apprentissage. Un bon point de départ pour présenter un rapide historique des noyaux sur graphes est de s’intéresser aux noyaux de convolution [30]. Ce modèle très généraliste est la base de nombreuses méthodes [23]. D’autres noyaux ont aussi été proposés par la suite, et peuvent être répartis par familles en fonction du type de structure qu’ils considèrent. L’une de ces familles de noyaux est basée sur des ensembles de chemins issus du graphe. L’idée est de sommer les similarités entre les différents chemins de deux graphes. En pratique l’intégralité des chemins n’est pas considérée, et diverses approches sont proposées pour choisir le meilleur tirage. Par exemple, on peut considérer que les chemins sont issus de marches aléatoires [38, 81, 16], ou encore s’appuyer sur le produit direct entre graphes [3, 88].

Une autre famille compare les graphes en sommant les similarités entre les sous-graphes élémentaires (graphlets) des deux graphes [78]. Ces méthodes sont motivées par les limites des chemins aléatoires, qui ne peuvent discerner certains graphes [52]. Notons que ces cas arrivent surtout lorsque les graphes ont des sommets dont les similarités ont des valeurs binaires. Des propositions ont aussi été faites en considérant des arbres élémentaires [52, 77].

Beaucoup de noyaux de la littérature ont été construits pour la chimie ou les applications bio-informatiques, où les sommets et les arêtes contiennent peu d’information, généralement une étiquette voire un vecteur de faible dimension (moins de 4). De plus, ces méthodes ont été proposées pour des graphes de petit taille, mises à part certaines comme [78], mais qui ne fonctionnent que sur des sommets non étiquetés. Dans le contexte de la recherche multimédia, ces méthodes ont besoin d’être adaptées.
Ces travaux ont été menés tout d’abord dans le cadre de la thèse de Justine Lebrun. Cette thèse avait pour but la conception de méthodes à noyau pour la mise en correspondance des graphes. Ces premiers travaux étaient plus théoriques, et ont fait l’objet de publications [ICPR08,EGC08,IVC11]. Peu de temps après le démarrage de cette thèse, une seconde sur un thème similaire a commencé avec Jean-Emmanuel Haugeard, mais cette fois-ci avec une approche plus applicable. En effet, l’objectif ici était de produire un détecteur d’objet dans les façades de Paris, dont l’un des composants est un classifier sur graphes (cf section 2.3.3). Les modèles de noyaux sur graphes de la première thèse ont été utilisés comme base pour fabriquer les noyaux adaptés aux graphes produits à partir des façades. Ces travaux ont aussi fait l’objet de publications [ICPR10b,PRL]. Enfin, le framework que nous avons mis en place a aussi été utilisé dans le cadre du stage master de Mathias Fuzier, pour classer des objets en trois dimensions [ACM10].

Notons que nous ne présentons ici que les principaux résultats de la thèse de J. Lebrun.

2.1 Principe

Dans ce chapitre, nous notons $G = (V, E)$ un graphe composé d’un ensemble de sommets $V$ et d’un ensemble d’arêtes $E$.

2.1.1 Sacs de chemins

L’approche que nous proposons de suivre est d’interpréter tout graphe comme étant un ensemble de chemins. Pour représenter cette transformation, nous considérons une fonction $H(G)$ qui à un graphe $G$ fait correspondre un sac de chemins. La nature du sac renvoyé dépend des types de chemins désirés – par exemple ceux avec ou sans cycles. Une fois cette fonction choisie, les fonctions noyaux que nous considérons sont basées sur une mise en correspondance entre les chemins issus de chaque graphe selon $H$. Les graphes étant vus comme des sacs, on peut utiliser un noyau sur sacs, par exemple celui de l’équation (1.1):

$$K_H(G, G') = \sum_{h \in H(G)} \sum_{h' \in H(G')} K_C(h, h')$$

(2.1)

avec $K_C(h, h')$ une fonction noyau qui compare deux chemins $h$ et $h'$. Un chemin $h$ est une séquence de $n$ sommets $v_1, \ldots, v_n$ issus du graphe $G$, chaque sommet $v_i$ étant relié au sommet suivant $v_{i+1}$ par l’arête $e_i$.

Les fonctions noyaux sur chemins les plus répandues sont des produits entre les similarités de sommets et d’arêtes :

$$K_C(h, h') = K_V(v_1, v'_1) \prod_{i=2}^{n} K_V(v_i, v'_i) K_E(e_{i-1}, e'_{i-1})$$

(2.2)

avec $K_V$ une fonction noyau qui compare les descripteurs des sommets et $K_E$ une fonction noyau qui compare les descripteurs des arêtes.
L'idée derrière cette métrique est assez intuitive : deux chemins sont similaires si et seulement si tous leurs sommets et arêtes sont similaires.

### 2.1.2 Quelques exemples de la littérature

Une méthode qui illustre bien le principe des noyaux sur sacs de chemins est celle de Kashima [37]. Cette méthode fait partie des méthodes qui s’appuient sur des marches aléatoires pour modéliser puis comparer les graphes. Elle fait suite aux travaux de Tsuda [35], Vishwanathan [89] et Smola [22].

Le noyau $K_{\text{kashima}}(G, G')$ est la somme pondérée des comparaisons entre tous les chemins $h$ de $G$ et $h'$ de $G'$ de même longueur :

$$K_{\text{kashima}}(G, G') = \sum_{n=1}^{\infty} \sum_{|h|=n} \sum_{|h'|=n} K_{C}(h, h') p(h|G) p(h'|G')$$ (2.3)

avec $|h|$ la longueur du chemin $h$.

Kashima utilise des noyaux sur sommets et arêtes qui renvoient des valeurs entre 0 et 1. Lorsque les descripteurs sont des vecteurs, l’utilisation de noyaux gaussiens $L^2$ est préconisée. Cependant, il reste tout à fait possible d’utiliser d’autres noyaux dès lors qu’ils renvoient des valeurs entre 0 et 1.

La probabilité $p(h|G)$ associée à un chemin $h$ est calculé de la manière suivante :

$$p(h|G) = p_s(v_1) \prod_{i=2}^{n} p_t(v_i \rightarrow v_{i+1}) p_q(v_n)$$

avec $p_s(v)$ la probabilité (uniforme) de trouver le sommet $v$ dans $G$, $p_t(v_i \rightarrow v_{i+1})$ la probabilité de transition de $v_i$ à $v_{i+1}$, et $p_q(v)$ la probabilité que le chemin s’arrête au sommet $v$ définie comme suit, avec $|V|$ le nombre de sommets dans le graphe :

$$\forall v_i \in V, \sum_{j=1}^{|V|} p_t(v_j \rightarrow v_i) + p_q(v_i) = 1$$

En théorie, le noyau proposé doit comparer tous les chemins jusqu’à une longueur infinie. Cependant, le caractère récursif de l’expression permet d’exprimer le problème sous la forme d’un système linéaire fini. De plus, les valeurs des probabilités et celles des noyaux sur sommets et arêtes étant inférieures à 1, la convergence du calcul est assurée [37].

Cependant, comme le montre Suard [81], cette méthode a une forte tendance à considérer de nombreuses fois les mêmes arêtes. Cet aspect est peut-être peu gênant pour des graphes de molécules, mais dans le contexte des graphes issus d’images, un très grand nombre de petites valeurs de similitude sont ainsi sommées, et finissent par diluer les similitudes les plus fortes. Cela pose aussi des problèmes en terme de complexité calculatoire. Dans le but de résoudre ces
problèmes, Suard propose une version approximée de la méthode de Kashima :

\[ K_{\text{Suard}}(G, G') = \frac{1}{2} \left( \sum_{h \in H(G)} \max_{h' \in H(G')} K_C(h, h') + \sum_{h' \in H(G')} \max_{h \in H(G)} |h| \right) \] (2.4)

Cette fonction est composée de deux parties pour assurer la symétrie. Le premier terme (et de même le second) somme les similitudes entre un chemin \( h \) de \( G \) et son meilleur appariement de même longueur dans \( G' \). Cela permet d’éviter de sommer trop de petites valeurs de similitudes.

La méthode propose aussi de considérer un ensemble de chemins moins vaste, à savoir l’ensemble des plus courts chemins entre deux sommets du graphe. Ainsi, il y a au plus \(|V|^2\) (resp. \(|V'|^2\)) chemins considérés dans \( G \) (resp. \( G' \)), et donc au plus \(|V|^2 \times |V'|^2\) comparaisons de chemins.

Au final, pour des graphes d’ordre \( n \), cette méthode permet de passer d’une complexité \( O(n^6) \) à \( O(n^4 + 2n \log(n)) \). Les expériences menées montrent des performances légèrement inférieures à celles de Kashima, mais pour un temps de calcul bien meilleur.

2.2 Propositions

2.2.1 Noyaux sur sacs de chemins

Notre objectif dans cette section est de proposer des fonctions noyaux adaptées aux particularités des graphes issus des images [ICPR08,EGC08,IVC11]. En effet, dans ce contexte, les valeurs des similitudes entre les sommets et arêtes évoluent de manière assez uniforme dans un intervalle. Prêtons l’exemple des noyaux mineurs basés sur des gaussiens \( \chi^2 \), dont les valeurs possibles sont entre 0 et 1. Dans la pratique, il est très rare de trouver deux sommets dont la similitude est égale à 1, et de même pour les valeurs proches de 0. Avec un paramétrage classique, deux sommets visuellement proches ont une similitude de l’ordre de 0.9, et deux sommets visuellement différents ont une similitude de l’ordre de 0.1. Puis, pour toutes les autres possibilités, la notion de similitude est toute relative. Par conséquent, suivre une stratégie où l’on accumule un très grand nombre de similitudes n’est pas efficace dans ce domaine. Les problèmes dont souffrent certains noyaux comme celui de Kashima s’en trouvent donc amplifiés.

Dans le but de répondre à cette problématique, nous proposons de nous intéresser à une famille de fonctions noyaux qui va effectuer une sorte de filtrage sur les similitudes à accumuler. Plus précisément, nous proposons de ne considérer que les couples de chemins issus des deux graphes dont la similitude entre les premiers sommets est élevée. Cela peut s’exprimer de la manière suivante :

\[ K(G, G') = \sum_{v \in V} \sum_{v' \in V'} K_A(v, v') \hat{K}(H_v(G), H_{v'}(G')) \] (2.5)

avec :

- \( G = (V, E) \) et \( G' = (V', E') \) les deux graphes à comparer ;
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- \( K_A(v, v') \) une fonction qui va déterminer si le couple de sommets \((v, v')\) doit être pris en compte ;
- \( \hat{K}(H, H') \) une fonction qui compare deux ensembles de chemins \( H \) et \( H' \) ;
- \( H_v(G) \) une fonction qui renvoie un ensemble de chemins issus de \( G \) dont le premier sommet est \( v \).

L'idée est alors de jouer sur la fonction \( K_A(v, v') \) pour ne prendre en compte que les similarités pertinentes.

Notons que cette formulation intègre les formules précédentes. Par exemple, si on choisit \( K_A = 1 \), mises à part les probabilités, on peut retrouver une formule similaire à l’équation (2.3) avec :

\[
\hat{K}_{somm}(H, H') = \sum_{n=1}^{\infty} \sum_{h \in H} \sum_{h' \in H'} K_C(h, h')
\] (2.6)

Dans le cas où l’on peut déterminer via un seuil \( \theta \) si deux sommets sont similaires ou non (comme dans le cas des points d’intérêt), on peut utiliser la fonction \( K_A \) suivante :

\[
K_{A\text{seuil}}(v, v') = \begin{cases} 
1 & \text{si } K_V(v, v') < \theta \\
0 & \text{sinon}
\end{cases}
\] (2.7)

Si on a la possibilité de construire un dictionnaire de sommets, on peut alors utiliser la fonction suivante :

\[
K_{Adict}(v, v') = \sum_r a_r(v) a_r(v')
\] (2.8)

avec \( a_r(v) \) une fonction qui renvoie 1 si \( v \) correspond au mot \( r \) du dictionnaire, 0 sinon.

Enfin, si on ne peut ni fixer un seuil ni calculer un dictionnaire, on peut alors se tourner vers une fonction qui ne sélectionne que les couples les plus proches :

\[
K_{ppv}(v, v') = \frac{1}{|V|} p_{v'}(v) + \frac{1}{|V'|} p_v(v')
\] (2.9)

avec

\[
p_v(v') = \begin{cases} 
1 & \text{si } v' \in \text{ppv}_k(v) \\
0 & \text{sinon}
\end{cases}
\] (2.10)

et \( \text{ppv}_k(v) \) une fonction qui renvoie les \( k \) plus proches sommets de \( v \) dans \( G' \).

Toujours dans le but de réduire le nombre de similarités accumulées, il est aussi possible de jouer sur la fonction \( \hat{K}(H, H') \) qui compare deux ensembles de chemins. Pour ce faire, nous proposons de calculer la valeur de la plus grande similarité entre les chemins des deux ensembles :

\[
\hat{K}(H, H') = \max_{n \in [1, N]} \max_{h \in H} \max_{h' \in H'} \max_{|h|=n} \max_{|h'|=n} K_C(h, h')
\] (2.11)

Avec une telle fonction, il y autant de valeurs de similarité accumulées dans l’équation (2.5) que de couples de sommets sélectionnés par la fonction \( K_A(v, v') \). Un autre avantage de
cette formule est la recherche d’une valeur maximale. En effet, avec des noyaux sur chemins
\( K_C(h, h') \) récursifs, il est possible d’utiliser des algorithmes de calcul rapide.

La formulation finale que nous proposons est la suivante (synthèse des équations (2.5), (2.9)
et (2.11)) :

\[
K_{new}(G, G') = \frac{1}{|V|} \sum_{v \in G} \max_{h \in H_v(G)} \max_{h' \in H_{v'}(G')} K_C(h, h')
+ \frac{1}{|V'|} \sum_{v' \in G'} \max_{h' \in H_{v'}(G')} \max_{h \in H_v(G)} K_C(h', h)
\]

Cette fonction n’est pas une fonction de Mercer, mais peut cependant être utilisée dans des
algorithmes d’apprentissage spécialisés (voir page 14).

2.2.2 Noyaux sur chemins

Pour compléter un noyau sur un ensemble de chemins, il est nécessaire de définir un noyau
sur ces chemins : \( K_C(h, h') \). Dans cette section nous nous intéressons à ces noyaux et proposons
diverses solutions possibles. Ces noyaux sont basés sur des noyaux sur sommets \( K_V \) et sur arêtes
\( K_E \). Nous supposons que ce sont des noyaux qui retournent des valeurs comprises entre 0 et 1.

Un noyau sur chemins très utilisé dans la littérature effectue le produit entre toutes les sim-
ilarités des sommets et arêtes composant les deux chemins (Eq. 2.2) :

\[
K_{Cmul}(h, h') = K_V(v_1, v'_1) \prod_{i=2}^{[h]} K_V(v_i, v'_i) K_E(e_{i-1}, e'_{i-1})
\]

Lorsque les noyaux mineurs retournent des valeurs entre 0 et 1 la fonction décroît tou-
jours avec l’augmentation de la taille du chemin, et par conséquent les similarités des longues
chaînes ont de très faibles valeurs. Lorsqu’il est utilisé avec un noyau sur sacs de chemins qui
somme l’ensemble des similarités (comme dans l’équation (2.3)), cette fonction ne pose pas de
problèmes. Cependant, lorsqu’elle est utilisée avec un noyau sur sacs de chemins qui recherche
les meilleures similarités (comme les équations (2.4) ou (2.12)), seules sont accumulées les
similarités des chemins les plus courts.

Un autre type de noyau sur chemins a été proposé dans la littérature, comme celui qui somme
les similarités entre sommets pondérés par les similarités entre arêtes [68] :

\[
K_{Csom}(h, h') = K_V(v_1, v'_1) + \sum_{i=2}^{[h]} K_V(v_i, v'_i) K_E(e_{i-1}, e'_{i-1})
\]

Cette fonction augmente de façon systématique avec la taille des chemins si les noyaux
mineurs sont positifs. Les similarités des chemins courts seront inférieures aux mêmes chemins
prolongés. Cependant, cela n’est pas le plus gênant étant donné qu’il est de plus en plus diffi-
cile de trouver des chemins de grande longueur dont tous les sommets sont très similaires. Le
2.2. PROPOSITIONS

Le principal reproche que l’on pourrait faire est que, contrairement au noyau précédent, quelques sommets/arêtes très similaires suffisent pour considérer que les deux chemins sont similaires.

Dans le but de pallier aux problèmes de ces fonctions noyaux, mais aussi de mieux répondre aux particularités des graphes issus des images, nous proposons les deux fonctions suivantes.

Nous proposons tout d’abord le noyau suivant, dont le premier but est d’améliorer celui de l’équation (2.14) :

$$K_{C_{new1}}(h, h') = K_V(v_1, v'_1) \times |h| \prod_{i=1}^{\frac{|h|}{2}} \left( 1 + K_V(v_i, v'_i)K_E(e_{i-1}, e'_{i-1}) \right)$$ (2.15)

À l’aide d’une telle formule, nous obtenons une augmentation de la similitude avec la longueur des chemins comme dans (2.14). Cependant, en utilisant un produit, nous pénalisons fortement tout couple de chemin qui a au moins un couple sommet/arête non similaire.

Étant donné que les descripteurs sur arêtes sont généralement de plus faible dimension (et dont les similarités sont par conséquent plus franches), il peut être intéressant de les traiter différemment :

$$K_{C_{new2}}(h, h') = K_V(v_1, v'_1) \times |h| \prod_{i=1}^{\frac{|h|}{2}} \left( 1 + K_V(v_i, v'_i) \right) \times K_E(e_{i-1}, e'_{i-1})$$ (2.16)

Contrairement aux autres, cette fonction n’est pas monotone avec la taille des chemins. Dans le cas où les chemins $h$ et $h'$ représentent des régions disposées dans l’image de la même manière, cette fonction va augmenter avec la taille des chemins. Dans l’autre cas, où au moins une des régions est disposée différemment, la similitude va chuter de manière significative.

Ainsi, seules les ensembles de régions disposés de manière similaires seront similaires. En plus de donner un poids important aux relations spatiales, cette fonction va aussi permettre des calculs plus rapides étant donné que davantage de comparaisons de chemins seront ignorées par les algorithmes rapides.
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(a) Noyau de Kashima (2ms/50ms/700ms)  (b) Noyau proposé (2ms/2.5ms/3ms)

Figure 2.1 – Mean Average Precision(%) sur la base d’objets sur fond aléatoire, en fonction du nombre d’annotations. Les temps entre parenthèses (t1/t2/t3) sont les durées moyennes pour calculer une valeur de la fonction noyau utilisée pour des longueurs de chemins de longueur 1, 2 et 3.

2.3 Expériences et applications

2.3.1 Recherche interactive dans les bases d’images

Nous avons mené des premières expériences sur la base d’objets sur fonds aléatoires (cf section A.2.1) dans le but de valider les noyaux proposés [ICPR08,EGC08,IVC11]. Les régions, les descripteurs visuels et le protocole sont les mêmes que dans le cas des noyaux sur sacs du chapitre précédent. Les résultats sont présentés dans la Figure 2.1 pour deux noyaux sur graphes. Le premier est celui de Kashima (Eq. (2.3)) qui fait office de référence, et celui que nous proposons (Eq. (2.12)) avec le noyau sur chemin de l’Eq. (2.16).

Tout d’abord, notons le gain d’environ 10% que l’on obtient par rapport aux noyaux sur sacs, avec 20 annotations. Ce résultat montre ainsi l’intérêt d’exploiter les relations spatiales entre les primitifs d’une image. Si on observe l’évolution des performances du noyau de Kashima en fonction de la longueur des chemins, on peut constater que l’on progresse de 1 à 2, mais que l’on régresse en passant à une longueur de 3. Cela est le résultat du très grand nombre de similarités de chemins que somme le noyau de Kashima, qui finit pas “noyer” les fortes similarités (\(\Leftrightarrow\) mises en correspondance). De son côté, le noyau que nous proposons ne souffre pas de ce problème. Notons qu’il n’y a pas de différence de performance entre les différentes longueurs de chemin. Cela est très certainement dû au fait que les ensembles de paires de régions adjacentes sont suffisantes pour décrire un objet.

Outre la qualité des résultats, il existe une importante différence entre les deux méthodes en temps de calcul. Par exemple, pour une longueur de 2, le noyau de Kashima est en moyenne 20 fois plus long à calculer que celui proposé. La différence est encore plus importante pour une longueur de 3, avec un temps de calcul 230 fois plus coûteux. Cette différence s’explique par la possibilité d’utiliser un algorithme de Branch and Bound avec notre noyau, ce qui permet d’éviter une très grande partie des calculs.
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2.3.2 Recherche dans les bases d’objet 3D

Les noyaux sur graphes que nous avons présentés dans ce chapitre sont utilisés pour la recherche interactive dans les bases d’objet 3D, dans le cadre du projet ANR EROS 3D. La base utilisée est une collection de 750 modèles 3D non texturés d’objets anciens (vases grecs, figurines gallo-romaines, etc.). Ces modèles ont été fournis par le Centre de Recherche et de Restauration des Musées de France (C2RMF).

Nous avons mené des expériences pour déterminer l’intérêt des noyaux sur graphes dans ce contexte (Stage M. Fuzier [ACM10]). Les premières expériences utilisent une description globale des objets 3D, qui est formée d’un histogramme calculé selon la méthode CEGI. Nous présentons un résultat avec cette description globale en Figure 2.2(a). Les secondes expériences utilisent une description par graphe, où chaque sommet du graphe représente une région surfacique de l’objet, et chaque arête l’adjacence entre deux régions. Les régions ont été obtenues en utilisant un algorithme par montée des eaux (watershed), dont des exemples sont présentés en Figure 2.3. Les sommets/régions sont représentés avec des histogrammes calculés selon la méthode CEGI. Nous présentons un résultat avec cette description par graphe en Figure 2.2(b). Si nous comparons au résultat précédent, nous pouvons apprécier le gain offert par la méthode que nous proposons.
2.3.3 Recherche dans les façades de Paris

Les noyaux sur graphes que nous avons présentés dans ce chapitre sont utilisés pour la détection des fenêtres dans les façades de Paris (Thèse J-E. Haugeart [ICPR10b,PRL]), dans le cadre du projet ANR iTowns.

Le processus se déroule en 3 étapes résumées dans la figure 2.4.

**Étape 1** Des hypothèses de fenêtres sont extraites des images de façades de manière automatique en utilisant une amélioration de la méthode de Lee et Nevatia [45]. La méthode est conçue pour produire très peu de faux négatifs.

**Étape 2** L’ensemble des hypothèses sont regroupées pour former une base d’image. On extrait les contours dans chaque image, puis on forme un graphe dont chaque sommet représente un contour et chaque arête la proximité entre deux contours. Les graphes sont ensuite comparés en utilisant un noyau sur graphe proche de celui de l’équation (2.12), mais avec des noyaux sur chemins adaptés à la description par contours. La recherche interactive est alors utilisée pour fabriquer un classifieur capable de distinguer les bonnes des mauvaises hypothèses de fenêtre.

**Étape 3** Le classifieur d’hypothèses de fenêtres produit à l’étape 2 est introduit dans le processus final de détection. Ce processus n’est composé que de l’extraction automatique des hypothèses et du raffinement par le classifieur.

Figure 2.4 – Détection des fenêtres dans les façades de Paris.
2.4 Conclusion et perspectives

Les fonctions noyaux sur graphes sont une extension naturelle des noyaux sur sacs, et tout particulièrement si on travaille avec des noyaux sur sacs de chemins. Nous avons présenté dans ce chapitre des propositions qui permettent de produire des fonctions noyaux pertinentes pour le contexte de la recherche interactive par le contenu. Outre le gain que nous avons obtenu par rapport aux noyaux sur sacs, nous avons aussi réussi à produire des fonctions noyaux avec un temps de calcul raisonnable.

Un autre intérêt de l’approche que nous avons suivie est sa capacité à pouvoir traiter différentes problématiques. En effet, bien qu’initialement conçus pour rechercher dans des bases d’images représentées par des régions, les outils que nous proposons s’adaptent facilement à d’autres cas, comme la recherche d’objets en trois dimensions ou la recherche dans des graphes de contours.

Les techniques par noyaux sur ensembles, que ce soit sacs ou graphes, restent parmi les plus performantes pour la recherche par mise en correspondance. En effet, elles reproduisent d’une part les mécanismes des systèmes de vote, qui sont encore parmi les meilleurs pour la recherche par similarité. D’autre part, les techniques par noyaux sur ensembles sont compatibles avec les méthodes avancées d’apprentissage, ce qui permet d’obtenir des performances toujours plus importantes grâce à un ensemble d’exemples.

Cependant, ces techniques souffrent d’un principal défaut : leur coût calculatoire. Bien que certaines fonctions permettent de réduire les temps de calculs grâce à des algorithmes comme le Branch and Bound, les temps restent prohibitifs pour traiter des bases de très grandes taille (au delà du million). Pour résoudre ce problème, nous présentons au chapitre suivant une solution basée sur les dictionnaires dynamiques. Parallèlement à ceci, une piste possible est de traduire le calcul sur ensemble de descripteurs en un calcul sur vecteurs, par exemple en utilisant des séries de Taylor. Pour effectuer ce travail, on doit bien entendu s’assurer de conserver au mieux les propriétés des noyaux sur ensembles, comme la robustesse au paramétrage, au risque de retomber dans les solutions par dictionnaires.
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Noyaux Dynamiques

Une approche très courante pour rechercher dans les bases multimédia est d’utiliser des dictionnaires visuels. Comme nous l’avons présentée dans les chapitres précédents, cette approche est problématique dans le cas de la recherche interactive, lorsque le dictionnaire est déterminé une fois pour toutes, pendant la phase de pré-traitement de la base (phase “hors ligne”, telle que présentée dans la figure 3.1). Nous avons présenté des solutions basées sur les fonctions noyaux sur ensembles pour traiter ce problème pour la recherche d’objet. Ces techniques fonctionnent très bien pour ce type de recherche grâce à leur fort pouvoir discriminant. Cependant, pour des recherches plus généralistes, comme la recherche de catégorie, cette forte capacité à discriminer n’est plus aussi intéressante.

Dans le but de concilier recherche interactive et dictionnaires visuels, nous proposons de déplacer la construction du dictionnaire de la phase “hors ligne” à celle “en ligne”, tel que présenté dans la figure 3.2. L’idée est de s’appuyer sur les annotations fournies par l’utilisateur pour construire le dictionnaire le plus adapté. Nous nous détachons ainsi d’un processus lourd de réglage d’un dictionnaire général, et bien plus encore, étant donné que chaque session de recherche aura son propre dictionnaire.

Pour ce faire, nous devons faire face aux contraintes de la recherche interactive. La première concerne le faible nombre d’annotations fournies par l’utilisateur. Par conséquent, il n’est plus possible de raisonner comme dans le cas où les exemples sont très nombreux, par exemple on ne peut plus faire d’hypothèses fortes sur la capacité à généraliser des classifiants. La deuxième contrainte qu’il faut gérer est le peu de temps de calcul dont on dispose en recherche interactive. En effet, il n’est pas envisageable de faire patienter l’utilisateur plusieurs dizaines de minutes entre chaque itération du processus de bouclage de pertinence. Ainsi, une approche naïve qui consiste à reproduire l’intégralité du processus de calcul du dictionnaire tel qu’il est effectué hors-ligne n’est pas possible. D’une manière générale, il faut se tourner vers des solutions capables de modifier à moindre frais le dictionnaire, et par conséquent les signatures et les similarités qui en découlent.

La problématique de l’apprentissage d’un dictionnaire visuel dans un contexte de recherche interactive est très peu explorée. Nous pouvons toutefois noter les améliorations qui ont été proposées dans la littérature pour réduire le temps de calcul d’un dictionnaire. Par exemple, on trouve des méthodes rapides pour calculer des dictionnaires pour la représentation parci-
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**Figure 3.1** – Architecture habituelle des systèmes de recherche interactive, où le calcul du dictionnaire est effectué hors ligne.

**Figure 3.2** – Architecture proposée pour un système de recherche interactive, où le calcul du dictionnaire est effectué en ligne.
3.1. PRINCIPE

monieuse des images, certaines de manière non-supervisée [46] et d’autres de manière supervise [54, 53]. Cependant, bien que ces méthodes soient bien plus rapide que les précédentes, leur complexité reste encore trop importante pour la recherche interactive.

3.1 Principe

3.1.1 Noyaux et dictionnaires

Dans le but de trouver le dictionnaire le plus adapté à la recherche courante, nous proposons de nous appuyer sur les combinaisons de fonctions noyaux :

\[ K = \sum_{t=1}^{k} \beta_t k_t \]  

(3.1)

avec \( k_t \) des fonctions noyaux dit de base prises dans un ensemble \( K_t \) et \( \beta_t \in \mathbb{R} \).

L’idée est la suivante. Si chaque noyau de base correspond à un mot visuel, l’ensemble des noyaux de base inclus dans la combinaison correspond à un dictionnaire visuel. Ainsi, en optimisant l’équation (3.1) en fonction des annotations utilisateurs, nous formons à la fois une métrique et un dictionnaire adaptés.

Cette approche entre dans la catégorie des méthodes de combinaisons de noyaux (“Multiple Kernel Learning”) [43], méthodes qui connaissent un franc succès ces dernières années. La plupart des techniques ont été proposées dans un contexte d’apprentissage par lots, cependant certaines ont attiré notre attention de par leur caractère incrémental, et tout particulièrement celles basées sur le boosting [9, 31]. Ces techniques sélectionnent les noyaux de base l’un après l’autre, tant qu’il existe un noyau de base intéressant. De plus, elles fabriquent les noyaux de base pendant le processus de sélection, contrairement aux autres techniques de combinaisons qui travaillent sur un ensemble de noyaux de base pré-établi.

3.1.2 Ensemble dynamique de noyaux de base

L’approche que nous proposons de suivre est de sélectionner de manière itérative les noyaux de base à ajouter à la combinaison finale. Cependant, nous n’utilisons ni un ensemble de noyaux de base pré-établi, ni un ensemble formé pendant le processus de sélection, mais une solution intermédiaire.

L’utilisation d’un ensemble pré-établi est intéressant du point de vue de la phase de classification, étant donné qu’il devient possible de pré-calculer les valeurs des fonctions de base. Cependant, plus l’ensemble de noyaux de base est grand, plus nous avons de choix, et donc de chances de trouver une combinaison intéressante. Plus particulièrement, dans le cas où chaque noyau de base représente un mot visuel, nous avons constaté qu’il faut des dizaines, voire des centaines de milliers de noyaux de base dans un ensemble pré-établi pour obtenir de bons résultats. Avec une telle configuration, la phase de recherche de la meilleure combinaison devient extrêmement coûteuse en temps de calcul.

La formation de l’ensemble de noyaux de base pendant le processus de sélection ne dépend plus d’un ensemble de noyaux de base pré-établi, mais d’un ensemble de familles de noyaux
de base. À chaque itération de sélection, on forme un noyau de base à partir de chaque famille, avec pour objectif l’amélioration du critère de sélection. Le nombre de familles est généralement faible, mais la formation de noyaux de base est souvent très coûteuse. De plus, étant donné que l’on ne peut prévoir à l’avance les noyaux ainsi formés, on ne peut pas pré-calculer leurs valeurs, ce qui pose problème lors de la phase de classification de la base.

Dans le but de répondre aux contraintes de la recherche interactive, nous proposons une gestion particulière de l’ensemble des noyaux de base. Tout d’abord, nous formons des noyaux de base à partir de chaque image. En d’autres termes, pour chaque image $i$ de la base, nous formons un ensemble $K_i$, par exemple en utilisant les principales couleurs de l’image $i$. Puis, lors de la phase interactive, nous formons un ensemble $K$ de noyaux de base avec l’ensemble des noyaux de base des images annotées positivement. Autrement dit, $K = \bigcup_{y_i > 0} K_i$, avec $y_i = 1$ si l’image $i$ est annotée comme pertinente, et $y_i = −1$ dans le cas contraire. De cette manière, nous construisons une combinaison de noyaux en considérant un ensemble réduit de noyaux de base, et donc une complexité elle aussi réduite. De plus, cela permet de se focaliser sur des mots visuels pertinents pour la recherche actuelle, et réduit les mauvaises sélections dues au faible nombre d’exemples. En outre, les noyaux de base sont connus à l’avance, et via un système de cache, leurs valeurs peuvent être soit calculées à la volée, soit prises dans le cache si elles ont déjà été calculées aux bouclages ou aux sessions de recherche précédents.

### 3.1.3 Alignement du noyau

Dans le but de déterminer l’intérêt d’une combinaison de noyaux, nous utilisons l’alignement du noyau [10], qui est une mesure de similarité entre une matrice noyau à évaluer (dans notre cas la combinaison) et une matrice noyau cible (la matrice parfaite) :

$$A_L(K) = \frac{\langle K, L \rangle_F}{||K||_F||L||_F}$$  

(3.2)

avec $K$ la matrice noyau $n \times n$ à évaluer, $L$ la matrice noyau $n \times n$ cible, $\langle K, L \rangle_F$ le produit scalaire de Frobenius, et $||K||_F$ la norme de Frobenius.

Dans [10], Cristianini propose d’utiliser le noyau cible $yy^\top$, avec $y_i \in \{-1, 1\}$ l’annotation du document $i$. Ce choix est pertinent pour des ensembles d’apprentissage équilibrés, où il y a autant d’annotations positives que négatives. Pour les autres cas, un tel noyau cible donne davantage de poids à la classe la plus peuplée. Dans le cas de la recherche interactive, où la classe négative est bien plus importante que la classe positive, les algorithmes qui utilisent ce noyau cible apprennent davantage la classe négative – celle qui n’intéresse pas l’utilisateur.

Dans le but de gérer ce déséquilibre des annotations, il est possible d’utiliser le noyau cible $\tilde{y}\tilde{y}^\top$, avec :

$$\tilde{y}_i = \begin{cases} 
\frac{1}{n^+} & \text{si } y_i > 0 \\
\frac{-1}{n^-} & \text{si } y_i < 0 \\
0 & \text{sinon}
\end{cases}$$

et $n^+$ et $n^-$ les tailles respectives des classes positives et négatives.

Une approche encore plus intéressante est d’utiliser l’alignement centré [40] :
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\[ A^H_L(K) = \frac{\langle HKH, HLH \rangle_F}{\|HKH\|_F \|HLH\|_F} \quad (3.3) \]

avec :

\[ L_{ij} = \begin{cases} 
1 & \text{si } y_i = y_j \\
0 & \text{sinon} 
\end{cases} \]

\[ H = I - \frac{1}{n} 11^\top \]

et \( I \) la matrice identité de taille \( n \), \( 1 \) le vecteur colonne de taille \( n \) dont toutes les valeurs sont égales à 1.

L’alignement centré gère le déséquilibre de la même manière qu’avec le noyau cible \( \tilde{y}\tilde{y}^\top \), mais possède aussi des invariances :

- Invariance à l’échelle : \( A^H_L(\lambda K) = A^H_L(K) \)
- Invariance à la translation : \( A^H_L(K + \lambda 11^\top) = A^H_L(K) \)

3.2 Modèle proposé

Nous présentons dans cette section le modèle que nous proposons, avec deux versions possibles pour la recherche de la combinaison de noyaux. Dans tous les cas, nous supposons qu’un ensemble \( K \) de noyaux de base est formé à partir des ensembles \( K_i \) de noyaux de base issus des images \( i \) annotées positivement.

### 3.2.1 Apprentissage rapide de combinaisons

#### Méthode simple

La première méthode que nous proposons est assez simple. On évalue l’intérêt de chacun des noyaux de base dans \( K \) à l’aide de l’alignement centré du noyau, on élimine ceux plus mauvais que le hasard (alignement négatif), on sélectionne les \( T \) meilleurs, puis on somme le tout pour former le noyau final :

\[ K = \sum_{k \in S} k \quad (3.4) \]

avec

\[ S = \operatorname{argmax}_{k \in K, A^H_L(k) > 0} A^H_L(k), \quad |S| \leq T \]

Le principal intérêt de cette méthode est son faible coût en calculs lors de l’apprentissage, coût principalement constitué par le calcul des alignements. Cependant, cette méthode ne gère pas les redondances dans \( K \). Si on trouve plusieurs noyaux de base identiques ou presque identiques dans \( K \), la méthode les sélectionnera tous. Le choix du nombre \( T \) de noyaux de base est délicat. Une solution simple est de poser \( T = +\infty \), autrement dit de prendre tous les noyaux de base meilleurs que le hasard. Notons que, tant que l’ensemble \( K \) n’est pas trop grand, cette méthode fonctionne bien, et même bien plus que l’on ne pourrait l’imaginer.
Méthode avancée

La deuxième méthode que nous proposons effectue véritablement une sélection et pondération incrémentales. Nous démarrons avec un noyau \( K_0 = 0 \), puis sélectionnons le noyau de base \( k_1^* \) qui maximise l’alignement avec \( \beta_1^* = 1 \). Les suivants sont alors sélectionnés en recherchant le meilleur couple (poids, noyau) qui améliore l’alignement :

\[
K_t^* = K_{t-1} + \beta_t^* k_t^*
\]  

(3.5)

avec

\[
\beta_t^*, k_t^* = \arg\max_{\beta > 0, k \in \mathcal{K}} A^H_t (K_{t-1} + \beta k)
\]  

(3.6)

La résolution de l’équation (3.6) peut être obtenue en utilisant des techniques d’algèbre linéaire [40]. D’un point de vue calculatoire, le principal coût de cet algorithme est le calcul du Frobenius entre chaque noyau de base sélectionné et l’ensemble des noyaux de base de \( \mathcal{K} \). Tout le reste est négligeable ou peut être pré-calculé. Cette complexité est à comparer aux algorithmes proposés en apprentissage par lots qui, d’une manière grossière, nécessitent le calcul des Frobenius entre tous les noyaux de base de \( \mathcal{K} \).

Notons qu’au fur et à mesure des itérations de sélection, on trouve de moins en moins de solutions à l’équation (3.6), pour au final ne plus en trouver du tout, étant donné que l’ensemble \( \mathcal{K} \) ne change pas au cours des itérations de sélection.

Cette méthode peut être rapprochée des méthodes de construction de noyaux par boosting [9, 31]. La principale différence est que l’on ne construit pas à chaque itération de sélection un nouveau noyau de base qui améliore à coup sûr l’alignement. Or cette fonctionnalité est la garantie que, dans le cadre du boosting, l’algorithme converge dans tous les cas, en supposant que l’on n’a pas de limites matérielles. En supprimant cette fonctionnalité pour réduire les temps de calculs, nous faisons porter un lourd poids à l’ensemble \( \mathcal{K} \). En effet, si cet ensemble était infini, nous aurions toutes les possibilités de noyaux de base, dont celles construites pendant les itérations de sélection, et donc une garantie de convergence. Naturellement, dans la pratique, un ensemble \( \mathcal{K} \) infini n’est pas possible. Cependant, nous pouvons nous en approcher autant que possible en travaillant finement sur les noyaux de base mis dans \( \mathcal{K} \).

3.2.2 Les noyaux de base

Pour pouvoir former notre combinaison de noyaux de manière itérative, il nous faut des noyaux de base qui se combinent bien de cette manière. Rappelons que notre objectif initial est la formation d’un dictionnaire visuel, autrement dit la sélection d’un ensemble de mots visuels, où chaque noyau de base est associé à un mot visuel. Or d’expérience nous savons que, pour assurer un maximum de sélection, un tel choix est bien plus pertinent que celui où chaque noyau de base représente quelque chose de complexe, comme un dictionnaire complet. En effet, dans le cas de noyaux de base “complexes”, il est très difficile d’en sélectionner un deuxième lorsqu’on en a déjà choisi un premier. Pour s’en convaincre, rappelons que cette approche est similaire à celle du boosting, qui repose sur un ensemble de classificateurs “faibles” [74]. Dans
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notre cas, l’équivalent de ces classificateurs “faibles” sont nos noyaux de base, qui doivent donc être aussi “faibles”.

Pour ce faire, nous commençons par extraire et quantifier des descripteurs visuels dans chaque image \(i\) de la base. La quantification est effectuée à l’aide de la méthode de quantification vectorielle ELBG [65] avec une distance \(d\). Nous obtenons ainsi un ensemble \(P_i\) d’attributs \(p_{r_i}\) avec :

\[
p_{r_i} = (f_{r_i}, h_{r_i}, \theta_{r_i})
\]

où \(f_{r_i}\) est le centre du cluster \(r\), \(h_{r_i}\) la taille du cluster \(r\), et \(\theta_{r_i}\) la distance de \(f_{r_i}\) au centre du cluster le plus proche \(r' \neq r\). Notons bien que ces ensembles \(P_i\) sont calculés indépendamment pour chaque image \(i\). La quantification sert principalement à définir des mots visuels sous la forme d’hypersphères de centres \(f_{r_i}\) et de rayons \(\theta_{r_i}\), il n’y a pas de notion de dictionnaire à ce stade de la méthode.

Puis, lors d’une session de recherche, nous formons un nouvel ensemble de mots visuels candidats avec l’ensemble des ensembles \(P_i\) des images annotées positivement. Chacun de ces mots visuels candidats \(\hat{p}\) donne naissance à un nouveau noyau de base \(k_{\hat{p}}\). Enfin, les noyaux de base \(k_{\hat{p}}\) sont regroupés pour former un ensemble noté \(K\) :

\[
K = \{k_{\hat{p}}| \hat{p} \in P_i \text{ et } y_i > 0\}
\]  

Les noyaux de base sont alors définis comme suit :

\[
k_{\hat{p}}(P_i, P_j) = \delta_{\chi^1}(e_{\hat{p}}(P_i), e_{\hat{p}}(P_j))
\]

avec

\[
\delta_{\chi^1}(x, y) = \begin{cases} 
1 - \frac{|x-y|}{x+y} & \text{si } x > 0 \text{ et } y > 0 \\
0 & \text{sinon}
\end{cases}
\]

\[
e_{\hat{p}}(P_i) = \begin{cases} 
h_{r_{\hat{p}i}} & \text{si } d(\hat{f}, f_{r_{\hat{p}i}}) \leq \hat{\theta} \\
0 & \text{sinon}
\end{cases}
\]

\[
r_{\hat{p}} = \arg\min_r d(\hat{f}, f_{ri})
\]

\[
\hat{p} = (\hat{f}, \hat{h}, \hat{\theta})
\]

Chacun de ces noyaux de base peut être vu comme un noyau triangulaire avec une distance \(\chi^1\) calculée sur le bin d’un histogramme. Nous commençons par calculer le descripteur \(f_{r_{\hat{p}i}}\) de l’image \(P_i\) le plus proche du descripteur \(\hat{f}\) associé au noyau de base (Eq. (3.12)). Puis, si ce descripteur est dans l’hypersphère de centre \(\hat{f}\) et de rayon \(\hat{\theta}\), nous renvoyons le nombre d’occurrences \(h_{r_{\hat{p}i}}\) du descripteur \(f\) dans l’image \(P_i\) (Eq. (3.11)). Un calcul similaire est effectué pour l’image \(P_j\), et pour finir les nombres d’occurrences dans chaque image sont comparés (Eq. (3.10)).

Ce faisant, la combinaison finale de tels noyaux de base est très proche d’un noyau triangulaire appliqué à des histogrammes issus d’un dictionnaire général. En effet, si on défini un vecteur \(x_i = (e_{\hat{p}_1}(P_i), \ldots, e_{\hat{p}_r}(P_i))\) pour chaque image \(i\), alors :
\[ K(P_i, P_j) = \sum_t \beta_t k_{P_t} \]
\[ = \sum_t \beta_t \left( 1 - \frac{|e_{P_t}(P_i) - e_{P_t}(P_j)|}{e_{P_t}(P_i) + e_{P_t}(P_j)} \right) \]
\[ = \left( \sum_t \beta_t \right) - \sum_t \beta_t \frac{|x_{ti} - x_{tj}|}{x_{ti} + x_{tj}} \]
\[ \simeq 1 - \left( \sum_t \beta_t \right)^{-1} d^{\beta}_{\chi^1}(x_i, x_j) \]

On obtient un noyau triangulaire avec \( \sigma = \sum_t \beta_t \) et une distance du \( \chi^1 \) pondérée par \( \beta \). Ce noyau est appliqué sur les vecteurs \( x_i \), qui regroupent le nombre d’occurrences des mots visuels, autrement dit un histogramme.

### 3.2.3 Apprentissage actif

Pour gérer la sélection des images à faire annoter par l’utilisateur, nous optons ici aussi pour une approche de pré-sélection pessimiste suivie d’une approche optimiste. La pré-sélection est effectuée en utilisant la méthode de [IP08], une amélioration de la méthode SVM\_active [83].

La sélection au sein de cette pré-sélection est propre à la méthode que nous proposons ici. Compte tenu de l’importance de l’ensemble des noyaux de base, nous proposons de sélectionner les images qui contiennent les mots visuels candidats les plus prometteurs. Dans cet esprit, la fonction de sélection \( a(P_i) \) de l’apprentissage actif est définie comme la valeur du meilleur alignement que l’on peut obtenir avec les descripteurs visuels contenus dans l’image \( i \) :

\[ a(P_i) = \arg\max_{p \in P_i} A_L^H (k_p) \quad (3.14) \]

En utilisant une telle fonction de sélection, nous augmentons nos chances de former un bon ensemble de noyaux de base.

Notons qu’une alternative est d’estimer le gain que pourrait apporter l’ajout d’une nouvelle annotation en tenant compte de l’ensemble du processus de combinaison de noyau. Autrement dit, pour chaque image pré-sélectionnée, nous supposons qu’elle est annotée positivement, nous effectuons tout le calcul de combinaison, et enfin nous notons l’alignement obtenu. Cette approche doit probablement être plus efficace, mais compte tenu de son coût calculatoire, nous ne l’avons pas étudiée.
3.3 Expériences et applications

3.3.1 Recherche interactive dans les bases d’images

Comparaison statique/dynamique. Nous avons mené des premières expériences pour comparer l’approche par dictionnaire/noyau dynamique à une approche équivalente par dictionnaire/noyau statique. Ces expériences ont été menées sur la base VOC 2006 (cf section A.2.2) en suivant le protocole de recherche interactive présenté en section A.1.1. Dans tous les cas, les descripteurs visuels sont des couleurs $L^*a^*b^*$ (lab) et des textures par ondelettes quaternioniques (qw).

Pour l’approche statique, nous avons construit toutes les combinaisons de dictionnaire avec 32, 64, . . . ou 256 couleurs et 32, 64, . . . ou 256 textures. Chacun de ces dictionnaires a été évalué en recherche interactive avec un noyau gaussien $\chi^1$ et un classifieur SVM. Nous présentons sur la figure 3.3(a) les résultats de trois combinaisons : 64 couleurs et 64 textures (un paramétrage naturel compte tenu de la taille de la base), 256 couleurs et 256 textures (le plus grand dictionnaire testé), et 64 couleurs et 160 textures (le meilleur paramétrage). Notons bien que pour déterminer le meilleur dictionnaire, nous avons utilisé la vérité terrain, une information qui n’est pas disponible dans la réalité. On peut remarquer qu’un plus grand dictionnaire ne conduit pas nécessairement à de meilleures performances, et qu’un petit dictionnaire peut aussi être très performant. Par exemple, pour le cas de la couleur, 64 mots est le meilleur choix.

Pour l’approche dynamique, nous avons suivi la méthode simple présentée en section 3.2.1. On a extrait et quantifié 64 couleurs et 64 textures de chaque image (cf section 3.2.2). Les résultats sont présentés sur la figure 3.3(a), où l’on peut observer le gain notable de l’approche dynamique. Rappelons que, contrairement à l’approche statique, de tels résultats ne nécessitent pas le réglage d’un dictionnaire ! Nous avons aussi testé l’influence du nombre de noyaux de base sélectionnés (le paramètre $T$ dans les formules). Si nous ne fixons pas de limite, la méthode sélectionne en moyenne 200 noyaux de base à la fin de chaque session de recherche. Si on
diminue le nombre maximal de noyaux de base sélectionnés, on observe une légère perte jusqu’à
\( T = 96 \) (MAP 43%), puis on descend assez rapidement (MAP 34% avec \( T = 16 \)). Notons que
la méthode avancée (section 3.2.1) donne des résultats assez proches, cependant elle offre ces
performances avec beaucoup moins de noyaux de base (environ 30-35 noyaux de base sont
sélectionnés en fin de session).

**Comparaison avec une méthode de référence.** Nous avons aussi comparé l’approche que
nous proposons à une méthode de référence qui bénéficie aussi d’une bonne robustesse aux
paramètres globaux. Pour trouver une telle méthode, nous avons testé de nombreuses techniques
proposées dans la littérature, et avons sélectionné la méthode par “Vector of Locally Aggregated
Descriptors (VLAD)” [34], une approximation des noyaux de Fisher [67]. Pour chaque image,
cette méthode fabrique une description vectorielle à partir de ses descriptors visuels et d’un
dictionnaire visuel global de faible taille. Toute la robustesse de la méthode provient de la
faible taille du dictionnaire visuel (entre 16 et 64 mots), qui n’a que peu d’influence sur les
résultats. Les résultats de cette méthode sont présentés en figure 3.3(b) sur la base VOC2007
(cf section A.2.3). Nous avons choisi cette base pour ces expériences de par son succès dans la
littérature. Les résultats de la méthode avancée (cf section 3.2.1) sont aussi présentés dans cette
figure, avec deux jeux de descriptors visuels. Le premier (noté “1x1” sur la figure) est le même
que celui des expériences précédentes, et le second (noté “1x1+1x3” sur la figure) est aussi
le même, auquel nous avons ajouté des descripteurs (couleurs et textures) extraits uniquement
dans une des trois parties horizontales des images (tiers supérieur, tiers central et tiers inférieur),
pour un total de 8 différents types de descripteurs visuels. Ces résultats montrent l’intérêt de
l’approche que nous proposons, mais aussi sa capacité à gérer plusieurs types de descriptors
visuels.

**Temps de calcul.** Sur une machine dotée d’un processeur iCore7 et sans cache partagé entre les
sessions, toutes les méthodes présentées ici ont un temps d’apprentissage (noyau et classifieur)
inférieur à 250ms, et un temps de classification inférieur à 200ms par tranche de 5000 images.
Côté apprentissage, les méthodes statiques sont les plus rapides (moins de 1ms). Côté classifi-
cation, les méthodes sont d’autant plus rapides que le dictionnaire est petit, plaçant la méthode
avancée que nous proposons parmi les meilleures (environ 25ms par tranche de 5000 images).
Notons que, dès lors qu’un cache est mis en place pour partager les valeurs entre les sessions de
recherche, tous les temps de classification chutent très rapidement quelle que soit la méthode,
pour atteindre quelques millisecondes.

### 3.3.2 Recherche dans les façades de Paris

L’approche dynamique que nous proposons a été utilisée pour proposer une alternative
rapide aux noyaux sur graphes, dans le cadre de la recherche dans les façades de Paris que
nous avons présentée en section 2.3.3. Tout le processus reste identique, hormis la fonction
noyau qui est dynamique.

Les descriptor visuels considérés sont des chemins issus des graphes correspondant à
echaque image, et les noyaux de base comparent non plus un nombre d’occurrences, mais
la similarité à un chemin associé au noyau de base. Plus précisément, la fonction \( e_{\hat{p}}(P_t) \) de
l’équation (3.11) renvoie la similarité au chemin \( \hat{p} \) le plus proche dans l’ensemble des chemins
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Figure 3.4 – Average Precision(%) en fonction du nombre d’annotations, avec différents noyaux.

\( P_i \) issus du graphe de l’image \( i \).

Les résultats sont présentés dans la figure 3.4, pour le meilleur noyau sur graphes et 4 noyaux dynamiques avec différentes distances (fonction \( \delta \) dans l’équation (3.9)). On peut observer que nous avons une perte en terme de performances – les noyaux sur graphes restent, dans le cas des problèmes de mise en correspondance, l’une des meilleures approches. Cependant, on observe un important gain en temps de calcul, si l’on en juge par le temps moyen pour calculer une valeur de la fonction noyau (ici avec des chemins de longueur 8) :

\[
\begin{array}{c|cccc}
\text{Sommets dans le graphe} & 26 & 30 & 40 & 124 \\
\hline
\text{Noyau sur graphe} & 40ms & 96ms & 184ms & 511ms \\
\text{Noyau dynamique} & 5ms & 6ms & 9ms & 48ms \\
\end{array}
\]

3.3.3 Apprentissage par lots dans les bases d’images

Bien que ce ne soit pas l’objectif initial, nous avons utilisé les noyaux dynamiques pour faire de l’apprentissage par lots. Le but dans ce cas est de construire un classifieur pour une catégorie donnée sur la base d’un grand ensemble d’apprentissage. Pour ce faire, nous avons suivi le protocole officiel pour la base VOC2006 (cf section A.2.2). Les résultats sont présentés sur la figure 3.1 avec le critère d’évaluation utilisé lors de la campagne.
Nous avons commencé par évaluer les méthodes avec dictionnaires produits de manière non supervisée, l’une avec des couleurs et textures (colonne (a)) et l’autre avec des VLADs (colonne (b)). Dans tous les cas, nous présentons les résultats avec les meilleurs dictionnaires.

Puis, nous avons utilisé l’approche proposée dans ce chapitre pour produire des signatures supervisées, dans le sens où chaque image est représentée par une signature produite en utilisant les annotations sur l’ensemble d’entraînement. Pour les obtenir, nous avons lancé de nombreuses simulations de recherche interactive sur l’ensemble d’entraînement de la base VOC2006. À la fin de chaque recherche simulée, nous avons conservé la fonction de classification produite. Suite à cela, nous avons obtenu des centaines de classifieurs pour chaque catégorie. Ces classifieurs ont été appliqués aux images des ensembles d’apprentissage et de test pour produire les signatures supervisées, sous la forme d’un vecteur qui regroupe l’ensemble des sorties des classifieurs. Ces attributs, une fois utilisés avec un noyau gaussien $L^2$ et un classifieur SVM, produisent les résultats de la colonne (c). Une fois comparés aux résultats de la colonne (a), on peut constater le gain apporté par l’approche.

Enfin, nous avons combiné les attributs sémantiques de toutes les catégories avec les VLADs pour former une nouvelle description des images, dont les résultats sont présentés dans la colonne (d). Nous pouvons observer qu’ils permettent d’obtenir des résultats aussi bons que ceux de la méthode avec les noyaux de Fisher, dont les résultats officiels ont été reportés dans la colonne (e).
3.4 Conclusion et perspectives

Dans ce chapitre, nous avons présenté une approche d’apprentissage de noyau “en ligne” pour la recherche de catégories, qui satisfait les contraintes de la recherche interactive. Cette approche permet de proposer des solutions plus robustes à une paramétrisation globale d’un système de recherche, sans avoir à recourir à de forts a priori. De plus, elle peut être utilisée pour d’autres applications, comme une alternative rapide aux problèmes de mise en correspondance de graphes, ou encore l’apprentissage par lots.

De par sa conception, l’approche que nous proposons se prête à un passage à l’échelle, autrement dit au traitement de très grandes bases (plusieurs millions). En effet, étant donné que l’ensemble des noyaux de base utilisés pour la combinaison est connu à l’avance, il est possible de travailler sur la création d’index rapides, dans le but d’obtenir une classification de la base avec une complexité sous-linéaire. L’approche peut aussi être améliorée en effectuant la combinaison des noyaux en ciblant la qualité du classifieur final. En effet, dans le contexte de l’apprentissage par lots, il existe des méthodes de combinaison de noyaux qui construisent à la fois la combinaison et le classifieur en même temps. Par conséquent, Il nous semble tout à fait envisageable de proposer des méthodes similaires, capables de gérer les contraintes de l’apprentissage interactif.

La conception du framework des noyaux dynamiques a été conçu de manière indépendante, en dehors de tout projet ou thèse, et a fait l’objet de publication [PR10]. En outre, ce framework a été utilisé dans le cadre de la thèse de Jean-Emmanuel Haugeard [ICPR10b,PRL], dans le but de réduire les temps de calcul, comme nous l’avons présenté dans la section 3.3.2. Notons que ces travaux sont aussi à l’origine des études autour du boosting que nous présentons dans le chapitre suivant.
Chapitre 4

Boosting Interactif

Dans tous les chapitres précédents, nous avons présenté des méthodes basées sur les fonctions noyaux. Comme nous l’avons présentée, cette approche est motivée (entre autres) par la possibilité d’utiliser des classifieurs très performants tels que les SVMs. Cependant, le cadre des fonctions noyaux est très contraignant, et nécessite beaucoup de travail de conception.

Il existe cependant d’autres approches d’apprentissage qui permettent de faire de la recherche dans les bases multimédias. Parmi celles-ci, il existe celle par Boosting, qui est à la fois similaire au couple SVM/Noyau d’un certain point de vue, mais aussi très différente d’un autre point de vue. En effet, le Boosting est, au même titre que l’approche noyau, une technique de changement d’espace. On passe ainsi d’un espace quelconque (celui des index, histogrammes, graphes, etc.) à un espace vectoriel, mais non nécessairement Hilbertien. Puis, on forme un hyperplan séparateur dans cet espace. Par contre, la philosophie du Boosting est très différente en ce qui concerne la manière d’apprendre. En effet, on ne cherche plus à résoudre le problème en s’appuyant sur des métriques très performantes, mais sur un ensemble de métriques de mauvaise qualité – une approche pour le moins surprenante, mais dont les fondements sont bien éprouvés.

Outre l’intérêt d’une approche très différente, le Boosting est un cadre beaucoup moins contraignant que celui des machines à noyaux. En effet, ce cadre repose sur un ensemble de métriques de mauvaise qualité – autrement dit des métriques bien plus faciles à concevoir que des métriques très performantes ! Le Boosting est une technique qui a déjà fait ses preuves en apprentissage par lots, par exemple pour la détection de visage. Cependant, pour la recherche interactive, cette approche est encore peu explorée. La principale motivation derrière cette étude est donc la perspective d’une approche capable d’offrir la même qualité de résultat que le couple SVM/Noyau pour la recherche interactive, mais avec un coût de conception très inférieur.

Ce travail fait partie de la thèse d’Alexis Lechervy, dont le but final est la conception de techniques interactives et collaboratives pour la recherche dans les bases vidéos. Les résultats que nous proposons sont une première étape pour atteindre ce but [RFIA10,ICPR10a].
4.1 Boosting

4.1.1 Principe

Le principe du Boosting a été proposé par Freund en 1995, puis a été popularisé par la méthode AdaBoost (Adaptive Boosting) l’année suivante [19]. Cette approche repose sur un ensemble $\mathcal{H}$ de classifieurs $h_t$ dit faibles, dont les performances sont supposées meilleures que le hasard. L’objectif du Boosting est alors la formation d’une combinaison linéaire de ces classifieurs faibles, appelée classifieur fort :

$$H_T = \sum_{t=1}^{T} \alpha_t h_t$$  \hspace{1cm} (4.1)

Cette combinaison est formée de manière itérative, en ajoutant à chaque itération un nouveau terme à la somme :

$$H_{T+1} = H_T + \alpha_{T+1} h_{T+1}$$  \hspace{1cm} (4.2)

avec

$$\alpha_{T+1}, h_{T+1} = \arg\max_{\alpha > 0, h \in \mathcal{H}} C(H_T + \alpha h)$$  \hspace{1cm} (4.3)

La fonction $C(\cdot)$ est le critère réel (i.e. non empirique) à maximiser qui dépend du problème à résoudre. Naturellement, en pratique on approche ce critère sur la base des exemples fournis, généralement en effectuant une minoration. Le plus courant est d’utiliser un critère de classification binaire, mais d’autres choix peuvent être faits, comme dans le cas du chapitre précédent, où nous avons utilisé l’alignement du noyau.

Avant de poursuivre plus avant dans la formation de la combinaison, notons bien que cette approche est une approche de changement d’espace de représentation. En effet, l’hyperplan $H_T$ évolue dans un espace vectoriel, où les coordonnées de chaque vecteur sont les valeurs des classifieurs faibles, i.e. la méthode induit un espace par une fonction $\phi$ définie par $\phi(x) = (h_1(x), \ldots, h_T(x))$. De plus, cette transformation se fait de manière supervisée, étant donné que le critère $C$ est lié aux exemples d’apprentissage. En d’autres termes, cette approche permet d’apprendre l’hyperplan séparateur et l’espace de représentation.

Toute la réussite de l’approche réside dans la capacité à trouver une solution à l’équation (4.3), autrement dit à trouver un classifieur faible qui, une fois ajouté à $H_T$, améliore le critère $C$. Pour ce faire, on considère généralement une famille de classifieurs faibles, et un “apprenant faible” (weak learner) sélectionne au sein de cette famille les classifieurs faibles qui améliorent le critère $C$. Par exemple, la famille peut être celle des hyperplans séparateurs dans l’espace des descripteurs visuels, et l)”apprenant faible” détermine celui qui maximise $C$. De plus, on introduit souvent une notion de pondération fonction de la bonne ou mauvaise classification des exemples pour aider l’”apprenant faible” dans sa recherche.
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4.1.2 Les variantes du Boosting

Suite au succès d’AdaBoost [19], de nombreuses variantes sont apparues au sein de la littérature. On peut noter les améliorations de ce premier algorithme, comme Real AdaBoost [74], Gentle AdaBoost [21], ou Modest AdaBoost [85]. Puis, d’autres propositions étendent cette approche vers d’autres problèmes que la classification binaire, comme le classement avec RankBoost [20], les arbres de décision avec Reweight Boost [71], les fonctions noyaux [9, 31], mais aussi d’une manière générique dès lors que le problème peut être exprimé sous la forme d’une descente de gradient [56].

Des propositions ont aussi été faites dans un contexte proche de la recherche interactive. Les premières méthodes que l’on peut rattacher à ce contexte sont les méthodes qui fonctionnent avec peu d’exemples, comme [12, 92]. On peut noter tout particulièrement celles qui s’appuient sur l’apprentissage actif. Par exemple, Li [48] propose de raisonner dans l’espace des versions pour alimenter petit à petit AdaBoost en exemples, ce qui revient à sélectionner les exemples les plus proches de la frontière. Collins [7] utilise aussi ce principe d’incertitude pour sélectionner les documents à faire annoter, mais intègre aussi une idée intéressante qui consiste à réduire la famille de classifiants faibles à celle engendrée par les annotations. Notons que des propositions permettent d’intégrer l’utilisateur directement dans le processus itératif du Boosting [50]. Des méthodes ont été proposées pour le suivi d’objets dans les vidéos [26, 82], un contexte qui n’est pas totalement étranger de la recherche interactive. Dans tous les cas, on retrouve les idées issues du boosting en ligne [64], qui mettent à jour le classifieur fort en fonction d’une nouvelle annotation. On retrouve aussi l’idée des familles de classifiants faibles dynamiques, qui évoluent en fonction du flux d’exemples.

Enfin, on trouve un très grand nombre de méthodes basées sur le Boosting et ses variantes, mais qui diffèrent par le choix et le paramétrage des classifiants faibles utilisés.

4.2 Méthode proposée

4.2.1 Schéma général

La méthode que nous proposons repose sur un ensemble \( H \) de classifiants faibles, qui évolue en fonction des itérations du bouclage de pertinence. Pour former cet ensemble \( H \), nous nous appuyons sur les informations visuelles \( p \in P \) présentes dans les images \( i \) annotées positivement. Sur la base de ces informations visuelles, nous fabriquons des classifiants faibles \( h_p \) :

\[
H = \{ h_p | p \in P \text{ et } y_i > 0 \}
\]  

Nous verrons dans la section suivante comment produire ces classifiants faibles. Cependant, dans tous les cas, l’idée est de fabriquer des classifiants faibles qui reposent sur des propriétés visuelles propres à l’image utilisée pour les fabriquer. Par exemple, si l’image utilisée est un paysage avec un ciel bleu, un classifieur faible peut être de regarder si il y a la couleur bleu dans la partie supérieure de l’image.

Ce principe est essentiel pour gérer le faible nombre d’annotations. En effet, en ne considérant que des classifiants faibles qui reposent sur des éléments visuels présents dans les
images annotées, on s’assure que ces classifieurs faibles auront une réponse pertinente sur ces éléments annotés. Dans le cas contraire, on aurait des réponses de classifieurs faibles aléatoires, et par conséquent une sélection lors des itérations du boosting tout aussi aléatoire.

Une fois muni d’un ensemble de classifieurs faibles, on utilise l’une des variantes du boosting pour fabriquer le classifieur fort final. Pour ce faire, nous avons opté pour la méthode Rank-Boost, qui permet d’apprendre le classement d’un ensemble de données [20]. Dans ce cas, le classifieur fort est un opérateur qui trie la base de données, une opération plus fine que la classification binaire qui distribue les données dans deux classes. Cette méthode est bien plus adaptée à notre contexte étant donné que l’utilisateur est intéressé par le classement des documents. Elle offre en outre des résultats bien meilleurs que les méthodes de boosting plus habituelles comme AdaBoost.

4.2.2 Apprentissage actif

Nous proposons de sélectionner les images que l’utilisateur va annoter dans le but d’améliorer l’ensemble des classifieurs faibles. Pour ce faire, nous commençons par pré-sélectionner les documents dont la classification est la plus incertaine. Puis, au sein de cette pré-sélection, nous choisissons les images qui possèdent les classifieurs faibles les plus intéressants à ajouter dans l’ensemble \( \mathcal{H} \). Ce choix est effectué en utilisant le critère de sélection de classifieur faible du boosting, noté ici \( r_0(.) \):

\[
a(P_i) = \arg\max_{p \in P_i} r_0(h_p)
\]  

(4.5)

En procédant ainsi, nous ajoutons des classifieurs faibles qui permettent de produire un meilleur classifieur fort compte tenu des annotations courantes.

4.2.3 Les classifieurs faibles

Nous proposons deux types de classifieurs faibles. Dans les deux cas, nous considérons un découpage en 9 blocs de chaque image (cf. Fig. 4.1). Chaque bloc \( l \) d’une image \( i \) est représenté par un histogramme de propriétés visuelles (couleurs, textures, ...) noté \( z_{li} \).

Classifieurs faibles de type 1.

Pour ce premier type de classifieur faible, chaque image est représentée par l’ensemble des histogrammes calculés sur les blocs :

\[
Z_i = \{z_{li}\}_l
\]  

(4.6)

On définit un classifieur faible \( h_{1z} \) pour chaque bloc \( z \) d’une image. L’ensemble \( P_{j1} \) des classifieurs faibles générés par une image \( j \) est donc défini comme suit :

\[
P_{j1} = \{h_{1z}|z \in Z_j\}
\]  

(4.7)

Chaque image génère ainsi 9 classifieurs faibles.
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FIGURE 4.1 – Classifieurs faibles – découpage en 9 blocs.

Chaque classifieur faible \( h^1 \) évalue une image représentée par \( Z_i \) en fonction de la plus petite distance à l’histogramme \( \hat{z} \) associé au classifieur faible :

\[
h^1(Z_i) = 1 - \min_{z_{i_l} \in Z_i} d(z_{i_l}, \hat{z})
\]  

(4.8)

avec \( d(., .) \) la distance du \( \chi^1 \).

Classifieurs faibles de type 2.

Pour ce second type de classifieurs faibles, nous considérons les combinaisons \( C_r \) de blocs dans l’image. Une combinaison de blocs est, par exemple, \{1, 4, 7\}, autrement dit tous les blocs sur la partie gauche d’une image. Nous considérons toutes les combinaisons possibles, sauf celle qui n’inclue aucun bloc. Puis, nous décrivons chaque combinaison de blocs d’une image \( i \) à l’aide de la somme des histogrammes des blocs associés :

\[
\rho_{ri} = \sum_{l \in C_r} z_{li}
\]  

(4.9)

Chaque image est représentée par l’ensemble de ces histogrammes :

\[
R_i = \{ \rho_{ri} \}_r
\]  

(4.10)

On définit un classifieur faible \( h^2_{\hat{\rho}, r} \) pour chaque combinaison de blocs \( C_r \) d’une image. L’ensemble \( P^2_j \) des classifieurs faibles générés par une image \( j \) est donc défini comme suit :

\[
P^2_j = \{ h^2_{\hat{\rho}, r} | \hat{\rho} = \rho_{rj} \in R_j \}_r
\]  

(4.11)

Chaque image génère ainsi 511 classifieurs faibles pour un découpage en 9 blocs.

Chaque classifieur faible \( h^2_{\hat{\rho}, r} \) évalue une image représentée par \( R_i \) en fonction de la distance entre l’histogramme \( \hat{\rho} \) associé au classifieur faible et l’histogramme dans l’image \( i \) issu de la même combinaison de blocs :

\[
h^2_{\hat{\rho}, r}(R_i) = 1 - d(\rho_{ri}, \hat{\rho})
\]  

(4.12)

avec \( d(., .) \) la distance du \( \chi^1 \).
TABLE 4.1 – Précision Moyenne(%) sur l’ensemble de test de VOC2006. Initialisation avec 1 image, 10 bouclages, 5 annotations par bouclage.

<table>
<thead>
<tr>
<th>Dictionnaire Méthode</th>
<th>32 mots</th>
<th>64 mots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
<td>Boosting</td>
</tr>
<tr>
<td>bicycle</td>
<td>34</td>
<td>44</td>
</tr>
<tr>
<td>bus</td>
<td>40</td>
<td>45</td>
</tr>
<tr>
<td>car</td>
<td>57</td>
<td>68</td>
</tr>
<tr>
<td>cat</td>
<td>26</td>
<td>30</td>
</tr>
<tr>
<td>cow</td>
<td>32</td>
<td>40</td>
</tr>
<tr>
<td>dog</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>horse</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>motorbike</td>
<td>35</td>
<td>42</td>
</tr>
<tr>
<td>person</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>sheep</td>
<td>46</td>
<td>53</td>
</tr>
<tr>
<td>all</td>
<td>35</td>
<td>40</td>
</tr>
</tbody>
</table>

4.3 Expériences

Nous avons mené des expériences pour comparer l’approche par boosting interactif proposé à une approche avec des SVMs. Ces expériences ont été menées sur la base VOC 2006 (cf section A.2.2) en suivant le protocole de recherche interactive présenté en section A.1.1. Dans tous les cas, les descripteurs visuels sont des couleurs $L^*a^*b^*$ (lab) et des textures par ondelettes quaternioniques (qw).

Nous avons testé les méthodes avec deux dictionnaires, l’un avec 32 mots par type de descripteur visuel, et l’autre avec 64 mots. Puis nous avons utilisé l’un de ces dictionnaires pour calculer les histogrammes dans les images. Pour les SVMs, nous avons calculé un seul histogramme par image, et avons utilisé un noyau gaussien avec une distance du $\chi^1$. Les résultats sont présentés en Figure 4.1.

Comme nous pouvons le constater, les résultats sont tantôt meilleurs pour les SVMs, tantôt meilleurs pour le boosting interactif. Il nous est ainsi difficile d’affirmer si l’une ou l’autre méthode est véritablement meilleure en terme de performances. En tout état de cause, ces résultats sont très encourageants étant donné que ce nouveau cadre d’apprentissage par boosting interactif est capable de rivaliser avec une méthode bien rodée. Ainsi, nous pensons qu’un travail plus approfondi sur les classificateurs permettra d’obtenir de bien meilleurs résultats.

Notons qu’avec des techniques de boosting classiques, non adaptées au contexte interactif, les résultats sont très mauvais, voire totalement aléatoires. Par exemple, le simple fait de travailler avec un ensemble statique de classificateurs faibles produit des classificateurs forts de très mauvaise qualité.
4.4 Conclusion et Perspectives

Nous avons présenté dans ce chapitre une approche par boosting pour effectuer des recherches interactives dans les bases d’images. Pour ce faire, nous nous appuyons sur la notion d’ensemble dynamique de classifiants faibles, ce qui nous permet de gérez le faible nombre d’annotations. Le cadre peu restreint du boosting nous permet aussi de concevoir facilement des classifiants assez complexes, contrairement à l’approche par noyau où cette étape est plus difficile.

Compte tenu de la très grande quantité de données qu’il faut gérez avec les vidéos, nous avons jugé préférable de commencer par concevoir et valider les algorithmes sur des bases d’images. Dans le contexte de la thèse de A. Lechervy, l’étape suivante est le passage de ces techniques interactives à des techniques collaboratives. L’objectif dans ce cas est de mutualiser les recherches d’un ensemble d’utilisateurs dans le but de former plus rapidement les classifiants finaux. Une fois ce travail fait, nous pourrons travailler directement sur les vidéos. Ce passage devrait se faire assez facilement grâce à l’approche par boosting qui permet une conception avec peu de contraintes.
Conclusion et perspectives
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Recherches basées sur les mises en correspondance

L’un des thèmes abordés lors de nos travaux est celui autour des techniques basées sur les mises en correspondance de descripteurs visuels. Ces techniques ont été présentées pour résoudre la recherche interactive d’objet (parfois appelée recherche d’instance), mais sont aussi utilisées pour la recherche de copie (image et ses déformations), et dans une certaine mesure pour la recherche d’une classe d’objet – tous problèmes où la notion de mise en correspondance est pertinente.

Nous avons présenté au cours de la première partie de ce mémoire des méthodes dans ce contexte basées sur les fonctions noyaux, ce qui nous a permis d’utiliser des techniques avancées d’apprentissage, comme les SVMs ou l’apprentissage actif. Il reste encore des améliorations possibles, notamment si l’on souhaite produire des solutions qui généralisent davantage. En effet, les solutions actuelles ont un comportement plutôt binaire lors de la prise de décision : le document à classer est ou n’est pas considéré comme pertinent, il y a peu de niveaux intermédiaires entre ces deux extrêmes. Cet objectif représente un véritable défi, et nous pensons qu’il sera résolu à long terme.

Un des reproches souvent fait aux méthodes par mise en correspondance est leur coût en calcul. Ainsi, un des enjeux actuels autour de cette thématique est de trouver le juste compromis pour approcher ces techniques, tout en conservant au mieux les performances. Pour ce faire, une approche que nous étudions est la linéarisation des processus de mise en correspondance. Ainsi, si chaque document est représenté par un vecteur, et que le produit scalaire entre deux représentations approche bien le processus de mise en correspondance, on obtient un gain considérable en temps de calcul, même si les vecteurs sont de très grande dimension. Par exemple, on peut voir les représentations VLAD [34] comme une approximation d’un noyau sur sacs. Pour linéariser ces calculs, une piste est celle de l’approximation en séries de Taylor des fonctions noyaux sur sacs. En suivant cette piste, on déplie littéralement les calculs de mise en correspondance, ce qui conduit à des représentations vectorielles extrêmement grandes (cela peut monter à des millions de dimensions). Cependant, ces représentations sont très creuses et/ou redondantes. Un travail de post-traitement nous permettra certainement de trouver des réductions pertinentes.
Représentations dynamiques


Cependant, un point que nous avons peu évoqué est l’intérêt des représentations dynamiques sur le plan de la complexité en calculs. En effet, ces approches permettent de se concentrer uniquement sur les propriétés visuelles pertinentes pour la requête, ce qui signifie qu’il faut considérer beaucoup moins de propriétés visuelles pour classer les documents. Par exemple, pour le cas des dictionnaires de couleurs et textures, une trentaine de mots visuels sont généralement suffisants avec une approche dynamique, alors qu’il en faut plusieurs centaines avec un dictionnaire statique. Il existe donc un fort potentiel ici, que nous avons commencé à explorer avec les façades de Paris, dans le cadre de la thèse de Jean-Emmanuel Haugeard. Il reste beaucoup de choses à découvrir, par exemple nous avons commencé à étudier la possibilité de combiner des index rapides issus de la communauté Data Mining dans ce contexte. Nous étudions aussi cette approche pour les vidéos, dans le cadre de la thèse d’Alexis Lechervy, dans le but de produire des solutions capables de traiter la très grande quantité de données produites par les flux vidéo.

Apprentissage collaboratif

L’apprentissage collaboratif est une approche originale pour entraîner et optimiser un système intelligent. Cette approche est similaire à celle d’un apprentissage supervisé, avec la différence que l’on considère un ensemble d’utilisateurs qui vont travailler en parallèle sur un problème, puis se consulter pour mutualiser leurs trouvailles. Un bon exemple d’apprentissage collaboratif est la recherche long terme dans une base d’image, une problématique sur laquelle nous avons travaillé [PR06,CVIU08]. L’objectif dans ce cas est d’exploiter les recherches menées par un ensemble d’utilisateur pour optimiser le système, de sorte que tout nouvel utilisateur retrouve beaucoup plus rapidement une catégorie précédemment recherchée. Un autre exemple d’apprentissage collaboratif est le filtrage collaboratif, qui est utilisé par les magasins de DVDs pour conseiller leur clients.

Ce thème de recherche est très intéressant car il correspond bien à des problèmes d’applications réelles. En effet, on dispose rarement dans la réalité d’un ensemble d’apprentissage précis et sans erreur, mais plutôt d’informations imprecises et de mauvaise qualité. Le meilleur exemple est celui des titres ou des commentaires que donnent les utilisateurs sur les dépôts publics de vidéos comme youtube ou dailymotion. Ces informations sont de mauvaise qualité, mais cependant leur très grand nombre permet de le compenser. Or pour traiter des quantités considérables d’information, une approche habituelle n’est pas pertinente compte tenu des machines actuelles. Paralléiser les traitements est donc la meilleure solution, et cela est d’autant plus vrai que l’architecture des ordinateurs ne cesse d’aller dans ce sens. Plus que simplement
paralléiser, nous proposons de concevoir tout un modèle collaboratif pour exploiter au mieux la distribution des traitements, autant sur le plan calculatoire que sur le plan de la résolution du problème d’apprentissage lui-même.

**Apprentissage dans le flux**

Une thématique sur laquelle nous comptons travailler à long terme est celle de l’apprentissage dans le flux. Cette thématique est proche des précédentes, sauf que nous considérons une forte dynamique dans l’information supervisée. Par exemple, il est courant de considérer que les objets ou catégories recherchés dans une base sont toujours les mêmes. Dans un scénario dynamique, les objets ou catégories qui intéressent les utilisateurs peuvent changer du tout au tout. Dans ce cas, le système doit être capable de se réadapter à ces nouveaux centres d’intérêt. Le meilleur exemple est celui des fils de discussions instantanés comme tweeter. Ce type d’application produit un flux constant de micro informations produites en très grand nombre. Ces informations ne sont pas indépendantes, et il existe des thèmes d’intérêt qui émergent (les “buzz’”). Ces thèmes évoluent très rapidement, d’un jour à l’autre, voire en l’espace d’une heure.

Ce thème est difficile car il réunit de nombreux problèmes. En effet, nous avons à la fois un apprentissage dynamique, des informations supervisées de mauvaise qualité, et un très grand nombre de données ! En d’autres termes, ce thème est la synthèse de toutes les problématiques que nous avons abordé ou que nous comptons aborder. Concevoir un système capable de résoudre efficacement ce problème constitue ainsi un véritable défi que nous comptons relever.
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Bases et Protocoles

A.1 Critères et Protocoles

A.1.1 Protocole de simulation de recherches interactives

Afin d’évaluer la qualité d’une méthode de recherche interactive, nous simulons un grand nombre de sessions de recherche. Le processus est le même qu’en situation réelle, sauf que l’utilisateur est remplacé par un robot qui annoté les images en utilisant la vérité terrain.

Protocole 1 Protocole d’évaluation pour une catégorie

Paramètres :
– Catégorie $C$
– Ensemble d’apprentissage $A$, ensemble de test $T$,
– Nombre de bouclages par session $F$, Nombre d’annotations par bouclage $s$

Pour chaque image $c$ de $C \cap A$ faire
– Démarrer une nouvelle session de recherche
– Initialisation :
  – Annoter $c$ positivement
  – $I_0^* = s$ images les plus proches de $c$ dans $A$
  – Annoter positivement les images de $I_0^* \cap C$
  – Annoter négativement les images de $I_0^* \cap \bar{C}$
– Pour $f$ de 1 à $F$ faire
  – Entraîner un nouveau classifieur avec les annotations courantes
  – Trier les images de $T$ en utilisant la fonction de classification
  – Calculer la courbe de Précision/Rappel $pr(f, c)$ sur $T$
  – $I_f^* = s$ images sélectionnées dans $A$ avec l’apprentissage actif
  – Annoter les images de $I_f^*$

Sortie : Courbe de Précision/Rappel $PR(f) = \text{moyenne}_c \left( pr(f, c) \right)$
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A.1.2 Précision Moyenne (AP) et Moyenne des Précisions Moyennes (MAP)

Ce protocole produit une courbe de précision/rappel pour une catégorie $C$. Dans le but de produire des résultats plus synthétiques, on considère la Précision Moyenne (Average Precision) définie par l’intégrale de la courbe de précision/rappel. Enfin, dans le cas où l’on souhaite évaluer un système ou une méthode à l’aide d’un seul critère, on calcule la moyenne des Précisions Moyennes (Mean Average Precision) pour toutes les catégories de la base de données.

A.2 Bases

A.2.1 Base Objets sur Fonds Aléatoires

Dans le but de valider les algorithmes pour la recherche d’objets, nous avons conçu une petite base de 50 objets sur fonds aléatoires. Les images des objets sont extraites de la base COIL-100 de l’université de Columbia $^1$, et placées sur des images de paysages prises aléatoirement dans la base de l’université de Washington $^2$. Nous avons conservé 12 vues de chaque objet, ce qui donne un total de 600 images.

L’objectif de cette base est avant tout de disposer d’un cas d’école pour tester les méthodes. En effet, les objets sont clairement identifiés et les descripteurs visuels actuels sont suffisamment robustes pour faire l’hypothèse qu’il existe toujours des mises en correspondances visuelles. De plus, nous avons volontairement laissé des objets différents sur exactement les mêmes images de fond, dans le but de disposer de fausses mises en correspondance.

A.2. BASES

A.2.2 Visual Object Challenge 2006 (VOC2006)

La base Visual Object Challenge 2006 (VOC2006) est une base créée par le réseau d’excellence PASCAL, dans le but de comparer les différentes techniques des chercheurs.

La base est constituée de 5304 images réparties en 3 sous-ensembles. Les deux premiers ensembles “train” (1277 images) et “val” (1341 images) servent pour l’entraînement des méthodes. Le dernier ensemble “test” (2686 images) sert pour l’évaluation des méthodes. La base est aussi munie d’une vérité terrain sous la forme de 10 catégories, dont des exemples sont présentés en Figure A.2.

D’une manière générale, les images sont des photographies centrées sur un objet, une personne ou un animal.

A.2.3 Visual Object Challenge 2007 (VOC2007)


La base est constituée de 9963 images réparties en 3 sous-ensembles. Les deux premiers ensembles “train” (2501 images) et “val” (2510 images) servent pour l’entraînement des méthodes. Le dernier ensemble “test” (4952 images) sert pour l’évaluation des méthodes. La base est aussi munie d’une vérité terrain sous la forme de 20 catégories, dont des exemples sont présentés en Figure A.3.

Contrairement à VOC2006, les objets d’intérêt de cette base sont souvent mal centrés ou mal cadrés, et souvent présents dans l’arrière-plan.
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Figure A.2 – Images de la base VOC2006.

Figure A.3 – Images de la base VOC2007.
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Curriculum Vitæ

Philippe-Henri GOSSELIN
né le 25/12/1979 à Chambray les Tours
Union libre

Maître de Conférences à l’ENSEA

ETIS / ENSEA - UCP - CNRS UMR 8051
6 ave du Ponceau, 95000 Cergy-Pontoise, France

téléphone : 01 30 73 62 98
fax : 01 30 73 66 27
mail : gosselin@ensea.fr
## B.1 Résumé

| Curriculum Vitæ | Philippe-Henri Gosselin, 31 ans, Union libre  
| Actuellement Maître de Conférences à l’ENSEA  
| Equipe << Indexation Multimédia et Intégration de Données >>  
| Cursus académique et professionnel  
| 2002 DEA de l’Université de Cergy-Pontoise  
| << Traitement de l’Image et du Signal >>  
| 2005 Thèse de Doctorat de l’Université de Cergy-Pontoise  
| << Méthodes d’apprentissage pour la recherche de catégorie d’images >>  
| 2005–06 Post-Doctorat au laboratoire ETIS (UMR 8051)  
| << Fonctions noyaux pour la recherche de classes d’objets >>  
| 2006–07 Post-Doctorat au laboratoire LIP6 (UMR 7606)  
| << Intégration des relations spatiales dans les fonctions noyaux pour la recherche d’objets >> |
| Enseignement | Total d’environ 926h équivalent TD, hors encadrements.  
| ENSEA Ecole Nationale Supérieure d’Electronique et de ses Applications  
| Langages de programmation, structures de données, algorithmique,... (708h)  
| ISEA Formation Continue  
| Langage Java et SQL (168h)  
| Master Systèmes Intelligents et Communicants  
| Indexation Multimédia et Apprentissage statistique (50h) |
| Encadrement | Thèses 2 soutenues, 3 en cours  
| Master 5 mini-projets, 8 stages  
| Ingénieur 13 mini-projets |
| Recherche | Apprentissage statistique autour des bases de données multimédia  
| Analyse, Clustering, Indexation, Classification, Interactif, Collaboratif, ...  
| Publications 8 Revues internationales avec comité de lecture  
| Trans. on Image Processing, Pattern Recognition, Computer Vision and Image Understanding, ...  
| 17 Conférences internationales avec comité de lecture  
| IEEE Int. Conf. on Image Processing, IEEE Int. Conf. on Pattern Recognition, ACM Int. Conf. on Image and Video Retrieval, ...  
| 5 Conférences nationales avec comité de lecture  
| Reconnaissance des Formes et Intelligence Artificielle, ...  
| 1 Chapitre de livre  
B.2 Cursus académique et professionnel

B.2.1 Cursus

- 2002 DEA de l’Université de Cergy-Pontoise
  « Traitement de l’Image et du Signal »

- 2005 Thèse de Doctorat de l’Université de Cergy-Pontoise
  « Méthode d’apprentissage pour la recherche de catégorie d’images »

- 2005-06 Post-Doctorat au laboratoire ETIS (UMR 8051)
  « Fonctions noyaux pour la recherche de classes d’objets »

- 2006-07 Post-Doctorat au laboratoire LIP6 (UMR 7606)
  « Intégration des relations spatiales dans les fonctions noyaux pour la recherche d’objets »

- depuis 2007 Maître de Conférences à l’ENSEA

B.2.2 Parcours dans la recherche

Stage DEA « Quaternions et couleurs »

Ma première expérience de la recherche s’est effectuée lors de mon stage DEA au laboratoire IRCOM-SIC à Poitiers, sous la direction de Philippe Carré, d’avril à août 2002.

L’objet de ce stage était l’étude du formalisme des quaternions pour le traitement des couleurs dans les images. Pour rappel, l’ensemble des quaternions est une extension de l’ensemble des complexes qui permet de formaliser simplement de nombreuses transformation des espaces en trois dimensions. Ils sont beaucoup utilisés en image de synthèse pour représenter les transformations des objets (translations, rotations, etc.). Dans le cadre du stage, je les ai utilisés pour formaliser les traitements des vecteurs couleurs (RGB, HSV, etc.), comme la convolution ou la corrélation.

Thèse « Méthode d’apprentissage pour la recherche de catégorie d’images »

- Président - Jean-Pierre Cocquerez (PR, Heudiasyc)
- Rapporteur - Patrick Gallinari (DR, LIP6)
- Rapporteur - Frédéric Jurie (CR, LEAR)
- Directrice de thèse - Sylvie Philipp-Foliguet (PR, ETIS)
- Co-Directeur de thèse - Mathieu Cord (MCF, ETIS)

Encadré par Matthieu Cord et Sylvie Philipp-Foliguet au laboratoire ETIS à Cergy-Pontoise, mon sujet de thèse portait sur les méthodes d’apprentissage pour la recherche d’images par le contenu. Pour parvenir à un système de recherche complet, un ensemble d’outils est nécessaire.

La première étape de tout système de recherche réside dans le calcul de signatures visuelles. Dans ce cadre, j’ai étudié différents espaces couleurs et différentes techniques d’extraction de texture basées sur les filtres de Gabor. Puis, j’ai proposé une méthode pour calculer rapidement et efficacement des dictionnaires visuels sur de grandes bases d’images. Suite à ce processus,
chacune image est représentée par des histogrammes formés par le nombre d’occurrences de mots visuels.

Suite à cette première étape, il est nécessaire de choisir une métrique pour pouvoir comparer les signatures. Pour ce faire, j’ai opté pour le formalisme des fonctions noyaux, dans le but de pouvoir utiliser les signatures avec les classifi ers issus de l’apprentissage statistique. Ce choix a permis de bénéficier immédiatement des performances de ces outils éprouvés par une théorie riche en résultats. Ce formalisme offre aussi bien d’autres avantages sur lesquels je me suis appuyé pour proposer de nouvelles techniques d’analyse et de recherche.

Une fois muni de signatures et d’une métrique, il devient possible d’effectuer la recherche proprement dite. Il existe un certain nombre de scénarios de recherche, comme la recherche de copie ou de cible. Dans ma thèse, je me suis intéressé à la recherche interactive de catégorie d’images, une catégorie étant un ensemble d’images avec une composante sémantique commune (même objet, même ambiance, même lieu, ...). Pour ce faire, j’ai étudié les différentes techniques de classification compatibles avec les fonctions noyaux, et dans certains cas j’ai rendu compatibles des méthodes existantes. Pour gérer l’aspect interactif, j’ai opté pour l’apprentissage actif, dont l’objectif est la sélection des images les plus intéressantes à faire annoter.

Enfin, j’ai aussi étudié lors de ma thèse le problème de l’apprentissage long terme, dont l’objet est l’optimisation d’un système de recherche en fonction de son utilisation. Deux méthodes ont été proposées dans ce cadre.

Publications liées aux travaux de thèse : 5 journaux [JASP06, PR06, IVC07, CVIU08, IP08], 9 conférences internationales [CVDB04, ACIVS04, ICIP04, MCBAR04, MLMM05, ICIP05, ICME06, ICIP06a, ICIP06b], 2 conférences nationales [RFIA04, CAP05], 1 chapitre de livre [MLTM08].

Post-Doctorat « Fonctions noyaux pour la recherche de classes d’objets »

Mon premier post-doctorat s’est déroulé au laboratoire ETIS, sous la direction de Matthieu Cord et Sylvie Philipp-Foliguet, de décembre 2005 à novembre 2006. L’objectif était l’étude des fonctions noyaux sur les ensembles de descripteurs visuels (sacs de descripteurs). L’idée derrière cet objectif était de reproduire les systèmes de mise en correspondance de descripteurs visuels locaux, mais en assurant la compatibilité avec le cadre des fonctions noyaux. Pour ce faire, j’ai étudié les fonctions de la littérature, mais aussi proposé des fonctions innovantes.

Post-Doctorat « Intégration des relations spatiales dans les fonctions noyaux »


Publications liées aux travaux de post-doctorat : 3 conférences internationales [CIVR07a, CIVR07b, ICIP07].
Maître de Conférences


Ma première mission au sein de cette équipe a été de participer aux projets engagés autour des méthodes de recherche multimédia par Graphes (images et objets en trois dimensions). Dans ce contexte, les documents sont représentés par des Graphes Relationnels Valués. Dans le but de les utiliser dans des classificateurs, j’ai contribué à la conception de fonction noyaux sur de telles structures, ainsi qu’à leurs applications (projets ANR EROS3D et iTowns).

Parallèlement à ces travaux, je travaille sur différentes techniques autour de l’apprentissage en multimédia, dont l’apprentissage faiblement supervisé de représentation des images (par fonctions noyaux et par boosting), ainsi que l’apprentissage collaboratif pour la classification par lot et la recherche long terme dans les bases d’images.

Publications liées aux travaux de maître de conférence : 3 journaux [CVIU09, PR11, IVC11] (+3 soumis [PRL, GRS, CVIU]), 5 conférences internationales [ICPR08, ACM10, ICPR10a, ICPR10b, ICIP11], 2 conférences nationales [EGC08, RFIA10].
B.3 Activités d’enseignement et d’encadrement

B.3.1 Enseignements

Depuis la rentrée 2007, j’effectue un service complet réparti entre l’Ecole Nationale Supérieure de l’Electronique et de ses Applications (ENSEA) à Cergy-Pontoise et le Master Recherche Systèmes Intelligents et Communicants (SIC) de l’Université de Cergy-Pontoise. Les disciplines que j’ai enseignées sont l’informatique (programmation, algorithmique), le traitement des images et l’apprentissage pour le multimédia.

**ENSEA.** En première année, j’enseigne le langage C (module de 26h de TD). En deuxième année, j’enseigne le langage Java (module de 6h de CM et 12h de TD). J’ai aussi initié une option sur l’indexation dans les bases relationnelles et multimédia, dont j’assure la majeure partie des cours et travaux dirigés (module de 12h de CM et 16h de TP). Cette option permet d’introduire aux étudiants les techniques classiques d’indexation des données (arbres, hachage, etc.) qu’ils mettent en pratique lors des TPs pour indexer les pages de Wikipédia. Enfin, pour la troisième année, je suis responsable et principal acteur du module d’algorithmique (12h de cours, 6h de TD et 20h de TP). Ce module présente les méthodologies utilisées en informatique pour permettre la résolution rapide des problèmes dans les espaces d’états finis. Les étudiants mettent pratique ces méthodes au cours de projets. Enfin, j’encadre chaque année des étudiants de troisième année pour leur mini-projet.

**Formation Continue.** Dans le cadre de l’ISEA, je participe à la formation continue des élèves en alternance au sein du module de troisième année (12h de CM et 24h de TD) sur la conception de logiciel client pour SQL.

**Master SIC.** Dans le cadre du Master recherche SIC, je participe à l’unité d’enseignement complémentaire sur l’indexation multimédia, où j’enseigne les méthodes d’apprentissage pour la recherche multimédia (10h de CM). Je participe également à l’encadrement des mini-projets.
### TABLE B.1 – Résumé des enseignements (hors encadrements)

<table>
<thead>
<tr>
<th>Niveau</th>
<th>Heures</th>
<th>Description</th>
</tr>
</thead>
</table>
| Bac+3 1ère année ENSEA  | 364h   | Langage C  
Initiation à l’informatique bas niveau via le langage C.                  |
| Bac+3 1ère année ENSEA  | 72h    | Structures de données  
Tableaux, Listes, Arbres, Graphes et algorithmes associés.                |
| Bac+4 2ème année ENSEA  | 96h    | Langage Java  
Programmation orientée objet avec Java.                                    |
| Bac+4 2ème année ENSEA  | 100h   | Option Indexation  
Algorithmes et structures de données pour la recherche rapide dans les bases de données relationnelles et multimédia. |
| Bac+5 3ème année ENSEA  | 76h    | Algorithmique  
Algorithmes pour la résolution de problèmes en informatique (stockage, recherche, optimisation, jeux, ...) |
| Bac+5 Master SIC        | 50h    | Apprentissage statistique pour la recherche multimédia  
Méthodes et algorithmes pour la recherche dans les bases multimédia          |
| Formation Continue     | 168h   | Java et SQL  
Interaction avec les bases relationnelles avec JDBC                       |
| Total                   | 926h   |                                                                             |
ENCADREMENT DE THÈSES

2006 Justine Lebrun « Fonctions noyaux sur Graphes pour la recherche d’objets dans les bases multimédia »
Allocation de recherche du ministère de l’enseignement supérieur
Thèse commencée en septembre 2006 et soutenue le 16 mai 2011
Encadrement Sylvie Philipp-Foliguet (50%), Philippe-Henri Gosselin (50%)
Publications : 1 Article Journal [IVC11], 1 Conférence internationale [ICPR08], 1 Conférence nationale [EGC08]

2007 Jean-Emmanuel Haugeard « Extraction et reconnaissance d’objets dans les façades de Paris à l’aide d’appariement de graphes »
Financement Agence Nationale de la Recherche (Projet iTown)
Thèse commencée en octobre 2007 et soutenue le 17 décembre 2010
Encadrement Sylvie Philipp-Foliguet (50%), Philippe-Henri Gosselin (25%), Frédéric Précioso (25%)
Publications : 1 Article Journal [PRL] (Soumis), 1 Conférence internationale [ICPR10b]

2009 Alexis Lechervy « Apprentissage interactif et collaboratif pour la détection d’événement dans les vidéos »
Financement Direction Générale des Armées
Thèse commencée en octobre 2009
Encadrement Philippe-Henri Gosselin (60%), Frédéric Précioso (40%)
Publications : 1 Conférence internationale [ICPR10a], 1 Conférence nationale [RFIA10]

2009 Jefersson Alex dos Santos « Multi-Scale Classification of Remote Sensing Images »
Cette thèse financée par le Brésil est en cotutelle entre l’Université de Cergy-Pontoise et l’Université de Campinas
Thèse commencée en mars 2009 au Brésil, en janvier 2011 en France
Encadrement Brésil : Alexandre Xavier Falcao, Ricardo da S. Torres
Encadrement France : Philippe-Henri Gosselin (50%), Sylvie Philipp-Foliguet (50%)
Publication : 1 Article Journal [GRS]

2011 Romain Negrel « Représentations optimales pour la recherche dans les bases d’images patrimoniales »
Financement Labex Patrima
Thèse commencée en septembre 2011
Encadrement David Picard (50%), Philippe-Henri Gosselin (50%)
### Encadrement de stages Master

<table>
<thead>
<tr>
<th>Année</th>
<th>Nom</th>
<th>Thème</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>Sylvia Colon</td>
<td>Modélisation de la rétine humaine pour la recherche d’images</td>
</tr>
<tr>
<td>2005</td>
<td>Julien Gony</td>
<td>Apprentissage pour la recherche d’images à l’aide de régions floues</td>
</tr>
<tr>
<td></td>
<td>Guillaume Logerot</td>
<td>Utilisation conjointe du texte et du contenu des images pour l’indexation de pages Web</td>
</tr>
<tr>
<td>2009</td>
<td>Alexy Lechervy</td>
<td>Boosting interactif pour la recherche d’images</td>
</tr>
<tr>
<td>2010</td>
<td>Khaled Mohamed</td>
<td>Classification d’Objets 3D par appariement de graphes</td>
</tr>
<tr>
<td></td>
<td>Mathias Fuzier</td>
<td>Descripteurs globaux pour l’indexation des objets 3D</td>
</tr>
<tr>
<td>2011</td>
<td>Romain Negrel</td>
<td>Tenseurs pour la description locale du flot optique</td>
</tr>
</tbody>
</table>

### Encadrement de mini-projets Master

<table>
<thead>
<tr>
<th>Année</th>
<th>Nom</th>
<th>Thème</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>Aurélien Hazart</td>
<td>Indexation d’images à l’aide de coefficients d’ondelettes</td>
</tr>
<tr>
<td>2007</td>
<td>Marion Piccinelli</td>
<td>Segmentation vidéo 2D+T par quantification</td>
</tr>
<tr>
<td>2008</td>
<td>Guillaume Sargent</td>
<td>Ondlettes complexes pour l’indexation</td>
</tr>
<tr>
<td>2009</td>
<td>Virginia Fernandez Mota</td>
<td>Tenseurs pour la reconnaissance dans les vidéos</td>
</tr>
<tr>
<td>2011</td>
<td>Romain Negrel</td>
<td>Tenseurs pour la description locale du flot optique</td>
</tr>
</tbody>
</table>

### Encadrement de mini-projets Ingénieur

<table>
<thead>
<tr>
<th>Année</th>
<th>Nom</th>
<th>Thème</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>Nicolas Vivien</td>
<td>Interface client/serveur Java pour le traitement des images</td>
</tr>
<tr>
<td></td>
<td>Jean-Pierre Deville</td>
<td>Techniques de compressions d’images</td>
</tr>
<tr>
<td></td>
<td>Vincent Jousse</td>
<td>Quantification vectorielle pour l’indexation</td>
</tr>
<tr>
<td>2004</td>
<td>Cédric Monier</td>
<td>Transformée de Fourier en assembleur IA32 SSE</td>
</tr>
<tr>
<td></td>
<td>Alexandre Torti</td>
<td>JPEG 2000</td>
</tr>
<tr>
<td>2005</td>
<td>Nicolas Sergy</td>
<td>Optimisation quadratique - application aux SVM</td>
</tr>
<tr>
<td>2008</td>
<td>Hugo Moll et Haithem MOUSSAOUI</td>
<td>Mini SQL en C++</td>
</tr>
<tr>
<td></td>
<td>Felix Lecardonnel</td>
<td>Intelligence artificielle pour les jeux de cartes</td>
</tr>
<tr>
<td>2009</td>
<td>Fabien Martin et Romain Busuttil</td>
<td>Calculs distribués sur un réseau de machines</td>
</tr>
<tr>
<td></td>
<td>Gil Gougnot et Khalid Bellag</td>
<td>Données distribuées sur un réseau de machines</td>
</tr>
<tr>
<td></td>
<td>Youcef Mahoub et Guillaume Rene</td>
<td>Service réseau multi-clients</td>
</tr>
<tr>
<td>2010</td>
<td>Benjamin Laroche</td>
<td>Mise en correspondance de graphes sur GPGPU</td>
</tr>
<tr>
<td></td>
<td>Antoine Cottin</td>
<td>Gestionnaire de stock</td>
</tr>
</tbody>
</table>
B.4 Activités de recherche

B.4.1 Rayonnement

Chairman à Socpar 2010 (International Conference on Soft Computing and Pattern Recognition).


Relecteur pour différentes conférences : IEEE International Conference on Image Processing, International Conference on Pattern Recognition, International Conference on Computer Analysis of Images and Patterns

B.4.2 Valorisation

Création et Administration de la plateforme RETIN. Pendant mon doctorat, j’ai conçu une architecture logicielle pour la recherche interactive dans les bases multimédia. Elle est le principal support matériel de mes travaux, mais aussi de presque tous les étudiants qui travaillent sur la recherche multimédia à ETIS. J’assure régulièrement la formation des nouveaux arrivants ainsi que l’harmonisation des différents outils implantés par chacun. Actuellement à la quatrième version, cette plateforme gère toutes les facettes de la recherche multimédia, du stockage des descripteurs visuels aux techniques de recherche.

Membre du projet ANR iTowns (2008-2011). Dans le cadre de ce projet, j’ai co-encadré la thèse de Jean-Emmanuel Haugeard, dont l’objet est la conception de fonctions noyaux sur graphes pour la recherche dans les images de façades.


B.4.3 Responsabilités Administratives


Membre de la commission de spécialistes de l’Université de Caen en 2009 et 2010.

Membre de la commission de spécialistes de l’Université de Cergy-Pontoise en 2011.
## B.5 Publications

Toutes les publications sont téléchargeables à l’adresse suivante :
http://perso-etis.ensea.fr/~gosselin

### B.5.1 Synthèse

<table>
<thead>
<tr>
<th>Revues</th>
<th>FI*</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Trans. on Image Processing (IP)</td>
<td>3.908</td>
<td>1</td>
</tr>
<tr>
<td>Elsevier Pattern Recognition (PR)</td>
<td>3.402</td>
<td>2</td>
</tr>
<tr>
<td>Elsevier Computer Vision and Image Understanding (CVIU)</td>
<td>2.730</td>
<td>2</td>
</tr>
<tr>
<td>Elsevier Image and Vision Computing (IVC)</td>
<td>1.840</td>
<td>2</td>
</tr>
<tr>
<td>EURASIP Journal on Advances in Signal Processing (JASP)</td>
<td>1.136</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Revues soumises ou en révision</th>
<th>FI*</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Transactions on Geoscience and Remote Sensing (GRS)</td>
<td>2.995</td>
<td>(1)</td>
</tr>
<tr>
<td>Elsevier Computer Vision and Image Understanding (CVIU)</td>
<td>2.730</td>
<td>(1)</td>
</tr>
<tr>
<td>Elsevier Pattern Recognition Letters (PRL)</td>
<td>1.864</td>
<td>(1)</td>
</tr>
<tr>
<td>IEEE J. of Sel. Topics in Applied Earth Obs. and Remote Sensing (JSTARS)</td>
<td>1.140</td>
<td>(1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conférences internationales</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Int. Conf. on Image Processing (ICIP)</td>
<td>6</td>
</tr>
<tr>
<td>IEEE Int. Conf. on Pattern Recognition (ICPR)</td>
<td>3</td>
</tr>
<tr>
<td>ACM Int. Conf. on Image and Video Retrieval (CIVR)</td>
<td>2</td>
</tr>
<tr>
<td>ACM Int. Workshop on 3D Object Retrieval</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Int. Conf. on ACIVS</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Int. Conf. on Multimedia and Expo</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Int. Workshop on Multimedia CBAR</td>
<td>1</td>
</tr>
<tr>
<td>ACM Int. Workshop on Computer Vision meets Databases</td>
<td>1</td>
</tr>
<tr>
<td>Int. Workshop on Machine Learning Tech. for Multimedia</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conférences nationales</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reconnaissance des Formes et Intelligence Artificielle (RFIA)</td>
<td>3</td>
</tr>
<tr>
<td>Extraction et Gestion des Connaissances (EGC)</td>
<td>1</td>
</tr>
<tr>
<td>Conférence sur l’Apprentissage Automatique (CAP)</td>
<td>1</td>
</tr>
</tbody>
</table>

*FI : Facteur d’impact sur 5 années, ISI Web of Knowledge / Journal Citation Reports, 2010.
B.5.2 Revues internationales avec comité de lecture

Soumises ou en révision

[CVIU] D. Picard and P.H. Gosselin
Efficient image signatures and similarities using tensor products of descriptors. Computer Vision and Image Understanding. Soumis.


Parues ou acceptées


[CVIU09] S. Philipp-Foliguet, J. Gony, P.H. Gosselin.


ANNEXE B. CURRICULUM VITÆ

B.5.3 Conférences internationales avec publication des actes


B.5.3 Conférences internationales avec publication des actes

**Improving image similarity with vectors of locally aggregated tensors.** In IEEE International Conference on Image Processing, Brussels, Belgium, September 2011.

**Active Boosting for interactive object retrieval.** In International Conference on Pattern Recognition, Istanbul, Turkey, August 2010.

**Kernel on Graphs based on Dictionary of Paths for Image Retrieval.** In International Conference on Pattern Recognition, Istanbul, Turkey, August 2010.

**Indexing of 3D Models Based on Graph of Surfacic Regions.** In International Workshop on 3D Object Retrieval, ACM Multimedia 2010, Florence, Italy, October 2010.

**Image retrieval with graph kernel on regions.** In International Conference on Pattern Recognition, Tampa, Florida, USA, December 2008.


[ICIP06a] P.H. Gosselin and M. Cord. 
**Precision-Oriented Active Selection for Interactive Image Retrieval.** In IEEE International Conference on Image Processing, Atlanta, GA, USA, October 2006.

**Image Retrieval using Long-Term Semantic Learning.** In IEEE International Conference on Image Processing, Atlanta, GA, USA, October 2006.


B.5.4 Conférences nationales avec publication des actes
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B.5.5 Campagne d’évaluation

[IRIM10] IRIM Consorium.  
**IRIM at TRECVID 2010 : Semantic Indexing and Instance Search.** In TRECVID’10 workshop, National Institute of Standards and Technology ed. Gaithersburg, MD, USA, 2010.

[IRIM09] IRIM Consorium.  
**IRIM at TRECVID 2009 : High Level Feature Extraction.** In TRECVID’09 workshop, National Institute of Standards and Technology ed. Gaithersburg, MD, USA, 2009.

B.5.6 Thèse

[THESE] P.H. Gosselin  
**Méthodes d’apprentissage pour la recherche de catégories dans des bases d’images.** Université de Cergy-Pontoise, France, Décembre 2005.

B.5.7 Chapitre de livre

[MLTM08] M. Cord and P.H. Gosselin  
**Machine Learning Techniques for Multimedia.**  

B.6 Séminaires

26/04/2011 **Improving image similarity with vectors of locally aggregated tensors.**  
Journée GDR IRIM, Paris.

07/01/2011 **Apprentissage interactif pour la recherche dans les bases d’images.**  
TexMex, IRISA CNRS, Rennes.

07/02/2007 **Kernels on Bags for Object Retrieval in Image Databases.**  
Centre for Computational Statistics and Machine Learning, University College London.

05/12/2006 **Statistical learning methods for image category search and object class recognition.**  
Machine Intelligence Laboratory, University of Cambridge.

15/09/2006 **Méthodes d’apprentissage faiblement supervisées pour la recherche d’images par le contenu.**  
Journée GDR ISIS, Paris.
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