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Abstract

This thesis is dedicated to 3D segmentation of liver tumors in CT images. This is a task of great clinical interest since it allows physicians benefiting from reproducible and reliable methods for segmenting such lesions. Accurate segmentation would indeed help them during the evaluation of the lesions, the choice of treatment and treatment planning. Such a complex segmentation task should cope with three main scientific challenges: (i) the highly variable shape of the structures being sought, (ii) their similarity of appearance compared with their surrounding medium and finally (iii) the low signal to noise ratio being observed in these images.

This problem is addressed in a clinical context through a two step approach, consisting of the segmentation of the entire liver envelope, before segmenting the tumors which are present within the envelope.

We begin by proposing an atlas-based approach for computing pathological liver envelopes. Initially images are pre-processed to compute the envelopes that wrap around binary masks in an attempt to obtain liver envelopes from estimated segmentations of healthy liver parenchyma. A new statistical atlas is then introduced and used to segmentation through its diffeomorphic registration to the new image. This segmentation is achieved through the combination of image matching costs as well as spatial and appearance priors using a multiscale approach with MRF.

The second step of our approach is dedicated to lesions segmentation contained within the envelopes using a combination of machine learning techniques and graph-based methods. First, an appropriate feature space is considered that involves texture descriptors being determined through filtering using various scales and orientations. Then, state of the art machine learning techniques are used to determine the most relevant features, as well as the hyperplane that separates the feature space of tumoral voxels to the ones corresponding to healthy tissues. Segmentation is then achieved by minimizing an MRF energy that combines class probabilities and neighbor constraints.

Promising results demonstrate the potentials of our method.
Résumé

Cette thèse porte sur la segmentation des tumeurs du foie sur des images tomodensitométriques. Ce sujet présente un intérêt certain pour le domaine médical puisque les médecins pourraient ainsi bénéficier d’une méthode reproductible et fiable pour segmenter de telles lésions. Une segmentation précise des tumeurs du foie permettrait en effet d’aider les médecins lors de l’évaluation des lésions (détection, localisation, quantification), du choix d’un traitement, et de sa planification. Les méthodes développées dans ce cadre doivent faire face à trois principales difficultés scientifiques: (i) la grande variabilité de l’apparence et de la forme des structures recherchées, (ii) leur ressemblance avec les régions environnantes et finalement (iii) la faiblesse du rapport signal sur bruit observé dans les images dans lesquelles on travaille.

Ce problème est abordé dans une optique d’application clinique et est résolu en suivant une approche en deux temps commençant par le calcul d’une enveloppe du foie, avant de segmenter les tumeurs présentes à l’intérieur de cette enveloppe.

Nous commençons par proposer une approche basée sur des atlas pour le calcul d’une enveloppe des foies pathologiques. Tout d’abord, un outil de traitement d’image a été développé pour calculer une enveloppe autour d’un masque binaire, afin d’essayer d’obtenir une enveloppe du foie à partir d’une estimation du parenchyme sain. Un nouvel atlas statistique a ensuite été introduit, puis utilisé pour la segmentation à travers son recalage difféomorphique avec une image. La segmentation est finalement réalisée en combinant les coûts d’appariement des images avec des a priori spatiaux et d’apparence, le tout en suivant une approche multi échelle basée sur des MRFs.

La deuxième étape de notre approche porte sur la segmentation des lésions contenues dans ces enveloppes en combinant des techniques d’apprentissage par ordinateur avec de méthodes basées sur des graphes. Un espace d’attributs approprié est tout d’abord défini en considérant des descripteurs de textures déterminés à travers des filtres de diverses tailles et orientations. Des méthodes avancées d’apprentissage automatique sont ensuite utilisées pour déterminer les attributs pertinents, ainsi que l’hyperplan qui sépare les voxels tumoraux des voxels correspondant à des tissus sains dans cet espace d’attributs. Pour finir, la segmentation est réalisée en minimisant une énergie sous forme de MRF, laquelle combine les probabilités d’appartenance de chaque voxel à une classe, avec celles de ses voisins.

Des résultats prometteurs montrent les potentiels de notre méthode.
Segmentation has well known but different meanings in Computer Vision and for liver anatomy. In computer Vision, segmentation refers to the partitioning of one image in multiple regions that correspond to different anatomical structures in medical imagining. For physicians, the segmentation of the liver refers to the subdivision of the liver in 8 or 9 segments that are defined using the vessels inside the liver. In order to prevent confusion between these two definitions, segmentation will refer to the meaning in Computer Vision, while anatomical segmentation will refer to the physician meaning.
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Chapter 1

Introduction

1.1 Vision and segmentation

The ability to see and to understand what is seen has been the subject of many debates and many theories since the ancient Greeks. Sight is indeed the primary sense that humans use to understand and interact with the environment. Thus, understanding the biological phenomena behind the vision is particularly interesting. Vision is often divided into two processes, a sensing step and an interpretation step, respectively achieved by the eyes and the brain. While extremely complex, sensing with the eyes is simple compared to the interpretation of what is seen. The eyes can indeed be described as organs that transform light into an electric signal. On the opposite, the interpretation by the brain cannot be easily described as a single process. Visual perception indeed involves a large percentage of the human brain (50%) and is still not well understood. Moreover, vision is not something that is taught, but is learned during childhood. Consequently, explaining what one sees and how one can understand what he is looking at are two difficult tasks. For example, explaining how to distinguish a cat from a dog will not be easy, and neither will be the description of an elephant to a blind man.

In Computer Vision, one precisely tries to teach how to see and interpret what is seen, i.e. to extract information from an image. Besides, the explanations are not meant for a human, who could take advantage of his experience or his other senses, but are meant for a computer that does not have any intelligence. In the computer world, like for human, the visual perception remains divided in a sensing and an interpretation step. However, both steps are radically different in computer vision compared to the human vision. The sensing is indeed carried out by a machine such as a video camera or a CT-scanner that outputs an image as a 2D or 3D function. This image is defined by a value, or intensity, for each position inside a discrete quantization of the space. Then, the interpretation step is the problem that is handled in Computer Vision. However, the extraction of information from images has still to improve, as computers are still unable to analyze complex scenes or images. Due to the complexity of the problem, and the way the human brain interprets the image signals, Computer Vision has relations with many other fields such as mathematics, statistics, machine learning, AI, signal processing, and image processing...

The extraction of information from an image may take many forms, such as identification of particular features, recognition of objects, or segmentation... This latter may be seen as the research of a partition of an image in a number of regions with
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homogeneous features. Such regions are named Regions of Interest (ROIs). These ROIs correspond to structures that are imposed by the choice of a homogeneity condition suited to a specific problem. Two main approaches may be followed during segmentation, either a boundary or a region based approach. The first approach defines the problem as the research of boundaries between different structures. And the second approach restates the problem as the research of voxels spatially and visually close inside an image. This latter approach may also be seen as a labeling problem, where a label is assigned to each voxel of an image depending on the structure it is the more similar to. In particular, region based approaches fit better for the segmentation of liver tumors, as there are no marked differences for many boundaries of the tumors.

1.2 Medical imaging

Medical imaging is a specific field of Computer Vision that deals with medical images. During the last decades many tools have been developed for the imaging of the body, first producing 2D representations of the body (X-Ray, Ultra-Sound) and more recently 3D volumes as sets of 2D images of the body. These imaging modalities, such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI), allow taking 3D images of the body in a non invasive way. Thus, medical images became increasingly important for medical practice. These images indeed contribute to many medical tasks such as diagnosis, follow-up of patients and evaluation of treatments. However, the amount of data produced by imaging modalities cannot be handled with manual approaches, especially since the introduction of 3D images. The current CT machines indeed allow acquiring 3D images as sets of 2D slices of the body, where each slice can measure less than a millimeter. This resolution implies that medical images acquired with recent clinical equipment will count lots of slices; the typical abdominal images will count around 500 slices, and full body images can count up to 2000 slices. Thus, techniques coming from computer vision have been introduced to extract information from the medical images. While many techniques from Computer Vision are used in medical imaging, medical imaging is also a domain on its own. Indeed, the methods and the problems differ significantly from usual Computer Vision, because of the specificity of the images and the particular nature of living organisms. In particular the 3D nature of the images requires specific algorithms in order to deal with the problems induced by 3D (e.g. partial volumes) and for taking advantage of the information brought by 3D; working on a 3D image is different from working independently on each slice that composes this volume.

In this study only CT images will be considered, thus the CT modality will be briefly introduced with a focus on the image acquisition and the tomographic reconstruction. CT scanners are relatively new machines. Their conception indeed began in the late 1960s before production in the 1970s. Then, scanners quickly showed their contribution in the medical domain. Therefore, their designer, Sir Godfrey
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Figure 1.1: Picture of a scanner. There are two components, a table where the patient lies down and a hollow tube within which the CT images are acquired.

Hounsfield, received the Nobel Prize in Medicine in 1979. Concretely scanners are huge hollow tubes, where a patient lies down (fig. 1.1). Inside the inner surface of the tube moves a source of X-rays. Then the scanner registers the attenuation of the X-rays through the section of the patient that lies inside the tube. Finally, the registered attenuations are used to reconstruct the section of the patient inside the tube. The principle of the CT scanner will be first reviewed. Then, the Hounsfield Unit (HU) that measures the relative radiodensity of the voxels will be introduced.

A scanner measures the mean radiodensity for a set of rectangular cuboids that partition the scanned object. These rectangular cuboids are named voxels in 3D or pixels in 2D. To each voxel is given a mean radiodensity that is obtained by solving an inverse mathematical problem. The scanner indeed measures the cumulative attenuation of X-rays for diverse orientations of an X-ray source and for a same slice (fig. 1.2.a,b). Then, an image of this slice is obtained by retrieving the object that induced the observed cumulative attenuations. This task is named the tomographic reconstruction of the image. The tomographic reconstruction is an inverse mathematical problem where the observations are the attenuation data and the solution is the object that induced the observations. This problem is complex, even more for helical scanners where the observations are obtained for a helical trajectory and not all for a same slice. Thus, a quantization of the scanned object is introduced by dividing each slice in a number of voxels (fig. 1.2.c). The reconstruction is finally done by computing the mean radiodensity inside each voxel of this quantization.

The tomographic reconstruction provides a quantization of each slice of one
Figure 1.2: Principle of the scanner. The absorption of X-rays is measured for a same slice of the body but for diverse directions (a,b). Then, the mean absorption inside a quantization of the scanned object (c) is computed by solving an inverse mathematical problem. The original image of the abdomen comes from the Visual Human Project® [NML 1989].
volume, where the mean radiodensity inside each voxel is known. Thus the reconstruction is expressed as an image volume where each voxel is given one intensity. This intensity is defined according to the mean radiodensity inside each voxel. However, a relative scale was introduced to replace the mean radiodensity as intensity value. Using this scale, each voxel has an intensity given in Hounsfield Unit (HU) that depends on the chemical composition inside each voxel (fig. 1.3). This scale is defined as a linear transformation of the measurement of the mean intensities that is defined by setting -1000 for the air and 0 for the water. These intensities then allow characterizing the tissues inside each voxel. However, these values are not absolute because of errors and differences between the patients (sect. 2.6).

![Hounsfield scale with some corresponding tissues](image)

Figure 1.3: Hounsfield scale with some corresponding tissues. Values for air and water are the only stable values as they are used to set the Hounsfield scale. Other correspondences are given as rough estimates because they may vary between the exams.

### 1.3 Motivation

The segmentation of the liver tumors on CT images is achieved in a clinical prospect. Indeed, such segmentation has a significant value from a medical perspective. This work is nevertheless also relevant as a problem of Computer Vision. First, such segmentation is especially valuable when done for the CT modality. Then, this segmentation contributes to significant progresses for the physicians both for clinical routine and by opening new research possibilities. Finally, this segmentation is a complex problem of medical imaging that may benefit to other segmentation problems with texture objects in noisy images.

The segmentation of the liver tumors is achieved on CT images because this modality is the most common for the diagnosis of hepatic tumors [Hélon 2003,
Indeed, while MRI is more relevant for some histological types, CT remains the best modality for the management of liver tumors in clinical routine. Thus, from a medical prospect, a segmentation of the liver tumors is more relevant when done on CT images. However, the proposed approaches are not limited to this specific modality. The algorithms developed during this thesis may indeed apply to any image modality as long as the image defines the intensity at each voxel with a single number.

This work is clinically motivated. Indeed, an automatic segmentation of the liver tumors would help physicians in clinical routine. Moreover, this work could open new research perspectives and could imply better therapeutic strategies and improved planning of several treatments. First, such segmentations would simplify and speed-up the work of physicians that cannot obtain segmentations of liver tumors without a long and tedious manual process. Then, an automatic segmentation method would allow for systematic delineation of the lesions. The ROIs for the lesions could affect many medical tasks next by offering new ways to manage these lesions. For example, these ROIs may be used to better evaluate the tumor lesions, or to plan several ablation techniques with the help of computers.

Segmentation of the liver tumors is not only valuable from a medical standpoint, but also for Computer Vision. Indeed, the proposed method applies to other segmentation problems in medical imaging. When segmenting the liver tumors, one has to deal with structures of high variability in a noisy medium where the structures differ by complex texture changes. Thus, the proposed method may contribute to other segmentation problems where the researched structures differ from other regions by complex texture changes. Moreover, due to the nature of the liver tumors, this segmentation should be robust to image noise and handle structures with complex and highly variable features.

### 1.4 Challenges

The segmentation of the liver tumors is a challenging task that is even complicated by the clinical prospect of this work. Indeed, the structures to segment vary widely and often a striking resemblance exists between tumors and other tissues. Moreover, the CT images are very noisy and also highly variable because enhancement is required to distinguish the lesions. Then, the clinical prospect of this study adds several constraints on the inputs and on the available resources for the segmentation process. Indeed, images from clinical routine should be handled by the segmentation method, and both the processing time and the available resources are limited.

From a Computer Vision standpoint, this segmentation is difficult. Indeed, segmentation has to be done in images with highly variable features, and for objects with miscellaneous appearances, and everything in a medium with a low signal noise ratio. First, the images to segment vary widely despite coming from a same modality. These variations may come from the characteristics that vary in clinical routine, meaning images from diverse CT machines, with various levels of resolution and for
both overlapping as well as non-overlapping slices. The changes may also come from the enhancement of the images. Indeed, a contrast product is often injected to allow the detection of the tumor lesions. However, this injection impacts the acquired images that display diverse appearances and intensity ranges. Then, various tumors have to be segmented, with miscellaneous appearances within and between histological types, as well as with various appearances functions of the chosen enhancement. Moreover, often a striking resemblance exists between tumoral and healthy tissues. Finally, another difficulty comes from the liver itself. Being an organ with a high degree of vascularity, the images obtained are really noisy, a property that is amplified due to the enhancements.

The clinical prospect of the segmentation also imposes additional constraints on the resources available during the segmentation. First, the whole segmentation process should take no more than a few minutes in order to satisfy the speed standards of physicians. Indeed, speed is a critical parameter for the use in clinical routine. A segmentation that cannot be done in a reasonable time will be useless. However, the segmentation should remain accurate enough in order to be clinically relevant. Then, the segmentation process should not require unrealistic resources. Indeed, grid computing or computation on supercomputers cannot be considered for use inside hospitals. However, the available resources will not be precisely given. The whole process should nevertheless run on high-end personal computers.

\section*{1.5 Overview}

This thesis will be divided in three chapters. A first chapter will precisely set the problem and explain the division of the segmentation of the liver tumors in two successive problems. A second chapter will then deal with the segmentation of a liver envelope. And the segmentation of the liver tumors will be finally presented in a last chapter.

The first chapter (sect. 2) introduces some medical background, and also defines and delimits the subject of this study. First, a medical introduction of the liver organ and the lesions to segment will be given, as well as some concise guidelines that are followed by radiologists. These brief reviews aim at a better understanding of the contribution of such segmentation, as well as an understanding of the environment where segmentation is done. Then, the framework of the study will be specified, before presenting the values of such segmentation. Indeed, the scope of the study will be stated; in particular the medical inputs will be detailed along with the constraints on the segmentation approach. Previous works will be reviewed next, followed by an overview of the segmentation process. In particular, the division in two steps will be justified. Indeed, the liver will be segmented first, and then the tumor lesions will be segmented within this envelope. Finally, the pre-process of the segmentation algorithm will be detailed.

The second chapter (sect. 3) deals with the segmentation of the liver on enhanced CT images of non-healthy patients. Three methods will be presented for
this problem, beginning with a simple morphological process, before introducing segmentations with prior knowledge. First, segmentation as an improvement of a partial segmentation will be reviewed. This first approach is a simple morphological treatment of a binary ROI that amounts to the computation of a smooth envelope that wraps around a mask. Then, a statistical atlas will be introduced as prior model of the liver. Using a statistical atlas, the segmentation will be achieved through the registration of this atlas and the deformation of a reference volume. Finally, additional priors will be added to the statistical atlas. An appearance prior and a registered spatial prior will indeed be introduced for the segmentation that will be obtained as the minimization of a MRF energy.

The last chapter (sect. 4) deals with the segmentation of the hepatic tumors within a liver envelope with normalized intensity. The proposed methods rely on advanced machine learning techniques for the separation of the tissues on a high-dimensional feature space. First, texture features will be combined to construct a classification function that distinguishes between the diverse types of tissues within the liver envelope. Then, a first segmentation of the liver tumors will be proposed simply by applying this classification function to one image. Finally, spatial constraints will be added during the segmentation and the reliability of the classification will be taken in account. Segmentation will indeed be achieved as a MRF minimization problem based on the probability of belonging to each class of tissue according to this previous classification function.
This chapter defines and delimits the subject of this study, namely the segmentation of the liver tumors, and introduces some medical background for a better understanding of the framework and the contribution of such segmentation. First, some medical background is given to introduce the liver organ and the lesions to segment, as well as some concise guidelines that are followed by radiologists. Then, the framework of the study will be specified, both for the medical inputs and the constraints on the segmentation approach, before presenting the values of such segmentation. Previous works will be reviewed next, followed by the presentation of the organization of the thesis. Finally, the pre-process of the segmentation algorithm will be detailed.
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2.1 Intro

2.1.1 Intro

Liver cancers are deadly diseases with an important frequency in the world. Surgical resection is the best treatment available, but may apply only when some conditions on tumor sizes are met. Therefore early diagnosis and accurate appraisal of tumors are critical. The exceptional resolution of CT images allows good detection rates for most tumor types. However, the detection of liver tumors is challenging due to the small observable changes between healthy tissues and tumoral ones. Such a task is even challenging for clinical experts, where one can refer to an important volume variation (15-25%) between experts. Thus a good and repeatable method to detect the tumors would be an advantage. Being clinically motivated, such an approach should work for diverse tumor types at the same time, in order to avoid multiple and successive segmentations.

Such a task is quite difficult. First, various tumors have to be segmented, with miscellaneous appearances. Then, often a striking resemblance exists between tumoral and healthy tissues. Moreover, some tumors are only visible, or more distinguishable, when an appropriate phase has been considered. In general, these phases are roughly four, which correspond to diverse delays between the injection of a contrast product and the image acquisition. At the image level, the outcomes of these phases are diverse appearances and intensity ranges, both for the healthy tissues and the tumoral ones, along with shifting appearances for a same tumor from one phase to another. Another challenging problem is due to the liver itself. Being an organ with a high degree of vascularity, the images obtained are really noisy, a property that is amplified due to the enhancements. Finally, because of the focus on clinical use, the method should work for images in clinical routine, meaning images from diverse CT machines, with various levels of resolution and for both overlapping as well as non overlapping slices.

The segmentation of diverse tumor types will be achieved within the liver while satisfying clinical constraints. Indeed, this detection has to be done towards satisfying several constraints on the images handled by the process and on the resources required during the segmentation. First, images with diverse characteristics should be supported, like different resolution levels, various enhancement phases and protocols, and noisy anisotropic CT images. Then, the whole segmentation process should take no more than a few minutes in order to satisfy the speed standards of physicians.

2.1.2 Overview

This chapter will be organized as follows. First, anatomical, pathological and clinical data will be given. This information aims at offering a better understanding of the framework of this study and will be used for future references (sect. 2.2). Then, the scope of this study will be clarified as well as its contribution. A particular focus will be placed on the constraints due to the clinical purposes as well as on the
contributions, immediate or research motivated, of an automatic segmentation of liver tumors (sect. 2.3). Next, previous works for the segmentation of liver tumors will be reviewed (sect. 2.4). The segmentation process will be later introduced and justified. In particular, the segmentation of the liver before the segmentation of the lesions within this liver will be explained (sect. 2.5). Finally, the pre-process of the images will be presented, as a normalization of the images toward increasing the informative value of intensity (sect. 2.6).

2.2 Medical background

Some medical background will be introduced with a focus on the current facts. Future prospects or the contribution of segmentation of liver tumors for clinical use will not be mentioned in this section, but will be the topic of a subsequent section (sect. 2.3). First, the liver organ will be introduced. This review will focus on pathologies that are related with tumors or may impact the CT images, as well as on constraints coming from the CT modality. Then, injection protocols that allow enhancing lesions will be presented. Finally, the most common tumor types will be reviewed with a focus on etiology, characteristics and appearance on CT images.

2.2.1 The liver

The liver is the most voluminous solid organ inside human body (3% of body mass). This organ lays on the upper right part of the abdominal cavity, below the lungs and the heart, and to the right of the stomach, intestine and spleen. The liver anatomy will first be introduced. Then the numerous roles of the organ will be presented. Next a valuable characteristic of the liver will be detailed, regeneration. Finally, several liver pathologies will be reviewed.

2.2.1.1 Anatomy

The liver is a highly variable organ that contains many vascular networks. The liver also has a highly variable shape that consists of several anatomical segments (8 or 9). As a soft organ, the liver shape indeed depends on the interactions with the other abdominal organs. Thus the organ variability is high. Moreover, this variability even increases with many types of pathologies.

The liver contains many vascular networks partially because of its specific location at the interface between the circulatory and the digestive systems (fig. 2.1). These numerous networks make liver a challenging organ for surgery and thus pre-operative planning is required before any liver operation. The liver indeed contains five vessel networks, three of which are blood networks. First, the liver receives blood from two blood networks that are very close or even interwoven, the portal vein and the hepatic artery. The former supplies the liver with nutrients coming from the intestine (shown in purple), and the latter provides the liver with oxygen (shown in red) (fig. 2.1). Then, the blood is drained from the liver by the hepatic
Figure 2.1: Human circulatory system with focus on the liver. The liver receives blood from two networks; the portal vein brings nutrients from the intestine and the hepatic artery supplies the liver with oxygen. Then, the hepatic veins drain de-oxygenated blood from the liver. Relative dimensions of the organs are not kept.
vein (light blue). These networks may be seen on a segmented example for a healthy liver (fig. 2.2). One may note the tree-like shape of the vessels, and their interwoven organization. The vessels are indeed trees as there are no loops inside each single network. Moreover, these networks are also interwoven, in particular the hepatic artery and the portal vein (fig. 2.2.a). Finally, a lymphatic network and a biliary network are also present inside the liver. The former does not impact the study as the lymphatic vessels remain invisible on CT images. On the opposite the biliary ducts are sometimes visible as hypodense regions. In particular, a dilatation of the intrahepatic bile ducts happens for several pathologies. This dilatation appears on the CT images because ducts become bigger than usual and thus more visible.

The liver is often divided in several (8 or 9) anatomical segments that amount to independent vascular regions. This anatomical segmentation was proposed by Couinaud in 1957 and still remains the medical standard [Couinaud 1957]. These anatomical segments are especially relevant for surgical resection in case of tumor lesions. These anatomical segments are indeed crucial when deciding for a cut liver while trying to limit the risk of cancer resurgence. In the subsequent parts these segments will be referred as anatomical segments in order to prevent any mix-up with segmentation as detection and labeling.

2.2.1.2 Role and regeneration

In addition or because of its specific location and anatomy, the liver is one of the organs that handle the highest number of functions. The liver has indeed three main types of roles for synthesis, breakdown of molecules and storage. First, the liver handles the synthesis of many molecules either by the metabolism of some or by the secretion of others. The liver indeed plays an important role in the transformation of the nutrients supplied by the digestive system. In particular, the liver performs several tasks for the carbohydrate metabolism and to a lesser extent for lipids. The liver also secretes some proteins such as coagulation factors, insulin growth factor, and bile. This latter is later stored inside the gallbladder through the biliary ducts. Then, the liver handles the breakdown of some molecules, in particular some drugs, hormones and toxins. For example liver plays a crucial role in the reduction of the blood alcohol level. Finally, the liver has also a storage role. Liver indeed stores many vitamins, glucose and iron…

Due to the diversity and the importance of the tasks handled by the liver, this organ is required for life; there are indeed neither natural nor artificial replacements such as dialysis for the kidneys. However, liver has a valuable characteristic that offsets this critical constraint for survival. Liver is indeed able to regenerate, which offers many possibilities of treatment. In particular the surgical resection of huge lesions is possible because the liver will grow again to replace the removed tissues. Furthermore living donor transplant is possible, i.e. a healthy person donates a part of his liver that is then transplanted to an ill recipient. Concerning the regeneration ability of the liver, a healthy volume of 20-30\% is deemed sufficient to insure patient survival by keeping the hepatic function during the complete regeneration of the
2.2. Medical background

(a) Hepatic artery and portal veins

(b) Portal vein and hepatic veins

Figure 2.2: Anterior view of the blood networks inside the liver. The three blood networks are shown inside the liver. The portal veins are shown in purple (a,b), the hepatic artery in red (a) and the hepatic vein is displayed in light blue (b). Images are provided by CHU St Eloi. Segmentation and rendering were achieved with Myrian®.
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However, this threshold value is not yet accurately defined.

2.2.1.3 Pathologies

Several liver pathologies are found with diverse symptoms. In particular, these symptoms often include jaundice caused by a dysfunction of the hepatic function, and an increase of the liver volume named hepatomegaly. Several of these diseases will be presented when they play a role related with the liver tumors. More precisely, pathologies with an impact on the CT images will be reviewed as well as diseases that may induce an oncogenesis. Several diseases indeed induce a malignant transformation, causing higher chances of tumor emergence. First, pathologies with an impact on the CT images will be presented, namely steatosis and hemochromatosis. Then, a short introduction of the liver tumors will be given, as this subject will be the topic of a subsequent section (sect. 2.2.3). Finally, cirrhosis and its causes will be reviewed because this chronic disease leads to several cancers. One may note that only CT modality is mentioned. This choice of modality is consistent with clinical routine, as the CT modality remains the best modality for the follow-up and the characterization of most lesions.

Hepatic steatosis or fatty liver is a chronic disease of the liver that modifies the liver appearance on CT images and may sometimes give tumors. First, fatty liver is a reversible pathology caused by an excess of triglyceride fat inside the liver cells. This pathology is the most common chronic disease of the liver; 31% of adults in USA indeed suffers from hepatic steatosis [Adams 2005]. Then, fatty liver induces important changes of the appearance of the liver on CT images. Indeed, the density of the liver on CT images decreases for fatty livers and heterogeneities may appear [Ernst 2005]. Moreover, some atypical appearances may be obtained for some lesions such as hemangiomas [Vilgrain 2000]. Finally, without treatment the hepatic steatosis may induce the appearance of cirrhosis in around 10% of cases that may later evolve with hepatocellular carcinomas [Schütte 2009].

Hemochromatosis or iron overload is a disease caused by an excess of iron inside the liver. This pathology has mostly a genetic cause and induces a hyperdensity of the liver on CT images. Consequently many tumors will appear as hypodense on CT images and hypervascular lesions may disappear after injection[Ernst 2005]. This pathology might also evolve with cancers.

This thesis focuses on liver tumors, which will be detailed in a subsequent section (sect. 2.2.3). Various types of tumors may be found inside liver, either benign or malign. First, benign liver tumors are quite common; such lesions are indeed found in 1% of population [Hélénon 2003]. The most common benign tumors are the hemangioma and cysts. Then, many malign lesions may be found inside the liver. These tumors are deadly; liver cancer is indeed the 4th deadliest cancer worldwide after lungs, stomach and not far from colorectal cancers [WHO 2009]. Several primary cancers may be found such as Hepatocellular Carcinoma (HCC) or Cholangiocarcinoma (CCC). Then, metastases are often found in the liver, because of its
location and its dual blood supply. The blood flow inside the liver is indeed second only to the lungs and its location favors the apparition of metastases from digestive cancers.

Several chronic liver diseases induce cirrhosis that causes important changes of appearance on CT images. Besides, cirrhosis may evolve in tumors. First, cirrhosis induces important changes of appearance and shape of the liver. Cirrhosis is indeed characterized by a fibrosis of the liver tissues and the apparition of scar tissues and regenerative nodules where healthy tissues are regenerated. Moreover, cirrhosis modifies the shape of the anatomical segments and impacts the CT images. Cirrhotic livers indeed appear with heterogeneities on CT images and with abnormal appearances for every phase. Then, cirrhosis is mostly caused by chronic diseases in particular the Hepatitis B and C (HBV and HCV) as well as chronic alcoholism [Ernst 2005, Gomaa 2008, Schütte 2009]. Finally, patients with cirrhosis are in a high risk population for HCC. Thus, cirrhotic livers are followed up by M.D. because 1-7% of cirrhosis cases leads to HCC each year [Merle 2005]. Moreover 70-90% of HCCs develop on cirrhotic livers, thus a follow-up of these patients contributes to better survival because lesions will be detected at an early stage [Blum 2005, Schütte 2009, Merle 2005].

Some infections such as hepatitis B and C viruses play a particular role for the liver, as they often induce an oncogenesis [Schütte 2009, Gomaa 2008]. HBV and HCV indeed induce chronic hepatitis, which first evolves into hepatitis-related cirrhosis and may then give cancer lesions. These two infections increase greatly the risk of liver cancer, and more specifically of HCC. Moreover, these viruses have a cumulative effect. First, HBV-related cirrhosis has a 2.7% probability of evolving into HCC per year [Gomaa 2008], which corresponds to an increase of the risk of HCC by a factor of 25-37 [Lupberger 2007]. Then HCV has a similar effect. HCV evolves into chronic hepatitis after approximately 10-13 years, and then HCC appears 28-29 years later on average [Gomaa 2008]. Finally, cirrhosis induced by both HBV and HCV leads to an even greater increase of the risk of developing a HCC, which was computed at 45% after 10 years [Gomaa 2008].

### 2.2.2 Injection protocols

A contrast product is injected before the image acquisition for the diagnosis of most liver pathologies and in particular for the tumors. After injection, CT images are acquired after diverse time lengths in order to visualize the dynamic of the blood supply inside the tissues. These various images permit the detection of the tumors and their characterization. The value of these enhancements will be first illustrated with an example. Then, the reasons behind these injections will be explained. And finally, the injection protocols will be presented.

Enhancement is required for a good detection of the lesions first, and then for a correct diagnosis of the type of pathology. However, the most contributive enhancement depends on the type of lesion, and often several images are required for the characterization of one lesion. These enhancements are roughly four, no in-
jection, arterial phase, portal phase and delayed phase ordered by the time length between the injection of a contrast product and the image acquisition. The contribution and the dynamic of the enhancement are shown for a Hepatocellular Carcinoma (HCC) (fig. 2.3). The lesion remains invisible without the injection of a contrast product (fig. 2.3.a). Then, the center of the lesion slightly appears in arterial phase (fig. 2.3.b). Finally, marked boundaries appear in portal phase (fig. 2.3.c). For this example, segmentation and follow-up should be done in portal phase, because neither no injection nor arterial phase provide sufficient contrast for a good delineation between tumors and healthy tissues.

![Images of liver slices](a) No injection (b) Arterial phase (c) Portal phase

Figure 2.3: Contribution of enhancement for a HCC. A same axial slice is shown before the injection of a contrast product (a) and then for diverse enhancements, arterial phase (b) and portal phase (c). Images are courtesy from Beaujon’s hospital.

The contribution of the injection of a contrast product comes from the difference of the blood supply between healthy and non healthy tissues. Tissues are indeed supplied in oxygen by both portal vein and hepatic artery. However, the balance of the supply between the two networks varies between healthy and tumoral tissues. Thus, the origin of the oxygen used by the tissues is a good characterization of the tissues. For example Matsui et al. showed that diagnosis of HCC against Adenomatous Hyperplasia (AH) could be done using the blood supply, as portal blood supply
was seen in 96% of cases of HA and only 6% of HCC [Matsui 1991]. More generally, HCCs are mostly dependent from the hepatic artery for blood supply, while healthy tissues depend mostly on the portal vein [Clark 2005, Bruix 2005, Ernst 2005].

Several enhancement protocols have been developed in order to enhance the tissues, functions of the origin of their blood supply. A single injection of a contrast product is done on the inner arm and images are acquired after diverse time lengths. These acquisitions allow enhancing tissues supplied by different blood networks because there is a time gap between the arrival of the contrast product inside the arterial and the portal networks [Ernst 2005]. Thus the contrast product passes through the various networks after different time lengths. The aorta and the tissues supplied by the hepatic artery will indeed be enhanced first, then tissues supplied by the portal vein and finally the liver will progressively enhance (fig. 2.4).

Four main enhancement phases are commonly mentioned, which are related to diverse time lengths after the injection of a contrast product. These phases are, in chronological order, no injection, hepatic arterial phase (HAP), portal venous phase (PVP), and delayed phase. However, these phases do not match with well defined protocols as there are neither worldwide nor national injection protocols for the liver. These four phases allow visualizing the dynamic of the blood supply inside the tissues. Without injection only abnormal structures appear such as calcifications or necrotic regions. Then, the arterial and the portal phases provide information on the origin of the blood supply. Finally, the delayed phase informs about the persistence of the enhancement. All phases are not useful in each case, but on the whole these phases are sufficient for the detection of lesions and their characterization when the CT images are combined with other medical analyses.

2.2.3 Type of lesions

2.2.3.1 Incidence of liver cancers

Liver cancers are deadly, with a heterogeneous distribution of types and incidences worldwide. Moreover, these cancers have a high incidence that is even expected to increase. First, liver cancers are the third or the fourth deadliest cancers worldwide after lungs, stomach and close from colorectal cancers [WHO 2009, Merle 2005]. Moreover, liver cancers are of bad prognosis. For example HCC has less than 4-6% 5-year survival, and this survival rate did not improve significantly during the last decades [Clark 2005, Tang 2001]. Then, both the incidence and the type of liver cancer vary through the world. Africa and Asia are indeed regions of high incidence, while Western countries have lower incidence rates (fig. 2.5). Furthermore, liver cancers are mainly primary ones in the former countries, whereas they come mostly from metastases in the latter. Finally, the incidence of these cancers is high, is increasing and is expected to continue to increase. Liver cancers have a high incidence and a high mortality; in China HCC is for example the second cancer killer with 34.7/100000 deaths and the fifth worldwide for incidence [Tang 2001, Merle 2005]. Moreover, the incidence of HCC increased almost twofold for many countries dur-
The liver tumors will now be presented as well as existing treatments for liver cancers. This presentation will not aim at providing complete guidelines for the detection and the characterization of the lesions. Indeed, this subject could and is already the topic of whole books. The most common lesions will be introduced by giving the basic epidemiology of each type as well as a brief presentation of their appearances on CT images. First, benign lesions will be briefly reviewed. Then, malignant tumors will be detailed beginning with the primary ones, and followed by the metastases. Finally, several treatments will be briefly presented with a focus on the planning of these treatments, which could benefit from an automatic segmentation of the lesions.

2.2.3.2 Benign tumors

Benign tumors will now be presented. These tumors are not directly valuable for this study, as their segmentation is not valuable from a medical perspective. Indeed, no treatment is required for most of them, apart from some exceptional cases. Thus, the segmentation of these lesions offers no medical benefits. The characteristics of
these lesions are nevertheless useful to distinguish them from malignant lesions. Many types of benign liver tumors exist but only the three most common will be presented, Hemangioma, biliary Cysts and focal nodular hyperplasia (FNH).

Hemangioma

Hemangioma is the most common benign tumor that affect 1-20% or 3-10% of the population depending on the authors [Vilgrain 2000, Hélénon 2003]. This lesion is most of the time asymptomatic and no treatment is required. However, some huge lesions may induce symptoms and in these cases surgical resection of the lesions should be done. Diagnosis of these lesions is done on CT images for lesions bigger than 2cm; otherwise MRI is the best modality. When this condition on size is met, CT provides good sensitivity and specificity, 67% sensitivity and 99% specificity according to Nino-Murcia et al. [Nino-Murcia 2000, Hélénon 2003]. The lesions first appear hypodense on non-enhanced CT images. Then a peripheral enhancement appears on HAP scans and a uniform enhancement of the lesion is obtained with a centripetal filling in PVP. This enhancement finally persists on delayed phase [Vilgrain 2000, Hélénon 2003].

Biliary Cysts

Biliary Cysts are also common lesions that affect 2-4% of population. These lesions are benign, asymptomatic, and with no possible evolution as malignant lesions. Thus, these tumors are often excluded from studies because of their lack of medical value. On CT images, biliary Cysts appear as spherical homogeneous and marked lesions that do not enhance whatever the enhancement phase [Hélénon 2003,
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Ernst 2005).

Focal Nodular Hyperplasia

Focal Nodular Hyperplasia (FNH) is a rare liver tumor that affect 0.3-1% of population [Hélénon 2003]. This type of tumor is asymptomatic and with no complications [Ernst 2005]. CT imaging is nevertheless valuable for the characterization of the type of the lesions. CT images indeed contribute to the characterization of FNH versus Adenoma, the latter being a malignant tumor [Van Hoe 1997]. On CT images the lesions are hypodense or isodense homogeneous without enhancement and only huge lesions are visible. Then, the lesions become quickly hyperdense on HAP scans, but this enhancement does not persist in PVP and delayed phase, where the lesions become isodense homogeneous [Ernst 2005, Hélénon 2003].

2.2.3.3 Primary malignant tumors

The three main types of liver primary cancer will be reviewed with a focus on Hepatocellular Carcinoma. HCC is indeed the most common primary cancer of the liver by a wide margin. However, two other types of tumors are worth mentioning, Intrahepatic Cholangiocarcinoma (ICC) and Angiosarcoma. Several other types of liver cancers also exist, but are very rare.

Hepatocellular Carcinoma

Hepatocellular Carcinoma (HCC) is the most common primary liver cancer, with a poor prognosis, as well as an important and increasing incidence. However, this cancer often develops on livers with existing pathologies, which allows following up high risk patients for an early detection of the lesions. The epidemiology of this cancer will be given first. Then, the oncogenesis of this cancer will be partially reviewed as well as its medical consequences. Very simple guidelines for the detection of HCC on CT images will be given next. And finally the current treatments and prognosis of HCC will be reviewed.

HCC is a deadly cancer with a high incidence that is increasing and is expected to continue to increase. First, HCC has a high incidence throughout the world, but with wide discrepancies between the regions. HCC is indeed the fifth most common cancer worldwide. However, the incidence varies of several magnitudes between different countries. In China HCC is for example the second cancer killer with 34.7/100000 deaths, while HCC is only the eighth one in France with an incidence of around 6.2/100000 [Tang 2001, Merle 2005, Binder-Foucard 2007]. Then, the incidence of HCC increased almost twofold in the last two decades in many countries [Clark 2005, Merle 2005, Clark 2005, Binder-Foucard 2007]. And this incidence is also expected to increase again due to the high number of persons with either HBV or HCV (resp. 300 and 200 millions); in particular an increase of the incidence of HCCs of 150% for males and 200% for females is forecast in France [Merle 2005, Clark 2005, Bruix 2005, El Serag 1999].
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HCC often develops on a liver with an existing pathology, which allows following up high risk patients for an early detection of HCC. Yuki et al. indeed showed that 92.5% of patients with HCC had an existing pathology, either cirrhosis or chronic liver diseases and that only 7.5% had no major changes of the liver parenchyma [Yuki 1990]. Thus the high risk population is followed up at regular intervals to detect the appearance of HCC at an early stage. This follow-up is commonly done with 6 months intervals, but some physicians also propose 4 or 12 months [Bruix 2005, Hélénon 2003]. Several pathologies induce an oncogenesis inside liver, in particular chronic alcoholism and infections such as HBV or HCV [Schütte 2009, Gomaa 2008]. HBC and HCV indeed induce a chronic hepatitis that gives hepatitis-related cirrhosis, which multiplies the risk of HCC by a factor of 25-37 [Lupberger 2007]. HBV-related cirrhosis indeed has a 2.7% probability of evolving into HCC per year, and HCC appears on average 28-29 years after HCV-related cirrhosis [Gomaa 2008]. Furthermore, these two viruses have a cumulative effect and the risk of developing a HCC when having both HBV and HCV was evaluated at 45% after 10 years [Gomaa 2008].

<table>
<thead>
<tr>
<th>Enhancement pattern</th>
<th>Portal/Delayed phase</th>
<th>Cases (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperattenuation</td>
<td>Hypoattenuation</td>
<td>26</td>
</tr>
<tr>
<td>Hyperattenuation</td>
<td>Isoattenuation</td>
<td>6</td>
</tr>
<tr>
<td>Peripheral hyperattenuation</td>
<td>Hypoattenuation</td>
<td>1</td>
</tr>
<tr>
<td>Peripheral hyperattenuation</td>
<td>Isoattenuation</td>
<td>1</td>
</tr>
<tr>
<td>Mixed attenuation</td>
<td>Hypoattenuation</td>
<td>13</td>
</tr>
<tr>
<td>Isoattenuation</td>
<td>Hypoattenuation</td>
<td>7</td>
</tr>
<tr>
<td>Isoattenuation</td>
<td>Isoattenuation</td>
<td>9</td>
</tr>
<tr>
<td>Hypoattenuation</td>
<td>Hypoattenuation</td>
<td>32</td>
</tr>
<tr>
<td>Hypoattenuation</td>
<td>Isoattenuation</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 2.6: Appearance of HCC on CT images for arterial and portal/delayed phases. Data is taken from Honda’s study [Honda 1993].

First detection of HCC is often done with ultrasounds, but CT imaging offers the best sensitivity for the detection and the characterization of HCC [Hélénon 2003]. The main arterial supply of HCC indeed allows good detection and characterization of HCC on enhanced images; for example a lesion >2cm with characteristic arterial vascularization is a HCC at 95% [Bruix 2005]. First, without enhancement HCC appears hypodense most of the time, but may also sometimes appears as isodense with rare calcifications. Then, the lesions become heterogeneous in 40-60% cases with numerous possible features after injection of a contrast product. However, the lesions are hyperdense for 90% cases on HAP scans. A washout happens next during PVP and delayed phase for the lesions bigger >2cm, i.e. a marked decrease of the enhancement of the lesion. However, 25% of smaller lesions (<2cm) remain enhanced [Bruix 2005, Hélénon 2003]. The actual enhancement dynamic is never-
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theless slightly more complex. The dynamic and the appearance for each phase indeed vary widely (fig. 2.6).

HCC has a poor prognosis, with few treatments offering long term survival. HCC has indeed a poor prognosis with only 5% 5-year survival [Clark 2005, Hélénon 2003]. However, when detected at an early stage and under some conditions, long term survival is possible. The choice of a treatment is nevertheless complex, requiring many physicians from various domains. Moreover the optimal treatment strategy is still under debate. The only treatments with a curative value are surgical resection, liver transplantation and percutaneous ablation. First, surgical resection is the best treatment for long term survival, but only 20% patients are candidates. This treatment offers a better outcome with 50% 5-year survival, however the recurrence rate is high (more than 70%). Then, liver transplantation is the second choice when surgical resection is not possible. Because the underlying disease is removed in the process, transplantation gives better results. A 5-year survival of 70% is indeed obtained for well chosen patients and with a smaller recurrence rate than for simple resection (15%). Moreover, the regenerative ability of the liver allows for transplantation from living donors to compensate for the lack of available organs. However, a small mortality exists for the donor (0.3-0.5%). Finally, several methods for percutaneous ablation have been developed for small lesions with no surgical option. Ordered by use, one may mention Percutaneous Ethanol Injection (PEI) and Radiofrequency Thermal Ablation (RFTA). When no curative option is available, palliative approaches are chosen. In particular, Transcatheter Arterial Embolization (TAE) and Transarterial Chemoembolization (TACE) induce a necrosis of lesions for more than 50% patients. The usual approaches to treat cancer are nevertheless almost useless. Chemotherapy and radiotherapy are indeed not proven to improve survival [Clark 2005, Bruix 2005, Blum 2005].

Other types

Intrahepatic Cholangiocarcinoma (ICC) is the second most common primary liver cancer, which accounts for 5-30% of the primary ones. ICC is deadly as surgery is the only curative treatment. Moreover, surgery is available for few patients, and with poor prognosis; the 5-year survival rate is indeed of 0-39%. On CT images, diagnosis and detection are mostly done on the delayed phase. First, the lesions appear hypodense without enhancement. Then, the appearance of the ICC becomes quite random after injection. Indeed, a slight and incomplete enhancement of the lesion periphery is often seen on HAP or PVP scans. However, this enhancement is also sometimes marked and continuous or homogeneous. There may even be no enhancement or an enhancement of the entire lesion. On the opposite, the lesions are often well marked in delayed phase, where a medium to high enhancement is obtained for 74% cases after 10-20 minutes [Hélénon 2003, Yalcin 2004].

Angiosarcomas are rare primary tumors of the liver, with a low incidence and a poor prognosis. Angiosarcomas indeed have a low incidence 0.14-0.25/10^6 and a short mean survival of 6 months. First, lesions appear hypodense without en-
hancement, with possible hemorrhages. Then, the lesions quickly become hyper-
dense after enhancement, with either a heterogeneous or a homogeneous enhance-
ment [Hélénon 2003].

2.2.3.4 Metastases

Epidemiology

The relative incidences of liver metastases compared to primary tumors vary widely
throughout the world. However, these lesions remain quite common whatever the
region due to the particular location of the liver. First, liver metastases are the
most common types of liver tumors in Europe and USA, while primary ones are in
China and Africa [Hélénon 2003]. Then, liver is the second biggest metastatic site
after the lungs [Hélénon 2003]. Liver has indeed a double blood supply that drains
a high blood flow, second only to the lungs. Moreover, the liver is the first organ
affected by digestive metastases, because liver is the first organ after the intestine.
These two facts contribute to making the liver an organ with many metastases.
Actually most solid tumors may give hepatic metastases, in particular colorectal
cancers, adenocarcinoma from pancreas and stomach, bronchial cancer, endocrine
and breast cancers [Ernst 2005].

CT imaging

CT imaging remains the best modality for liver metastases, even if MRI offers better
results in some cases. CT scans indeed offer exceptional resolution and good accu-
ry for the liver metastases. For example, sensitivities of respectively 69-70% and
73% have been shown for metastases and colorectal ones, as well as specificities of
86-91% and 96.5% [Choi 2006, Hélénon 2003]. The imaging of hepatic metastases
answers several roles: the evaluation of suspected lesions, preoperative planning,
the monitoring of treatment, and post-treatment follow-up [Choi 2006]. For this
review, only the detection of the lesions will be presented as this step is common
to all tasks. However, the characterization of one lesion will not be detailed. The
differential diagnosis against several other types of tumor is indeed difficult for liver
metastases. This difficulty is nevertheless irrelevant, as this study does not deal
with the characterization of the tumors but their segmentation. Thus this difficulty
will not be further developed [Ernst 2005, Hélénon 2003].

The primary site of the cancer impacts the appearance of the liver metastases.
The appearance patterns indeed vary functions of the histological type of the le-
sion (fig. 2.7). The liver metastases keep several features from the primary cancer,
which induce various appearance patterns. However, these appearance patterns are
not sufficient to define the histological type of one metastasis [Hélénon 2003].

CT images for metastases are mostly acquired without delayed phase. Some
authors even deny the contribution of CT scans without enhancement. The metas-
tases will be divided in two classes, hypervascular and hypovascular, depending on
their vascularization. Without enhancement, the lesions are almost never visible,
but this phase allows the detection of some lesions that disappear after injection. First, hypovascular lesions are iso- to hypodense without enhancement, but remain often indistinguishable. This phase is nevertheless useful for the detection of calcifications, necrosis or hemorrhages. Then, some rare histological types of hypervascular lesions may appear hypodense. HAP is the optimal detection phase for hypervascular lesions. First, hypovascular lesions are hypodense, sometimes with a hyperdense rim, but the appearance persists in PVP and the contrast even increases. Then, hypervascular lesions are enhanced homogeneously with sometimes a hypodense boundary. HAP is the best phase for their detection, because the enhancement then decreases quickly until the lesions become isodense. PVP is the phase with the best sensitivity for the hypovascular tumors. First, hypovascular lesions appear as hypodense with sometimes a hyperdense rim. For this phase the sensitivity of detection of these hypovascular lesions is high; according to Kuszyk this sensitivity is 91% for lesions >1cm, but this measure decreases to 0-56% for smaller lesions. Then, often PVP does not contribute to the evaluation of hypervascular lesions, apart from a few ones that are isodense in HAP and visible only in PVP [Kuszyk 1996, Ernst 2005, Hélénon 2003].

### Treatment

The treatment of metastases is highly dependent from the primary site and from the global state of the patient. The choice of a treatment is indeed dependent from the presence or the absence of other metastases in the body. Furthermore, the stage of the cancer in the primary site has a strong impact on the choice of a therapeutic strategy. Depending on the global health of the patient several therapeutic strategies may be considered. First, curative treatments may be chosen when available and if they offer some benefits for the survival of the patient. Then, many local treatments have been developed to treat lesions that are not candidates for surgery. Finally, the physician may choose to avoid treatment or to treat only the symptoms, when the patient will not or cannot benefit from the treatment of the metastases. For example, this choice might be done when the primary cancer is too advanced for

<table>
<thead>
<tr>
<th>Enhancement pattern</th>
<th>Colon</th>
<th>Pancreas</th>
<th>Carcinoid</th>
<th>Breast</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>Abnormal internal vessels</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Peripheral puddles</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Complete ring</td>
<td>82</td>
<td>82</td>
<td>60</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>Incomplete ring</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>No enhancement</td>
<td>18</td>
<td>18</td>
<td>0</td>
<td>20</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2.7: Appearance of several metastases in arterial phase on CT images, functions of the primary site. The possible appearances of four lesions are given along with the repartition of these appearances as percentages. Data was extracted from a paper by Nino-Murcia et al. [Nino-Murcia 2000].
being cured, or when the number of metastatic sites is too high.

Surgical resection is the only curative treatment for metastases. However, only a fraction of the patients are candidates for surgery and even surgery offers low survival rates. Surgical resection is indeed available for less than 10% of patients. Moreover, survival after the resection is lower than for HCCs; depending on the histology and the extension of the lesions, the 5-year survival rate is only 20-40% [Hélémon 2003].

Several local methods have been developed for treatment when surgical resection is not available. Most are still evaluated and offer benefits only when the metastatic activity is limited to the liver and the lesions are small. The three main approaches for liver metastases are cryosurgery, Transarterial Chemoembolization (TACE) and Percutaneous Ethanol Injection (PEI). First, cryosurgery is an approach that showed some benefits for colorectal lesions. This treatment induces a necrosis of the lesions through cryotherapy, without destroying the healthy parenchyma or the vessels. Then, Transarterial Chemoembolization (TACE) showed similar results for colorectal metastases; the 2-year survival rate indeed increased. This treatment combines a localized embolization of the arteries with a local concentration of chemotherapy that leads to an anoxia of the lesion and an improved efficiency of the drugs. Finally, Percutaneous Ethanol Injection (PEI) is sometimes used, but is less efficient than for HCC. This treatment has nevertheless showed some effect on small endocrine lesions [Hélémon 2003, Choi 2006].

2.2.3.5 Treatments

The main available treatments will now be quickly reviewed. This review aims at providing some background information for a better understanding of the possible contributions of a segmentation of liver tumors, as well as the value of computer science from a medical prospect. The possible therapeutic strategies will be summarized by presenting several techniques, their efficiency and in particular whether the treatments are curative or palliative. The treatments will be divided in three main classes, depending on their therapeutic contribution. First, surgical approaches will be presented. Surgery is the only approach that offers long term survival. Then, minimally invasive approaches will be reviewed. These treatments offer lesser results than surgery, but are still sometimes efficient. Finally, diverse methods will be reviewed with mostly palliative effects.

Surgery

Surgical treatments are the only curative approaches. However, many patients are not candidates for such approaches. Moreover, surgery of the liver is a complex operation with significant mortality and morbidity. Thus, accurate selection of patients and preoperative planning are crucial [Hélémon 2003]. Surgical resection will be presented first. Then transplantation will be reviewed, from either a dead donor or a living one.

When available, surgical resection is the best treatment for most liver tumors.
However, surgical resection is a complex operation with high morbidity and mortality (1-3% mortality) [Bruix 2005]. Thus, the selection of the candidates, as well as preoperative planning are two crucial steps to avoid unnecessary operations and to decrease the risk of the operations. First, the selection of the candidates for surgical resection is based on many parameters, including several that are evaluated using imaging modalities. The lesions should indeed be detected and characterized in order to define the sizes and the number of lesions as well as their locations. Furthermore, the remaining volume after the resection should be evaluated in order to insure a sufficient hepatic activity during the regeneration of the liver. This minimal volume required after resection is not precisely defined, but is commonly set around 20-30%. Then, preoperative planning also benefits from the imaging. Images indeed allow defining in advance the cut liver and to prepare the operation. Preoperative planning also relies on two other segmentations. First, the blood vessels should be segmented to reduce the hemorrhages during the operation. Then, the anatomical segments of the liver should be known to define the regions to remove. Tumors are indeed removed by the ablation of complete anatomical segments to prevent cancer recurrence. The removal of whole anatomical segments indeed removes tissues that are supplied with blood in contact with one lesion. Thus the chance of missing tumoral cells is reduced, because the blood drains these cells inside the same anatomical segment [Hélénon 2003, Couinaud 1999].

Transplantation is the second choice of therapeutic strategy. However, many patients are not candidates for transplantation, and there is a shortage of organs. Fortunately, the regenerative ability of the liver allows for transplantation from a living donor. First, transplantation offers better survival rates than surgical resection for primary cancers, in particular when an underlying pathology exists. Moreover, good chances of long term survival are also expected for secondary cancers, in particular when there are no others tumors outside liver. Then, imaging plays an important role for the transplantation, by helping planning the operation and verifying the compatibility of the vascular networks between the donor and the recipient [Couinaud 1999]. Selection and planning are even more crucial when using a living donor. Indeed, the donor mortality cannot be ignored (0.3-0.5%) and complications happen for 20-40% of the donors. Thus, the compatibility of the graft with the anatomy of the recipient should be verified beforehand [Bruix 2005, Hélénon 2003].

Percutaneous ablation

Several treatments by percutaneous ablation have been developed for patients that are not candidates for surgical resection, in particular for patients with multiple lesions of small size. These approaches are minimally invasive and are based on the local destruction of the lesions. The ablation of one lesion is indeed achieved without open surgery by guiding some tools through the skin with ultrasounds or CT until they are in contact with the lesions. These percutaneous approaches are not yet well evaluated, but offer lower results than surgical treatments. For these therapies, imaging plays an important role during the treatment and also after. Indeed, the le-
sions should be evaluated after treatment with CT or MRI [Sitruk 2004, Choi 2006]. Five therapeutic strategies will be reviewed, one chemical first (PEI), and then four thermal ones. The review of the thermal techniques will begin with the three based on heat, RFTA, MWA and LiTT. These techniques induce an immediate necrosis of lesions with a high local temperature (60°C). Then, the last thermal technique will be presented, cryosurgery. This last technique kills the cells by the cold (-20 - 30°C) [Sitruk 2004].

Percutaneous Ethanol Injection (PEI) uses ethanol to destroy the tumors. This technique is used mostly for cirrhotic liver with HCC. PEI is indeed the best percutaneous approach for small HCC lesions (<2cm) [Bruix 2005]. For PEI, a needle is first inserted up to a lesion. Then, ethanol is dropped through the needle, which induces a necrosis of 2-3cm around the needle. However, PEI is limited to only one injection at a time.

Radiofrequency Thermal Ablation (RFTA) relies on a single or multiple electrodes to deliver heat locally inside a lesion. RFTA is the most common percutaneous thermal technique and offers promising results. Similar effects on HCC are indeed obtained for PEI and RFTA, but RFTA is more efficient for lesions >2cm. This technique induces the necrosis of a small region around each electrode, but larger lesions may be treated by using multiple deliveries with overlaps, which was not possible with PEI. However, RFTA is inefficient in the neighborhood of vessels. The heat source in RFTA is indeed very small, thus most of the necrosis is due to the conductivity of heat. Consequently a heatsink effect appears around the vessels that act as coolant, and necrosis becomes incomplete [Bruix 2005, Sitruk 2004, Simon 2005, Clark 2005].

Two newer techniques of thermal ablation have been developed that offer similar results to RFTA: Microwave Ablation (MWA) and Laser-induced Interstitial Thermotherapy (LiTT). First, MWA replaces the heating source by microwaves. This change allows for better ablation around the vessels compared to RFTA. However, MWA is rarely used because of its additional price [Simon 2005]. Then, LiTT replaces the electrodes of RFTA by optic fibers that emit a powerful beam. LiTT offers two main improvements compared to RFTA; multiple optic fibers may be used at same time and MRI becomes available as a guide. The use of multiple optic fibers allows necrosis of regions of 6-7cm, and the use of MRI offers better resolution for the guidance and the location of the fibers, without the medical consequences of X-rays [Sitruk 2004].

Cryosurgery is similar to the other thermal techniques, with constraints similar to that of RFTA; only the cause of ablation changes. Cryosurgery indeed allows destructing small lesions by inducing a necrosis of the lesions through cryotherapy instead of heating. This technique showed some benefits for colorectal lesions [Hélénon 2003].
Other treatments

The remaining therapeutic choices are palliative and aim at decreasing the symptoms or increasing the survival of patients. First, the usual therapeutic approaches will be reviewed, radiotherapy and chemotherapy. Then, two techniques based on arterial embolization will be reviewed, TAE and TACE.

Radiotherapy and systemic chemotherapy do not show any substantial success. First, radiotherapy is rarely used for liver tumors and even seldom mentioned. However, some authors believe that 3D conformal radiotherapy might have some value [Tang 2001]. Then, systemic chemotherapy has only a palliative effect, but also allows minimizing the symptoms [Clark 2005, Tang 2001].

Transcatheter Arterial Embolization (TAE) and Transarterial Chemoembolization (TACE) are two techniques based on the embolization of the arterial supply to induce an anoxia of the tumoral cells. However, these approaches apply only to lesions with a main arterial supply. For both treatments, the arterial blood supply is blocked as close from the lesion as possible. This blocking is achieved through a minimally invasive approach by passing a catheter inside the vessels. Then, the removal of the arterial supply has very different effects on healthy and tumoral tissues due to the difference between their blood supplies. An anoxia of the lesions should indeed appear when the main supplier of oxygen disappears, which might lead to a necrosis of the lesions. On the opposite, this technique should have no effect on healthy tissues, as they still receive oxygen through the portal vessels. First, TAE is only the embolization previously described. This technique does not offer significant results in average [Bruix 2005]. Then, TAE was improved by the addition of a local chemotherapy to the embolization. This evolution of the technique, named TACE, is still mostly palliative, but showed some effects for not far advanced HCCs. The addition of a local chemotherapy is an improvement compared to systemic chemotherapy, because the proximity with the lesion allows for higher concentration of chemicals [Vogl 2006, Clark 2005, Tang 2001].

2.3 Liver Tumor Segmentation, framework and purpose

The scope of this thesis will now be precisely defined, as well as the purpose of this study. First, problematic of this thesis will be explicitly set, by giving the scope of this problem and the constraints to respect. Then, the contribution of this study will be given, both for immediate clinical use and possible later improvements.

2.3.1 Setting the problem

Automatic segmentation of the liver tumors on CT images is achieved in a clinical prospect and as a plug-in for a medical imaging program. The clinical prospect imposes several constraints on the segmentation method. First, the inputs of the segmentation methods are constrained. Because of the routine clinical use, the method should indeed handle images with various features. However, the clinical
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use also offers some information due to the role of the physician in the segmentation process. Then, the results of the method are constrained and hardware requirements are added by the clinical purpose of the study. Finally, this study extends the possibilities of an existing program for medical imaging, Myrian® that will be briefly introduced.

2.3.1.1 Scope of the problem

The segmentation of the liver tumors is achieved on enhanced CT images in a clinical prospect. This prospect imposes several constraints but also offers some information that defines the scope of the problem. The segmentation should indeed work on CT images coming from the clinical world, but for which the optimal enhancement phase is known.

Liver tumors should be segmented on CT images acquired in clinical conditions, meaning with diverse scanning machines, various sizes of voxel, diverse enhancement protocols, and for the main tumor types. To apply in a clinical environment the segmentation technique should not be limited to specific image characteristics, but should apply to varied image characteristics. First, the method should handle various scanning machines. Different machines indeed provide images with different features due to the tomographic reconstruction and the machine itself. Secondly, images with different sizes of voxel exhibit different features that should be dealt with. In particular, the level of noise and partial volumes effects vary significantly between 5mm and inframillimetric slice thicknesses. A maximal slice thickness of 5mm is a reasonable value, as it begins to provide sufficient resolution for the segmentation to be significant and is still widely used in clinical routine. Then, the segmentation technique should handle various enhancement protocols, either as different phases or as the differences of enhancement for a same phase between different hospitals. The tumors may indeed be segmented on several enhancement phases. Besides, no standard enhancement protocol exists. Thus, a same phase induces different enhancement levels and patterns for different hospitals. Finally, the segmentation should deal with several types of tumor at once in order to avoid multiple specialized segmentations. The segmentation of uncommon tumor types may nevertheless be ignored in order to avoid a gain for rare tumors at the cost of a decrease of the overall quality of segmentation.

The segmentation will be done on a single CT image while assuming that an adequate enhancement phase is selected. First, a single CT image for one phase will be used for the segmentation. Segmentation could take advantage of multiple enhancement phases, but multi phase segmentation will not be considered in this study. Then, segmentation will be assumed to be done on an adequate phase. Indeed, often a phase exists, where the tumors are more distinguishable. The segmentation will be assumed to be done for this phase. This assumption is reasonable, because physicians can select the best phase and sometimes already know this phase before the CT acquisition. The selection of an optimal phase is indeed nonsignificant compared to the time length required for segmentation. Besides, the optimal phase
is sometimes known prior to the CT acquisition. In particular, for follow-up the tumor type does not change and thus neither does the optimal enhancement phase.

2.3.1.2 Constraints

The clinical prospect of this study implies several constraints on the quality and the speed of the segmentation as well as on hardware requirements. First, the quality of the segmentation should be good for lesions $>1\text{cm}$. In order to be medically relevant, the segmentation technique should indeed provide sufficient results for lesions $>1\text{cm}$. Smaller lesions do not present a clinical value, and their segmentation is thus less valuable. Lesions $<1\text{cm}$ are indeed excluded from medical tasks that require measurement of lesions, whether it be RECIST or WHO response criteria [Therasse 2000, Eisenhauer 2009, Miller 1981]. From a medical perspective, the detection of the lesions is also particularly significant. A lesion imperfectly segmented may indeed be manually corrected, whereas a lesion missed during the segmentation could have more harmful consequences. Then, the segmentation should be done in a few minutes. Being clinically motivated, the segmentation technique should indeed give results in a time frame compatible with the clinical use of the segmentation tool. Finally, the segmentation should run on reasonable CPU and memory resources. Because, the technique is intended for clinical use, grid computing and excessive memory requirements are prohibited. No explicit definition of the available resources will be given, but the whole technique should run on high-end personal computers.

2.3.1.3 Myrian

Segmentation of the liver tumors is developed within a program for review of medical images and aided diagnosis, Myrian®. This software is dedicated to the clinical domain, either for radiologists, surgeons or clinicians. Myrian® offers several tools to help the physicians. In particular, two tools are especially relevant for this study, the visualization abilities and the segmentation engines. First, Myrian® displays the three medical planes (axial, sagittal, and coronal) and offers several 3D rendering views (fig. 2.8). Then, several tools are proposed for segmentation, either generic or specialized. Several generic tools are indeed available to speed-up manual segmentations or for correction purposes. Then, several expert engines already exist that handle specific problems such as the segmentation of the lungs prior to the volumetric evaluation of emphysema (fig. 2.8.b).

The value of Myrian® will be illustrated with a virtual hepatectomy, i.e. the planning of a surgical resection due to a liver tumor (fig. 2.8.b). The relevant structures for this operation are first segmented, namely hepatic and portals veins as well as the lesion and the liver. Then, the surgeon simulates the cut of the liver required for the removal of the diseased anatomical segments. The physician decides next if the operation is feasible by considering the resection volume and the remaining volume after resection. Finally, a 3D display of the liver with the
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Figure 2.8: Clinical use of Myrian® for lungs and liver. A virtual hepatectomy is first shown, i.e. the planning of the surgical resection of a part of the liver (a). Then, the evaluation of emphysema inside lungs is presented (b).
intrahepatic vessels helps the surgeon to prepare his operation. Such a view indeed allows him to prepare for the difficulties brought by the vessels to cut.

2.3.2 Medical value

The contribution of an automatic segmentation of liver tumors from a medical perspective will now be detailed. The contributions will be reviewed while distinguishing the expected contributions from possible values at a longer term. The contributions will also be divided depending on the clinical task they are useful to. As said before, the imaging of liver lesions answers several roles: the evaluation of suspected lesions, the choice of a therapeutic strategy, the planning of treatment, and post-treatment follow-up (sect. 2.2.3.4). However, the evaluation of a lesion and post-treatment follow-up involve similar tasks. Thus, both tasks will be treated at the same time. Finally, the contributions of an automatic segmentation of liver tumors will be detailed as follows. First, clinical as well as research possibilities opened by such segmentations will be detailed. Then, the expected contributions for each clinical task will be reviewed.

2.3.2.1 Immediate clinical value

The contribution of an automatic segmentation of the liver tumors for the evaluation of a lesion before or after treatment is obvious. First, an automatic detection will help physicians to detect the lesions, in particular when the M.D. is not an expert radiologist of the liver. However, the study does not aim at replacing the M.D. but instead aims at helping him during the detection process. Then, a segmentation of the lesions directly defines the size of each lesion. In particular, such segmentations will provide directly the highest diameters of each lesion for the WHO and RECIST metrics. Moreover, the reliability of these measures will improve as the measures will be repeatable and should even be more precise than manual ones. Finally, a segmentation of the lesions offers a better repeatability than manual segmentations that may vary widely between M.D.

An automatic segmentation of the liver tumors also simplifies the choice of a therapeutic strategy. A main constraint for the availability of surgical resection indeed comes from the ratio tumor/liver after surgical resection (sect. 2.2.3.5). With a segmentation of the liver, the segmentation of the tumors allows easier computation of this ratio, and thus simplifies the choice of surgical resection as therapeutic strategy.

Segmented liver tumors have also several applications for treatment planning, in particular for surgical resection and arterial embolization. First, the segmentation contributes to preoperative planning. Because lesions are well defined, the definition of the regions to remove becomes easier. In particular, the segmentation provides a precise location of the lesions inside the anatomical segments of the liver, which will simplify the definition of the cut liver. Moreover, a 3D view of the liver with segmented tumors is a precious help for the surgeon, in particular when the blood
networks are also segmented. Then, TAE and TACE also benefit from this segmentation. Combined with a segmentation of the hepatic vessels, a segmentation of the liver tumors indeed allows planning the path to follow to reach the lesion.

2.3.2.2 New possibilities opened

A segmentation of the liver tumor opens new possibilities for the evaluation of the lesions. The solid tumors are indeed still evaluated using the one or two highest dimensions of a lesion in a single slice. However, these evaluation criteria are not sufficient according to several physicians, and are kept only because of the lack of methods to segment lesions in 3D. Moreover, these criteria do not take in account the necrosis of the lesions, while many treatments aim at necrosis (sect. 2.2.3.5) [Eisenhauer 2009, Miller 1981]. An automatic segmentation of liver tumor allows solving these two problems. Once a ROI is obtained, the evaluation of the lesions with other measures indeed becomes easy; in particular volumes and density histograms are directly available. The evaluation of the necrotic regions should also be simple because necrosis is often well marked. Thus the active region of each lesion becomes available, which offers several new possibilities to evaluate the lesions and the response to a treatment.

The choice of a therapeutic strategy could also gain from a segmentation of the liver tumors. First, the choice of surgical resection is dependent from the volume of healthy tissues after resection. However the minimal volume is not well defined. An automatic segmentation of the lesions might allow a better definition of this minimal volume. Moreover, one may imagine defining this volume, functions of the lesion, the volume of the liver ... Then, such segmentations might improve the choice between percutaneous ablation techniques. Most techniques indeed have an optimal zone of destruction, with sometimes constraints around vessels. Thus, the ablation zones might be modeled for each technique and virtually applied to each patient in order to define the optimal technique depending on the shape and the location of each lesion.

The planning of treatment could gain a lot from a segmentation of liver tumors. Many therapeutic strategies could indeed gain for such segmentation, PEI, thermal percutaneous ablation, radiotherapy. First, an optimal position of the needle might be computed along with an optimal path of insertion for PEI. A position for optimal coverage of one lesion might indeed be computed, when knowing the necrosis pattern induced around the needle and a ROI for the lesion. Then, a ROI of the lesions offers many possibilities for percutaneous thermal ablation using heat (RFTA, LiTT, MWA). With these techniques, many lesions are indeed treated using multiple locations of the heating sources. Using a ROI and heating models, an optimal configuration of the heating sources might be automatically computed. Finally, 3D conformal radiotherapy might be evaluated for liver tumors once a ROI of the lesions is known.
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2.4 State of the art

The segmentation of the liver tumors on CT images is a complex task due to the variability of the appearances of the lesions either between various tumor types or within a single type. Moreover, the segmentation has to be done on images with a low signal noise ratio. Therefore this task is still an open problem that various authors attempted to solve. Several approaches have been proposed for this segmentation and will be reviewed in a first section. Then, some conclusions will be extracted from these works.

2.4.1 Review

While recent methods often rely on multiple techniques to achieve an accurate segmentation of the tumors, only four different approaches are sufficient to define the main part of most proposed methods. First, the segmentation may be done using a threshold. Then, a region growing approach may be retained or active contours next. Finally, segmentation may take advantage of machine learning techniques. Historically, the first methods were often generic methods for segmentation in images with a low signal noise ratio. Then, methods have tended to add more and more prior knowledge on the lesions, for example as intensity distributions or appearance models. Many of these more evolved methods were proposed for the Liver Tumor Segmentation challenge 2008, which was a part of a workshop with MICCAI 2008 [Xiang 2008]. Thus, a short introduction to this challenge will be given.

Liver Tumor Segmentation challenge 2008 is a competition aiming at comparing the accuracy of segmentation of several algorithms for liver tumors [Xiang 2008].

Two datasets were provided for this competition, a training test with reference segmentations to tune the algorithm, and a test set without references (initially a third set was also used for qualification purposes, but is no longer available). The quality of each algorithm was finally assessed using a score defined as a weighting of several metrics, including the overlap error. The two data sets consist of 10 tumors from 4 patients for training, and 10 tumors from 5 patients for test. CT images were acquired on three different scanners, one 64-slice and two 40-slice using a standard four-phase contrast enhanced imaging protocol. The axial in-plane resolution of the CT images is 0.6-0.9mm and their slice thickness is 1mm or 1.5mm. All reference segmentations were manually done by an experienced radiologist, and confirmed by another radiologist. The comparison of the most interesting algorithms proposed during this context is given in the next section 2.9.

Historically, segmentation of the liver tumors was first achieved by thresholding. While basic, thresholding is still used with additional processes. However, such an approach is limited to simple metastatic lesions, and even sometimes only to hypodense ones. The first method of segmentation of the liver lesions was proposed by Soler et al. with a threshold value as part of an entire process for hepatic surgery [Soler 2001]. Then, the detection of tumors was handled using thresholding by several authors. Seo used simple thresholding [Seo 2005]. Park defined an op-
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timal threshold [Park 2005]. Ciecholewski later introduced histogram equalization in order to simplify the choice of a threshold value [Ciecholewski 2007]. Indeed, the research of an optimal threshold is not trivial, thus several approaches have been proposed. Nugroho chooses a threshold that maximizes the between class variance [Nugroho 2008]. Choudhary relies on cross entropy for thresholding, before applying level set smoothing [Choudhary 2008]. Moltz defines a threshold using the quantiles of the intensity distribution inside a region given by a user, before applying adaptive thresholding to remove vessels connected to the lesion [Moltz 2008].

Region growing approaches have also been proposed in several semi automatic methods. These methods rely on an initial input by a user, who initializes a seed region for a region growing algorithm. These approaches have two main drawbacks. The proposed methods are strongly dependent from the initial seed, and do not apply to lesions that are not well marked. For example Wong proceeds to segmentation with a region growing algorithm based on intensity, for which exists a strong constraint on the relative sizes of the seed region and the whole lesion [Wong 2008]. Qi also proposed a region growing algorithm, but based on Bayesian decision rule with pdf models for the tumors that are updated during the algorithm [Qi 2008].

Active surfaces were also proposed to segment liver lesions that show a marked difference of intensity range compared to the liver parenchyma. Ben-Dan and Fernandez both propose a segmentation through active surfaces, with a Mumford-Shah energy expressed as an optimal separation between two regions with different mean intensities [Ben-Dan 2008, Fernández-de Manuel 2009, Mumford 1989]. However, both methods differ by the solving strategies and the space where the active surfaces are defined. Ben-Dan indeed proceeds to segmentation in a probability space, where probabilities are defined by a joint-likelihood ratio that models the tumor intensities [Ben-Dan 2008]. On the opposite, Fernandez expresses the energy with a level-set and carries out the segmentation on the CT image [Fernández-de Manuel 2009].

Due to the variability of the tumors and the difficulty to define thresholds, machine learning techniques have been proposed to achieve accurate segmentations of the lesions. These machine learning techniques have been used for two main purposes, either to cluster similar voxels inside an image, or to define prior models for the segmentation. First, machine learning techniques were retained to cluster similar voxels in an image. Massoptier uses k-means to classify the lesions against the parenchyma inside a liver envelope [Massoptier 2008]. Taieb classifies the voxels inside a ROI through Bayesian classification before finishing the segmentation with active contour [Taieb 2008]. Häme relies on fuzzy clustering with a spatial smoothing term, before a segmentation with deformable models [Häme 2008]. Then several approaches learn models that are then applied for segmentation, either online for Zhou, or offline for Li and Shimizu [Zhou 2008, Li 2006, Shimizu 2008]. First, Zhou proposed a semi automatic technique that propagates an initial segmentation on one slice using SVM that are updated after each segmented slice [Zhou 2008]. Li trained AdaBoost classifiers to locate boundaries on linear intensity profiles coming from a seed inside a lesion, before segmenting the lesions as a maximal score path on a polar representation of the image [Li 2006]. Shimizu proposed a segmentation
of the lesions as a labeling of voxels with an AdaBoost classifier that discriminates through a number of features including textural ones [Shimizu 2008]. This last approach is the most similar to the one developed in this study.

Two proposed methods rely on other semi-automatic approaches. First, Smeets proceeds to segmentation in two steps. Smeets begins with the research of a minimal cost path on a spiral representation of the image from a seed inside a lesion. The segmentation is then achieved using level-sets with a speed dependent from a fuzzy classification [Smeets 2008]. Second, Jolly proposes a three steps segmentation that begins with an estimation of gray level distributions from a user input. Then, fuzzy connectedness segmentation is achieved in 2D, which relates to the research of paths with minimal intensity ranges. Finally, a 3D segmentation is obtained through random walkers [Jolly 2008].

2.4.2 Extracting some knowledge

Several conclusions may be extracted from these previous works. First, the choice of an automatic method should not damage the quality of segmentation compared to semi-automatic methods. Then, intensity alone does not seem sufficient for the segmentation of lesions other than metastases. Next, a liver envelope seems required for the segmentation of the liver tumors, in particular for automatic approaches. Finally, machine learning techniques fit well in the liver case.

Semi-automatic methods do not bring any improvement compared to automatic methods. On the opposite, the best method is an automatic one. The best results are indeed obtained using an automatic method (fig. 2.9). Then, the five best methods are equally divided between automatic and semi-automatic approaches. Furthermore, these five methods offer very similar results (fig. 2.9). Thus an automatic method presents two main advantages compared to a semi-automatic one. On the one hand, such an approach does not require any user interaction and thus satisfies the speed constraint, as the segmentation may be done while the physician is not in front of the computer. On the other hand, this choice should not impair the quality of the segmentation.

Intensity alone is not sufficient to distinguish every type of lesion; texture features are required. Indeed, while many metastases and some primary tumors present distinct intensity ranges compared to healthy liver, many primary tumors may be distinguished only by a change of texture. This difference is found in the scientific literature as most methods dealing with more than liver metastases rely on texture instead of intensity as discrimination method (fig. 2.9)(fig. 2.10). For example, Smutek shows that texture features allow distinguishing between HCC and Cysts, and Smeets notes that texture features would offer more than intensity alone [Smutek 2006, Smeets 2008]. Moreover, the use of texture features seems to improve the overall segmentation (fig. 2.9)[Shimizu 2008].

According to previous works, the segmentation is best achieved when limited inside the liver, in particular for automatic segmentation. First, segmentation is often achieved inside a liver envelope (fig. 2.9)(fig. 2.10). Then, the best results are
### 2.4. State of the art

<table>
<thead>
<tr>
<th>Automatic method</th>
<th>Segmentation inside liver</th>
<th>Machine Learning</th>
<th>Tumor types</th>
<th>Features for segmentation</th>
<th>Overlap Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Shimizu 2008]</td>
<td>X X X</td>
<td>meta</td>
<td>meta (other claimed)</td>
<td>texture</td>
<td>28.98</td>
</tr>
<tr>
<td>[Zhou 2008]</td>
<td></td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>30.02</td>
</tr>
<tr>
<td>[Moltz 2008]</td>
<td></td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>30.55</td>
</tr>
<tr>
<td>[Nugroho 2008]</td>
<td>X X X</td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>31.21</td>
</tr>
<tr>
<td>[Choudhary 2008]</td>
<td>X X</td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>32.14</td>
</tr>
<tr>
<td>[Smeets 2008]</td>
<td></td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>34.6</td>
</tr>
<tr>
<td>[Wong 2008]</td>
<td></td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>39.4</td>
</tr>
<tr>
<td>[Taieb 2008]</td>
<td></td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>39.48</td>
</tr>
<tr>
<td>[Qi 2008]</td>
<td></td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>42.1</td>
</tr>
<tr>
<td>[Häme 2008]</td>
<td>X X X</td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>47.33</td>
</tr>
<tr>
<td>[Ben-Dan 2008]</td>
<td>X X</td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>49.12</td>
</tr>
<tr>
<td>[Kubota 2008]</td>
<td>X</td>
<td>meta</td>
<td>meta intensity</td>
<td></td>
<td>53.72</td>
</tr>
<tr>
<td>[Soler 2001]</td>
<td>X X</td>
<td>hypo-dense</td>
<td>intensity</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>[Jolly 2008]</td>
<td></td>
<td></td>
<td>intensity</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>[Li 2006]</td>
<td></td>
<td></td>
<td>intensity</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>[Massoptier 2008]</td>
<td>X X X</td>
<td>hypo-dense</td>
<td>intensity</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 2.9: Segmentation methods for the liver tumors, ordered by increasing overlap error. The overlap errors are given for a same set of images that was used for MICCAI segmentation challenge [Xiang 2008]. Some information was not available in the papers and will be shown by a dash.
Chapter 2. Liver Tumor segmentation

Detection inside liver

Machine Learning

Tumor types

Features for segmentation

Detection accuracy (%)

| Park 2005 | X | - | intensity | 0.912 |
| Seo 2005 | X | - | intensity | 0.858 |
| Ciecholewski 2007 | X | Hemangioma, Hepatoma | intensity | 0.783 |
| Shimizu 2005 | X | X | HCC, Cyst | texture | seed detection |
| Smutek 2006 | X | X | HCC, Cyst | texture | characterization |

Figure 2.10: Detection and characterization methods for the liver tumors. Some information was not available in the papers and will be shown by a dash.

Machine learning contributes significantly to the segmentation of the liver tumors, in particular when lesions are distinguished thanks to texture changes. First, machine learning techniques are often used to segment the liver tumors. In particular, three of the five best methods use machine learning techniques, including the two best ones (fig. 2.9). Then, machine learning is especially relevant when using texture features, because the selection and the combination of these features are not straightforward. Machine learning techniques are indeed used in all methods that rely on texture features (fig. 2.9)(fig. 2.10).

2.5 Overview of the proposed method

A method of segmentation for the liver tumors on CT images is proposed. This approach consists of two successive segmentations, first the liver and then the tumors inside the liver. Both segmentation steps begin with a normalization that aims at defining a common intensity basis for the segmentation. First, a liver envelope is segmented after normalization of the entire image (sect. 3). Then, the liver tumors are segmented inside the liver envelope after normalization of the intensities within the liver envelope (sect. 4).

The intensities inside a CT image are normalized twice in order to define a relevant intensity basis at two different points of the segmentation algorithm. First, these normalizations aim at defining a common intensity basis that will simplify the automatic segmentations by increasing the relevance of the intensity value. The raw intensities inside one CT image are indeed of small value because the variations
of intensity due to external constraints may be bigger than the differences between
the tissues to segment (sect. 2.6). Then, normalization is applied twice in order to
better fit to each specific segmentation problem. The first normalization is indeed
applied to the entire image in order to roughly obtain a stable intensity basis. A
precise intensity basis is difficult to obtain at this point because the CT images
may contain various anatomical regions such as entire body, abdomen/pelvis or
thorax/abdomen. On the opposite, the second normalization is applied inside a
well defined organ, thus the intensity normalization might be better done. Moreover,
this second normalization is more crucial to avoid complicating an already complex
problem.

The segmentation of the liver tumors begins with the segmentation of a liver
envelope. This preliminary segmentation has two main roles; it improves the seg-
mentation of the tumors and contributes to the diagnosis. First, automatic seg-
mentation of the liver tumors was shown to be more accurate when limited inside
the liver (sect. 2.4.2). This restriction indeed simplifies the segmentation prob-
lem by decreasing the number of possible tissues during the segmentation process.
Then, a segmentation of the liver has a medical value for the treatment of tumor
lesions (sect. 2.2.3.5). Both liver and lesions are indeed relevant for the choice of
therapeutic strategies and preoperative planning.

The liver tumors are finally segmented inside the liver envelope using texture
features and machine learning. The proposed segmentation approach deals with the
segmentation of anatomical structures that differ by their texture appearance, inside
images with a low signal noise ratio. Thus, the proposed approach may apply to
other organs or lesions. First, the segmentation process is limited to a liver envelope
in order to increase the accuracy of the segmentation. Then, intensity alone is not
sufficient for the segmentation of any type of tumor lesions, thus texture features
are retained to detect tumoral tissues (sect. 2.4.2). Finally, a significant contribu-
tion of machine learning was pointed by several authors, in particular when using
texture features (sect. 2.4.2). Thus, state of the art machine learning techniques
were retained to distinguish tumor tissues from other tissues inside the liver with
an optimal speed.

2.6 Pre-processing

As a first step intensities inside the images are normalized using nonlinear histogram
matching. This normalization allows obtaining a good match between intensities
inside different images. Thus the intensity becomes a more reliable measure for the
characterization of the tissues, as similar tissues will have similar intensities. This
normalization was achieved by modifying and applying a work done by Turetsky
and Ellis for the alignment of audio streams [Turetsky 2003].
2.6.1 Normalization, working on a common basis

2.6.1.1 Intensity, a value not reliable enough

CT images give a single intensity value at each voxel of the image, which characterizes the tissue inside a rectangular cuboid. However, the absolute CT intensities should not be used for the characterization of the tissues, as intensities for a same tissue vary functions of the patients and the machines. To better understand the value of intensity, its physical meaning will be first reviewed. Then, the causes of the unreliability of intensity will be detailed.

CT scanners reconstruct images as matrices of voxels, where each voxel measures the radiodensity inside the body, i.e. the mean attenuation of the X-rays inside a rectangular cuboid within the body. These mean attenuations are mainly dependent on the chemical composition of these rectangular cuboids as well as the spectrum of the X-ray source and the patient. Thus, these attenuations reflect the type of the tissues, which are given as Hounsfield Unit (HU) for the CT modality.

For CT images, intensity is not reliable enough to directly characterize a tissue, as a significant variability exists between machines and between patients, which may exceed the difference between the tissues [Levi 1982, Birnbaum 2007]. Moreover, the lack of a standard injection protocol introduces an additional variability due to the changes between the enhancements. First, the intensity varies between manufacturers’ CT scanners and even between generations of a same CT scanner [Birnbaum 2007]. For example this last paper showed that the variability of the attenuation for a liver phantom could go up to 63.4 HU for a same scanner. Then, the orientation and the position of the patient inside the scanner impact the intensities inside the final image. Thus intensity will vary with time and between patients as identical positions cannot be obtained [Levi 1982]. Moreover, the size of the patient impacts the results as the volume of tissues the X-ray have to go through will vary. Finally, a contrast product is often injected to enhance the tumors inside liver. This enhancement will vary between the patients and the hospitals as there is no standard protocol. Thus a same tissue will take different HU depending on the characteristics of the injection. This difference is encountered for a same phase between different hospitals, and is even more important when different phases are considered. Consequently, the absolute intensity cannot be used for direct characterization of the tissues. Thus correction methods should be introduced to reduce this intensity variability. In particular, the variability of the intensity between the images should be decreased in order to remain inferior to the change of intensity between different tissues.

2.6.1.2 Existing normalization methods

Several normalization methods have been proposed, but for this study only histogram matching was considered. Histogram matching relates to the research of one function that transforms a source histogram into a reference one. Once such a function is known, the source image may then be transformed into a new image where
the intensity distribution will become similar to that of the reference histogram. Thus, the link between intensities and tissues will become similar to that inside the reference, provided that the histogram distributions correspond to similar tissues.

**Histogram matching**

Histogram matching relates with the research of a look up table (LUT) that transforms the intensities of a source image toward matching the histogram of this source image with a target histogram. Given a source image $V_{src}$ and a target histogram $H_{trg}$, the process aims at finding a LUT $f$ that modifies the intensities inside the source image such that the histogram for this transformed image $H_{f(V_{src})}$ matches with the target histogram.

![Histogram matching](image)

**Figure 2.11:** Histogram matching for two Gaussian distributions. Histograms (a) and cumulative histograms (b) are shown for two Gaussian distributions. A target is shown as a solid blue line, and the source is displayed as a red dashed one. The matching process for a single gray value $I_{src}$ is then shown as the research of a correspondence between the two cumulative distributions (b).

Histogram matching is often achieved through cumulative histograms, by researching points with identical ordinate values inside the cumulative histograms. First, cumulative histograms are computed for the source image $CH_{src}$ and the reference histogram $CH_{trg}$. These cumulative histograms $CH$ are defined on the range of intensity inside an image (or a ROI) as the sum of the probabilities for the inferior intensities (eq. 2.1). Then for every intensity $i$ inside the source image a new intensity $j$ is researched such that $CH_{src}(i) = CH_{trg}(j)$. Given an intensity $I_{src}$, the point inside the target cumulative histogram $CH_{trg}(j)$ with same ordinate is found, which provides a new intensity for the LUT (fig. 2.11.b). The LUT is finally given by the target intensity for each intensity value inside the source image.

$$CH(i) = \sum_{j=0}^{i} H(j)$$ (2.1)
Histogram equalization

Histogram equalization is a particular case of histogram matching that allows improving the contrast inside an image by histogram matching with a constant target. Thus, the match is achieved with a linear cumulative histogram. This operation aims at better distributing the intensities within the range of possible values in order to improve the contrast. As a result, the most frequent intensity ranges are spread, which improves the contrast inside these regions. However, equalization may also increase the noise inside the image, in particular inside the background.

The effect of histogram equalization is shown for the peppers image (fig. 2.12). The dynamic of the image improves (fig. 2.12.a,b). Some details on the three central peppers are indeed more visible after equalization and the whole image seems less foggy. The effect of the process may be seen on the histogram too (fig. 2.12.c,d). The histogram indeed spreads on the entire range of intensity after equalization. Moreover, this equalization is done without losing the main shape of the histogram apart from intensity ranges with no or few pixels. The main effect may also be seen on the cumulative histogram that becomes close to linear as was requested by the approach (fig. 2.12.d).

2.6.1.3 Need of a more complex method

Previous methods were supposed to be insufficient to match the histograms as a pre-process before segmentation in this work. However, usual histogram matching might have been better than the retained method \textit{a posteriori}.

In this particular context the intensity distributions are highly variable. Indeed, the anatomical structures that contribute to the intensity distributions vary widely depending on the protocol of the exam; the organs and the tissues vary widely between acquisitions of the whole body, abdomen/pelvis or thorax/abdomen. Moreover, the pathologies may induce important changes of the intensity distributions. For example, the intensity distribution inside the liver will vary a lot, functions of the volume of the lesions and the vascularization of the lesions that may appear hypodense or hyperdense. Thus, histogram equalization as proposed by Ciecholewski will not apply for the segmentation of liver tumors as equalization would not give similar intensity values to similar tissues [Ciecholewski 2007]. Consequently, a method is required that forces the match between two distributions, while imposing a fit between peaks of the distributions that correspond to similar tissues.

2.6.2 Retained method

The retained method is based on a work by Turetsky and Ellis on the force alignment of music signals, which was modified to apply to the matching of discrete intensity distributions [Turetsky 2003]. This method was retained in several tests inside this thesis. However, \textit{a posteriori} simpler histogram matching technique might have been better.
2.6. Pre-processing

![Initial image](image1) ![Equalized image](image2)

Figure 2.12: Histogram equalization for the peppers image. The histogram (c) of the initial image (a) is equalized (d), which gives an image with more contrast (b). Histograms are shown as blue bar graphs and cumulative histograms as red solid lines.

2.6.2.1 Dynamic wrapping

Turetsky and Ellis introduced a method to force the alignment of discrete audio signals [Turetsky 2003]. This technique is based on the research for a path that maximizes the local match between two aligned audio streams. First, a cost matrix is defined that gives the cost of the match for each pair of points. Then, an optimal path is found, which provides a transformation between the two signals.

Given two audio streams, a cost matrix is first defined between the two streams that are modeled by their discrete counterparts, using a set time step. This cost matrix is a $m \times n$ matrix, whose dimensions $m$ and $n$ are given by the lengths of the two discrete audio streams. Each entry of the matrix gives the local match between two points of the discrete audio strings, defined as the distance between these two points. Once constructed, two special points are considered, the seed and the sink. These points respectively correspond to the pair of the two first points.
of the discrete streams and the pair of the two last points. Seed and sink have a particular importance because they should always be aligned when forcing the alignment between the two streams.

The transformation between the two streams is given next by the optimal path between the seed and the sink. This optimal path is defined as the path that minimizes the sum of the local costs of match between the seed and the sink. This path is computed in a two-step process that uses methods related to the computation of distance maps. First, a cost map is computed that gives the minimal cost from the seed to any point of the cost matrix. This cost map is easily computed by front propagation from the cost matrix. Then, the optimal path is found by traceback from the sink. Beginning from the sink, the antecedent with minimal cost is recursively researched until the seed is reached. This traceback defines a minimal path from the seed to the sink, and thus a LUT to match one stream on the other.

2.6.2.2 Non linear histogram matching

Dynamic wrapping is applied for the first time for histogram matching. Dynamic wrapping applies to histogram matching by modifying the discrete series and the local cost function. First, the discrete time series are replaced by histogram distributions. Then, the local cost function is replaced by a weighted distance between the probabilities and the derivatives of the distributions. This definition aims at forcing identical location of Gaussian like parts. Formally, the local match between two points \( p \) and \( q \) in two different distributions \( h, k \) is defined as a weighted sum of two terms balanced by \( \lambda \). The first term insures that the two points have similar probabilities, whereas the second insures that the global shapes of the histogram match.

\[
d(p, q) = |h(p) - k(q)| + \lambda |h'(p) - k'(q)|
\]  

(2.2)

2.6.2.3 Creation of reference

A same reference distribution was used for matching each histogram in order to obtain a same intensity basis for the following processes. This reference distribution was obtained by computing an average histogram on a small set of images, from which abnormal distributions were absent.
This chapter presents techniques for the segmentation of the liver on enhanced CT images of non-healthy patients. Three methods will be presented and ordered by increasing degree of complexity. First, segmentation as an improvement of a partial segmentation will be reviewed. This approach amounts to the computation of a smooth envelope that wraps around a binary mask. Then, segmentation by registration of an atlas and deformation of a reference volume will be proposed. And finally segmentation will be introduced as the minimization of MRF energy with an appearance prior and a registered spatial prior.
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3.1 Intro

Segmentation of the liver from Computed Tomography (CT) volumes plays an important role during the choice of therapeutic strategies for hepatic diseases. Moreover, this segmentation is a prerequisite for many clinical and research applications. Despite a lot of attention this segmentation remains a challenging task due to the lack of visible edges on most boundaries of the organ. The high variability of both intensity patterns and anatomical appearances makes segmentation even more difficult. Moreover, all these variations are increased by the pathologies. Due to the challenges previously stated, liver segmentation is often processed using prior information, in the manner of probabilistic atlas or statistical models [Okada 2007, Zhou 2005]. However, these methods often rely on a specific voxel size and protocol, which do not match our clinical prospect. In this chapter, the problem of liver segmentation in a clinical prospect is addressed, meaning with diverse enhancement protocols, diverse voxel dimensions, and various pathologies. To our further knowledge this problem was addressed only three times, but using very different approaches based on shape models or probabilistic atlases [Ling 2008, Linguraru 2010, Okada 2007]. Three methods will be proposed to solve this problem. First, segmentation will be done by computing a smooth envelope around a binary ROI that segments the healthy parenchyma. Then a statistical atlas will be introduced and used for segmentation through a nonrigid registration process. Finally, this second method will be improved by the introduction of priors on the spatial location of the liver and its appearance pattern.

3.1.1 Liver problematic

Segmentation of the liver is a complex problem because liver combines two difficulties for segmentation; the liver is both of highly variable shape and displays low difference of appearance compared to the neighbor organs. First, the liver is a soft organ, whose shape is highly dependent on the other organs inside the abdomen. Moreover, many pathologies have a strong effect on the appearance and the shape of the liver. Then, no edges are visible on many sides of the liver. In particular the differences between the liver and the diaphragm or the stomach or the spleen are very small [Masutani 2006].

The liver has a highly variable shape. First, the liver volume varies a lot; the volume of the liver envelope indeed varies by a magnitude of more than 3 for the shown examples (fig. 3.1). However, formulas exist that estimate the hepatic volume, functions of the age and the weight of the patient and sometimes using the height too, but these formulas cannot extend to the characterization of the hepatic lobes or anatomical segments and are even incorrect for pathological livers [Schiano 2000, Lin 1998]. Joyeux et al. indeed showed that the correlations between the liver volume and the volumes of the liver lobes or anatomical segments were very low at most and often null [Jolyieux 2003]. The variability of the liver shape is also illustrated by six examples of liver segmentations displayed with 3D surface rendering (fig. 3.1).
variation of volume and the change of shape cannot be missed. Indeed, the longest
dimension, the location and the relative dimensions of the anatomical segments of
the liver differ between the examples.

The characterization of the liver by its appearance alone is also difficult, due to
its nature and the clinical use of the images. On some boundaries the difference
between the liver and the other organs is easily seen, for example for the hep-
atic dome (fig. 3.2.a). However, this difference decreases at other locations. The
difference between the liver and the intestine or the stomach is already more com-
plex (fig. 3.2.b). Then, this complexity increases again with the spleen and the
diaphragm that can be distinguished with even less ease (fig. 3.2.c). Moreover, the
overall appearance of the liver changes in presence of pathologies such as tumors,
cirrhosis, haemochromatosis... Furthermore, CT images are often acquired follow-
ing an injection protocol in order to enhance some useful structure for diagnosis.
However, this enhancement introduces two additional difficulties. First, the appear-
ance changes with the injection phase, and then the enhancement increases the noise
inside the images that are already very noisy for the liver without any enhancement.

3.1.2 Context

Segmentation of the liver is achieved on CT images in a clinical prospect with po-
tential applications for diagnosis and as a first step for the segmentation of the liver
tumors. Because of these potential applications, several constraints are introduced
on the segmentation method. First, the method should work with diverse enhance-
ment phases. Then, the approach should apply to healthy and non healthy livers.
Finally, the approach should be of sufficient quality and fast enough.

Segmentation should apply to CT images acquired with diverse injection proto-
cols. In order to get a correct diagnosis, a contrast product is often injected prior
to the image acquisition. This injection indeed enhances several anatomical struc-
tures. In particular this enhancement allows distinguishing lesions from healthy
tissues, and characterizing the type of one tumor, as the type of blood flow varies
between the tumor types and compared to healthy tissues. Thus, the liver segmen-
tation should apply to any common enhancement phase in order to be clinically
useful, and to be usable for the subsequent segmentation of hepatic lesions.

Segmentation should handle healthy as well as pathological livers. Segmentation
of the liver is already a complex problem. However, this simple case is non relevant
for clinical use, as a segmentation of the liver is more contributive in case of pathol-
gy. The segmentation technique should thus deal with pathological livers. This
extension of the scope of the segmentation comes with an increase of the difficulty
of the problem. Pathologies indeed induce both anatomical changes of the liver
and modifications of the appearance of the tissues within the liver envelope on CT
images.
Figure 3.1: Variability of shape and volume for several livers. 6 reference segmentations for tumoral liver are shown using Myrian© with surface rendering in frontal view. The volume of the hepatic envelope is given for each image. The envelope is displayed on each image in light pink and lesions in purple. Images are courtesy from Beaujon’s hospital.
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(a) Hepatic dome
(b) Interface liver/intestine
(c) Interfaces stomach/liver and diaphragm/liver

Figure 3.2: Variability of appearance for three liver examples with colorectal metastases. Images are courtesy from the CRLC Val d’Aurelle.
3.1.3 Worth

The segmentation of the liver is valuable from a medical perspective first, as an intermediate step in the overall process of this study next, and finally from the point of view of Computer Vision. First, the segmentation of the liver contributes to diagnosis and therapeutic decisions. Then, this segmentation is a required step for the segmentation of liver tumors. Finally, the proposed methods are not liver specific, but may also apply to a wider range of problems in medical imaging and image processing.

A precise segmentation of the liver is a precious help for diagnosis (cirrhosis, tumors...) and for the choice of a therapeutic strategy [Joyeux 2003]. For example Lin et al. showed that the volume of the liver correlates with the severity and the etiology of some chronic liver diseases [Lin 1998]. The liver plays an even more important role for the choice of a therapeutic strategy in case of cancer. For example the remaining volume of healthy liver after surgical resection is a crucial measure for the choice of surgical resection as treatment [Kubota 1997]. This measure is also important for living-donor liver transplantation [Strong 2006, Schiano 2000].

A liver segmentation also contributes to the main goal of this study. First, segmentation of the liver is the first step of the segmentation of the liver tumors. Then, from a medical prospect segmentation of both liver and lesions is more valuable than segmentation of tumors only. In particular the choice of surgical resection is dependent on the ratio between healthy and tumoral liver [Hélénon 2003]. Furthermore, both lesions and liver are useful for preoperative planning [Choi 2006]. Thus, segmenting the liver along with the tumors is more coherent with the clinical prospect of this study.

From a Computer Vision perspective, the proposed approaches offer three main contributions, a wrapping morphological tool, a new statistical atlas and the non rigid registration of this atlas. First, a method to compute smooth envelopes that wrap around a binary object is introduced. Then, a new statistical atlas is proposed that gives an optimal intensity distribution at each point of the space. A method of construction and nonrigid registration of such an atlas are finally proposed.

3.1.4 Overview

Three methods will be proposed for the segmentation of the liver envelope. First, segmentation will be achieved through the computation of a smooth envelope around a binary ROI that segments the healthy parenchyma. Then a statistical atlas will be introduced with a segmentation achieved through a nonrigid registration process. Finally, prior information on spatial location and appearance of the liver will be added to the segmentation process in order to improve the previous approach.

The computation of a smooth envelope around a binary ROI will be proposed in a first section, and will be applied to the segmentation of a liver envelope (sect. 3.3). This approach aims at taking advantage of an existing segmentation of the healthy parenchyma for the segmentation of a liver envelope. The proposed technique applies
existing methods from the field of digital reconstruction as morphological operations to fill non-smooth cavities at the surface of a binary object.

A new definition of statistical atlas is introduced next and applied to the segmentation of a liver envelope through the nonrigid registration of this atlas and the transformation of a reference segmentation (sect. 3.4) (sect. 3.5). A new definition of statistical atlas is introduced that gives one optimal model of intensity distribution for each point of the space. Then, a state of the art method for nonrigid registration is modified to apply to atlases. Finally, such an atlas is created for the liver and applied to the segmentation of a liver envelope through the deformation of a segmentation reference for the atlas.

Spatial and appearance priors are finally added to the statistical atlas during the segmentation process (sect. 3.6). A multiscale segmentation process is introduced that registers a statistical atlas before proceeding to segmentation as a balance between the adequacies with an appearance prior and a spatial prior.

3.2 Previous work

Despite lots of attention, fully automatic liver segmentation from a 3D CT volume remains a challenge, mainly because of the variability of the liver shape and of the intensity patterns inside and in the neighborhood of the liver. Besides, segmentation of the liver with pathologies and on enhanced CT images is an even more complex problem that was less often dealt with. Three main approaches have been considered for the segmentation of the liver. First, several approaches follow a region growing strategy to segment the liver. Then, many approaches have been proposed that impose strong a priori on the liver. The liver is indeed often modeled with an appearance prior combined with probabilistic atlases (PA) or statistical shape models (SSM).

The three approaches exhibit different strong and weak points. First, while many authors stress the value of prior information, region growing strategies nevertheless offer good results because of their ability to adapt to the specific characteristics of each image. However, region growing strategies have the disadvantage of badly handling lesions. Secondly, PA and SSM both introduce prior information on the liver with more success with SSM. PAs indeed offer lesser results, but their accuracy could improve when using better standardization techniques. Moreover, PAs not only model the liver, but also often model other abdominal organs. Then, the nature of the images that are handled also varies. Whereas PAs handle mainly non-contrast images, SSMs show better abilities when working on enhanced images. Finally, despite the advantages previously mentioned, SSMs involve two major difficulties. The initialization of a SSM is indeed complex and crucial, and the possible deformations of the liver modeled by a SSM are limited, which prevents capturing the high variability of the liver shape. Thus SSMs approaches often rely on other methods for initialization and as final step for obtaining a finer segmentation.
3.2.1 Region growing strategies

Region growing strategies are data driven approaches with no or few *a priori* that iteratively construct a ROI defined at pixel level beginning with an initial set of seeds. Such approaches iteratively cluster neighbor voxels by deciding whether these voxels are close enough to be added to the ROI at a given step. Because of this definition, region growing strategies do not rely on a specific prior model, but adapt to each image depending on the seeds given by the user. Despite their simplicity, region growing approaches still provide satisfactory results compared to more evolved approaches. Ruskó’s method indeed offered the second best results at MICCAI segmentation challenge 2007 [Ruskó 2007]. However, the nature of the method prevents getting good segmentations when huge lesions are found in the CT images.

A first segmentation of the liver was proposed by Chemouny, who segments the liver in PVP through a region growing approach after denoising the CT images with the Nagao’s filter [Chemouny 1999, Chemouny 2001]. This approach begins with a filter of the CT images with Nagao’s (sect. 4.3.2.4). A segmentation of the healthy parenchyma is obtained next through an optimal region growing strategy with coarse-to-fine merging conditions. Candidate regions are indeed merged with the growing ROI using conditions of increasing complexities. Then, Pham segments the liver on a probability image with a split and merge approach followed by a region growing algorithm [Pham 2007]. The specificity of this approach comes from the probability image that gives the probability of being inside the liver at each voxel of the image for a texture model of the liver. Finally, Ruskó proposed a technique to segment the liver in PVP, where the merging condition is dependent from an online intensity distribution and a wide neighborhood system [Ruskó 2007]. This region growing approach indeed relies on the intensity distribution inside the segmented ROI, and uses huge spherical neighborhood to decide on or against the merging of new voxels. This latter approach provides accurate segmentations. This method indeed ranked second at MICCAI segmentation challenge 2007. However, large lesions are not handled by this technique.

3.2.2 Probabilistic Atlases

Several approaches introduced priors on the spatial location of the liver in order to cope with the unmarked boundaries of the liver. Region growing approaches indeed tend to oversegment the liver and in particular often include the stomach, the spleen or the pancreas. Thus, probabilistic atlases (PA) have been introduced to provide the probability of being inside the liver at each location inside one image. Such PA of course require a spatial standardization of the images in order to decrease the spatial changes between the images. This standardization is crucial and its accuracy impacts the final segmentation. Concerning their accuracy, PA offer lesser results than SSM. However, this accuracy might improve when applying a better standardization of the images. While PA offer spatial information that region growing approaches cannot accede, PA have two disadvantages compared to region growing
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Techniques. Indeed, PA do not handle well the enhancements and most approaches apply only to non contrast images.

Park introduced the first abdominal atlas for four abdominal organs on non-enhanced CT images [Park 2003]. Using a PA, he segments the liver by optimizing a MRF formula that depends on intensity distributions computed through the registration of the PA by thin plates wrapping. Then Zhou proposed a segmentation of the liver in non-enhanced images as a threshold of the probabilities of being inside liver, where the probability is defined at voxel level through the PA and an intensity model [Zhou 2005, Zhou 2006]. However, Okada criticizes this last approach because Zhou et al. verified the performance of this technique only on normal and few mildly diseased livers and not on severely diseased ones [Okada 2007]. Shimizu later proposed a segmentation technique for 12 abdominal organs inside the abdominal cavity, still on non contrast CT images [Shimizu 2007]. This technique begins with a rough segmentation obtained through the PA and priors on intensity distributions inside each organ. The rough segmentation is refined with level-sets next. Finally Linguraru proposed a segmentation of pathologic liver and spleen on contrast enhanced images [Linguraru 2010]. An initial segmentation is first obtained through series of rigid, affine and non linear registrations of one PA. This segmentation is then refined using geodesic active contour and an estimation of the distribution parameters inside each organ.

3.2.3 Statistical Shape Model

Statistical Shape Models (SSMs) have often been proposed for the segmentation of the liver. These SSMs define a mesh for the liver envelope along with possible deformations of the nodes describing the liver boundary. Compared to deformable models, SSMs do not only store the shape of the liver, but also the main modes of variation. Thus, the SSM imposes a strong a priori on the liver shape that should improve the segmentation, as segmentation methods without prior information are prone to fail according to Heimann [Heimann 2006]. However, the high variability of the liver is highly challenging because of the difficulty to define a SSM that captures the huge variance of the liver shape. The limited transformations of SSM indeed impede the fit with structures of large natural variability [Heimann 2007, Heimann 2009]. Consequently, later authors using SSMs also introduced an additional step in order to free them from the limited transformations of SSMs. However, the contribution of SSMs still remains significant as a recent review showed that SSMs with a subsequent free deformation step offered the best results during automatic liver segmentation [Heimann 2009]. Indeed, among ten automatic methods that were compared on same data, the three best rated were all based on SSM followed by an additional deformation.
SSM alone

Lamecker constructed a SSM of the liver that was used for segmentation of livers with lesions in PVP, using models of gray levels profiles along surface normals to fit the SSM on new images [Lamecker 2002, Lamecker 2004]. Kainmüller later extended this method by using free forms to define the SSM and by adding a specific step to handle the lesions during the segmentation [Kainmüller 2007]. This approach proved to be the best one during MICCAI segmentation challenge 2007. Heimann then introduced a SSM to segment the liver without major pathologies in PVP [Heimann 2006]. He mainly follows Lamecker’s approach, to which he adds a multi-resolution algorithm and active shape models. The multi-resolution approach allows improving the robustness of the method, while the active shapes are used to authorize small deformations that are prevented by the SSM. Heimann later improved his approach with an automatic initialization of the shape model and by replacing the active shape models by a more complex technique [Heimann 2007]. In a last step, Heimann indeed defines a deformable model that is fitted on the image while keeping the global shape of the fitted SSM.

Combined approaches

Okada introduced a segmentation approach that combines PA and multi-level SSM to segment the liver [Okada 2007]. An initial segmentation is done using PA and voxel similarity measures. The segmentation is achieved next with multi-level SSMs. Multi-level SSMs are coarse-to-fine models that divide a SSM in multiple patches in order to attempt to limit the modifications induced by lesions. These multi-levels SSMs indeed allow decreasing the impact of lesions by fitting multiple SSMs in diverse parts of the liver. This definition also offers more variability than a single SSM as many smaller SSMs are used. Moreover, the increased variability will not affect the overall shape of the liver because of continuity conditions between the neighbor shapes. Ling further continued with the division of the liver in distinct objects by proposing a segmentation using a hierarchical shape model, where liver boundaries are detected using learning based approaches [Ling 2008]. Because gradient or intensity distributions are not sufficient, Ling introduced a shape model divided in five regions with various prior information learned for the detection of the boundary.

3.3 A simple approach: improving existing segmentation

3.3.1 Intro

3.3.1.1 Context

An extension of an existing tool was considered as first approach. Indeed, the segmentation of the healthy liver parenchyma is already available in a segmentation engine that follows the approach proposed by Chemouny (sect. 3.2.1). However, this segmentation is imperfect and cannot be used as a liver envelope. Instead of
beginning from scratch, the improvement of this segmentation in order to obtain a segmentation of the liver envelope was considered as a first approach. This problem was further restricted by considering only the ROI provided by the existing tool. Thus the computation of a liver envelope becomes the research of a smooth envelope that encompasses a binary ROI.

A tool already exists that segments the healthy liver parenchyma with more or less success for CT images in portal phase. This tool segments the healthy liver parenchyma, but is often imperfect on some boundaries and the comportment around the other structures inside the liver envelope is quite variable. Sometimes lesions and vessels will be excluded from the segmentation, sometimes they will be included, and sometimes they will be partially segmented. In the whole and despite its imperfections, this tool provides a correct segmentation of the tissues inside the liver, which may then be extended to the segmentation of the entire liver envelope.

The proposed method computes a liver envelope from a segmentation of the healthy hepatic parenchyma that is assumed to be of sufficient quality. This initial segmentation is not assumed to be perfect, because the method should nevertheless handle some imperfections of the initial ROI for robustness purposes. However, this first approach will not deal with the improvement of segmentation of the healthy parenchyma. Instead, the proposed approach will proceed to the computation of an envelope in order to segment the tissues of the liver that were not segmented.

This entire method lies on the assumption that the healthy parenchyma is the most voluminous part of the liver and is well distributed inside the liver envelope. Computation of the liver envelope is indeed done by computing a smooth ROI that encompasses the segmentation of the healthy parenchyma. When this initial ROI is well distributed inside the liver, the smoothness constraint on the envelope will drive the segmentation to include the missing parts of the liver. Otherwise, the proposed approach will not recover a correct envelope. This constraint is not too restrictive because the healthy parenchyma most of the time accounts for the majority of the liver volume. Besides, when the healthy parenchyma is not predominant, segmentation of lesions do not have any clinical value as the lesions will be too voluminous compared to the healthy parenchyma. In fact, the only problematic case involves huge lesion located on a boundary of the liver with high curvature. For this configuration the smoothness constraint will not be able to include the missing lesion, but only a part of this missing region. This constraint is illustrated by an artificial example on a true liver segmentation (fig. 3.3). While the smoothness constraint allows defining a correct envelope when the initial segmentation is well distributed inside the liver (fig. 3.3.a), a missing part inside the initial ROI leads to poor results when located on a region with high curvature (fig. 3.3.b).

3.3.1.2 Improving an existing segmentation

If the healthy parenchyma is correctly segmented, the computation of the envelope amounts to filling the holes due to the missing parts of the liver, in particular the tumors and the vessels (fig. 3.4.b). These missing parts will be divided in two
Chapter 3. Segmenting the liver

Figure 3.3: Limits of the computation of a smooth envelope from a liver ROI. Reference ROI is shown in dark gray, missing parts in light gray and the correction with the envelope is displayed as a black line.

types depending on the difficulty they induce, which is directly linked with their locations. These holes will be referred as interior holes or surface cavities. For the former case, the missing parts are located inside the liver, which leads to ROIs with holes inside (fig. 3.4.c.1). For the latter case, cavities are located at the surface of the liver, in particular due to abut tumors (fig. 3.4.c.2).

Interior holes and surface cavities cannot be filled using the same approach. Interior holes do not present any difficulty as they may be easily filled using standard morphological operations with a connexity map. However, surface cavities are more challenging and will be the main difficulty this approach has to deal with. Indeed, the difference between a normal variation of the liver and a cavity on the surface of the envelope is not straightforward.

Approaches proposed for filling holes on meshes obtained while scanning 3D objects are retained for the computation of a smooth envelope that encompasses a binary ROI. The proposed approach is divided in three steps. First, the surface cavities are detected and characterized by their boundaries. Then, the boundaries that enclose a cavity are matched. Finally, each surface cavity is filled smoothly with a condition on the continuity of the outline. This approach explicitly deals only with surface cavities; however, the interior holes are also filled as the result of the technique is a contour.

3.3.2 Transformation into a correct envelope

3.3.2.1 Filling surface lesion as holes inside a mesh

The computation of a smooth envelope that encompasses a binary ROI is achieved using a method related to the filling of holes inside 3D meshes. The idea is to create a mesh from the initial binary ROI, before cutting this mesh in order to introduce
Figure 3.4: Segmentation of the hepatic envelope from the healthy parenchyma. Ground truth liver is shown in green, the healthy hepatic parenchyma given as input is blue, and the result of the hole filling process is displayed as purple. The hole filling process should fill interior holes (c.1) and cavities on surface (c.2).
holes on the mesh surface at same locations than the cavities on liver surface. These holes may then be filled with existing methods to fill mesh holes. One should note that this problem is simpler than the usual problem in digital reconstruction, because the envelope to compute is quite continuous and regular. Thus the main difficulty becomes the detection of the cavities on the surface of the initial ROI.

Several other approaches were considered, model registration, fitting B-Splines on the binary mask, and deformation of a mesh. However, all these other approaches were not retained because they were not efficient on preliminary tests or introduced difficulties with no obvious solution.

Model registration aims at matching a model of the liver on the binary ROI, where the model is a representative liver volume. Such method was assumed to correct some of the errors from the initial ROI, because of the introduction of prior knowledge. However, this approach did not provide good results on preliminary results, as the matching of binary volumes is not well done. Moreover, a single representative volume as model does not allow capturing the high variability of the liver. Furthermore, using an atlas instead of a volume as model introduces an additional difficulty. The model will indeed not be binary, thus there is still some way before defining a final ROI from a probability map.

Because of the smoothness constraint on the envelope, one may imagine fitting B-Splines or NURBS on the boundaries of the initial ROI in order to obtain the envelope. Identical approaches have been retained to reconstruct volumes after digitalization, by fitting splines on a set of points [Kumar 2007, Yin 2004, Daniels 2008]. With these approaches the cavities on liver surface could be avoided by setting a number of control points in order to capture the true shape of the object without going inside the smaller cavities on liver surface. Moreover, the constraint set by the number of control points may be able to cope with some initial errors. However, the choice of a number of control points seems unsolvable. This number indeed depends on the shape of the liver; for compact livers only a small number of control points would be required, and on the opposite, livers with distinguishable lobes would require many points. Therefore this approach cannot be used to compute the envelope, because the choice of a number of control points depends on the envelope.

Deformation of a mesh aims at wrapping a mesh around the binary ROI and the possible cavities on surface in order to obtain the envelope. However, this approach cannot provide the expected results. This impossibility comes from two opposite and incompatible constraints. First the mesh should be close to the initial ROI. Then the mesh should not wrap inside the surface cavities. This second constraint is obtained by penalizing high curvatures and concave parts. Because of the size of the surface cavities, these two constraints are impossible to met, even for simple artificial phantoms. Indeed, meeting the first constraint requires giving weight to the data term, and on the opposite the weight of the regularization term has to be greatly increased in order to avoid wrapping inside the surface cavities.
3.3.2.2 Introducing hole filling for meshes

In the field of digital reconstruction meshes represent volumes. These meshes are prone to holes, thus methods to infer unknown parts of objects have been developed. These methods deal with the computation a point set surface, meaning a surface that better match a set of points, while using the known parts of the objects to infer the missing ones [Zhao 2007, Wu 2008, Casciola 2005, Pérez 2008].

The digitalization and reconstruction of 3D objects as meshes is often used in computer graphics and computer-aided design...Whatever the origin, 3D-scanners, design software or others, such meshes are often incomplete. In particular these meshes often have holes on their surface, which is a problem because these holes prevent the use of some algorithms and introduce compatibility problems between software. Thus, methods have been developed to patch these holes in a likely manner.

Many methods have been proposed, however only methods based on patches by continuity have been retained, as they may apply to the transformation of a binary ROI into a smooth envelope. Such methods begin by identifying the holes on the mesh. Then, they define an initial patch, with diverse methods, but always while using the neighborhood of the hole to estimate the orientations of the mesh faces inside the hole. Finally, this patch is regularized using various methods.

Figure 3.5: Filling holes on meshes as proposed by Zhao [Zhao 2007]. A flowchart of the proposed method is given (a), along with the corresponding states for a skull (b). The figure is extracted from Zhao’s paper.

The principle of these techniques will be illustrated using Zhao’s method for an example given in one of his paper (fig. 3.5) [Zhao 2007]. Given an initial mesh, the hole is first detected. Then an initial patch is computed using the Advancing Front Mesh (AFM). The idea behind this technique is to iteratively construct the patch, rim by rim around the boundary of the hole, by adding faces following the average direction of the neighbor faces. Finally, the Poisson equation is used to impose a smooth connection between the faces of the patch mesh in order to approximate the missing region more accurately.
3.3.3 Filling surface cavities

3.3.3.1 Principle

The retained approach mimics the hole filling process of meshes in digital reconstruction (sect. 3.3.2.2). This approach draws a parallel between the holes on a mesh in digital reconstruction and the cavities on the surface of a ROI. From an initial binary ROI $S_{\text{bin}}$ is first created a surface mesh $Q$. Then, holes are artificially cut inside this mesh, where the cavities on the surface of the binary ROI are located. Finally, these holes on the mesh are patched with existing methods to fill mesh holes. For this approach the main difficulty comes from the detection of the cavities on the boundary of the binary ROI $S_{\text{bin}}$, because the location of the holes on the mesh will always be known and because the envelope to compute is quite continuous and regular. One should note that interior holes will be dealt with by this approach as the mesh will define only the outer boundary of the binary ROI.

(a)

(b)

Figure 3.6: Principle of the hole filling process for an artificial example. The process flowchart (a) for the hole filling process is presented and illustrated for an artificial example created by the exclusion of an ellipsis and a circle (b).)

The entire process will now be presented through a simple example defined as an ellipsis with a missing circular part (fig. 3.6). First a mesh $Q$ is computed for the binary ROI $S_{\text{bin}}$. Then, the holes are detected and defined by their boundaries on the mesh. Each hole is indeed delimited by a pair of nodes of the mesh. Finally, each hole is patched using a heuristic value to begin with the most probable holes and to prevent filling normal variations of the binary object.

The holes are detected in two steps; first are detected candidate nodes and then these candidates are paired in order to define the boundaries of each hole. Candidate nodes on the mesh, namely nodes that could be on the boundary of a hole, are detected by looking for nodes where the curvature is varying fast and not as a one-off phenomenon. This constraint indeed allows the detection of hole boundaries, because the researched envelope is assumed to be smooth, thus a breakdown of the smoothness of the surface should come from a cavity. The candidates as hole boundaries are then matched in order to define the holes.
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Given a set of holes that are each defined by a set of nodes, the holes are then patched. These patches are ordered by a heuristic value that aims at measuring the breakdown of the smoothness of the surface of the mesh for the path between a pair of candidate boundaries. This heuristic allows beginning to patch the holes that have the highest probability of being a hole on the surface of the mesh. This value also allows stopping when the candidate holes have low chance of being irregularities on surface, but could rather be normal variations of the object. Each hole is then patched following the idea of Zhao [Zhao 2007]. First all nodes inside the boundary defined by the set of nodes are removed. Then, the AFM is used to define an initial patch. Finally, the patch is smoothed using a simplification of Zhao’s approach; all faces inside the patch are modified in order to minimize the variance of the angles between successive neighbor face.

In this study, the hole filling process was achieved with a 2D approach, where each connex component is processed independently. The 2D approach may indeed be sufficient as the initial binary ROI is already smooth in the third dimension. Moreover, the definition of the boundary of each hole is tricky in 3D, because the constraint on curvature may be not strong enough to detect an entire boundary. Thus, detection of the border of each hole would require to well detect some nodes on this border and then to complete the boundary with well chosen nodes. Moreover, with this construction of the hole boundaries, the distinction between normal variations of the object and missing parts would become a more complex problem.

3.3.3.2 Obtaining a simple contour from a ROI

The computation of the initial mesh is done while satisfying two constraints, the mesh should be precise enough for the detection of the holes, and it should not be too detailed in order to keep only the relevant features of the contour. Obtaining the initial contour will be introduced with an example (fig. 3.7). First, an initial contour is obtained using the Freeman chain code histogram [Freeman 1974]. This treatment defines a contour with one node per pixel on the boundary of the object (fig. 3.7.b). Then, this initial contour is pruned in three steps. Non contributive nodes are first removed (fig. 3.7.c), then nodes that may be removed with few change are deleted (fig. 3.7.b), and finally too close nodes are merged.

An initial contour is computed from a binary ROI by following the boundary of the object, pixel after pixel. This contour is obtained by moving along the boundary of the ROI while following the directions introduced by Freeman. Freeman indeed described a coding chain that defines a line by a set of successive directions to follow in order to move around this line while going through each pixel of the line [Freeman 1974]. By computing this coding chain from a point on the boundary of the object, the contour of the ROI may be obtained when the boundary of the object is used as a line. Then, obtaining the contour from the coding chain is straightforward. And getting the initial point on boundary is also very easy; one only has to go through the image and take the first point inside the object.

The contour is then simplified in three steps, removal of non contributive nodes
Figure 3.7: Computation of a contour from a ROI, example for a connex component of the liver. An initial segmentation is shown in light blue, along with the reference for the liver in orange (a). A missing part of the liver on the right is due to a tumor lesion. The contour for the ROI is first computed using Freeman coding chain (b). Then, non contributive nodes are removed from this contour (c). Finally, this contour is pruned in order to simplify its representation (d).

First, symmetric pruning then and finally a merging of close nodes. First, are removed the nodes that can be removed without any change of the contour. Consequently, straight line segments of the contour are defined by only their boundaries. Then, a symmetric pruning is done by removing the extreme two nodes of three, each time three successive nodes are inside a same circle of a set size. This step allows removing small variations of the contour without modifying the contour too much as what would happen when considering only a pair of nodes. Finally, nodes that are within a small distance from each other are merged in a new node on the middle of both.

3.3.3.3 Detection of hole boundaries

The detection of possible hole boundaries is a critical step for the detection of the holes. This detection is done in a coarse-to-fine manner in order to progressively find candidates by excluding nodes that cannot be on the boundary of a hole. First, the nodes that are almost aligned are removed. Then, the curvature in a neighborhood is computed for the remaining nodes. This curvature is retained next to exclude nodes that are in a region that evolves smoothly. Finally, only one node is retained when many candidates are found in a same part.

First, only nodes that are not aligned with their neighbors are marked as possible candidates. Aligned nodes are indeed not relevant for the problem of hole detection. This first selection is achieved with a threshold for an obtuse angle that is chosen to prevent false negatives. In this study, nodes were retained as candidates when the absolute change of angle between two successive edges was smaller than $\frac{3\pi}{4}$. 
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Candidate nodes are then pruned by searching if the curvature is local or not. This second step is achieved by computing the curvature using second order neighbors (neighbors of neighbors). The same threshold on angle is then used to exclude some candidates.

At this point remain some parts of the contour with many consecutive candidate nodes. Only the most significant node is kept inside each set of consecutive nodes; the node with the highest curvature. The neighborhood for merging nodes was set to 10 pixels (2 times the pruning radius).

3.3.3.4 Matching hole boundaries

The candidate boundaries are then matched in order to define each hole. This match should answer to three problems. First, the method should be able to match candidates that define a hole. Then, false positive should be dealt with. Finally, surface cavities should be distinguished from normal anatomical variations. This match is achieved using a constraint of direct line of view to define possible pairs and a heuristic value to distinguish holes from anatomical variations.

The constraint of direct line of view allows excluding pairs that cannot define a hole, by searching whether or not a straight line between the two nodes intersects with the outline. When two nodes are on the boundaries of a same hole, they may indeed see each other, which means that the line segment between them do not intersect the outline. This definition handles the matching of candidates separated by a hole, but does not distinguish between two nodes on the boundary of a same hole and two nodes inside a hole. However, this step allows dealing with the natural boundaries of the liver and excluding some false positive candidates. The contribution of the direct line of view is shown for a liver slice (fig. 3.8.a). This constraint excludes pairs that do not relate with a trough of the contour and defines possible pairs. However, this step does not define neither the nature of the holes nor their relevance.

A heuristic value is then introduced to estimate the relevance of a hole and to define the order to follow for filling the holes. This heuristic value orders the possible pairs of candidates depending on their probability of being a hole that is assumed to be related to the deepness of the hole between two matched nodes. This value is defined as the ratio between geodesic and square Euclidean distances between two matched nodes. This heuristic value favors pairs with a small neck compared to the contour between them. Thus, non smooth parts will be filled first. Moreover, a threshold may be set to stop filling holes that have low probability of being surface cavities. The contribution of the heuristic values is shown on an example (fig. 3.8.b). One may see that the surface cavities are filled first, before progressively filling parts that modify more and more the global shape of the object and hence have less probability of being surface cavities.
Figure 3.8: Matching candidate boundaries. The matching process is illustrated for a liver outline shown in medium gray, where candidate boundaries are shown as black x. The direct view constraint is presented on a first example (a), with solid blue line for correct pairs and dashed red ones for the incorrect matches. The contribution of the heuristic value is shown in a second example that describes the heuristic value of the match with colored lines (b).
3.3. A simple approach: improving existing segmentation

3.3.3.5 Filling holes

The filling process is applied to a pair of boundary nodes obtained with the previous steps. This process is divided in two steps. First, the part of the contour between the two nodes is replaced by extending the contour while following the direction on either side of the hole. Then, this patch is modified by minimizing the sum of the absolute difference of angles between successive line segments inside the patch. This part of the approach was only done on phantoms and not applied in the main method, in particular for the subsequent tests.

An initial patch is first done by continuity on either side of the hole. Given two matched nodes around a supposed hole, the contour is first opened by removing the edges between these two nodes. Then, the contour is closed by adding a patch between the two nodes by continuity on either side of the hole. The direction of the edges on each side of the hole is retained to extend the outline from both boundary nodes until the intersection of both extensions. This approach may yet be insufficient as it may deal poorly with noise. The direction on either side of the hole is indeed crucial for the smoothing step. Thus, average directions on the neighborhood of each hole boundary might be more robust.

The initial patch is finally smoothed by minimizing the variance of the angles between successive edges within the patch. This smoothing is achieved by minimizing an energy using a gradient descent, where the energy is the angular variances within the patch. One should note that the angles between the outline and the first segments on either side of the hole are included for the computation of the mean angular variation and also for the variance. However, these two segments will remain unchanged during the minimization process in order to insure the continuity with the outline on either side of the hole.

3.3.4 Test protocol

Slices extracted from 2 volumes were retained to define the parameters of the approach. In a first step an initial contour is created using symmetric pruning and merging of nodes, with a pruning radius of 5 pixels and a merging radius of 10. Then, candidate boundaries are selected in multiple steps. The angle definition for characterization of boundary nodes was set to $\frac{3\pi}{4}$, and a minimal heuristic value of 0.05 was chosen to distinguish relevant holes from normal variations. Finally, the filling process was replaced by a straight edge between the selected pairs of nodes.

The method was then applied to 8 new volumes that were chosen because they contain tumors at diverse locations and of diverse sizes. A binary ROI for the liver was first computed using an existing segmentation engine based on the work by Chemouny (sect. 3.2.1). Then the hole filling process was applied slice by slice and connex component by connex component on each slice of the binary ROI.

Results were evaluated by comparing the obtained envelope with a correct reference. In particular, excesses and defaults were counted, namely parts filled while not being inside the liver and surface cavities that were missed. This quantification
of the results was done by counting the number of correct and incorrect detections of holes. Comparison of volumes was not retained because the last filling step was simplified by a straight line.

### 3.3.5 Discussion, results

Most lesions are filled when the initial binary ROI is of sufficient quality. However this comes at a price; many parts of the images are indeed wrongly filled. The detection of the holes due to surface lesions is correct; 91.7% of lesions are filled (780/851) and this rate increases to 96.5% when partial fills are also counted. However, some regions are mistakenly filled because they look like surface cavities. In particular, the aorta is filled for 80% of tests, and folds in the liver are almost always filled. These overfilling are not too problematic. However, incorrect fillings of the kidneys are more annoying and still common; they are indeed partially filled in 65% of cases.

![Figure 3.9: Examples of results for the hole filling process. The initial binary ROI and the filled parts are shown as masks on CT images. The former is shown in light pink and the latter in red.](image)

The proposed approach provides correct results in many cases. However this approach suffers from many lacks. First, the approach assumes that holes boundaries are marked. When this is not the case, the hole is missed. Then, the matching sometimes fails, because the condition of direct line of view is not met or because a boundary point is missing as at bottom left of (fig. 3.9.b). Finally, the treatment of separate connex components often prevents a better filling of the ROI, as in (fig. 3.9.a). Thus other approaches should be considered.

### 3.4 Statistical atlas to represent image variability

#### 3.4.1 Motivation

#### 3.4.1.1 Introducing statistical atlases

Atlases combine a set of volumes in a single representative object that is named atlas. The simplest possible atlas is an average volume as it represents all volumes
inside a training set. However, such definition is too simplistic to be truly useful. Thus, statistical atlases were introduced to model the statistical variations of the volumes inside a training set.

Statistical atlases may be used to model the intensity distribution at each point of the atlas domain, or to model the variations of shapes of some objects inside a volume. The former was proposed by Glocker et al. for a Gaussian model of intensity distribution [Glocker 2007a], and the latter was proposed by many authors either as probabilistic atlases (PAs) or as statistical shape models (SSMs). First, PAs were introduced by many authors in the liver case in order to model the spatial probability of belonging to the liver, functions of the spatial location [Park 2003, Shimizu 2007, Okada 2007, Zhou 2005, Lamecker 2002]. Then, SSMs were introduced to define a representative mesh for the liver boundaries along with its possible variations [Lamecker 2002, Okada 2007].

Every atlas definition requires the knowledge of the spatial location inside a volume. Thus a common spatial basis should be defined to make sense. Several approaches have been proposed that will be ordered by increasing precision. Shimizu and Zhou retained landmark standardization [Shimizu 2007, Zhou 2005], Park chose affine volume mapping [Park 2003], and Okada and Glocker selected nonrigid registration [Okada 2007, Glocker 2007a]. First, landmark standardization aims at mapping a number of characteristics points together in order to align some visible structures. Then, the other methods research a transformation that aligns the images, using only affine transformations in the affine case and transformations with more degrees of freedom in the case of nonrigid registration. Nevertheless, each approach aims at decreasing the spatial variability between the volumes. Thus, only the relevant variations of the structures inside the images are captured and not the spatial variations between the volumes.

As part of this study, the retained statistical atlases will only model the intensity distributions, functions of the spatial location in the atlas. Then, only nonrigid registration will be considered for the spatial normalization as this technique offers the best mapping abilities.

### 3.4.1.2 Atlas’ worth

Because of their ability to model intra-patient variability, atlases are often retained as *a priori* for the segmentation of objects inside images. Statistical atlas are indeed an improvement compared to simple volumes, as they allow capturing the variations within a training set, and thus are more precise than a single volume. This precision contributes to the relevance of an atlas for segmentation, in particular when the region to model is highly variable such as inside the abdomen.

Statistical atlases have already been applied for segmentation. First, Glocker et al. constructed a statistical atlas that was applied for cartilage segmentation using nonrigid registration [Glocker 2007a]. Then, Shimizu and Zhou segment the liver inside CT images using a PA for the spatial location of liver along with a pdf for the liver intensity [Shimizu 2007, Zhou 2005]...
A new atlas will be introduced that relies on the state of the art nonrigid registration technique retained for Glocker’s atlas [Glocker 2007a], but models the intensity distributions with a more complex statistical model, GMM. First, this atlas models the intensity variations at voxel level, because a single distribution for an entire organ is a priori not sufficient for the liver. Then, a state of the art nonrigid registration technique is retained for this atlas, which allows for accurate and quick fusions of images or atlases. Finally, statistical modeling is not done with simple Gaussian distributions, but with Gaussian Mixture Models. Indeed, the different phases of enhancement induce radical changes of intensity ranges that cannot be well described with a Gaussian pdf.

3.4.2 Theoretical background

Some background tools and theories will be introduced for subsequent sections. First registration will presented; registration is at the heart of atlas creation and of many possible clinical applications. Then, a simple example of statistical atlas will be introduced. Finally, theoretical notions required for the definition of the new statistical atlas will be given, namely Gaussian mixtures, k-means and the EM algorithm.

3.4.2.1 Image registration, working on a same basis

Definition

Registration is the task of aligning two images on a same spatial basis. Indeed, registration aims at finding a correspondence between two images in order to locate identical structures in both images. The registration can then be used for fusion of both images, namely the simultaneous visualization of both images one atop the other. This fusion has many applications either from a medical standpoint, or in Computer Vision. Fusion and registration will be first introduced through a 2D example. And then, the physical factors that impose registration will be detailed.

Two CT-slices taken from two different patients are registered (fig. 3.10.a,b). Both images are around the same location in the body. However, the images are quite different; liver, stomach and even skin do not have the same shapes. Thus a fusion of both images cannot be directly used for comparison; registration is required. Registration defines a deformation field (fig. 3.10.c) that allows transforming the source image into a deformed one (fig. 3.10.d) that better matches with the target image. A fusion of this deformed image with the target image is then more meaningful as they are more similar than before. However, one may note some artifacts on the left part of the liver and on the stomach. The fusion indeed distorts the image, which might be detrimental to the initial structure of objects (e.g. transformation of one circle onto a square). To prevent such destructive distortions, registration should be done as a balance between similarity with a target image and preservation of the shapes of the structures.
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Figure 3.10: Nonrigid registration of two slices of the abdomen. The source image (a) is registered on the target image (b). This registration is done through the computation of a deformation field (c). This deformation field is then applied to the source image in order to define a deformed image (d) that better matches with the target image. For this example, registration was achieved with the drop2D software using SAD as similarity measure [Glocker 2009, Komodakis 2009b].
The spatial coordinates of one voxel cannot be directly used to find the correspondence between two images, both for registration of images from a same patient and for registration of images from two different persons. First, the position of one patient changes between two image acquisitions, because his position inside the imaging machine will never be exactly the same. Then, internal organs move or even change. Because patients breathe, internal organs move. In particular, the movements inside the abdomen are especially large as the abdomen is both close from the lungs and composed mainly of soft tissues. Moreover, organs evolve due to pathologies; for example lesions may grow in the context of this study. Finally, the anatomical structures vary widely because of the anatomical variability between patients.

Value of registration

Fusion of images has many applications either from a medical or a Computer Vision perspective. First, image fusion eases and improves the follow-up of lesions. Indeed, fusion allows displaying a same lesion for various exams spread over time one atop the other. Thus, the evolution of one lesion is more easily seen. Fusion is also useful when numerous lesions have to be followed up. For example, searching a same lesion inside various images might be difficult for pulmonary nodules. In this case, a fusion brings a time gain as it provides the correspondences between the lesions. Then, registration enables the fusion of images from diverse imaging modalities, which may contribute to better diagnosis. However, multi-modality registration will not be further developed as this study focuses on CT only. Finally, registration provides a way to obtain many images on a same basis, which makes the creation of atlases possible. Atlases are collections of maps that represent an object, either an organ or a volume. These atlases account for the anatomical variability of tissues, while excluding their spatial movements. Thus, registration is required for the creation of these atlases. Moreover, registration is also a crucial step when segmenting the anatomical structures that are modeled by one atlas. Indeed, the image where segmentation is done should be spatially aligned with the atlas for the atlas to have some value.

In this study, the registration domain will be limited to intrinsic dense nonrigid registration methods [Andronache 2006]. First, extrinsic methods rely on artificial markers placed before the image acquisition. These approaches are not relevant for this study. Indeed, obtaining these markers would require a change of the acquisition protocols and would not account for the wide anatomical variations inside the abdomen. Thus, only intrinsic methods are retained, i.e. approaches that use the entire image volume for registration. Then, methods based on voxel similarity are retained. Methods based on landmarks are indeed both less precise and hard to apply to the liver. Moreover, using entire images is more informative than using a few landmarks. Furthermore, the automatic detection of landmarks is difficult for the liver as some boundaries are not well marked and many landmarks disappear between various injection phases. Finally, rigid registration methods are excluded.
from this study because they cannot account for the internal movements of organs and the anatomical variations. Indeed, rigid registration consists in finding the 6 degrees of freedom that better match one image onto another (3 translations and 3 rotations). Thus, rigid registration cannot account for the internal movements nor for the anatomical variability.

**Nonrigid registration**

While rigid registration is sufficient for many medical applications, nonrigid registration is required for intersubject registration and atlas matching. Indeed, the rigid constraint cannot account for the nonlinear variations between patients. The anatomical variability and the movements due to breathing induce a high variability of the structures between different subjects that cannot be explained through a rigid transformation. Thus nonrigid registration methods are required to create and use a statistical atlas. These methods can be described by three components: a transformation model, a similarity measure and an optimization technique [Wang 2007].

As mentioned before, registration aims to find a transformation $T$ that better match a source image $V_{src}$ onto a target one $V_{trg}$ for the chosen similarity measure. In the field of nonrigid registration, often Free Form Deformations (FFD) based on B-Splines have been introduced as deformation model. The idea is to embed one image into a solid that is then deformed to fit onto another image. One of the main contributions of this approach is the ability to describe complex deformations with only a small set of displacements for a set of control points. Thus, this method has been widely used since its introduction by Rueckert et al. [Rueckert 1998].

The similarity measures the adequacy between two voxels, which provides a way to find the optimal transformation between two images. This optimal transformation is found when distance between the target and the deformed image is minimal. While for landmark registration this distance may be simply defined as the Euclidean distance between the landmarks, dense registration requires more complex distances defined between voxels. Thus, similarity measures are introduced for dense registration as distances between two voxels. Two different measures are considered, SAD (Sum of Absolute Differences) and MI (Mutual Information). SAD is the simplest similarity measure, defined for each pair of voxels as the absolute difference of intensity between the two voxels. For this measure to remain relevant, the intensity information should remain similar between the two images. Thus this distance is relevant for registration of images of same modality. On the opposite, MI is a similarity measure designed for registration of multimodal images that was introduced almost simultaneously by Viola and Maes [Viola 1995, Maes 1996]. Mutual Information comes from the information theory and measures in this particular context the statistical dependences between two voxels. As no assumption is done for this measure, MI applies well whatever the characteristics of both images.

The optimization technique aims to compute the optimal transformation following the chosen transformation model, by minimizing the chosen similarity measure. This step is crucial, because the quality of the optimization impacts the overall
quality of the transformation. Moreover, from the speed of the optimization depends the clinical prospect of the registration. A recent improvement by Glocker et al. using a multiscale approach along with graph-cuts resolution attracted lots of interest because of its ability to provide good registration accuracy along with small computation times [Glocker 2008, Glocker 2007b]. In this approach the registration problem is expressed as a MRF energy that is then optimized using a precise and fast algorithm. This method will be detailed in a subsequent section (sect. 3.5.3.1).

### 3.4.2.2 Statistical atlas as one Gaussian per pixel

A statistical atlas aims to model the statistical variations of intensities inside a volume, in order to represent as well as possible the structures inside this volume. The choice of a statistical atlas against a simple mean volume is justified by the improvement brought. The statistical atlas indeed allows capturing the variations within a set of images, when an average volume would be too simplistic.

In order to model only the anatomical variations to the exclusion of spatial variations, statistical atlases have to be computed on a set of registered volumes. As seen in previous section (sect. 3.4.2.1) registration defines a transformation that matches one image onto another. Such transformation allows removing spatial variations between the images. Moreover the registration allows keeping only the relevant anatomical variations; the small anatomical variations and the changes of locations due to the breathing should indeed be removed or lessened by the registration. Thus a set of registered volume $W = \{V_1, \ldots, V_n\}$ is introduced to create an atlas by modeling the intensity variation within the training set and for each location inside the volumes.

In a previous paper Glocker et al. constructed a statistical atlas on such a set of registered volumes, or training set, using a normal distribution of intensity as model, before carrying out cartilage segmentation [Glocker 2007a]. For the given set of registered volume, Glocker et al. construct an atlas that gives a Probability Density Function (pdf) for each voxel $x$ of the volume. This atlas is composed of an optimal representative volume and a variance map, which defines a statistical atlas with one Gaussian pdf per voxel. The optimal representative volume $V_M : \Omega \rightarrow \mathbb{R}$ defines the mean value for each point of the atlas. And the variance map $\sigma_M : \Omega \rightarrow \mathbb{R}$ gives the deviation between the optimal volume and the training set. These two volumes contain the parameters for the distribution models on each point of the space. For each voxel $x \in \Omega$ the atlas defines a statistical distribution for this location as a normal distribution with a mean $V_M(x)$ and a standard deviation $\sigma_M(x)$.

$$
 p_x(i) = \mathcal{N}(V_M(x), \sigma_M(x))
 = \frac{1}{\sqrt{2\pi}\sigma_M(x)} e^{-\frac{(i - V_M(x))^2}{2(\sigma_M(x))^2}}
$$

(3.1)
3.4.2.3 Gaussian Mixture Models

Gaussian Mixtures Models (GMMs) are models expressed as weighted sums of Gaussian distributions. They may be regarded either as statistical models for distributions created by clustered data, or as statistical clustering methods. From a mathematical point of view these Gaussian Mixture Models (eq. 3.2) are defined as weighted sums of Gaussian (or normal) distributions (eq. 3.3).

\[
f(x) = \sum_{i=1}^{l} \pi_i \mathcal{N}(\mu_i, \sigma_i) \tag{3.2}
\]

\[
\mathcal{N}(\mu, \sigma): x \rightarrow \frac{1}{\sqrt{2\pi\sigma^2}} \cdot \exp\left(\frac{-(x-\mu)^2}{2\sigma^2}\right) \tag{3.3}
\]

In medical imaging, many tissues with very different intensity ranges are encountered, thus GMMs are often used to model intensity distributions. In such cases, the normal distribution \( \mathcal{N}(\mu_i, \sigma_i) \) defines the intensity distribution for one cluster, and the weight \( \pi_i \) gives the probability of being inside this cluster. For example, the distribution shown in (fig. 3.11) is composed of three clusters with diverse weights. The first cluster (dashed blue) has a higher probability of happening than the red dotted one.

GMMs may be used in the opposite way too, namely given a data sample one wishes to find the GMM that best fit with this sample. This approach will model the data as coming from diverse modes, while defining the importance of each mode. This clustering ability is illustrated for a sample distribution composed of two different clusters (fig. 3.12.a). Fitting a GMM on such sample means defining each cluster
by its distribution $\mathcal{N}(\mu_i, \sigma_i)$ as well as by its relative probability $\pi_i$. The difficulty lies with the computation of the parameters of the GMM (fig. 3.12.b). Indeed, the number of components for the GMM and the parameters of each component are not easily found. These parameters are nevertheless obtained for a set number of components thanks to the Expectation Maximization algorithm (EM) (sect. 3.4.2.5). Moreover, a measure will be introduced that allows defining the optimal number of components for a specific data sample (sect. 3.4.2.6).

![GMM for clustering](image)

(a) Sample distribution (b) Fitted GMM

Figure 3.12: GMM for clustering. An artificial sample distribution contains spatial locations of two distinct modes shown as blue crosses and red squares (a). By fitting a GMM with 2 components on this data, the two modes may be retrieved (b).

### 3.4.2.4 K-means

K-means is an algorithm that constructs a partition of a population into $k$ clusters by minimizing the sum of squares within clusters. This simple algorithm was introduced by MacQueen in 1967 and is still widely used because of its good clustering ability and its simplicity [MacQueen 1967]. In particular k-means is often used as initialization for other clustering algorithms like the EM one. The main idea is to place $k$ centroids and to iteratively alternate two steps. First, all points of the population are assigned to the closest centroid, which defines a partition for each centroid. Then, the centroids are updated to take in account the new partitions.

Given a set of $n$ observations $x = \{x_1, \ldots, x_n\}$, k-means clustering aims to partition the observations $x$ into $k$ sets ($k < n$). This partition $C = \{C_1, \ldots, C_k\}$ is obtained by minimizing an objective function defined as the sum of squares within clusters (eq. 3.4). This minimization aims to define $k$ clusters $C_i$ where sample points remain close from their centroids $\mu_i$ for the distance function $\|\cdot\|$.

$$\arg\min_C \sum_{i=1}^{k} \sum_{x_j \in C_i} \|x_j - \mu_i\|^2$$  \hspace{1cm} (3.4)

The optimal partition $C$ is often a NP-hard problem, thus a heuristic approach was developed to find an approximate partition through an iterative refinement.
approach [Mahajan 2009, Dasgupta 2008]. This approach iteratively consists of one assignment step followed by an update of centroids. The first step aims at defining each cluster $C_i$ of the partition by assigning every observation to the cluster with the closest centroid (fig. 3.13.b,c). The second part aims at updating centroids according to the new partitions (fig. 3.13.c,d).

Cluster centroids $\left\{ \mu_{i}^{(t)}, \ldots, \mu_{k}^{(t)} \right\}$ being known for step $t$, the new clusters $C_i^{(t+1)}$ are first defined by assigning each observation to the cluster with the closest centroid (eq. 3.5).

$$
C_i^{(t+1)} = \left\{ x_j \in x : \| x_j - \mu_{i}^{(t)} \| < \min_{i \neq k} \| x_j - \mu_{k}^{(t)} \| \right\}
$$

(3.5)

Then, the centroids are updated with the components of the new clusters (eq. 3.6).
And finally, the optimal partition for this heuristic is obtained when assignments no longer change.

\[
\mu_i^{(t+1)} = \frac{1}{|C_i^{(t+1)}|} \sum_{x_j \in C_i^{(t+1)}} x_j
\]

(3.6)

This method has two main drawbacks. First, the heuristic approach does not guarantee the optimality of the solution. Thus, the obtained partition may be suboptimal. Moreover, the solution is dependent of the initialization. Then, a wrong choice of \( k \) may lead to incorrect results. The choice of the initial centroids is not detailed, but is important, because the entire technique depends on this initialization; different initializations may indeed give different partitions. Thus the algorithm is often applied more than once, with different random picks inside observations as initialization. The centroids may also be initialized by taking observations far from each other. The number of clusters is also a source of errors as a wrong choice of \( k \) may lead to poor results. When the number of modes inside the sample differs from \( k \), clusters will indeed not match with the true modes.

### 3.4.2.5 Expectation Maximization algorithm

**Expectation Maximization**

The Expectation Maximization algorithm (EM) is an efficient algorithm to estimate the parameters of a model for which some observations are most likely. The EM algorithm was introduced in 1977 by Dempster to estimate the parameters that maximize the likelihood on incomplete data, and has been widely used since [Dempster 1977]. This algorithm is composed of two steps, an E-step and an M-step. First the E-step aims to estimate the missing data using the observations and the current estimates for the model parameters. Then the M-step relies on these estimates of missing data to maximize the likelihood function.

The EM algorithm seems similar to the k-means algorithm. Indeed, they both apply to the problem of clustering data. However, there are several major differences. First, with k-means, data is clustered without prior knowledge, whereas the model to optimize introduces a major \textit{a priori} for the EM algorithm. One may argue that the distance function inside k-means is indeed a prior knowledge, but this distance is a weak \textit{a priori}. Then, with k-means every observations is explicitly assigned to a single cluster, while EM deals with probabilistic assignments of both observations and hidden observations. Finally, the quality of the final results differs. With k-means a heuristic approach is followed with no guarantee on the final solution. On the opposite the EM approach guarantees the local optimality of the solution.

Given a set of \( n \) observations \( x = \{x_1, \ldots, x_n\} \) and a proposed model \( p(x | \Theta) \), where \( \Theta \) are the model parameters, the EM algorithm aims to find a set of parameters \( \Theta \) that maximizes the likelihood of the model \( p(x | \Theta) \) for the observations \( x \). The specificity of the EM approach comes from the addition of hidden observations. Indeed, a small set of observations cannot describe entirely one model; some missing
observations may be important. The EM algorithm aims to take these missing observations in account by adding some hidden observations \( z = \{ z_1, \ldots, z_m \} \) that are estimated through the algorithm. The problem then becomes the maximization of the incomplete-data log likelihood (eq. 3.7), i.e. the maximization of the likelihood of the observations and the hidden ones.

\[
\arg \max_{\Theta} p(x \mid \Theta) = \arg \max_{\Theta} \left[ \log \sum_z p(x, z \mid \Theta) \right] \tag{3.7}
\]

The maximization of the log likelihood is done by a coordinate ascent by maximizing the expected complete log likelihood \( Q(\Theta \mid \Theta^{(t)}) \). This maximization is done iteratively by alternating an E-step and an M-step. First, the E-step aims to estimate the conditional likelihood of the hidden data given the observations \( x \) and the estimation of parameters at step \( t \) \( \Theta^{(t)} \) (eq. 3.8). Then, the M-step aims to update the model parameters, by maximizing the expected complete likelihood (eq. 3.9).

\[
Q(\Theta \mid \Theta^{(t)}) = E_p(z \mid x, \Theta^{(t)}) \left[ \log p(x, z \mid \Theta) \right] \tag{3.8}
\]

\[
\Theta^{(t+1)} = \arg \max_{\Theta} Q(\Theta \mid \Theta^{(t)}) \tag{3.9}
\]

The EM algorithm requires some initial estimates for the parameters that will impact the final result. Such estimation is often done using the k-means algorithm because of its speed and robustness.

**Expectation Maximization for Gaussian Mixture Models**

The EM algorithm applies to GMMs, for which an interesting property appears. For GMMs the two steps of the EM algorithm may indeed be done at once because an analytical solution exists, where all model parameters can be directly computed from previous estimated parameters using the posterior distributions.

Given a set of \( n \) observations \( x = \{ x_1, \ldots, x_n \} \) the EM algorithm is applied to a Gaussian Mixture Model \( p(x \mid \Theta) = \sum_{i=1}^{l} \pi_i N(\mu_i, \sigma_i) \), where the model parameters \( \Theta \) are defined by \( \Theta = (\pi_i, \mu_i, \sigma_i)_{i \in [1,l]} \). The parameters of this model are iteratively computed using only the previous parameters and the \textit{a posteriori} distributions \( p(i \mid x_j, \Theta^{(t)}) \) for each mixture component, given the observations and the previous model parameters (eq. 3.10).
where \( \forall (i,j) \in [1,l] \times [1,n] \), \( p_{i,j}^{(t)} = p \left( i \mid x_j, \Theta^{(t)} \right) \)

### 3.4.2.6 Minimum Description Length

The Minimum Description Length (MDL) introduces a way to find the optimal number of clusters that represents some data. In particular, for GMMs, MDL relates with the computation of the optimal number of components to represent some data.

Given a set number of mixture components, one may easily fit a Gaussian mixture on a sample distribution \( x \), using the Expectation Maximum algorithm. However, the choice of an optimal number of Gaussian components \( l_x \) for a sample \( x \) is not straightforward. The model should indeed satisfy two constraints. The model for the sample \( x \) should reflect as much as possible the intrinsic properties of the sample \( x \), while being the shortest possible one. These constraints mean that the model should represent the sample as well as possible, while remaining robust to the noise inside the sample. The best model should also use the least possible parameters to code the data, which allows decreasing computation time and memory consumption, as well as preventing overfitting.

Rissanen solved this problem by the introduction of the Minimum Description Length (MDL) \[\text{Barron 1998}\]. He described a way to find the optimal number of clusters that represents some data, meaning the shortest description that represents some samples, while taking in account both the model and its error. The MDL is defined as follows and allows defining the best model for one sample, as the one with the smallest MDL.

\[
\text{MDL} = \min_{k, \Theta} - \log \left( p(X \mid \Theta) \right) + \frac{1}{2} k \times \log(n) \tag{3.11}
\]

where the first component is the log likelihood of the model given a set of parameters \( \Theta \), and the second one a penalty proportional to the number of parameters for the model \( k \) multiplied by the log size of the sample \( n \). This definition was applied to GMMs by Kyrgyzov et al., who proposed an analytic formula for the MDL value when using Gaussian Mixture Models \[\text{Kyrgyzov 2007}\].

\[
\Lambda(l) = - \frac{1}{2} \sum_{j=1}^{l} n_j \log \left( \frac{n_j^2}{|\sigma_j|} \right) + \frac{2n + 3l - 1}{2} \log(n) - \frac{n}{2} \log(2\pi) - \frac{n^2}{2} \tag{3.12}
\]
where $l$ is the length of the Gaussian mixture, $n_j$ is the number of samples belonging to the $j^{th}$ Gaussian component of the mixture. This last number ($n_j$) is the posteriori computed while fitting the mixture on the sample $x$ with the EM algorithm.

The research of an optimal model for a same sample $x$ and using only GMMs may then be restated as a simpler minimization problem. The number of observations indeed becomes a constant because the sample distribution does not change.

$$\Lambda'(l) = -\sum_{j=1}^{l} n_j \log \left( \frac{n_j^2}{\sigma_j} \right) + 3l \cdot \log(n)$$  \hspace{1cm} (3.13)

### 3.4.3 Creation of a statistical atlas

#### 3.4.3.1 A simple example

Atlases aim at defining a representative model for a set of images. This modeling should be done on registered images in order to remove the variations due the spatial changes between the images. First, a mean image would be the simplest model for the variations within an image set. However, such representation cannot account for complex images. Thus, statistical atlases were introduced to improve the modeling of images, first using Gaussian models and then using GMMs. Statistical atlases will now be introduced through a simple example, while explaining some choices and pointing some flaws of the models.

Atlases should be computed on registered sets of images. Otherwise the models become more dependent on the spatial variations between the images than on the variations of the structures inside the images. This constraint is shown for an artificial data set (fig. 3.14). A small data set was created using ellipses on images with two gray levels. A registered set of images was then created by registering each image onto a same target. Two representative images were computed next as mean images, the first one on the raw images (fig. 3.14.a), and the second one on the registered images (fig. 3.14.b). The mean image computed on the source images displays a high variability around the location of the ellipses due to the diverse shapes of the ellipses. On the contrary, the mean image computed on registered images shows little variability due to the possible shapes of the ellipsis. This feature explains why atlases are computed on registered sets. This mean image also shows that mean images cannot well model a set of images, as the intensity difference between the ellipsis and the background is null inside the mean image computed from the registered set (fig. 3.14.b). Thus, statistical atlases were introduced to improve the modeling of intensities inside the image set.

Statistical atlases were introduced to improve the modeling of intensity distributions compared to a mean image. Two types of statistical atlases were considered and applied to the previous set of registered images (fig. 3.15). The first atlas follows the definition proposed by Glocker et al. (sect. 3.4.2.2) [Glocker 2007a]. This atlas indeed models the intensity distributions using Gaussian pdf. Then, the second one is an improvement and a generalization of this last method, which models the
Figure 3.14: Atlases as mean images created on raw and registered image sets. Elliptic phantoms are considered to create an atlas as a representative image. A mean image computed on the raw samples is first shown (a). Then a mean image is computed on a registered set (b). The registered set was created using the first sample as target image during the registration using drop2D with NMI or SAD as similarity measure [Glocker 2009].
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intensities using GMMs. These atlas definitions are finally compared for the previous set of registered images. First, the imperfections of registration give atlases that are composed of five regions with diverse intensity distributions, including two significant parts and three smaller regions. Then, statistical atlases offer better differentiation abilities than mean images. Indeed, with statistical atlases, the intensity distributions differ between the ellipsis and the background. However, a Gaussian model for the distribution is not sufficient to get a good difference between background and object, as both distributions cover a same intensity range (fig. 3.15.a). On the opposite, GMMs allow handling cases with multiple modes. Thus the difference between background and object becomes more marked (fig. 3.15.b). However, using GMMs introduce an additional risk because non-significant modes might be modeled.

3.4.3.2 Definition

A statistical atlas is introduced as one optimal Gaussian mixture per voxel. This construction improves a statistical atlas defined as one Gaussian distribution per voxel (sect. 3.4.2.2). Such an atlas indeed provides a better modeling of intensity distributions without overfitting. This definition is also a generalization of the statistical atlas with one Gaussian pdf per voxel, as a Gaussian distribution is simply a GMM with a single component.

Modeling the intensity distributions as GMMs instead of Gaussians allows better modeling. Moreover, the condition of optimality prevents overfitting. First, Gaussian distributions cannot well describe every intensity distribution inside the abdomen. For example, intensities vary widely inside blood vessels, functions of the injection phase. Thus, a normal distribution cannot account for the various cases. On the opposite GMMs can. They indeed allow setting different components corresponding to the different phases. Then, GMMs are added with low risk of overfitting because of the optimality constraint. Indeed, while GMM offers better modeling abilities, this could come to the cost of overfitting, namely modeling even the random variations of intensity. Thus only optimal GMMs are retained to model the intensity distributions. Optimality is defined following Occam’s razor, as the simplest model that matches well with the data in order to minimize the risk of overfitting. The optimality is thus defined by the MDL (sect. 3.4.2.6).

From a mathematical perspective, the atlas $\mathcal{A}$ is defined as a function from a volume $\Omega$ to a space of Gaussian Mixtures $\Xi$ that maps voxels $x$ to GMMs of length $l_x$. A GMM is defined for each voxel of the volume $x \in \Omega$, which models the intensity distribution at the location of the voxel $x$ inside space. Each GMM is guaranteed to be optimal by the selection of the best model as defined by the MDL.

$$\mathcal{A} : \begin{cases} \Omega & \rightarrow \Xi \\ x & \rightarrow p_x = \sum_{i=1}^{l_x} \pi_{x,i} N(\mu_{x,i}, \sigma_{x,i}) \end{cases}$$ (3.14)
Figure 3.15: Comparison of two definitions for statistical atlases. Two atlases are computed for the previous set of registered ellipses (fig. 3.14). First a statistical atlas defined with one Gaussian pdf per pixel is shown (a). Then an atlas defined with GMMs is displayed (b). For both atlases the intensity distribution is shown for each part of the image.
Figure 3.16: Creation of registered volumes for use during atlas construction. Several volumes are registered on a same target. All these volumes are first clipped around the liver region in order to simplify and speed-up the process. Then, they are subsampled by a factor 2 for performance reasons (both because of reduced memory consumption and additional speed). Finally, the subsampled volumes are registered on a same target and in a soft manner.
3.4.3.3 Construction

The atlas is defined at each voxel of one volume by computing the optimal GMM that models an intensity sample extracted from a set of registered images. A set of \( n \) registered volumes \( W = \{ V_1, \ldots, V_n \} \) is first created. Registered volumes are indeed required in order to remove the spatial variability inside the CT images. This set defines an intensity sample for each voxel of the volume that is then used to compute a good intensity model at each voxel.

First, a set of registered volumes is created by registering volumes on a same target (fig. 3.16). This registration may be done using any method as long as the registration is nonrigid and keeps the relative positions of organs. First, registration should be nonrigid because the atlas aims at modeling the anatomical variations between medical images. Indeed, rigid or no registration would not remove the spatial variations between the images. Thus, atlases computed on such sets would not have any use for the characterization of anatomical variations. Then, the registration should be done while insuring that the deformation field remains smooth and without folds. Otherwise the boundaries between organs would be modified, which would create artifacts in the training set and possibly inside the atlas.

Then, a pdf is defined at each voxel \( x \) of the volume as an optimal Gaussian mixture (fig. 3.17). At each voxel \( x \), the set of registered volumes \( W \) defines an intensity sample that is used to compute the optimal GMM. The EM algorithm is first used to fit GMMs with various sizes on the sample. Then, the GMM with the smallest MDL value is retained to model the intensity distribution at voxel \( x \).

3.4.3.4 Implementation issues

The computation of the optimal GMM was simplified by the introduction of a maximum length \( l_{\text{max}} \) for GMMs. This parameter simplifies the research of the optimal MDL by setting a finite number of possible candidates. Given a sample, GMMs are fitted for every length between 1 and \( l_{\text{max}} \) using the EM algorithm after initialization with the k-means algorithm. Then, the MDL value is computed for each GMM, which provides the optimal GMM.

Degenerate distributions may sometimes be introduced through the fitting process of GMMs. Thus, some post-treatments are added to remove Dirac’s components of GMMs (components with 0 standard deviation). Moreover, a default model is introduced to model the intensity distribution inside background in order to keep a constant background. First, fitting GMM may sometimes introduce components with 0 standard deviation. These components are modified with a set standard deviation in order to keep continuous distributions. Then, the voxels in background are given a default GMM. The intensities outside the body are indeed small, but also very noisy. Thus, the optimal GMM within this region often contains many components that are not relevant. Therefore, these GMMs are replaced by a default GMM in order to decrease memory consumption, speed-up the evaluation of GMMs and improve the robustness to changes of intensity inside the background.
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Figure 3.17: Creation of an atlas from a set of registered volumes. Given a set of n volumes registered on a same target, an intensity sample is first extracted for each voxel of the space. Then, each sample is modelized by GMM with exactly 1, 2, 3, 4 or 5 components. The optimal model at each spatial location is finally decided by the MDL measure.
3.4.3.5 Method

A set of registered volumes was created by registering a set of clipped and subsampled volumes on a same target volume. First, images were clipped to contain only a region around the liver. Then, images were subsampled by a factor 2 on each axis. Finally, registration was achieved with the drop software developed by Glocker [Glocker 2009].

In a first step CT volumes are clipped to contain only a region around the liver. This step aims at simplifying the problem by working on a smaller volume by excluding non relevant parts for this study (higher part of lungs, legs...). This process is not too restrictive and may be automated. First, this clip is done without trying to obtain a precise region in order to avoid introducing a bias in the registration due to repetitive locations. Then, this clip is indeed one of the standard views for this kind of medical image. For follow-up or detection of liver tumors, CT scans of the abdomen are the standard proceeding, along with thorax or pelvis in some cases. Finally, transforming any problem into this simpler one is not difficult. The upper part of the liver may be easily found by searching for the lungs and the heart, and the bottom part may be found using the hips. Indeed, several authors described methods to go back to this smaller volume [Soler 2001, Zhou 2005, Shimizu 2007, Choudhary 2008].

Original images were subsampled by a factor 2 on each axis. Original images were of various sizes, typically 512x512x., and subsampled to 256x256x. The contribution of this subsampling is twofold. First, it simplifies the creation of the initial set of registered volumes. Then, it decreases the memory required to load an atlas. Indeed, this subsampling decreases the memory requirements of the atlas by a magnitude of 8. This extra memory will later benefit to segmentation with an atlas.

The set of registered images is finally obtained by registering a set of raw images on a well chosen image. The choice of the target image introduces a bias on the set of registered volumes. Thus, this target volume should be a well chosen representative volume in order to minimize the bias. An uncommon target image would indeed introduce a huge bias, because registrations would become less precise. Consequently, many errors would be introduced in the atlas.

The computation of each optimal GMM is achieved through the computation of the GMM with the smallest MDL for a sample extracted from the set of registered images. First, an intensity sample is created for each voxel of the target image used to create the set of registered images. This sample is extracted from the registered set of images by taking all intensities for the same voxel within the set. Then, a GMM is fitted on each sample by the EM algorithm with an initialization with the k-means algorithm. Fitting is done for every possible number of components between 1 and \( l_{\text{max}} \). Next, MDL is computed for each GMM, and the GMM with the smallest MDL value is chosen as optimal GMM. Finally, the optimal GMM is parsed to replace Dirac’s components by normal distributions with a small standard deviation and to replace GMMs in the background of the image by a default distribution.
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3.5.1 Intro

Atlases may be used for the segmentation of images. Given a reference segmentation $A_{seg}$ for an atlas $A$, any new image $V_i$ may be segmented by applying a deformation field to the reference segmentation $A_{seg}$, where the deformation field is obtained while registering the atlas onto the new image $V_i$. The atlas $A$ is first registered on a volume $V_i$. This registration defines a deformation field that matches the atlas on the new volume. Then, this deformation field is applied to the reference segmentation, which gives the location of the same segmented structure inside the new volume $V_i$. Thus, the deformed reference segmentation provides the segmentation inside the new image provided that the registration is correct.

Figure 3.18: Segmentation through registration of a representative image. A representative image (a) is registered onto a new image (c) through a transformation defined by a deformation field (b). The segmentation of the new image (e) is then obtained by applying this deformation field on a reference segmentation for the representative image (d).

Segmentation through atlas registration will be first illustrated for a simplistic representative volume on artificial images (fig. 3.18). A mean volume $V_M$ and a reference segmentation $V_{seg}$ for the liver are introduced for the artificial set used as example at the beginning of the previous section (fig. 3.14). First, the mean volume (fig. 3.18.a) is registered onto a new image (fig. 3.18.c) through a deformation field (fig. 3.18.b). Then, this deformation field is applied to the segmentation reference (fig. 3.18.d), which defines a segmentation for the new volume (fig. 3.18.e). However, a mean volume as atlas is not very promising, because it uses only one reference, and does not take in account the variability of the object to segment.
Even for simple cases mean images do not well model the variability of one volume (fig. 3.14). As an organ with a very high degree of variability, even more in the presence of tumors, one should not wait too much from mean volumes in the liver case.

Segmentation through registration of statistical atlases is introduced to correct the lacks of mean volumes as atlases. Indeed, mean volumes do not take into account the variations of the structures, nor the information given by the training set used to create the atlas. In fact this previous approach amounts to a simple registration between two images; only one of the images is an artificial one in an attempt to model the diverse appearances of one object. Thus, the registration of a statistical atlas on an image volume is introduced to take into account the variations of the images modeled by the atlas. This registration is done following the approach developed by Glocker et al. and adapted to the proposed atlas model [Glocker 2007a, Glocker 2008]. First, the MRFs that are used to achieve registration will be introduced. Then, the registration approach proposed by Glocker et al. will be reviewed, before being adapted to the proposed atlas. Finally, the approach will be evaluated with some tests.

### 3.5.2 MRF for image segmentation

A Markov Random Field (MRF) is a graphical model with many applications, in particular in Computer Vision. According to Kindermann, MRFs were introduced by works of Preston and Spitzer as a generalization of an older model, the Ising’s model [Kindermann 1980, Preston 1974, Spitzer 1971, Ising 1925]. MRFs aim to model a set of variables that take discrete values, where the values are dependent only from the neighbors variables (two variables are independent when they are not neighbors). MRFs will be first formally introduced. Then, some examples of use will be given. Finally, optimization techniques on MRFs will be reviewed with a focus on the method by Komodakis et al. that is the current state of the art [Komodakis 2008].

#### 3.5.2.1 Definition

**MRF**

A Markov Random Field models a set of variables $V$ that take discrete values inside a set of labels $\mathcal{L}$, and where the dependences between the variables are defined by a neighborhood system $\mathcal{N}$. This MRF is defined by an undirected graph $\mathcal{G} = (V, \mathcal{N})$, where the variables $v \in V$ are the nodes and the neighborhood system $\mathcal{N}$ defines the edges of the graph. The neighborhood system defines the dependences between the variables of the model. These dependences are given by cliques, where cliques are undirected complete graph $\mathcal{G}_{\text{clique}}$, for which each node is connected with every other node inside the graph clique $\mathcal{G}_{\text{clique}}$.

Pairwise MRFs are a subset of the MRFs, where the neighborhood system $\mathcal{N}$ contains only cliques with two nodes. This simpler definition implies that only two variables have to be examined at same time because they will be independent from
the other ones. This definition is an important restriction from the general case that offers fewer possibilities. However, pairwise MRFs remain widely used because optimization on these models is more developed and easier, whereas the cost of optimization for higher-order MRFs is prohibitive. Higher-order MRFs should nevertheless become more common as a new optimization technique was recently proposed by Komodakis et al.\cite{Komodakis2009a}. In the subsequent paragraphs, only pairwise MRFs will be considered.

**MRF optimization problem**

The MRF optimization problem is stated as the research of an optimal labeling $C^*$ for which a cost is minimal. This cost is composed of two terms. The first one is often called data term and measures the adequacy between nodes and labels. The second one is called smoothness or regularization term and often aims at imposing a continuity of the labels.

Given an undirected graph $G = (V, \mathcal{N})$ and a discrete set of labels $\mathcal{L}$ the optimization problem aims at assigning a label $u_v$ to each node $v \in V$ ($C = \{u_1, \ldots, u_k\}$). However, assigning a label has a cost that comes from both the singular potential $V_p(u_p)$ at the level of the node and from a pairwise potential $V_{p,q}(u_p, u_q)$ due to the regularization term. Both potentials are problem specific, which offers a wide range of possible applications. However, such energy is difficult to minimize, because this energy function is a highly non-convex function on a high dimension space.

$$C^* = \arg\min_C \sum_{p \in V} V_p(u_p) + \sum_{p,q \in \mathcal{N}} V_{p,q}(u_p, u_q) \quad (3.15)$$

**Field of use**

MRF allows expressing a wide range of problems, in many fields and in particular for Computer Vision. Indeed, MRFs were first introduced for statistical physics and later applied to many other fields including economics, sociology, and machine learning\cite{Kindermann1980, Komodakis2008}. In particular, MRFs were applied to many problems of Computer Vision, such as 3D reconstruction, image denoising, optical flow estimation, stereo, extraction of texture information...\cite{Komodakis2008, Kolmogorov2004, Pham2007}.

MRFs have often been applied to the segmentation of objects inside images\cite{Boykov2006, Kolmogorov2004}. MRFs may indeed express many segmentation problems due to the flexibility of the potentials. Moreover, the absence of constraints regarding topology or dimensions makes MRFs especially valuable. Besides, optimization methods have been developed that provide global optimality for these MRF problems. However, these optimization methods often add constraints on the potentials that can be used, and on the usability for other applications than academic research. The first methods, based on Graph Cuts, were indeed slow and could hardly be used in a clinical prospect\cite{Boykov2001b, Boykov2006, Kolmogorov2004}. However, Komodakis et al. recently proposed a new optimization approach that deals
with more types of potentials and provides at least as good results as previous Graph-Cuts approaches but significantly faster.

3.5.2.2 Solving MRF

Graph-Cuts, optimal optimizers for metric pairwise potentials

Discrete MRF problems have been first solved by general-purpose optimization techniques such as simulated annealing. These techniques did not provide a good minimum and were very slow in practice, thus MRF problems were of small value. However, efficient methods have been developed to solve these problems during the last decade. These efficient techniques are commonly separated in two families: approaches based on graph cuts, or Loopy Belief Propagation (LBP) [Szeliski 2006, Komodakis 2008].

In this study, only methods based on graphs cuts have been considered, with a particular focus on a recent improvement of the expansion approach proposed by Komodakis et al. [Komodakis 2007a]. First, older methods cannot be retained in this study due to their poor efficiency. Methods such as simulated annealing provide neither a good solution, nor a fast result. For example, Boykov showed that simulated annealing provides results 500 times slower and with an error twice as big compared to the expansion algorithm for a segmentation problem [Boykov 2001a]. Then, LBP methods were not retained because they are less theoretically based and are less efficient than graph cuts in experimental tests. First, the optimality of LBP is not proved and the convergence is not well defined in the general case [Komodakis 2007a]. Then, Szeliski et al. compared LBP and graph cuts methods for several optimization problems; graph cuts approaches are always more efficient when the conditions of use are met [Szeliski 2006, Szeliski 2008]. Indeed, only when non-metrics pairwise potentials are used do LBP give better results. And for all other cases graph cuts are more efficient. Moreover, the final errors are almost equals in all benchmark tests (less than 0.5% difference), but the optimization is always significantly faster with graph cuts; 50 times for stereo matching, 100 times for photo montage and 10 times for segmentation.

Graph Cuts approaches

Boykov and Jolly introduced graph cuts to solve pairwise MRFs using metric pairwise potentials [Boykov 2001b]. The initial paper dealt only with binary segmentation of images, but the proposed approach generalizes to any number of labels. However, optimization with graph cuts for the multi-label case becomes NP-hard [Kolmogorov 2004].

The main idea behind graph cut approaches is to take advantage of the graph expression of the MRF optimization problem and to define the potentials of the energy as costs on the edges of a new graph (eq. 3.15). The approach contains three steps. First, a new graph is created that contains the initial graph $G$. Then, costs are defined for all edges of the new graph $G'$. Finally, the MRF optimization
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problem is solved by computing a cut on the new graph \( G' \). The approach will be illustrated with a simple example before a more formal introduction of the method.

The segmentation of a 3x3 image is achieved through the optimization of a MRF problem, whose singular potentials are defined through the adequacy with an intensity model and pairwise potentials aim at penalizing changes of labels between neighbor pixels (fig. 3.19). A graph \( G \) is first constructed, whose nodes \( V \) are defined as one node per pixel and edges \( N \) by the 4-connexity inside the image. Then, costs are set for all the edges \( N \) of the initial graph, which are bigger when the pixels are similar. These costs come from the pairwise potentials that aim to give a same label to spatially close pixels with similar intensities. Thus, cutting an edge between two nodes will cost more when pixels are similar, which will favor giving a same label to similar pixels. Singular potentials for the first class are then introduced by defining a source \( S \) (light gray) with an edge to every initial node, where the cost on each edge is the singular potential for the first class and for the linked node. The same is done for the singular potentials of the second class with a sink \( T \). At this point the edges of the constructed graph define all the potentials of the MRF problem (fig. 3.19.b).

As may be seen, edges have very various costs; configurations (node+label) with a high confidence are shown as larger edges, similar nodes are linked by large edges, while different nodes are linked by thin ones...Finally, the optimization is achieved with a minimal cut. This cut creates a partition of the graph in two parts, one that contains the source and the other with the sink. The graph with the source defines all nodes that should be labeled as in the first class, and resp. the graph with the sink provides the labeling of nodes inside the second class.

Formally, a new graph \( G' = (V', N') \) is created as a supergraph of the initial graph \( G \). First, a new set of nodes \( V' = V \cup \{S, T \} \) is defined by adding a source \( S \) and a sink \( T \) to the initial set of nodes \( V \). Then new edges are added to the initial edges \( N \), which link each initial node in \( V \) to either the source \( S \) or the sink \( T \). Thus, the new edges are defined as \( N' = N \cup N_S \cup N_T \), where \( N_S \) are edges between the source \( S \) and each initial node in \( V \) and \( N_T \) the edges between the sink \( T \) and the nodes in \( V \).

The potentials of the energy are added to the graph \( G' \) as costs on the edges. The pairwise potentials are added by setting costs for the edges of the initial graph \( G \) and the singular potentials are added as costs between the initial nodes \( V \) and the two new nodes (\( S \) and \( T \)). The singular potential \( V_p \) (1) for the first class at node \( p \) is set on the edge between the node \( p \) and the source \( S \). The same is done for the second class, where the singular potentials are set for the edges \( N_T \) going to the sink \( T \).

Finally, the optimization problem is solved by computing a \( S - T \)-cut, namely a partition of the nodes \( V' \) into two disjoints sets that minimizes the cost of the cut edges. The optimal labeling is then given by the remaining links to either the source or the sink. All nodes that are finally labeled in the first class will remain linked with the source, while links to the source will be cut for nodes in the second class. Two main methods have been introduced to compute this cut for any finite number of labels, algorithms based on swap moves or on expansion moves. Swap algorithms
Figure 3.19: Graph cut segmentation of a small image. A graph is defined (b), where each node is one point of the source image (a) and where two terminal nodes are added (S for object and T for background). The edges of the graph are defined either by the connexity inside the image (black) or by additional edges between each node of the image and both terminal nodes (light and medium gray). To each edge corresponds a cost shown by the width of the edge, either as a continuity condition (black edges) or as a similarity measure for a class. Finally a cut is done while minimizing the cost of the cut edges (c). This cut defines two distinct graphs that define the segmentation results. The example is taken from [Boykov 2001b]
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handle more general energy functions with non-metrics potentials, while expansion algorithms deal only with metric or semi-metric pairwise potentials. However, the expansion algorithm provides an upper bound for the error and give experimentally better results than swap algorithms and also faster [Boykov 2001a, Szeliski 2008].

Solving MRF with linear programming

The $\alpha$–expansion algorithm proposed by Boykov and Jolly has long been the reference for MRF optimization, until a new method was introduced by Komodakis et al., who solve the MRF optimization problem using primal/dual strategies and linear programming [Komodakis 2007b, Boykov 2001b]. This new method has the advantage of being very fast (around a magnitude ten speedup compared to the expansion algorithm), but its drawback is high memory consumption. In term of quality, the computed solution remains the same than with the expansion algorithm for metric pairwise potentials. The new algorithm can even handle some non metric pairwise potentials, as long as pairwise potentials remain positive and are null only when labels are equals $V_{p,q}(u_p, u_q) \geq 0$ and $V_{p,q}(u_p, u_q) = 0 \Rightarrow u_p = u_q$.

3.5.3 Atlas Registration

In this section, the registration approach proposed by Glocker et al. will be first reviewed and then applied to atlas registration [Glocker 2007b, Glocker 2008]. Glocker proposed a nonrigid registration method using FFD as deformation model. This method attracted lots of interest, because of its ability to provide good registration accuracy along with small computation times for diverse similarity measures. This method will be first reviewed for the case of dense image registration. Then an adaptation for the proposed atlas will be introduced.

3.5.3.1 Dense Image Registration

As mentioned before, a registration method is defined by three components: a transformation model, a similarity measure and an optimization method (sect. 3.4.2.1). Glocker’s technique relies on Free Form Deformation (FFD) as transformation model and may use any similarity measure, which explains the high genericity of the approach. The registration problem is expressed as a MRF problem, where only the control points of the deformation field are taken in account.

The optimal transformation takes advantage of the recent improvements for the optimization of MRFs brought by Komodakis et al. In particular, the optimal transformation may be obtained in a short amount of time and with confidence regarding the quality of the solution due to the characteristics of the optimization technique.

The registration method will now be reviewed for point-wise similarity measures. This approach extends to more complex similarity and statistical measures with the introduction of local image patches centered on every controls points [Glocker 2008].
However such measures are not relevant for this study, because of the chosen similarity measure for the atlas.

**Theory**

Registration aims at finding an optimal transformation \( T^* \) that better matches a source image \( f : \Omega \rightarrow \mathbb{R} \) on a target image \( g : \Omega' \rightarrow \mathbb{R} \) for a similarity measure \( \rho \). The research of the optimal transformation \( T^* \) is done by minimizing an energy \( E_{reg} \) defined as the sum of two energy components. The first one, \( E_{data} \) aims to minimize the difference between the target image and the transformed source. This difference is defined as the sum of the distances between each transformed voxels of the source image and the voxels of the target image for the chosen similarity measure \( \rho \). The second energy component introduces a smoothness energy \( E_{smooth} \) that aims to impose a constraint on the regularity of the transformation.

\[
T^* = \arg \min_T E_{reg}(T) \\
E_{reg}(T) = E_{data}(T) + E_{smooth}(T)
\]

Glocker et al. introduced FFD based on B-Splines as model of transformation. This transformation is given by a deformation field that is defined by a set of control points located on each intersection of a uniform grid \( G_U : [1, M] \times [1, N] \times [1, P] \). Using this grid, the transformation of each voxel \( x \) can be expressed as a weighted combination of the displacements \( d_g \) of the grid points \( g \), with positions \( g \). The weight for each grid point \( \eta(|x - g|) \) is defined as a function that gives the contribution of a control point \( g \) to the displacement field \( D \).

\[
T(x) = x + D(x) \\
D(x) = \sum_{g \in G} \eta(|x - g|)d_g
\]

Using this deformation model the previous registration energy (eq. 3.17) can be stated on this deformation grid, functions of the influence \( \eta^{-1}(\cdot) \) of an image voxel \( x \) to a control point \( g \).

\[
E_{data}(T) = \frac{1}{|G_U|} \sum_{g \in G_U} \int_{x \in \Omega} \eta^{-1}(|x - g|) \rho(g(x), f \circ T(x)) dx
\]

\[
\eta^{-1}(|x - g|) = \frac{\eta(|x - g|)}{\int |y - g| \eta(|y - g|) dy}
\]
Then, instead of using continuous displacement vectors, a discrete set of \( k \) displacement vectors is defined \( \{d^1, \ldots, d^k\} \), that corresponds to a discrete set of labels \( \mathcal{L} = \{u^1, \ldots, u^k\} \). With each node of the grid \( g \), is associated a label \( u_g \) that gives the displacement vector for the node \( g \). This discrete framework allows approximating the data term of the energy (eq. 3.19) as the singular term of a MRF.

\[
E_{\text{data}}(T) \approx \sum_{g \in \mathcal{G}} V_g (u_g) 
\]

\[
V_g (u_g) = \int_{x \in \Omega} \eta^{-1}(\|x - g\|) \rho(g(x), f \circ T(x)) dx
\]  

(3.21)

The smoothness energy is then defined to impose a smooth deformation field by insuring that the direction of displacement of the control points does not change too fast. This constraint is chosen as the Euclidean distance \( \|\|_e \) between two displacement vectors for all available neighbors pairs between the control points \( g \). It should be noted that this pairwise potential satisfies the conditions of use for the MRF optimization method developed by Komodakis et al.

\[
E_{\text{smooth}}(T) = \sum_{(g,h) \in \mathcal{N}_g} V_{g,h} (u_g, u_h)
\]

\[
V_{g,h} (u_g, u_h) = \lambda_{gh} \|d^{u_g} - d^{u_h}\|_e
\]  

(3.22)

Finally the registration problem is expressed as a MRF in a discrete domain as a balance by \( \lambda_{\text{smoo}} \) between the two term of the registration energy. This MRF energy is then optimized using Komodakis’s algorithm, as the energy satisfies its conditions of use.

\[
E_{\text{reg}}(T) = \sum_{g \in \mathcal{G}_U} V_g (u_g) + \lambda_{\text{smoo}} \sum_{(g,h) \in \mathcal{N}_g} V_{g,h} (u_g, u_h)
\]  

(3.23)

### 3.5.3.2 Iterative Multiscale Registration

**Principle**

The transformation is iteratively computed in a coarse-to-fine manner. First, the transformation is computed following a multiscale approach in a coarse-to-fine manner. A rough estimate of the transformation is first computed on subsampled images at low resolution, before refining the transformation using higher resolutions of image. Then the transformation is iteratively constructed at each scale in order to use only a small number of possible displacements. The transformation is indeed computed by combining basic possible transformation in order to progressively construct a complex transformation, while using only a small set of basic displacements.

This approach is illustrated on an example (fig. 3.20). As may be seen the transformation is progressively constructed for one scale. Then, the deformation progressively becomes more and more complex with the finer scales, while keeping the same rough aspect.
Figure 3.20: Registration process for the fusion of two liver slices. The deformed source and target are shown along with related deformation fields for an example previously introduced (fig. 3.10). The deformed source is shown in red and the target image in blue on blended images. Intermediate deformations and blended images are shown for diverse scales. The incremental construction of the deformation is also shown for the coarser scale.
Iterative multiscale scheme

The registration is done following a multiscale approach in a coarse-to-fine manner in order to improve the robustness and the quality of the registration. Indeed, the quality of the deformation field is constrained by both the quantization of the displacement vectors (defined by the labels) and the number of control points (the nodes). A high number of control points along with a good quantization of the displacement vectors cannot be met at the same time. Thus, a global to local approach is followed. The idea is to begin with a small number of nodes with a good quantization of displacements, and refine later by using more control points, but with less labels. The decrease of the number of labels will not matter, because an approximate direction is already known, thus some displacement vectors can be suppressed, as useless. In practice, registration begins with subsampled images and aim only at defining a rough transformation. The registration is then gradually refined using increasingly detailed images but modifying less and less the deformation field.

This multiscale approach allows speeding up the registration, because only the last steps of the registration technique will require the entire image. Combined with the speed and the quality of the retained optimization technique, this implementation contributes to the overall speed of the method.

The quality and the characteristics of the registration are directly driven by the choice of the available displacement vectors. Choosing more displacement vectors allows for finer registration, but longer computation times due to the increased number of possible labels. Moreover, the problem may become unsolvable for all practical purposes for a high number of displacement vectors due to hardware constraints. Thus, the registration is done in several steps, with only a small number of available displacement vectors. The final deformation is gradually constructed by the addition of all successive displacement vectors that are computed. Formally, the transformation is iteratively constructed while taking in account the transformation at previous step. At step $t$, the transformation is defined as the deformation field at previous step plus an unknown displacement that should be optimized (eq. 3.24).

$$V_{g}^{(t)}(u_g) = \int_{\Omega} \eta^{-1} \left( |x - g| \right) \rho \left( g(x), f \left( d_g + T^{(t-1)}(x) \right) \right) dx$$

Quantization of displacement vectors and diffeomorphism

The retained displacement vectors are chosen only on axes directions and with a maximal displacement of 0.4 times the spacing of control points. First, displacement vectors on axes are sufficient to define any vector of the space through the iterative scheme. Then, the distance constraint insures that the final registration is a diffeomorphism. Obtaining a diffeomorphic transformation is important because it insures that the transformation is both invertible and structure preserving. The former may be valuable for some applications, while the latter is crucial for either medical application or the creation of atlases. The preservation of structures indeed insures that no information is lost during registration. Otherwise it may happen
that a lesion at the boundary of a structure is removed during registration, which would prevent correct diagnosis. Moreover, registered images that are folded would lead to incorrect samples for atlas creation. This diffeomorphic constraint is insured by restricting the set of available displacements to be 0.4 times the control point spacing at most. This restriction is indeed sufficient to get a diffeomorphic transformation. First, Choi et al. proved that a deformation field produced by 3D B-Splines with a maximal displacement of 0.4 times the spacing of control point is a diffeomorphism [Choi 2000]. Then, the composition of diffeomorphisms is a diffeomorphism (multiscale iterative construction).

### 3.5.3.3 Atlas Registration

Glocker’s approach for image registration (sect. 3.5.3.1) was applied to atlas registration. However, registration of an atlas implies some changes because the similarity measure is not defined between two images but between one atlas and one image.

**Theory**

The registration of an atlas aims to find an optimal transformation $T^*$ that better matches an atlas $\mathcal{A} : \Omega \rightarrow \Xi$ on a target image $g : \Omega' \rightarrow \mathbb{R}$. The research of the optimal transformation $T^*$ is done as for images by minimizing an energy $E_{\text{reg}} = E_{\text{data}} + E_{\text{smooth}}$. The smoothness component does not change compared to dense image registration. However, the data term of the energy $E_{\text{data}}$ is modified in order to maximize the adequacy between the voxels of the image $g$ and the model for the transformed atlas.

$$E_{\text{data}}(T) = \int_{x \in \Omega} \rho_{\mathcal{A}}(g(x), (\mathcal{A} \circ T)(x)) \, dx \quad (3.25)$$

The similarity measure $\rho_{\mathcal{A}}$ aims at maximizing the probability of a match between a voxel in $g$ and the intensity model defined by the transformed atlas for this location $p_{\mathcal{A} \circ T(\mathbf{x})}(g(x))$. Such a probability exists and is well defined. Indeed, for each voxel $\mathbf{x}$ in the atlas $\mathcal{A}$ is known a pdf, and the corresponding intensity in $g$ is defined in a unique manner by the transformation $T$. The similarity measure is finally defined as the log likelihood of this probability of match in order to go back to a minimization problem.

$$\rho_{\mathcal{A}}(g(x), (\mathcal{A} \circ T)(x)) = - \log \left( p_{\mathcal{A} \circ T(\mathbf{x})}(g(x)) \right) \quad (3.26)$$

The registration problem is finally expressed and solved as a MRF optimization problem, as for image registration (sect. 3.5.3.1). The only difference comes from the choice of a new similarity measure (sect. 3.26). It should also be noted that while image registration was symmetric, the proposed method for atlas registration deals only with the registration of one atlas on an image. The opposite registration is another problem.
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Implementation

Atlas registration is done as for dense image registration, meaning in a multiscale approach while insuring that the successive transformations remain diffeomorphic. A difficulty is nevertheless posed by the subsampling of the atlas during the multiscale process. Subsampling atlases is indeed difficult as it amounts to averaging GMMs. The simpler approach would be to sum GMMs. However, no improvement would come from the multiscale approach in this case. The total number of Gaussian components inside the GMMs would indeed remain the same for the entire atlas whatever the scale factor. Then, simplifying a weighted sum of GMMs by another GMM would be another approach. However, this method opposes the clinical prospect of this study as this simplification would require complex computations during the registration, which would also offset the contribution of the multiscale approach. Therefore, the registration is achieved using one atlas per scale, with atlases that are computed off line.

Atlas registration is achieved using a set of atlases for different scales that are all computed on a same set of registered images. Instead of computing a single atlas, one atlas is created for each scale of the registration algorithm. This approach removes the problems that come from atlas subsampling and allows keeping the improvement brought by the multiscale approach. However, this approach introduces an additional constraint; the registration should always be done with the resolution of the atlas, as the atlas cannot be subsampled nor upsampled to match the dimensions of a target image.

This multi-scale atlas is computed by constructing an atlas for each scale of the registration algorithm, while extracting intensity samples from the same set of registered images, but with diverse subsampling factors. Indeed, whatever the scale the atlas should be computed on the same set. Otherwise, the coarse-to-fine approach might fail as changes of scale might require bigger deformations than available. The length of the available displacements indeed decreases with each scale of the registration algorithm. Thus, a change of atlas may induce a displacement of the structures that is bigger than those available.

3.5.4 Segmentation by registering a statistical atlas

3.5.4.1 Principle

Atlases may be used to segment images through the transformation of a reference with a deformation field obtained by registering an atlas on an image. The principle does not change compared to the case of segmentation through registration of a representative volume (fig. 3.18). However, use of an atlas is an improvement compared to representative volumes as it accounts for the variations of appearances.

The contribution of atlases for segmentation through registration will be illustrated with the previously introduced example (fig. 3.14). Mean images could not account for the variability of appearances inside the retained artificial sample (fig. 3.14). Moreover, a representative volume could not be chosen to handle
all images inside the set of images. On the contrary, atlases (fig. 3.21.a) take in account this variability. Thus, registration of an atlas should provide a deformation field (fig. 3.21.b) that may be used to segment a new image, whereas the registration of an image would not provide a correct transformation.

Figure 3.21: Segmentation through the registration of an atlas. An atlas (a) is registered onto a new image (c) through a transformation defined by a deformation field (b). The segmentation of the new image (e) is then obtained by applying this deformation field on a reference segmentation for the atlas (d).

### 3.5.4.2 Method

Segmentation through atlas registration is achieved through three main steps. First a multiscale atlas is created. Then this atlas is registered on the image to segment in order to obtain a deformation field. This deformation field is finally applied to a reference segmentation for the atlas in order to segment the new image.

Before beginning any segmentation two tasks should be done once for all, the creation of the atlas $\mathcal{A}$, and the definition of a reference segmentation $\mathcal{A}_{\text{seg}}$. Both tasks are done off line and only once. First, the multiscale atlas $\mathcal{A}$ is computed on a same set of registered images. This atlas is composed of one atlas per subsampling factor required by the scales of the registration process (sect. 3.5.3.3). Then, a reference segmentation $\mathcal{A}_{\text{seg}}$ is given by the manual segmentation for the target image used to create the set of registered images.

The segmentation of a new image $V_i$ begins with the registration of the atlas $\mathcal{A}$ on this new image $V_i$, which defines a transformation $\mathcal{T}_A$. The atlas $\mathcal{A}$ is
registered on the new image $V_i$ following a multiscale approach using MRF optimization (sect. 3.5.3.3). This registration defines a transformation $T_A$ that matches the atlas on the new volume.

Finally, segmentation is achieved by applying the computed transformation $T_A$ on the reference segmentation $A_{seg}$ for the atlas $A$. The transformation $T_A$ matches the atlas $A$ onto the new image $V_i$. Therefore, this transformation should match the reference segmentation on the same structures inside the new volume $V_i$. Consequently the deformed reference segmentation $T_A(A_{seg})$ provides the segmentation inside a new image provided that three conditions are met. The registration should indeed be correct, the reference segmentation should be relevant and the object to segment should remain relatively similar.

### 3.5.5 Test protocol

#### 3.5.5.1 Comparison metric

Several metrics have been introduced to quantify the quality of segmentation. For this study, three common metrics were retained to quantify the quality of segmentation; the sensitivity, the specificity and Dice Similarity Coefficient (DSC), as well as the Jaccard index in some rare case. All these metrics are defined functions of the number of voxels that are correctly or incorrectly classified as well as their expected classes. First, the sensitivity gives the percentage of tumor that is correctly classified. Then, the specificity quantifies the quality of the segmentation for healthy tissues. Finally, DSC and Jaccard index measure how well the object is segmented.

The sensitivity (eq. 3.27) defines the fraction of correctly segmented voxels inside tumors, or number of true positives (TP) divided by the real number of voxels inside tumors. This total number of voxels inside tumors is defined by the sum of TP with the number of false negatives (FN), where FN defines voxels wrongly set as outside tumors.

$$\text{sensitivity} = \frac{TP}{TP + FN} \quad (3.27)$$

The specificity (eq. 3.28) defines the fraction of correctly segmented voxels inside healthy tissues. This percentage is defined as the number of well classified voxels inside healthy tissues, or number of true negative (TN) divided by the real number of healthy voxels. As for sensitivity, the number of voxels inside healthy tissues is defined as the sum of well classified voxel inside healthy tissues (TN) plus the number of voxels wrongly set as tumoral or false positives (FP).

$$\text{specificity} = \frac{TN}{TN + FP} \quad (3.28)$$

The Dice Similarity Coefficient (DSC) measures how well the object is segmented, while taking in account both the defaults and excesses of the segmentation (eq. 3.29). This metric is defined as twice the intersection of reference and segmented volumes over their addition.
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\[ DSC = \frac{2TP}{2TP + FP + FN} \]  (3.29)

The Jaccard index also measures how well an object is segmented, but its value is stricter than DSC. This metric is indeed defined as the intersection of reference and segmented volumes over their union (eq. 3.30). Thus, the incorrectly classified voxels have more weight than for DSC. It should be noted that the Jaccard index equals 1 minus the overlap error.

\[ DSC = \frac{TP}{TP + FP + FN} \]  (3.30)

3.5.5.2 Segmentation priors

First, a set of 65 volumes \( I \) was chosen for training. All images within this set were anisotropic axial CT images with liver tumors that were subsampled by a factor two. The images within this set were chosen to well sample the histological types of the tumors, the types of the machines, and the enhancement phases. The size of voxel inside this image set \( I \) spans between 1.12mm and 1.86mm for the axial slices and between 1.6 and 10mm for the slice thicknesses. All volumes were manually centered around the liver region, but without a precise location. This last step may also be automatically done, by computing the position of the bottom of the lungs and the upper part of the hips. Indeed, Zhou et al. successfully did it this way, but it may also be done by registration at low resolution [Zhou 2005].

Then, a set of 65 registered volumes \( W \) was created. These registered volumes were computed by the registration of every image within the initial set \( I \) on a same target \( V_{trg} \), whose voxel size was 1.37x1.37x3.77 mm. This registration was achieved using drop software, with 5 pyramid levels, 5 iterations per level, a sparse sampling of labels, with SAD as similarity measure, and for an initial grid spacing of 180mm [Glocker 2009]. However, the weight of the regularization term was not constant, as the deformation of the liver varies significantly between the CT images. Typical values retained for the weight of the smoothness term were chosen as power of 10 between \( 10^{-3} \) and 10.

Finally, the statistical atlas was constructed using 5 resolution levels. Five atlases were computed for different resolutions in order to define the multiscale atlas. For each scale, intensity samples were first extracted from the set of registered images \( W \) for a chosen level of resolution. Then, pdf models were computed at each voxel with the EM algorithm after initialization with the k-means, and for a maximum number of Gaussian components of \( l_{max} = 5 \). Finally, the atlas was cleaned using the process described in (sect. 3.4.3.4). Dirac’s components were given a standard deviation of 1 and a background pdf model was chosen as \( \mathcal{N} (-950, 50) \).

3.5.5.3 Protocol

17 new CT volumes with manual segmentations were used to assess the quality of segmentation. These 17 volumes were chosen in order to be representative from...
3.5. Segmentation, atlas based

the variability of the possible cases. Indeed, the images were chosen with diverse sizes of voxel, various enhancement phases, and with diverse liver pathologies. For example, the voxel size within this set spans between 2.5 and 10mm, and volumes with diverse pathologies were chosen, including 6 cases of HCC, 1 of adenoma, 1 with cirrhosis and 9 with metastases from diverse primary sites.

The quality of segmentation was then assessed using the three metrics previously introduced (sect. 3.5.5.1). First, intensities were normalized for every image of the test set. Then, an estimate of the liver segmentation was computed for each of these images. The segmentation was achieved using the proposed approach that segments an image through atlas registration (sect. 3.5). For this step, registration was achieved using the same parameters than during atlas creation (sect. 3.5.5.2). However, during testing the weight of the smoothness term was constant and set to 0.25. Finally, the segmented regions were compared to reference segmentations.

3.5.6 Results, discussion

The accuracy of the segmentation is poor with segmentation through atlas registration. Indeed, the sensitivity for the segmentation of the liver is only 73% and the DSC only 70% (fig. 3.22). Moreover, these poor characteristics are not due to a high variability regarding the quality of the results, but remain stable on the test set. Indeed, the standard deviation of these measures is small, and the quality of the segmentation remains similar for all images but one.

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>DSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlas only</td>
<td>0.73 ± 0.02</td>
<td>0.98 ± 5 · 10⁻⁵</td>
<td>0.70 ± 0.01</td>
</tr>
</tbody>
</table>

Figure 3.22: Segmentation through atlas registration, quantitative evaluation.

The reasons behind these poor results will now be explained through some examples for two livers with HCC and metastases (fig. 3.23). First, one may note that the segmentation is more accurate when the liver is large and has smooth boundaries (fig. 3.23.b,d). On the opposite, the quality of the segmentation is poorer when the liver is more carved (fig. 3.23.a,c). This behavior is explained by the influence of the shape of the liver. Indeed, when the liver is more carved, the correspondence between the atlas and an image is less precise because the smoothness constraint of the registration prevents sharp changes of the deformation field. Then, the segmentation is often incorrect for the bottom of the liver (fig. 3.23.a). This part of the liver is highly variable and thin compared to the upper part of the liver. Thus, this behavior could have two explanations. Either, the atlas is not reliable enough because of the variability of the intensity distribution at this location. Or, the liver is neglected due to its small size and because of the similarity of the liver with the surrounding tissues. Finally, the segmentation is sometimes close from the true boundary of the liver but still incorrect, while the liver can easily be distinguished from the surrounding tissues. For example for the bottom of the HCC liver (fig. 3.23.c), darker tissues are wrongly segmented on the upper right part of
Figure 3.23: Segmentation through atlas registration, examples for two livers. Several results of segmentation are given for one metastatic liver and one with HCC. The reference segmentation is shown in blue and the automatic segmentation in red.
the liver, while the true boundary of the liver is easily seen.

To conclude, the segmentation of the liver through atlas registration does not offer accurate segmentations. Indeed, the quality of the segmentation is poor because of several lacks of the approach. First, the registration of the atlas cannot always provide perfect correspondences between the anatomical structures inside the image and the atlas. These imperfections sometimes come from lacks of the atlas, but are more often caused by the inability of obtaining a perfect registration due to the high variability of the liver and its sharpness. Therefore, the segmentation should be done while offering some slack from the correspondences given by the registration. Furthermore, the importance of the slack should not be uniform. Indeed, while some slack would be relevant when the registration is imprecise, it would become detrimental when the registration is accurate. Thus, a map should be used that defines the authorized slack and its importance, functions of the spatial location in the image. Then, the segmentation is sometimes imprecise while a marked liver boundary exists. Consequently, appearance patterns should also be used to take advantage of regions where the liver can be distinguished from the surrounding organs.

3.6 Combined segmentation

3.6.1 Intro

Simple atlas registration is limited by both the performance of the registration, and the relevance of a single reference segmentation to model a highly variable structure. Indeed, segmentation through atlas registration was shown to lack spatial information regarding the accuracy of registration and the locations with high liver variability. Moreover, not using information on the appearance of the liver was also shown to be detrimental (sect. 3.5.6). Thus a new segmentation method is introduced that relies on the registration to proceed to segmentation using both spatial and appearance priors.

The previous approach has several lacks. First, even for a highly efficient method like the retained registration technique, perfect match cannot be met. Then, the liver is highly variable, thus often a perfect registration cannot be obtained. Moreover, a single reference segmentation cannot account for every possible shapes of the liver, even after transformation. For example, the 8 or 9 anatomical segments of the liver have very diverse and non smooth shapes, thus registration cannot define a transformation to register any liver on any other one. Consequently, no correct segmentation can be obtained using only the transformation. To conclude, the objects to segment are not perfectly aligned in the fusion image and consequently the segmentation is imperfect.

Registration alone cannot provide a good segmentation. In particular the computed segmentation may sometimes be visibly incorrect. Moreover, the correct boundary of the object to segment may be visible, e.g. the boundary liver/lungs. Therefore, the visual information should be added in order to improve the final
segmentation, but should not be used alone. Registration indeed offers spatial information about the location of the liver that is very useful to distinguish the liver from neighbor organs with similar appearances such as the spleen. Thus, a new approach is introduced that segments the image with a balance between the spatial location and the appearance of the voxels. This approach should improve the segmentation, as appearance is added to the spatial information given by the registration, and because spatial information is no longer defined as binary but as a probability.

The combined segmentation begins like the previous approach, but the transformation is then used to spatially align a spatial probability map instead of directly proceeding to segmentation. This aligned spatial probability map is used next for segmentation in combination with an appearance prior. First the atlas is registered on a new image, with no change compared to the previous approach. Then, the obtained transformation is used to deform a spatial probability map in order to obtain the spatial probabilities on the new image. Finally, the segmentation is achieved as a balance between the spatial probabilities given by the transformed probability map and an appearance prior.

3.6.2 Introducing prior models

3.6.2.1 Definition, motivation

Prior models define known features of one object, which contributes to more robust segmentations. Indeed, this additional knowledge offers better ways to discriminate between the objects than what generic techniques allow. For example, segmentation becomes complex when no boundaries are visible or when the difference between two objects is slight. In these cases prior information adds some knowledge that may offset the lack of visible landmarks in the image.

Prior knowledge may be introduced in many ways. For example several models have been introduced in the liver case; shape models have been introduced by Okada and Lamecker [Okada 2007, Lamecker 2002], Tesar introduced a feature model for the tissues that was applied to segmentation of abdominal organs [Tesar 2008], and the statistical atlas previously proposed is also a statistical model.

Due to its appearance and nature, the liver is a good candidate for the introduction of prior models. Indeed, the liver shows no visible boundaries on many parts. Moreover, the liver is truly similar to close organs such as the spleen. Thus, prior models are introduced to improve the segmentation. These priors should satisfy two constraints. First, the prior models should handle the parts of the liver where no change of appearance is visible. Then, the prior models should rely on the appearance when available.

3.6.2.2 Choosing prior models

Two prior models are added to the statistical atlas, a spatial probability map and an appearance model. The two criteria previously stated cannot be met with a single
a priori. Thus two prior models are introduced, a spatial prior and an appearance prior that answer each to a specific constraint previously mentioned. These models are finally used in combination under the assumption that their combination will fit the aforementioned criteria.

A spatial probability map is introduced that replaces the reference segmentation as spatial prior. This map gives the possible liver locations in the space in order to model the anatomical variability of the liver. Such spatial map is available because the registration provides a transformation that allows adapting the spatial prior to any new image. In particular this model should drive the segmentation on parts where the change of organ is imperceptible. However, this spatial prior will have small value when boundaries are obvious, because the spatial prior might be slightly shifted.

An appearance prior is also introduced to improve the segmentation where change of appearance is marked between the object to segment and the background, e.g. the liver/lungs and liver/colon interfaces in the liver case. This appearance prior alone is not sufficient to proceed to the segmentation of the liver. Such prior would indeed have difficulty to distinguish between liver and diaphragm or between liver and spleen. However, this prior could improve segmentation when used with a spatial prior. Using both priors, one may hope for improvement when the contributions of both approaches are combined.

3.6.2.3 Spatial probability map

With a perfect registration and no anatomical variability, the registration of an atlas would define precise correspondences between similar structures. Thus, any structure could be segmented by the deformation of a reference segmentation inside the atlas. To develop this idea spatial probability maps are introduced for each class of tissue inside the atlas $A$. These maps aim at capturing the variations of shape of the liver or other structures by giving the probability of being from one class for each voxel of the image. These spatial probability maps are computed using registered segmentation references for the same set of images that was used to create the atlas.

A spatial probability map $\mathcal{M}_c : \Omega \rightarrow \mathbb{R}$ gives the probability of being of class $c_i$ for each voxel of the space $x \in \Omega$. In order to be relevant, this prior is defined on the atlas basis $A : \Omega \rightarrow \Xi$. First, a common basis is mandatory to define identical spatial locations. Thus, spatial probability maps are created on a set of registered volumes. Then, the spatial probability map should be defined on the atlas basis. Therefore the image set $W = \{V_1, \ldots, V_n\}$ used to construct the atlas is retained. Otherwise the spatial prior would become useless as there would be no way to match this prior with any new image. Finally, the probability for each class of tissues $c_i$ is defined at each point of the space $x \in \Omega$ as the percentage of voxels at the same location inside the registered image set $W$ that are from the class $c_i$.

The contribution of this probability map is twofold. First, the spatial probability map captures the anatomical variability of all objects. Then, the map may provide information regarding the robustness of the registration. On some boundaries of the
objects, the registration indeed tends to be less precise. Thus, lower probabilities will be given on such parts. On the opposite, parts where one object is always present will be given higher probability. Thus the spatial probability maps provide information related to the accuracy of the registration, functions of the location in space.

A spatial probability map is useless without spatial standardization. Thus, the atlas registration is required in order to adapt the spatial prior to any new image. Otherwise the spatial prior would become non relevant. Given a transformation $T_A$ that registers the atlas $A$ on a new image $V_i$, the spatial map $M_{c_i}$ for the class $c_i$ applies to a new image as the transformed spatial map $T_A(M_{c_i})$. The validity of this transformed probability map $T_A(M_{c_i})$ is insured by the construction of the spatial probability map $M_{c_i}$ on the atlas basis.

### 3.6.2.4 Liver appearance model

The spatial location is not sufficient to obtain accurate segmentations. Thus an appearance prior is introduced to compute a more precise separation between the classes. This prior aims to model the appearances of the classes of tissue. One should note that the construction of this prior is done independently from the atlas, and applied independently from the registration process. Two appearance models have been introduced that provide the probability $p_{app}(x | i)$ of belonging to a class $c_i$ at pixel $x$. The intensity distribution within a class was retained as first appearance model, and a texture model was chosen as second possible one.

The intensity distribution inside a class of tissue $c_i$ was retained as first appearance model. This appearance prior is given by one histogram distribution $H_{c_i}$ for each class $c_i$. The probability of belonging to a class is then directly obtained from this distribution. For any voxel $x$ of a volume $V_j$ the probability of belonging to the class $c_i$ is simply defined by the value of the distribution $H_{c_i}$ for the intensity $V_j(x)$ (eq. 3.31). This prior distribution is computed as an average distribution for a set of images. There are no specific constraints on the set of images that should be used to create the histogram prior. However, using the image set that was used for the creation of the atlas seems the best choice. This choice indeed has several values. First, it prevents bias due to the use of same volumes for training and test, because volumes used to create the atlas cannot be used after this first step. Then, this choice allows avoiding segmenting additional references for training. Finally, using a same set for all prior knowledge is sound because the same images will be used for all training parts. Moreover, this choice offers more images for test.

$$p_{app}(x | i) = p(V_j(x) | c_i) = H_{c_i}(V_j(x))$$ (3.31)

A second prior was introduced for the case of segmentation with only two classes as a classification function based on texture features. For this prior a classification function is trained to distinguish between diverse tissues appearances using machine learning techniques. This prior is detailed in next chapter and gives probabilities
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of belonging to a class tissue. However, this definition is limited to problems with only two classes (sect. 4.4.2.2).

3.6.3 Segmentation using prior models

3.6.3.1 Principle

The new segmentation approach relies on a transformed spatial prior and an appearance prior to segment a new image, using atlas registration to define the transformation that matches the spatial probability map. The segmentation is done in two steps. First an atlas is registered, which defines a transformation that is used to match the spatial prior on any new image. Then segmentation is achieved at pixel level as a balance between the class probabilities given by both priors. Both steps are finally solved using MRF expressions.

3.6.3.2 Segmentation energy

To simplify the notations, and because there is a direct link between the image and the graph that is constructed, notations inside the image and inside the graph will be identical. Each voxel is indeed related to a single node and each node to a single voxel. The same is true for edges and neighbors.

Given a new image \( V : \Omega' \rightarrow \mathbb{R} \), the atlas \( A \) is first registered on this new image with a transformation \( T_A \) (sect. 3.5.3.3). The segmentation problem is then stated as the minimization of a MRF energy \( E_{seg} \) for a graph \( G_{seg} = (\Omega', N_n) \), whose solution defines a labeling \( C^* \) of the image and thus provides a segmentation of this image. This MRF energy is expressed as a MRF where the nodes are defined by the voxels inside the image \( \Omega' \), and the edges are defined by the neighborhood system \( N_n \) inside the image. Any labeling \( C = \{u_x, x \in \Omega'\} \) assigns a label \( u_x \) to each node \( x \) of the image, which gives the class of the tissue \( c_x \) at each voxel. The optimal labeling \( C^* \) is one of the possible labeling, for which the segmentation energy is minimal and hence should provide an accurate segmentation of the image.

\[
C^* = \arg\min_C E_{seg}(C, T_A)
\]

\[
E_{seg}(C, T_A) = \sum_{x \in \Omega'} V_x(u_x) + \lambda \sum_{x,y \in N_n} V_{x,y}(u_x, u_y) \tag{3.32}
\]

This energy is composed of two terms balanced by \( \lambda \). The first term is a data term that aims at maximizing the adequacy between each voxel and the possible classes. As for the second term, namely the regularization term, it aims at penalizing the change of class between neighbor pixels in order to remove parasite fluctuations of the labels.
Data term

The data term aims at maximizing the adequacy between each voxel $x$ and its class $c_x$, where the adequacy is defined as a balance of the adequacies with the spatial and the appearance priors. In order to come back to a minimization problem, the singular potentials are defined as a balance between the negative log likelihoods of the appearance prior and the spatial prior, where the balance is controlled by the positive weight $\alpha \geq 0$. Thus, the singular potential $V_x(u_x)$ measures how well each voxel $x$ fits into the known class models $c_x$ for a known transformation $T_A$.

$$V_x(u_x) = -\log \left( p_{app}(x \mid c_x) \right) - \alpha \log \left( T_A(M_{c_x})(x) \right)$$  \hspace{1cm} (3.33)

Regularization term

The regularization term aims at penalizing changes of labels between neighbor pixels. This term aims at decreasing the influence of small variations between neighbor voxels. In particular this potential should correct erroneous labels due to incorrect singular potentials thanks to the neighbor voxels. Two definitions have been considered for this regularization term. First, the aforementioned aim was retained as definition. Then, the distance and the intensity of the voxels was also taken in account.

The regularization term was first defined as a penalty between neighbor voxels with different labels. This definition is the simplest one for the pairwise potential $V_{x,y}(u_x, u_y)$. The pairwise potentials are indeed defined by a positive constant value when labels are different and 0 when they are identical. The potential is thus directly given by the inverse Kronecker’s delta $\delta_{x,y}$.

$$V_{x,y}(u_x, u_y) = \delta_{u_x, u_y}$$  \hspace{1cm} (3.34)

$$\delta_{x,y} = \begin{cases} 1 & \text{if } x \neq y \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.35)

This first definition has two main flaws. First, this pairwise potential does not take in account the distance between two neighbor voxels, which is a lack for anisotropic images. Then, this potential does not take in account the relative class probability of both voxels. Thus a new potential $V_{x,y}(u_x, u_y)$ is introduced that penalizes the difference of labels between two neighbor voxels as a function inversely proportional to the distance between the voxels and functions of the difference of intensity between them. An additional parameter $\sigma$ is also introduced in order to characterize the image noise and thus the relevance of intensity differences.

$$V_{x,y}(u_x, u_y) = \frac{1}{\|x-y\|} e^{-\frac{(V(x)-V(y))^2}{2\sigma^2}} \delta_{u_x, u_y}$$  \hspace{1cm} (3.36)
3.6.3.3 Solving the problem

Principle

The segmentation problem is divided in two parts, registration and segmentation; however both steps cannot be done independently. The registration problem may be solved using a multi scale approach in a coarse-to-fine manner as described by Glocker et al. [Glocker 2008]. However, the optimization method for MRFs developed by Komodakis et al. cannot apply to the segmentation step due to its high memory consumption [Komodakis 2007b]. Segmentation of full images would indeed require either an unrealistic amount of memory, or to work on images with smaller sizes. Both approaches are not compatible with the clinical prospect of this study. Thus the multiscale approach for registration is extended to the segmentation in order to gradually refine a region of interest (ROI) that includes the structure to segment. Such an approach allows keeping a reasonable size of graph through the segmentation process, without compromising over its quality.

With a coarse-to-fine manner, the segmentation may begin with the entire image and progressively focus on a smaller part of the entire image while the resolution increases. At first segmentation is carried out on the entire image, but with a high subsampling factor. Thus, the segmentation will be feasible in practice as the number of nodes will remain small. Then, the segmentation is achieved at finer levels while using the ROI from the previous subsampling factor to restrict the segmentation to a smaller part of the initial image. This restriction allows keeping a graph with a reasonable size throughout the entire process while allowing segmentation at any chosen precision. However, the difficulty lies with the propagation of the ROI from a coarse level to a finer one. Indeed, one may not simply take the ROI and compute the same ROI with a smaller voxel size, because the entire set of possible displacements induced by the next iteration of the registration should also be taken in account. This set of displacement is nevertheless known, because the constraint for diffeomorphic deformations imposes maximal displacements for the finer level (sect. 3.5.3.2).

Implementation

The segmentation takes advantage of the multi resolution registration in order to gradually refine a region of interest for the structure to segment. Such an approach allows keeping a reasonable size of graph throughout the segmentation problem without compromising over its quality.

The segmentation of an image \( V \) is achieved through an iterative process with diverse image scales. The segmentation process will be presented for a case with two classes but also extends to any number of classes (fig. 3.24). At each scale \( s \) of the approach are successively computed a transformation for the registration of the atlas \( T_A^{(s)} \), a segmentation for the current scale \( V_{seg}^{(s)} \) and an expected area for the next scale \( V_{mask}^{(s+1)} \). First, the research area for the first scale \( V_{mask}^{(1)} \) is initialized as the entire volume. Then, the iterative process begins. For each scale of
image, the registration of the atlas $\mathcal{A}$ on the volume for the current scale $\mathcal{V}^{(s)}$ is first done using the proposed technique for atlas registration. This registration defines a transformation $T^{(s)}_A$ for the current scale that is then used for the segmentation of the image $\mathcal{V}^{(s)}$. This segmentation is achieved using the optimization technique from Komodakis et al. and is limited to the segmentation mask previously computed $\mathcal{V}^{(s)}_{\text{mask}}$ [Komodakis 2008]. Finally, the area of research for the next step $\mathcal{V}^{(s+1)}_{\text{mask}}$ is computed from the current segmentation $\mathcal{V}^{(s)}_{\text{seg}}$. In the two class case, this segmentation $\mathcal{V}^{(s)}_{\text{seg}}$ is the segmentation of the object against the background. This approach extends to the multiple class case by defining $\mathcal{V}^{(s)}_{\text{seg}}$ as the union of all objects against the background. However, this extension will not be feasible when the union of the objects or the object contains too many voxels.

Set the initial mask $\mathcal{V}^{(1)}_{\text{mask}}$ for segmentation as the entire image $\mathcal{V}^{(1)}$.

For each scale $s = 1, \ldots, S$

1. Compute the transformation $T^{(s)}_A$ that matches the atlas $\mathcal{A}$ on the subsampled image $\mathcal{V}^{(s)}$.

2. Segment the subsampled image for current scale $\mathcal{V}^{(s)}$ inside the current mask $\mathcal{V}^{(s)}_{\text{mask}}$.

3. Using the current segmentation $\mathcal{V}^{(s)}_{\text{seg}}$ compute a maximal area $\mathcal{V}^{(s+1)}_{\text{mask}}$ where the object to segment should remain at next step.

Figure 3.24: Combined segmentation, solving process.

The difficulty lies with the propagation of the ROI from a coarse level to a finer one. Atlas registration was indeed treated before (sect. 3.5.3.3), and the segmentation problem meets the requirements of the MRF optimization technique developed by Komodakis et al. [Komodakis 2008, Komodakis 2009b]. Thus, only remains the computation of the segmentation mask $\mathcal{V}^{(s+1)}_{\text{mask}}$ from the segmentation at one scale $\mathcal{V}^{(s)}_{\text{seg}}$. Indeed, the update of the segmentation mask cannot be done by simply upsampling for a smaller size of voxel. In order to define this mask, one has to take in account the displacements induced by the registration at next step. However, the diffeomorphic constraint on the registration imposes a maximal displacement for each control point at the finer level (sect. 3.5.3.2). Thus, maximal authorized displacements of the points are known, and the segmentation $\mathcal{V}^{(s)}_{\text{seg}}$ may be deformed to obtain a bounding mask for the next step $\mathcal{V}^{(s+1)}_{\text{mask}}$. 
3.6. Combined segmentation

3.6.4 Protocol, method

3.6.4.1 Segmentation priors

The set of images used for training and the atlas were identical to that of the segmentation with a single atlas (sect. 3.5.5.2). Only a spatial and an appearance prior were added.

The spatial probability maps were computed by deforming segmentation references on the initial image set \( \mathcal{I} \). First, M.D. manually defined ground truth segmentations \( \mathcal{S} \) on the initial set of images \( \mathcal{I} \). Then, every segmented volume was deformed following the deformation defined for the creation of the set of registered images \( \mathcal{V} \). Each segmentation \( \mathcal{S}_i \) was transformed with the deformation field matching \( \mathcal{I}_i \) onto \( \mathcal{V}_{trg} \). Thus, a liver segmentation was obtained for every registered volume. Finally, the spatial probability maps were computed as the average probability of being inside or outside liver for each voxel of the target volume.

The appearance priors were learned on the initial set of images \( \mathcal{I} \). For every image inside this set, a reference segmentation is known for each class of tissue \( \mathcal{S}_i \). These reference segmentations were retained to train the appearance priors, either as an average intensity distribution, or by training a classification function (sect. 4).

3.6.4.2 Test protocol

The accuracy of segmentation was evaluated on the same 17 volumes than with the previous method (sect. 3.5.5.3). Then, the quality of segmentation was assessed using the three metrics previously introduced (sect. 3.5.5.1). First, intensities were normalized for every image of the test set. Then, an estimate of the liver segmentation was computed for each of these images. The segmentation was achieved using the combined segmentation (sect. 3.6.3) with an appearance prior defined either with a pdf model or by a classification function with texture features (sect. 3.6.2.4). Finally, the segmented regions were compared to the reference segmentations.

The combined segmentation divides into two parts, atlas registration, and segmentation with priors. First, atlas registration was achieved using the same parameters than in the previous approach (sect. 3.5.5.3). Then, the segmentation with the priors was achieved using the intensity dependent smoothness term (eq. 3.36) with a weight of 0.5 and an image noise set to 50. The singular potentials were defined next as a balance between the adequacies with the two priors. This balance was set to \( \alpha = 10 \), which gives ten times more weight to the spatial prior.

3.6.5 Discussion, Results

The addition of priors improves the quality of the segmentation of the liver. However, the resulting quality remains insufficient for use in clinical routine. First, the quality of segmentation improves when using combined segmentation (fig. 3.25). Indeed, the sensitivity improves of 7% and 10% compared to segmentation via atlas registration. Moreover, the improvement is even greater for DSC, where increases of 12% and
19% are obtained. Then, the improvement of the segmentation is greater when more complex appearance models are retained. Indeed, the measures are all higher when using texture features instead of pdf as appearance model. Moreover, this improvement is significant for the DSC. Finally, an unexpected behavior is obtained when using a classification function as appearance prior; the variance of the results decreases by a magnitude between 2 or 3 compared to pdf as appearance prior. This gain probably comes from the better reliability of the second appearance prior. Indeed, a classification function is a more robust way to distinguish between the liver and the other tissues than a pdf.

The evolution of the segmentation with combined segmentation will now be qualitatively presented using the examples chosen for segmentation through atlas registration (sect. 3.5.6). First, an improvement may be seen when using the new priors. Moreover, this improvement is visible whatever the case (fig. 3.26)(fig. 3.27). Then, combined segmentation allows correcting cases with large difference between reference and segmentation through atlas registration. For example, on the bottom of the metastatic liver (fig. 3.26), combined segmentation allows getting a large part of the liver that was missed. Finally, combined segmentation deals better with sections of the liver with sharp boundaries. For example, on the bottom of the liver with HCC (fig. 3.27), the segmentations better follow the true shape of the liver. In particular, sharp contours are obtained. However, the segmentation remains often far from the true boundaries of the liver.

To conclude, while combined segmentation is an improvement compared to segmentation through atlas registration, the quality of the segmentation of the liver is not sufficient for clinical use. Indeed, the segmented livers are often incorrectly segmented at locations with high shape variability, for example at liver bottom and for some parts with sharp anatomical segments. Therefore, the precision of a combined segmentation of the liver is not sufficient to have a medical value. Indeed, the average DSC for the segmentations remains relatively small (83%) and far from state of the art techniques (95-96%) [Linguraru 2010, Massoptier 2008]. Moreover, the proposed approach has small value as initialization of a more precise segmentation technique. Indeed, the segmentation of the liver is often done in two steps, beginning with a rough initialization, before precisely segmenting the organ. However, the length of the combined segmentation prevents its use as an initialization step. Indeed, with an initialization of several minutes, it would become impossible to compete with

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>DSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlas only</td>
<td>0.73 ± 0.02</td>
<td>0.98 ± 5 \cdot 10^{-5}</td>
<td>0.70 ± 0.01</td>
</tr>
<tr>
<td>Combined with pdf</td>
<td>0.79 ± 0.02</td>
<td>0.99 ± 5 \cdot 10^{-5}</td>
<td>0.78 ± 0.01</td>
</tr>
<tr>
<td>Combined with texture</td>
<td>0.80 ± 0.01</td>
<td>0.99 ± 3 \cdot 10^{-5}</td>
<td>0.83 ± 4 \cdot 10^{-3}</td>
</tr>
</tbody>
</table>

Figure 3.25: Combined segmentation, evaluation on several images. First, the results with atlas only are reminded. Then, the results of combined segmentation are given for two appearance priors, either an intensity distribution, or a classification function based on texture features.
Figure 3.26: Combined segmentation, examples for a metastatic liver. Several results of segmentation are compared for segmentation through atlas registration, and combined segmentation with either a pdf or a texture prior. The reference segmentation is shown in blue and the automatic segmentation in red. The examples are given for a metastatic liver on a CT image with a size of voxel of $1.6 \times 1.6 \times 10$mm.
Figure 3.27: Combined segmentation, examples for a liver with HCC. Several examples of segmentation are compared for segmentation through atlas registration, and combined segmentation with either a pdf or a texture prior. The reference segmentation is shown in blue and the automatic segmentation in red. The examples are given for a liver with HCC on a CT image with a size of voxel of $1.5 \times 1.5 \times 2.5$mm.
methods that segment the liver in a matter of a dozen of seconds [Ling 2008].

3.7 Conclusion, summary

Three approaches have been proposed to segment the liver. First, a morphological technique was introduced to obtain an envelope from an approximate segmentation of the healthy parenchyma. Then, two methods based on the registration of an atlas were proposed. None of these methods offered sufficient results for the use of an automatic liver segmentation in clinical routine. Consequently, the segmentation of the liver tumors within a liver envelope will be done most of the time using a gold standard in the next chapter. However, the proposed methods still have some value.

A morphological tool was proposed that computes a smooth envelope that wraps around a binary ROI. First, this tool is generic and may apply to many other organs because many have smooth boundaries. Indeed, this tool allows segmenting an entire organ including the abnormal parts, when a segmentation of the healthy region is known. Then, the proposed approach might be improved. In particular, the computation of an initial outline should be further developed in order to obtain an approximate contour with well distributed nodes. This change should also improve the detection of the hole boundaries, because all measures inside the heuristic detection of these points would become more reliable.

Two methods of segmentation through atlas registration were proposed with poor success in the liver case. However, these methods might be valuable for other problems. First, a new statistical atlas was proposed that gives an optimal pdf at each location of the space. This atlas generalizes a previous atlas definition with Gaussian models. Moreover, the optimality condition chosen to construct the atlas extends to any type of distribution model. Indeed, while GMMs were retained in this work, the MDL condition is also valid for any other model. Thus, an atlas with non Gaussian models or with various models at same time may be constructed without any difficulty by following the proposed approach. Then, the proposed methods failed because the atlas could not capture the high variability of the liver and because the registration technique could not offer transformations precise enough to match the livers. However, many organs have lower shape variability than the liver. For such organs, the proposed segmentation techniques might be valuable. Finally, modeling the deformations induced by the lesions might have some value. Indeed, Ashraf proposed a tumor deformation model to deal with the registration of brain tumor images with an atlas [Ashraf 2006]. This approach induced a significant reduction of the registration error. Thus, a similar model in the case of the liver might be valuable to deal with the liver tumors. However, such model might be significantly more complex in the liver case, because of the impact of the lesions on the overall shape and size of the liver. Moreover, modeling tumor deformation will have no use when dealing with the normal anatomical variability of the liver.
Tumor segmentation inside a liver envelope

This chapter deals with the segmentation of the hepatic tumors within a liver envelope with normalized intensity. The proposed methods rely on the separation of the tissues on a high-dimensional feature space with advanced machine learning techniques. First, the construction of a classification function will be treated, which distinguishes between the diverse types of tissues inside the envelope based on their texture appearance. Then, this classification function will be used to segment the liver tumors by direct use of the learned separation of the tissues. And finally, segmentation will be achieved as a MRF minimization problem based on the probability of belonging to each class of tissue according to this previous classification function.

Although the methods were chosen for the liver case, they may also be applied to any other problem where the objects to segment differ by their texture appearances.
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4.1 Intro

Liver cancers are deadly diseases with important frequencies in the world (4th most deadly cancer in the world and second in China [Tang 2001]). Surgical resection is the best treatment available, but may apply only when some conditions on tumor sizes are met. Therefore early diagnosis and accurate appraisal of tumors are critical. The exceptional resolution of CT images allows good detection rates for most tumor types. However, the detection of liver tumors is challenging due to the small observable changes between healthy tissues and tumoral ones. Such a task is even challenging for clinical experts. Thus a good and repeatable method to detect the tumors would be an advantage. Being clinically motivated, such an approach should work for diverse tumor types at the same time in order to avoid multiple and successive segmentations, as well as for several protocols and CT machines to prevent methods specific to one site. Besides these constraints, the problem is reduced to segmentation inside a liver envelope, where the segmentation is easier to achieve.

4.1.1 Context

First, the medical background of liver tumors will be quickly reviewed. Then, focus will be on the value of an automatic segmentation compared to a manual one. First, background information will be reviewed, but with less details than in previous chapter (sect. 2.2). The focus will be on relevant characteristics of the liver and tumors along with the role of segmentation for therapeutic strategy, while focusing on some common types of cancer. Then, the contribution of an automatic segmentation will be discussed from a medical perspective, while distinguishing improvements of existing strategies from possible novelties.

4.1.1.1 Medical Background

The liver is a voluminous organ located inside the abdomen and at crossroads between many vascular networks. From this particular position come many critical functions and a surprising ability, regeneration. The liver is the biggest non-hollow organ inside the human body, where it amounts for around 3% of the human body mass. Liver has many functions related to digestion, namely transformation of some nutrients, storage of some components and barrier against some poisons. These functions come in part from the location of the liver at a junction between several networks. The liver indeed contains three blood-networks, portal vein, hepatic arteries and hepatic veins, to which are added a biliary tree and a lymphatic network. Besides these functions, liver has the surprising ability to regenerate. The liver is indeed able to grow again from a small initial volume, which provides many possibilities for treatment by surgical resection [Vilgrain 2002, Fritsch 2003]. However, a sufficient volume of healthy liver is required for the patient to survive. The hepatic function is indeed necessary for life, and no substitute exists like dialysis for kidneys. Some companies are admittedly endeavoring to create an artificial liver, but such
substitutes are still far from ready [Demetriou 2004, HepaLife Technologies 2009, McGuckin 2008].

The liver is an organ where many tumors can be found, either as a metastatic site or as a primary one. Liver is one of the most common locations for metastases, second only after the lungs. Many tumors can indeed create hepatic metastases; in particular Pickren showed that 41% of patients with cancer death had liver metastases [Pickren 1982]. Explanations for this high metastatic activity are twofold. First, liver is the first organ met when coming from the digestive system. Thus liver is the first location for metastases from digestive cancers. Then, the blood flow inside liver is second only to the lungs, which increases the probability of metastases. Concerning primary cancers, Hepatocellular carcinoma (HCC) is the most common primary type of liver cancer. This cancer not only has a poor prognosis (less than 5% 5-year survival rate [Clark 2005]), but the death toll is increasing and is forecast to continue to increase. Indeed, while many cancers are less and less deadly, deaths from HCC are increasing (1.4/100000 for 1976-1980 and 2.4/100000 for 1990-1995 in USA) [Obed 2007, Tang 2001, Taylor-Robinson 1997, El Serag 1999, Bruix 2005]. Moreover, the incidence of this cancer is forecasted to increase for western countries.

CT scanner is the best imaging modality for the detection of liver tumors and pre-operative planning, as well as for treatment monitoring [Hélénon 2003, Choi 2006]. However, a correct detection of lesions requires the choice of an adequate enhancement phase, as well as good reading abilities to detect small differences between tissues in a noisy environment. First, a striking resemblance often exists between tumoral and healthy tissues. However lesions become more visible after enhancement with a contrast product. These injection protocols, or phases, are roughly four, which correspond to diverse delays between the injection of a contrast product and the image acquisition. At the image level, an adequate phase allows enhancing the tumors, but this enhancement comes with some drawbacks. Appearances and intensity ranges indeed change both for the healthy tissues and the tumoral ones from one phase to another. Then, another challenge is due to the liver itself. Being an organ with a high degree of vascularity, the images obtained are really noisy, a property that is amplified due to the enhancements.

For most tumors, surgical resection is the only treatment that can lead to complete healing, but it cannot apply to all cases. For metastases, resection is the best available treatment, allowing good survival rates (20-40% 5-year survival rate on selected patients [Hélénon 2003]). Surgical resection is also the preferred treatment for HCC [Tang 1989], with a favorable prognostic (40-60% 5-year survival rate according to Tang [Tang 2001] and 50-70% for Blum [Blum 2005]). Other treatments are inefficient but not useless. The role of the other therapeutic strategies is twofold. First, the treatment may be palliative. Then, treatments may be used to make surgery possible. One of the requirements for surgical resection is indeed to preserve a sufficient percentage of healthy liver after resection (20-30%). Treatments may be used to modify this ratio and transform a non surgical case into a case where surgical resection becomes possible.
4.1.1.2 Contribution of segmentation

An automatic segmentation has many applications both for routine clinical use and for research purposes. First, an automatic segmentation offers a time gain for the physician for some repetitive tasks such as follow-up and preoperative planning. Then, an automatic segmentation offers more information than actual segmentation techniques, which may be relevant for clinical assessment of treatments or for better characterization of lesions.

Determining the volume of a lesion is important for the selection of therapeutic strategies. Thus, physicians often have to segment lesions for follow-up of patients or to plan surgery. Some patients are indeed known to have a higher risk of developing a hepatic cancer, e.g. because of a pre-existent pathology in the HCC case. These patients are followed up regularly to detect the development of a malignant lesion at an early stage. Thus, physicians have to check images at regular intervals to detect these lesions (4-6 months [Bruix 2005, Okada 1993]). An automatic tool would mean a time gain for these physicians. This gain would be even more important in the case of surgery planning. Before deciding for surgical resection, physicians have first to check if the patient is eligible for resection by evaluating the remaining healthy liver after surgery. Then, they have to plan the surgery by defining where to cut. For both these tasks a 3D segmentation is an advantage.

The availability of a 3D segmentation offers interesting possibilities for the characterization of tumors. Indeed, the current methods have some lacks for the evaluation of the responses of lesions to treatment. Thus, physicians are currently trying to find better methods of characterization, but are limited by the lack of availability for 3D segmentation techniques [Eisenhauer 2009]. Current characterization methods are indeed still using only 2D information, with a single diameter to characterize a lesion (RECIST [Therasse 2000, Eisenhauer 2009]) or two perpendicular diameters (WHO response criteria [Miller 1981]), where 3D could offer more. However, 3D characterization requires a segmentation method, because assuming that physicians will do everything manually is not reasonable. 3D offers a better insight of lesions by providing the volume of a lesion, which is more informative than the diameter(s) of a section. Moreover, a ROI allows quantifying the pixel density inside a lesion, which permits in particular to characterize necrotic regions. This last prospect is a strong improvement for the assessment of therapeutic medicines. Many modern approaches aim indeed for necrosis of lesions instead of shrinking of tumors, while present response measures do not take this parameter in account.

4.1.2 Challenge

The segmentation of liver tumors is a challenging task. First, the wide range of possible appearances for both tumoral and healthy tissues makes the distinction between tissues more complex. Then, segmentation is achieved on a noisy background. Finally, the clinical prospects introduce additional constraints in term of speed and robustness.
Healthy and tumoral tissues inside liver have various intensities and appearances arising from the various types of tumors, the changes induced by the injection phases and the technical differences between imaging machines. First, various tumors have to be segmented, with miscellaneous appearances and often a striking resemblance with healthy tissues. Moreover, some tumors are only visible, or more distinguishable, when an appropriate phase has been considered. Unfortunately this enhancement impacts all appearances and shifts the intensities of both tumoral and healthy tissues. Finally, segmentation is done for a multicenter study, which introduces variations caused by changes of injection protocols and imaging machines.

Besides this variability of appearances and intensity ranges, the segmentation should cope with the non-existent edges of some lesions as well as with intensity variations between tumors and healthy tissues that may be inferior to the background noise. First, some lesions do not contain visible edges (e.g. diffuse cancers or some HCCs), which prevents the use of approaches based on edges. Then, the nature of liver and the requirement of enhancement introduce a high degree of noise. The liver is indeed an organ with a high degree of vascularity and a contrast product is injected prior to image acquisition. Thus, the CT images are noisy, which introduces uncertainty for the link between the intensity and the type of tissue. This uncertainty implies that the intensity value at one pixel does not directly describe the type of tissue contained inside this pixel, as the difference of intensity between two tissues may be smaller than the amplitude of the noise.

The clinical prospect of this study introduces several other constraints, on the robustness of the method, on its speed and on quality of detection. First, the method should work for real images, meaning images from diverse CT machines, with various levels of resolution and for both overlapping as well as non overlapping slices. Indeed, the method should handle images, whose quality is sufficient for the diagnosis by a physician, and not only perfect images with low noise. Then, the total length of segmentation should remain reasonable. Segmentation should not take more than a few minutes from the opening of a medical image to obtaining the results of segmentation. Finally, segmentation should be as good as possible for lesions ≥ 10mm. This requirement of quality comes from the need of a good segmentation for diagnosis, while the constraint on size comes from medical guidelines. Lesions smaller than 10 mm are indeed considered as non-measurable lesions (RECIST [Therasse 2000, Eisenhauer 2009]); thus, these lesions are excluded from protocols.

4.1.3 Role in the global process

Segmentation of the hepatic tumors inside an already known liver envelope is the last step of the proposed method to segment tumors inside CT images. Before the segmentation presented in this chapter, a liver envelope was computed (sect. 3), and the intensities were normalized within this envelope (sect. 2.6). The normalization of CT images is a crucial step, because it allows using a common intensity basis, where intensity variability between images remains small. Working inside a liver
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envelope allows simplifying the problem and getting better results. Previous works indeed showed that segmentation of hepatic tumors was more accurate when done inside liver only, in particular for automatic methods (sect. 2.4.2).

The proposed segmentation approach deals with a more global problem than segmentation of liver tumors only. Indeed, this approach applies to any segmentation problem where the researched objects differ by their texture appearances. Moreover, the proposed approach was chosen for its robustness toward noise and its computational efficiency, thus it could be a relevant technique for many other segmentation problems with clinical applications. In particular, the approach was tested to define an appearance model for the segmentation of liver in a previous chapter (sect. 3.6.2.4).

4.1.4 Overview

The proposed method addresses the problem of segmentation of diverse tumor types versus the healthy tissues within the liver. This detection is done while satisfying a number of constraints, like different resolution levels, various enhancement phases and protocols, in noisy anisotropic CT images and in a reasonable time. A learning based approach is chosen to address this task, which addresses features selection, tumor classification and the use of classification for segmentation. The intensities are assumed normalized, and from a predefined set of features are selected the ones for which an optimal classifier exists to separate healthy versus non-healthy tissues. This classifier is based on the AdaBoost method that decomposes the process into a number of weak classification tests [Freund 1997]. Once such a multi-level, multi-feature classifier has been determined, the task of segmentation consists of combining the results of classification applied to a new volume towards achieving a good segmentation.

A learning approach was followed because no edge method applies due to the high noise in the liver, and because there are different kinds of objects to segment (some tumors are so dissimilar that they have nothing in common), and because the appearance of each object vary widely. Moreover, the analysis of previous works shows the contribution of machine learning for the segmentation of liver tumors (sect. 2.4.2). Machine learning techniques search for complex patterns inside data, which is precisely the case here. Indeed, the tumor appearances vary widely and there are neither prior knowledge for every possible appearance of the lesions nor techniques to combine this prior information. Consequently, machine learning seems an appropriate approach to distinguish healthy from tumoral tissues.

Machine learning techniques determine a process that separates a set of observations. In the case of this study, observations consist of intensities and classes correspond to tumor versus non-infected tissues. Despite the resolution of CT images, one can imagine that the separation of healthy versus non-healthy samples in this space is almost impossible as intensity alone cannot distinguish between the diverse tissues. The use of filters and their responses, as well as texture metrics is a convenient way to take into account the relative context, and consider features
with better discrimination power along with more robustness towards noise. One can consider either the responses themselves or seek a separation on a subspace that encodes the dependencies at the local scale of these responses, which is precisely the contribution of machine learning.

The proposed approach can extend to any kind of segmentation problem, where objects differ by their texture patterns. While initially aimed at liver tumor segmentation, the entire technique does not rely on any information specific to the liver, meaning that the approach is applied to the liver only by setting some parameters. Thus, the proposed technique may be applied to other segmentation problems, while keeping the same advantages concerning noise management, clinical setting and speed.

4.2 Machine learning

4.2.1 Solving complex problems

Machine learning is a scientific domain concerned with the creation of algorithms able to modify their behaviors in function of data. On contrary of expert systems that rely on structured knowledge bases to treat new information, machine learning aims to construct algorithms able to deal with problems when no structured knowledge is available. This domain is strongly related with many other scientific domains such as statistic, Artificial Intelligence, and data mining...In particular, machine learning is often used for pattern recognition and medical imaging, because of the difficulty to translate such problems into intelligible ones for a computer.

In this study, machine learning will be reduced to the case of classification with inductive approaches. Given a set of samples, classification techniques aim at deducing rules allowing predicting the classes of new samples, where the classes are labels describing the type of the samples. Then, only inductive approaches are retained as possible machine learning techniques. Inductive approaches aim at learning a set of rules that remains unchanged once learned, as opposed to transductive approaches that update the set of rules while they are applied. Transductive techniques were excluded because they are not compatible with a clinical prospect. First, obtaining varying results over time is unacceptable for physicians, because measures obtained through classification would not be reliable. For example, the clinical assessment of treatments cannot be achieved with these approaches. The evolution of classification would indeed introduce a bias on all measures, which would prevent any conclusion. Finally, varying behaviors are often against the law in the medical domain. For example, the FDA does not give clearance for medical software, whose behavior evolves over time.

The sets of rules learned for classification using inductive methods will thereafter be called classification functions or classifiers.

Two main types of algorithms will be considered, supervised and non-supervised. Supervised methods deal with the training of a classifier for data sets where both samples and expected classes are known. Given a set of samples and a set of expected
classes, supervised approaches aim at maximizing the number of well classified samples, where the expected class of well classified samples is the one predicted by a classifier. On the opposite, the non-supervised approaches deal with the research of similar samples in a data set without knowing the expected class of any sample. For non-supervised methods, only samples are required. Expected classes are unnecessary, because such approaches aim at gathering similar samples in clusters. These clustering approaches qualify as classification methods because the cluster that better matches with a new sample can be used to define the class of this sample. Because clusters gather similar samples, one can reasonably assume that each cluster contains mainly elements of a same class. Thus a class can be assigned to each cluster, which allows classification.

4.2.2 State of the Art

4.2.2.1 Supervised methods

Support Vector Machines

Support Vector Machines (SVM) belong to supervised machine learning techniques and are used for classification problems. SVM combine linear separation in a feature space with a non-linear kernel in order to define a non-linear classification in the direct space. SVM apply to many problems by choosing an adequate kernel and define a measure of the robustness of classification. However, some constraints are introduced by the underlying theory. Indeed, the size of the training set is limited by the numerical solvers, and the classification of new samples may be slow.

SVM were introduced by Boser, Guyon and Vapnik as a classifier that optimizes the margin between training samples and the decision boundary in a feature space [Boser 1992]. Usually this feature space has a bigger dimension than the direct space, but it does not complicate the estimation problem, because simpler methods can be used (mostly linear methods in feature space) [Müller 2001]. The difficulty is the mapping between the two spaces, which can be difficult and complex to use and often impossible to get (you only have to find an image big enough and the mapping would be too big). However, thanks to the Mercer’s trick, the mapping constraint disappears. Mercer’s theorem indeed implies that every linear algorithm that only uses scalar products can implicitly be executed in [the feature space] by using kernels, i.e. one can very elegantly construct a nonlinear version of a linear algorithm [Schölkopf 1998b]. Thus a hyperplane that separates two classes may be found inside a feature space, using only kernels applied to samples from the training set. Implications of this approach are many; the decision boundary is constrained mostly by the closest samples from the boundary, called Support Vectors, the size of the margin mirrors the robustness of the separation (a large margin will imply more difference between the classes).
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AdaBoost

AdaBoost is a supervised machine learning technique introduced by Freund and Schapire, which constructs a strong classifier using only basic functionals with low discrimination ability [Freund 1997, Schapire 1999]. AdaBoost stands for adaptive Boosting and is one of the Boosting algorithms, which are meta algorithms used for supervised machine learning. AdaBoost relies on low level functionals, called weak learners, to construct a classifier in an adaptive evolution [Meir 2003].

AdaBoost has been applied in many domains including computer vision, because of its genericity, its simplicity of use, and its speed. First, the AdaBoost algorithm applies to many problems without lots of tuning. Only the number of rounds has to be chosen, as well as the definition of the weak learners. The main difficulty lies in the choice of adequate weak learners. These weak learners should indeed be chosen accordingly to the considered problem. As mentioned before, the AdaBoost approach applies to many domains by selecting various discrimination methods. However, the value of the approach depends entirely on the choice of adequate weak learners. Indeed, from these weak learners stems the customizability of the approach. Finally, the machine learning technique provides a classification function as a linear sum of weak learners. Thus, the classification is fast when the weak learners are fast. The AdaBoost technique will be further detailed in a later section (sect. 4.2.4).

4.2.2.2 Unsupervised techniques

K-means

K-means is a non-supervised algorithm that allows partitioning a population into k clusters by minimizing the sum of squares within clusters. This algorithm was introduced by MacQueen in 1967 and is still widely used because of its good clustering ability [MacQueen 1967]. From a set number (k) of centroids, the idea is to iteratively assign samples to the closest centroids before updating these centroids using the samples inside each cluster. This technique provides k clusters, where all samples are similar with respect to a chosen distance. This clustering technique was detailed in a previous chapter (sect. 3.4.2.4).

Kernel Principal Component Analysis

Kernel Principal Component Analysis or KPCA aims to apply Principal Components Analysis (PCA) in feature space in order to extract features that represent data with fewer uncorrelated variables. KPCA was presented by Schölkopf et al. as a non-linear generalization of PCA, where the non-linearity is introduced with non-linear kernels [Schölkopf 1998b].

The PCA is widely used in the statistic domain to represent data using a small set of uncorrelated variables that better explain the data distribution [Pearson 1901]. From a mathematical perspective, PCA relates to the research of an ordering of axes inside the feature space, for which the axes are sorted in descending order,
functions of the significance of each axis to explain the data distribution. It is thus possible to define subspaces embedded in the initial feature space, where data is approximated with a chosen precision. This reduction of variables has several applications; it can be used for visual representation of high dimensional data, to find linked components, to approximate data (not using features from the lesser relevant components), for denoising for example [Mika 1999]. PCA also impacts the classification methods. For example, the projection of samples in a subspace simplifies the subsequent application of other classification methods, and sometimes makes the method possible.

KPCA applies PCA in a feature space where features may be non-linear in the direct space. Hence KPCA can extract nonlinear structures in data. This approach offers several advantages; experimentally fewer components than with PCA are required to obtain similar classification results, and KPCA can be used for every case where PCA applies, while the choice of a kernel offers a wider range of possibilities [Schölkopf 1998b, Schölkopf 1999]. This approach may be seen as a non-supervised learning method, because combined with a clustering algorithm like k-means (sect. 4.2.2.2), it can define mean appearances in feature space for each class (possibly multiple appearances for each class). However, returning in direct space is still complex and not always possible, as the mapping from direct to feature space is not surjective. The research of an approximate point in direct space that represents a point in feature space is called the preimage problem and is still discussed [Schölkopf 1998a, Bakir 2004, Kwok 2004]. The method is also limited by the required computations. Indeed, the algorithm does not require any optimization technique, but requires diagonalization of a matrix. This diagonalization is an advantage for small feature spaces, but for higher dimensional spaces it often becomes an unsolvable problem.

4.2.3 Importance of validation

The validation is a crucial step between learning and use of a classifier. This validation aims to verify that the learned classifier is valid. This step is sometimes considered as the final step of the learning process, whose aim is to verify that the patterns found in the training set are still found in other data sets. The learning algorithm may indeed create a classifier that cannot be generalized to other data sets, either because the training set was not representative of the general case, or because the learning method did not apply to the problem. Moreover, this step also allows the detection of overfitting.

The validation consists in evaluating the performance of a classifier on a new test set. A validation set is first created and composed of samples and expected classes, where no sample was previously used for training. The learned classifier if then applied to every sample from the validation set and the performance of the classifier is evaluated by comparing predicted classes to expected values. The performance is finally assessed and a choice is made about the future of the classifier.

The performance allows deciding whether the classifier should be kept or rejected.
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If the performance is sufficient for the considered problem, the classifier is ready for use. Otherwise the learned classifier should not be further used. Several causes may explain this bad performance. First, the retained machine learning technique may be unsuitable for the considered problem. Then, the training set may be non representative of the general case. Finally, the bad results may be due to overfitting.

A classifier with good generalization abilities cannot be trained on a non representative training set. As inductive machine learning techniques are used, the training set is used to infer rules applicable in the general case. Thus, rules learned on a biased set cannot provide good results in the general case.

Overfitting occurs when the learned classifier is more complex than it should be. Any training set will contain some noise. When a classifier gives too much importance to this noise, the classifier will tend to model random variations inside the training set, which will affect the predictive value of the classifier. An example of overfitting is given for the classification of two classes linearly separated in a 2D-space with some incorrect samples (fig. 4.1). Two methods are used to find a separation between the two classes. A linear separation provides a simple and good dividing line for the artificial sample (fig. 4.1.a), while a B-splines boundary better classifies all samples (fig. 4.1.b), but at the expense of the simplicity of the regression model. This second separation gives too much weight to two incorrect samples, which might induce errors of classification on other data sets. When overfitting, classifiers will tend to be too complex, which will in turn lessen their predictive value. As Occam’s razor states, the simplest solution is usually the correct one.

![Figure 4.1: Separation of two noisy classes in the space, the problem of overfitting.](image)

An artificial sample is considered, with two classes shown as red squares and blue circles that are linearly separated. However, some noise is added to the sample. A separation is then researched to distinguish these two classes. First, a linear separation is computed (a), and then a separation based on B-splines is researched (b).

4.2.4 AdaBoost, a relevant method for our problem

Freund and Schapire introduced a supervised learning method named AdaBoost that uses several weak learners to construct a strong classifier [Freund 1997]. This
method has been widely used, because it runs fast (when the weak learners are fast) and applies in many cases. However, the quality of the results is dependent on the selection of adapted weak learners.

Given a training set, composed of samples with expected results, AdaBoost provides a learning algorithm to construct a strong classifier by combining low level functionals (named weak learners) in a coarse-to-fine manner. This strong classifier may later be applied to treat new samples. Variations of AdaBoost apply to multi-class problems. However the context of this work requires only binary classification, therefore AdaBoost will be reviewed only for the binary case.

4.2.4.1 Characteristics

The AdaBoost approach offers several advantages. In particular, the AdaBoost algorithm offers very fast results of classification, and applies easily to many problems. This ease to customize comes from the ability to obtain strong classifications from basic discrimination functionals. However, these advantages come at the price of incorrect results when the weak learners or the training set are inadequate. Thus, the validation step is particularly relevant for AdaBoost.

While the learning process may take a long time, applying a classifier is often fast. A slow learning process is not too restrictive because it is done off line and only once. However, fast application in everyday use is a strong incentive. The overall speed of the strong classifier is admittedly limited by the choice of the weak learners, but being low level functionals they should be fast.

AdaBoost is easy to use and to customize for many problems. The user only has to define two inputs for the learning algorithm, a maximum number of learning rounds and a set of weak learners. The maximal number of rounds is easy to set, however the definition of the weak learners is more complex and problem dependent. Indeed, the freedom of choice for the weak learners induces the good adaptability to any problem. However, an incorrect choice of weak learners will lead to poor results.

AdaBoost provides a strong learning method. The technique is able to construct good classification functions even for weak learners with small discrimination ability. Using weak learners that offer the best discrimination possible is nevertheless better. Freund and Schapire indeed showed that the training error decreases exponentially with the number of weak learners, and that the better the weak learners are, the better is the final classification function (sect. 4.2.4.2). These two facts imply that the quality of the weak learners impacts both the quality and the speed of the final classifier.

The choice of an adequate training set is crucial for the quality of this classification function. Indeed, the training set should represent as well as possible the variety of the problem that is aimed at. If there are more samples of one class, this class will be given more weight in the learning process. Thus the number of objects in each class inside the training set matters. Consequently, an unequal distribution of samples within the classes will impact the learning process. It may however be useful in order to favor one class.
The quality of classification on the training does not allow inferring the quality for a new set, even for a well chosen training set. The classifier should be validated and sometimes truncated whatever the quality of classification on the training set. The learning process follows indeed a coarse-to-fine approach, which implies that the later stages of the algorithm are more prone to overfit. Moreover Maeir stated that AdaBoost is sensitive to noise, mostly during the late learning stage [Meir 2003]. Thus the contribution of the end of the classifier may be very small or even detrimental to the classification of new samples. A validation should therefore be done in order to keep only the relevant components of the classifier.

### 4.2.4.2 Theoretical background

#### Introduction

Given a training set \( \chi \) composed of labeled pairs \((x_i, y_i)\), AdaBoost aims to construct a strong classifier \( H \) that provides rules to predict the class of a sample \( x_i \) with a good accuracy for the training set \( \chi \). Given a set of simple functionals, named weak learners \( \{h_j\} \), and a maximal number of learning rounds \( T \), the algorithm constructs this classifier \( H \) as a weighted sum of \( T \) weak learners balanced by their weights \( \alpha_t \) (eq. 4.2). It should be noted that a same weak learner may be used more than once, and that some available weak learners may remain unused.

#### Learning algorithm

The main idea behind the learning process is to begin by classifying the easiest cases and then focus on the more difficult cases. This adaptation is done using a distribution \( D_t \) that assigns a weight to each training sample. During the learning process the weights of the well classified samples will decrease while the weight for misclassified samples will increase in order to focus on the cases that are still not well handled. These weights allow creating iteratively the classifier, beginning with the more general cases, before focusing on the most difficult ones.
For each step $t = 1, \ldots, T$

1. Train a weak learner $h_t$ with respect to the distribution $D_t$.

2. Choose $\alpha_t = \frac{1}{2} \ln \frac{1-\epsilon_t}{\epsilon_t}$ where $\epsilon_t = \sum_{i=1}^{m} D_t (i) [(h_t(x_i) \neq y_i)]$

3. Update distribution as follows:

$$D_{t+1} (i) = \frac{D_t (i)}{Z_t} \times \left\{ \begin{array}{ll}
\exp^{-\alpha_t} & \text{if } h_t(x_i) = y_i \\
\exp^{\alpha_t} & \text{if } h_t(x_i) \neq y_i
\end{array} \right.$$ 

Figure 4.2: AdaBoost, algorithm of the learning process.

The learning process is iterative and contains three main steps (fig. 4.2). First a weak learner is chosen, then the associated error is computed to define the weight of the weak learner in the strong classifier, and finally the distribution is updated to take into account the evolution of the classification function.

First a good weak learner $h_t$ has to be chosen. The only constraint is the selection a weak learner with an error smaller than 0.5 for the current distribution $D_t$. When there is no error or when no weak learner does better than the random classifier, the algorithm stops, because the accuracy of the classification cannot be improved on the training set. For the first case, classification is already perfect for the training set, thus no improvement is possible. And for the second case, the addition of another component will be detrimental to the classification. Thus, stopping prevents a reduction of the classification ability. As mentioned before, weak learners with small errors induce a faster decrease of the error in the strong classifier. Thus a common method of choice is the selection of the weak learner with the smallest error in order to obtain good results with fewer components. However other methods may be chosen, for example to maximize the robustness of the classifier.

Then the error $\epsilon_t$ is computed with respect to the current distribution $D_t$ and later used to define the weight $\alpha_t$ for the weak classifier $h_t$.

Finally the new distribution $D_{t+1}$ is computed in order to focus more on samples that were not well classified during the step $t$, and to reduce the importance of well handled samples. A normalization term $Z_t$ is also introduced to keep a distribution.

The initial distribution often gives an equal weight to each sample when no previous knowledge is known, $\forall i \ D_1 (i) = \frac{1}{m}$. However the distribution may also be used to give more weights to some samples or to compensate for an unbalanced training set.
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**Training error**

Freund and Schapire provided an upper bound for the training error, and showed that this error decreases exponentially with the number of weak learners. Moreover, the authors showed that the better the weak classifiers are the better is the final classification function [Freund 1997].

Let us write the error $\epsilon_t$ for the weak learner $h_t$ as $\epsilon_t = \frac{1}{2} - \gamma_t$, where $\gamma_t$ represents how much better than random classification is $h_t$. Freund and Schapire proved that an upper bound of the classification error is expressed as an inverse exponential of the sum of all successive square $\gamma_t$ (eq. 4.3). Consequently, the error decreases exponentially and the better a weak learner is, the better is the induced improvement.

$$\prod_t \left[ 2\sqrt{\epsilon_t (1 - \epsilon_t)} \right] = \prod_t \sqrt{1 - 4\gamma_t^2} \leq \exp \left( -2 \sum_t \gamma_t^2 \right) \quad (4.3)$$

**From score to probability**

The learning process constructs a classifier that returns a binary result. However the AdaBoost score $F$ computed before applying the sign function contains more information than a single binary result (eq. 4.4). Friedman et al. indeed showed that the AdaBoost score could be used to compute the class probability [Friedman 2000] (eq. 4.5).

$$F(x) = \sum_{t=1}^{T} \alpha_t h_t(x) \quad (4.4)$$

$$p(x) = \frac{\exp F(x)}{1 + \exp F(x)} \quad (4.5)$$

**4.2.4.3 Validation for AdaBoost**

As mentioned before, validation is a crucial step between learning of a classification function and use of this function on new data sets (sect. 4.2.3). This step aims generally at checking that the learned classifier is relevant for the problem. For the case of AdaBoost, validation also allows doing some final tuning before freezing the classifier for later use.

First, validation allows verifying that the classification function is relevant for the considered problem. It may happen that learning failed, or was applied to a problem different from the one that was considered first because of a bias in the training set. A new set of samples is thus created and used to evaluate the quality of classification on new samples. This evaluation attempts to quantify the generalization error of the classification function and its robustness when dealing with new data. It also allows rejecting incorrect classification functions.

Then, validation may be used to tune up the classification function, by truncation of the classifier aiming at keeping only the relevant components of the weighted
sum that defines this classifier. The contribution of this step will be illustrated with an example showing the quality of classification, functions of the number of components for two classifiers obtained while selecting features for the classification of liver colorectal metastases (fig. 4.3). For these two examples, the quality increases with the number of components at first, and later tends to stall (fig. 4.3a,b) or even worsens (fig. 4.3b) with additional components. In both cases, a truncation of the classifier is relevant. For the first example using 400 components instead of 210 does not bring any significant improvement of quality, while being more time consuming (fig. 4.3a). The truncation is even more worthwhile in the second case, where using 400 components instead of 275 will not only require more time, but will also reduce the sensitivity with no increase of specificity (fig. 4.3b).

Figure 4.3: Contribution of validation for two classification functions obtained while selecting features for the detection of liver colorectal metastases. Sensitivity and specificity are displayed functions of the length of the classifier.

The length of a classification function is dependent on the maximum number of
rounds inside the learning process that is given as input by the user. Because of the coarse-to-fine approach of the AdaBoost algorithm, components added in the later stages of the learning process bring less gain to the overall quality of classification, while being more error prone. Thus, the validation should be used to determine an optimal classifier length by studying the quality of the classification, functions of the number of components. This optimal length is simply defined as the number of components at the beginning of the asymptotic part of the plot of quality, or as the last number of components before a steady worsening of the classification.

The contributions of this tuning are many. First, it allows making up for some noise inside the training set. Then, it improves the classification speed. Finally, it allows detecting non optimal use of the learning process. When there is some noise in the training set, assumed to be in minority compared to correct samples, these incorrect samples should be treated in the last stages of the learning process (because of the coarse-to-fine approach). Thus, removing the last components of a classification function will lessen the weight of these samples in the global classifier, which may prevent a worsening of the classification due to the last stages of the classification. This truncation allows in fact reducing the problem of overfitting. Then, removing components will decrease the number of calculi during the classification process, which will lessen the computation time. Finally, plots of quality allow detecting cases where the number of rounds for the learning process was not correctly set. If the quality of classification is still improving for the last components of a classification function, chances are that the quality may be further improved by doing more rounds during the learning process. Thus, these plots allow detecting when the user set a too small maximal number of rounds for training.

4.2.4.4 Adequacy to our problem

AdaBoost meets the requirements of this study. Indeed, the technique is fast to apply, which answers our clinical prospects. Moreover, its flexibility should provide a good framework to distinguish tumoral from healthy tissues. Finally, this machine learning technique provides better results than other methods for a same training set.

AdaBoost is by definition fast to apply. In particular, other methods based on kernels (SVM, KPCA, ...) would not apply well to this problem. Such methods rely on matrices with dimensions linked with the size of the training set. Because this training set has to be big to represent the variability of the possible appearances, applying kernel methods would be slow and may even be impossible.

AdaBoost offers better experimental results than other machine learning techniques. Given a same training set where the samples are represented by a same set of 144 features, AdaBoost shows the best classification ability on a new test set (sect. 4.3). A training set of 1014 samples was used to train several classifiers using the machine learning software RapidMiner [rapid i 2008]. The quality of classification was later assessed on a set of 75987 samples. This test validates the choice of AdaBoost to discriminate healthy and tumoral tissues inside liver, be-
cause not only does AdaBoost provide the best accuracy but it does so with a 10% margin (fig. 4.4).

Figure 4.4: Comparison of diverse machine learning techniques for the classification of healthy vs. tumoral tissues. Training was done with a set containing 1014 samples described by 144 features. The learned classifier was then evaluated on a test set of 75987 samples.

### 4.3 Selection of texture features

Machine learning techniques allow distinguishing elements from different classes using features describing these elements. However, the learned discrimination method is dependent upon the features describing each element. Thus, features allowing a good discrimination between the classes should be selected.

First, intensity only cannot discriminate well enough between healthy and tumoral tissues inside the liver (sect. 2.4.2). Thus, not only information at pixel level will be used, but the neighborhood too. Then, raw images may be insufficient or inadequate for direct use, thus images will be treated in order to work on better conditions, either by correction or enhancement of the local features.
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4.3.1 Texture metrics, quantifying local appearance

4.3.1.1 Texture, spatial arrangement of intensities

Texture is an attribute representing the spatial arrangement of the gray levels of the pixels in a region [Herdilou 1999].

Images are made of pixels, where each pixel gives the intensity for a specific location. An exact location may be described by the intensity of the closest pixel. However, this location may be more precisely described by using more pixels nearby, because spatial information is added to the local intensity. Such a patch is called texture and may be characterized by the existence of repeated patterns, by the spatial distribution in a neighborhood... For example two different textures are shown in (fig. 4.5). While the central voxel has the same intensity, the two patches cannot be seen as similar, because the textures are different. While the first texture appears random (fig. 4.5.a), the second one has a cleaner look, with linear patterns (fig. 4.5.b).

![Random texture](image1)

(a) Random texture

![Linear pattern](image2)

(b) Linear pattern

Figure 4.5: Two voxels with the same intensity, but with very different surrounding textures. The first texture (a) seems random, while the second one (b) contains linear patterns.

The human eye is able to distinguish similar textures from different ones. The difficulty lies in quantifying this difference from a mathematical point of view. Several approaches have been proposed to characterize a texture: spectral, structural or statistical analysis. First, structural approaches aim to build a grammar that explains how to build a texture using texture primitives. A new texture is then parsed to check if it matches with the created grammar. Then, spectral analysis deals with the characterization of textures in the frequency domain, using both frequency and orientation in the space. Finally, statistical approaches aim to characterize textures by their statistical properties, namely the distribution of intensities within a texture patch, sometimes combined with the spatial locations of the pixels.
Statistical approaches were retained to characterize the texture. First, structural approaches are not compatible with the retained approach. AdaBoost indeed requires some features to characterize a texture, what structural approaches do not provide. Then, statistical approaches provide metrics that can be used as features for the learning process. Finally, structural analysis might have been used too, but this domain is more relevant for periodic textures and measures are slower to compute than for statistical analysis [Srinivasan 2008, Chen 1998].

Statistical analysis provides a number of metrics that quantify diverse characteristics of the texture: contrast, randomness and linearity... These metrics are characterized by the number of pixels in relation that are used for computation. This number of pixels is named the order of the metric. A first order method will only take intensity in account. A second order method will use relations between pairs of pixels... It should be noted that humans can discriminate between textures with different second order metrics, but are bad with third order [Julesz 1981]. The study will be limited to first and second order metrics, because metrics with higher orders do not apply to this study. Higher order metrics indeed aim to distinguish textures with fibers and the liver does not contain fibers.

The texture features that were retained will now be presented, while representing texture patches by \( n \times n \) square matrices \( I \) of gray levels \( I_{i,j} \). The size of the textures \( n \) will always be odd, in order to be able to center textures on one pixel.

### 4.3.1.2 Quantifying intensity distribution

First order features rely on the distribution of intensities within each texture patch to quantify some characteristics of the texture. These metrics mostly characterize the histogram inside the texture patch. Given a texture patch described as a square matrix \( I \) with odd size \( n \), the retained metrics are defined as follows.

**Mean**: Define the position of the histogram on the gray scale.

\[
MEAN = \frac{1}{n^2} \sum_{(i,j) \in [1:n]^2} I_{i,j}
\]  

**Variance**: Measure the repartition of gray levels around the mean value.

\[
VAR = \frac{1}{n^2} \sum_{(i,j) \in [1:n]^2} (I_{i,j} - MEAN)^2
\]  

**Skewness**: Quantify the difference compared to a symmetric distribution (deviation to lower or higher intensities).

\[
SKEW = \frac{1}{n^2} \sum_{(i,j) \in [1:n]^2} (I_{i,j} - MEAN)^3
\]  

**Kurtosis**: Characterize the histogram peak (the smaller, the flatter).
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\[ KURT = \frac{1}{n^2} \sum_{(i,j) \in [1:n]^2} (I_{i,j} - MEAN)^4 \]  

(4.9)

**Signal-to-Noise Ratio**: Evaluate the corruption of one signal by the background noise.

\[ SNR = \frac{MEAN}{\sqrt{VAR}} \]  

(4.10)

4.3.1.3 Co-occurrence matrix, tracking pixel pairs

Co-occurrence matrices are matrices that keep track of the distribution of pixel pairs inside a texture patch. These matrices are useful for the computation of second order metrics, which are by definition computed using pixel pairs. Given a texture patch described as a square matrix \( I \) with odd size \( n \), a co-occurrence matrix \( P_{\Delta_x, \Delta_y} \) defines the probabilities of pixel pairs separated by an offset \((\Delta_x, \Delta_y)\). This matrix has a size given by the range of intensity within the texture patch.

\[ P_{\Delta_x, \Delta_y}(i, j) = \sum_{k=1}^{n} \sum_{l=1}^{n} \delta_{I(k,l),i} \delta_{I(k+\Delta_x, l+\Delta_y),j} \]  

(4.11)

where \( \delta \) is Kronecker’s delta \( \delta_{i,j} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{otherwise} \end{cases} \)

However, this definition has a main drawback; it is not invariant by rotation. Thus co-occurrence matrices are more often defined in a polar basis. These matrices \( P(d, \theta) \) are keeping track of the probabilities of pixel pairs for a direction \( \theta \) and a distance \( d \). An example is given for the co-occurrence matrix \( P(1,0) \) (fig. 4.6). Given a texture patch (fig. 4.6.a), a co-occurrence matrix is iteratively constructed by counting the number of occurrences for each pair of pixel intensities (fig. 4.6.b). The co-occurrence matrix is finally defined by normalizing the matrix that counts the occurrences of each pixel pair (fig. 4.6.c).

Only four directions \( \theta = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\} \) are considered. First, only directions as multiple of \( 45^\circ \) are retained, because these directions allow direct use of intensities, without any interpolation. Then, the order of pixels inside a pair is not taken in account for the construction of co-occurrence matrices. Thus co-occurrence matrices are symmetric, and are invariant for textures transformed by rotation of \( 180^\circ \).

The dimension of a co-occurrence matrix is defined by the intensity range within a patch, which is a problem because of the large range of intensity inside medical images. Thus a mapping of intensities to an admitted number of gray levels is introduced. For large intensity ranges the co-occurrence matrices will be mostly empty. Moreover, a change of a few Hounsfield units is not truly relevant for the analysis because such variations are non-significant compared to the image noise. Consequently, a mapping of the intensities onto a smaller range of intensities is
Figure 4.6: Creation of the co-occurrence matrix $P(1,0)$. The occurrences of each pair of pixels are counted (c) for a texture patch (a). The count is done iteratively by considering each pair of pixels at distance 1 and for angle 0. A pair of pixels (shown in light red) is considered and used to update the co-occurrence matrix, while ignoring the order of the intensities (b).

Introduced. The target range of intensities is set to a number of admitted gray levels $m$. This mapping offers some advantages, both in term of computation and information gain. Indeed, using smaller matrices will simplify and speed up the computations, while decreasing the number of possible intensity values allow keeping only the relevant variations of intensity.

4.3.1.4 Haralick’s, quantifying pixel relations

Haralick’s texture descriptors were retained as second order texture descriptors. These Haralick’s descriptors are metrics upon pairs of pixels that were introduced by Haralick in 1973 and have been widely used since [Haralick 1973]. In particular Pham showed that these texture descriptors were informative for the liver case [Pham 2007].

Haralick introduced 14 descriptors that are all computed using any single co-occurrence matrix. As previously written, many co-occurrence matrices may be defined for a same texture patch, by choosing diverse distances $d$ and angles $\theta$. Consequently, for a same texture patch, the Haralick’s descriptors provide a high number of features to quantify the texture characteristics. For this work, only 9 descriptors were retained. Each descriptor is defined for a co-occurrence matrix $P(d, \theta)$ of size $m$ that will be noted as $P$ to simplify the notations.

**Entropy**: Measure the randomness of the distribution of pixel pairs

$$- \sum_{i=1}^{m} \sum_{j=1}^{m} P_{i,j} \log P_{i,j}$$  \hspace{1cm} (4.12)

**Energy**: Measure the homogeneity of the texture (the smoother the texture, the higher the homogeneity)
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\[ \sum_{i=1}^{m} \sum_{j=1}^{m} P_{i,j}^2 \]  

(4.13)

Contrast : Measure the local contrast

\[ \sum_{i=1}^{m} \sum_{j=1}^{m} (i - j)^2 P_{i,j} \]  

(4.14)

Sum Average : Measure the average of pixel pairs

\[ \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} i P_{i,j} + j P_{i,j} \]  

(4.15)

Variance : Measure the variation of the gray level distribution

\[ \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r)^2 P_{i,j} + (j - \mu_c)^2 P_{i,j} \]  

(4.16)

Correlation : Measure the linearity of the image (high when there are many linear structures)

\[ \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{(i - \mu_r)(j - \mu_c)P_{i,j}}{\sqrt{\sigma_r^2 \sigma_c^2}} \]  

(4.17)

Maximum Probability : Give the probability of the most common pixel pair in texture

\[ \max P_{i,j} \]  

(4.18)

Inverse Difference Moment : Measure the smoothness of a texture

\[ \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{P_{i,j}}{1 + (i - j)^2} \]  

(4.19)

Cluster Tendency : Measure the grouping of pixels with close intensities (granularity)

\[ \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r + j - \mu_c)P_{i,j} \]  

(4.20)

where \( \mu_r, \mu_c, \sigma_r^2 \) and \( \sigma_c^2 \) are means and variance for rows and columns.

\[ \mu_r = \sum_{i=1}^{m} \sum_{j=1}^{m} i P_{i,j} \quad \sigma_r^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r)^2 P_{i,j} \]  

(4.21)

\[ \mu_c = \sum_{i=1}^{m} \sum_{j=1}^{m} j P_{i,j} \quad \sigma_c^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} (j - \mu_c)^2 P_{i,j} \]  

(4.22)
4.3.2 Filtering, preparing images before treatment

A filter is a process that treats an image to remove or enhance some features. Seeing an image as a signal, filtering is the processing of this signal. However, contrary to usual signal processing, image processing offers more ways to treat the signal by taking advantage of the local information (2D or 3D signal, instead of 1D signal for electricity). Filtering allows removing some unwanted components of the image like the noise. The process also provides ways to enhance some features in an image, either by flattening similar regions, thus making the difference between regions more visible, or by enhancing some structures or patterns.

Many filters have been developed, some generics, other specialized for specific tasks or domains. In this work only deterministic filters are retained because filters with varying behaviors or that have to be applied an unknown number of times do not match the clinical prospect of this study. Filters retained for this study include some classical filters for smoothing, filters with proven relevance in the liver case, and filters related to human vision (for the texture appearance).

4.3.2.1 Convolution to filter an image

The convolution is a linear operator that creates a new image by linearly combining pixel intensities using a kernel to define the weight of each pixel. For each pixel of the image, convolution defines a linear operation that calculates a new intensity for this pixel. This new intensity is computed as a weighted sum of the neighbor pixels, with weights given by a kernel that may be seen as another smaller image. This kernel may define any kind of combination of pixels inside each local patch. Thus, the convolution is a powerful tool of image processing that is often used for filtering. Because of its flexibility, the convolution is relevant for many tasks such as edge detection, smoothing, denoising, and enhancement...

From a mathematical point of view, the convolution is a linear operator that combines two functions to create a third one. Convolution \((f \ast g)\) of two functions \(f\) and \(g\) is the integral of the product of the functions \(f\) and \(g\) with a shift.

\[
(f \ast g)(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(u, v)g(x - u, y - v)dudv
\]  

(4.23)

Convolution applies to image processing by using a discrete version of the convolution, where both image and kernels are seen as functions. Given an image \(J\) and a kernel \(K\) of size \(2m + 1 \times 2n + 1\), where \(K\) is smaller than the image, the discrete convolution is defined as a sum between the products of both images with an offset. Intuitively the convolution is composed of 3 steps. First, a patch is selected inside an image with same dimensions than the chosen kernel (fig. 4.7.a). Then, the intensity after convolution is computed as the sum of intensities inside the patch multiplied by the weights defined inside the kernel (fig. 4.7.b). Finally, the new intensity is added into the filtered image and a new pixel can be treated.
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\[(K * I)(i, j) = \sum_{k=-m}^{m} \sum_{l=-n}^{n} K(k, l) I(i - k, j - l)\]  (4.24)

Figure 4.7: Convolution of an image, practical use. Given an image (a) convolution of the entire image is done pixel by pixel. Treatment of each pixel is done by taking a patch around this pixel first, whose size is that of the kernel, and then by computing the new intensity of the pixel with a weighted sum between patch intensities and weights inside the kernel (b, c).

The definition of the discrete convolution highlights a possible difficulty for the boundaries of the image \(I\). The filtered value \(I(0,0)\) indeed requires the value of intensities outside the image. Several approaches have been proposed to solve this problem. First, one may consider that intensity outside the image is null, but this choice induces artifacts on the boundaries of the image (intensities will tend to be lower). Then, a mirror approach may be used, by mirroring the boundaries of the image on the outside, such that \(I(-1,0) = I(1,0)\). Skipping the boundaries of the image is nevertheless the easiest way. Avoiding treating the rim of the image indeed makes the introduction of special cases on boundaries non-relevant. Moreover, relevant parts of the image are rarely on boundaries and apart from large kernels this does not leave numerous untreated pixels.

The convolution applies to functions or images of any dimension. This study is based on 3D images, thus the convolution will also be done in 3D. Doing otherwise would mean losing the information provided by the third dimension. Then, the filters will be applied while taking into account both the voxel anisotropy and the change of voxel sizes between images. Image voxels are indeed rarely cubic. Moreover, the size of the voxels varies between images of two patients. In particular the voxel depth often varies between 0.8 and 5mm. Thus, most filters should be applied while taking into account the size of voxel in order to keep a similar response for any voxel size. Otherwise a set number of pixels would lead to the use of very different anatomical structures for a same location. In the given example, filtering the central lesion would depend on different anatomical structures when using a set radius of one pixel (fig. 4.8). While pixels used for filtering are mostly inside
the lesion for slices of 1mm (fig. 4.8.a), the upper vessel is also included for 5mm slices (fig. 4.8.b).

![Slice of 1 mm](image1) ![Slice of 5 mm](image2)

Figure 4.8: Influence of voxel sizes for filtering, sagittal view. The volume used by taking three slices is shown between two vertical lines. The anatomical structures contained inside the 3 slices are very different between images with a slice thickness of 1mm (a) and 5mm (b).

4.3.2.2 Smoothing the image

Smoothing relates to the decrease of intensity variability in the image, by decreasing the difference in intensity between neighbor pixels. This task is related to denoising because the intensity of pixels will be more modified when pixels are more different from the neighborhood. Thus, when regions are assumed to be homogeneous, pixels with higher probability of being noisy will be more modified. However, this comes at the price of a blurring effect that makes edges less visible. Two linear filters based on convolution were considered, the mean and the Gaussian filter, with diverse sizes of kernel.

Mean Filter

The mean filter is the simplest way to smooth an image. Mean filtering averages the intensities using a local patch, whose dimensions are given by the dimensions of the kernel. Mean filtering relies on a kernel $K_{mean}$ of size $X \times Y \times Z$ with constant weights that are normalized in order to prevent a change of magnitude for the intensity (eq. 4.25). The effect of mean filtering is shown on an image with synthetic noise (fig. 4.9.c-e). The smoothing effect may be seen in any figure. Indeed, the noise tends to become less visible when the size of the kernel grows. However, this denoising effect comes with a blurring effect on the boundaries of the objects that compose the image.

$$ (K_{mean})(i, j, k) = \frac{1}{XYZ} $$  \hspace{1cm} (4.25)
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Figure 4.9: Impact of mean and Gaussian filters on a noisy image. The pepper image (a) was modified by adding a Gaussian noise (0 mean and deviation 25) (b). The noisy image is then smoothed for diverse sizes of kernel using a mean filter (c,d,e) and a Gaussian filter with diverse standard deviations (f,g,h).

**Gaussian Filter**

The Gaussian filter is a smoothing filter that gives more weight to the spatial location of the pixels. While the mean filter gives the same weight to all pixels inside the kernel mask, the Gaussian filter aims to give more weight to pixels in the center of the patch. This change is driven by the idea that the farther from center is a pixel, the less relevant it is to compute the new intensity. The difficulty comes from the choice of good weights. A Gaussian distribution is a good compromise for the convolution kernel, when distance from kernel center is computed using the size
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of the voxels (eq. 4.26). Such an approach should still give a smoothed image, but should also remain closer to the initial image than the mean filter. In particular, the edges should remain clearer than for the mean filter. Gaussian filtering is applied to the same image than mean filters (fig. 4.9). The increase of the blurring effect along with the size of the kernel is similar to that of the mean filter. However, the edges tend to remain sharper (fig. 4.9.f, g, h).

\[ (K_\sigma)(i, j, k) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(\frac{-x'^2+y'^2+z'^2}{2\sigma^2}\right) \]

where 
\[ x' = (i-i_c)\nu_x \]
\[ y' = (j-j_c)\nu_y \]
\[ z' = (k-k_c)\nu_z \]

\[(i_c, j_c, k_c), \text{ center of the kernel} \]
\[(\nu_x, \nu_y, \nu_z), \text{ size of voxel} \] (4.26)

4.3.2.3 Gabor’s, enhancing texture characteristics

Gabor introduced Gabor’s filters in 1946 to analyze signals using both time and frequency [Gabor 1946]. Gabor’s filters since showed a good adequacy for the extraction of texture features and for the segmentation of objects that differ by their textures [Clausi 2000, Bovik 1990]. These filters are thus relevant to distinguish healthy from non-healthy hepatic tissues, for which texture plays an important role. Jones and Palmer showed that Gabor’s filters are strongly related with the human visual system, because they are narrow band filters tuned to different frequencies [Glatard 2004, Jones 1987]. Because these filters may be set up for many different textures, they are often used inside banks of filters, where Gabor’s filters with various parameters are considered.

On spatial domain 2D Gabor’s filters are obtained by convolution, with kernels defined as Gaussians modulated by a sinusoid. These kernels are defined for a Cartesian basis, whose origin is the center of the kernel, and abscissa obtained by following an orientation \( \theta \). The kernel for spatial Gabor’s filter \( K_{\theta,\sigma,\gamma,\lambda,\phi} \) is composed of two terms, a Gaussian and a sinusoid that are customized independently (eq. 4.27). First, the Gaussian component is parameterized by its deviation \( \sigma \) and a spatial aspect ratio \( \gamma \) that defines the ellipticity of the circular Gaussian. Then, the sinusoid is customized with a spatial wavelength \( \lambda \) and a phase offset \( \phi \).

\[ K_{\theta,\sigma,\gamma,\lambda,\phi}(x, y) = \exp\left(-\frac{x^2 + \gamma^2 y^2}{2\sigma^2}\right) \cos\left(\frac{2\pi x}{\lambda} + \phi\right) \] (4.27)

Hence for a global basis, the Gabor’s kernel is expressed using the orientation \( \theta \), and with a change of both scale defined by the size of pixel \((\nu_x, \nu_y)\) and basis by a translation of the center of the kernel \((i_c, j_c)\).
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\[
K_{\theta, \sigma, \lambda, \gamma, \phi}(i, j) = \exp \left( -\frac{x'^2 + \gamma^2 y'^2}{2\sigma^2} \right) \cos \left( \frac{2\pi x'}{\lambda} + \phi \right)
\]

\[
x' = (i - i_c) v_x \cos \theta + (j - j_c) v_y \sin \theta
\]

\[
y' = -(i - i_c) v_x \sin \theta + (j - j_c) v_y \cos \theta
\]

The choice of the parameters for Gabor’s filter is a critical step, because it is a determining factor for the adequacy between one filter and specific texture appearances. A Gabor kernel is composed of parallel stripes with different weights, inside an ellipsoidal envelope (fig. 4.10). The parameters of the kernel control the size, the orientation, and the position of these stripes.

The wavelength \(\lambda\) is the preferred wavelength of the filter, specified in pixels. This value is a scale factor for the stripes. By modifying the wavelength, the stripes keep the same orientation and relative dimensions but the global sizes of the stripes are modified (fig. 4.10.a-c). This wavelength should be superior to 2 and is often inferior to the fifth of the image size to avoid problems on borders.

The orientation \(\theta\) specifies the angle of the parallel stripes of the Gabor’s function (fig. 4.10.d-f). Modifying the orientation equals to a rotation of the kernel. The kernel for an orientation \(\theta_2\) is indeed obtained by applying a rotation with an angle \((\theta_2 - \theta_1)\) from the kernel with the orientation \(\theta_1\).

The phase offset \(\phi\) represents the shift of the cosine factor. This shift determines the symmetry of the kernel by modifying the positions of the inhibitory and excitatory stripes. For a phase shift of \(\phi = 0\) the kernel is symmetric, for a shift of \(\phi = \frac{\pi}{2}\) it becomes antisymmetric (fig. 4.10.g-i).

The aspect ratio \(\gamma\) represents the ellipticity of the support. For a ratio of 1, the support is circular. A larger ratio then tends to give more but smaller stripes, whereas a smaller ratio defines longer stripes (fig. 4.10.j-l).

The bandwidth \(b\) is a parameter often introduced to replace the Gaussian deviation \(\sigma\) by analogy to the animal visual system [Kruizinga 1999, Glatard 2004, Clausi 2000]. This bandwidth is specified in octaves and gives the half response spatial frequency, and allows computing \(\sigma\), which cannot be chosen directly.

\[
\frac{\sigma}{\lambda} = \frac{1}{\pi} \sqrt{\frac{\ln 2}{2^b} + 1}
\]

4.3.2.4 Relevant filters in the liver case

Only linear filters were presented in previous sections. Two non-linear filters with proven relevance in the liver case will now be presented, the median and Nagao’s filter. First, the median filter aims to replace the intensity of each pixel by the median value inside a neighborhood. This approach better reduces the noise than linear methods for some types of noise, in particular salt and pepper or speckle noises. Moreover, this filter is better at preserving the edges than the previous smoothing filters. Then, Nagao’s filters improve median filtering with the introduction of multiple masks in order to keep sharper edges.

\[
\frac{\sigma}{\lambda} = \frac{1}{\pi} \sqrt{\frac{\ln 2}{2^b} + 1}
\]
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Figure 4.10: Impact of the parameters on a Gabor’s kernel. The impact of the parameters on a Gabor’s kernel is shown by modifying one parameter at a time from an initial set of parameters. For this initial setting, the orientation is $\theta = 0$, the wavelength $\lambda = 10$, the spatial aspect ratio $\gamma = 0.5$, the bandwidth $b = 1$, and the phase offset $\varphi = 0$. The intensities displayed in the images were modified to improve the visualization.
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Median filter

The median filter is a non linear filter with good ability to remove salt and pepper noise [Tukey 1977, Perreault 2007]. This image processing tool was shown to be relevant in the liver case due to the random noise induced by the contrast product inside the parenchyma [Sørlie 2005, Wong 2008, Fernández-de Manuel 2009]. Given a neighborhood patch $P_n$, median filtering replaces the intensity of each pixel by the median value inside a patch centered on this pixel.

The median approach allows ignoring the extreme percentiles of intensities inside the patch $P_n$. Because only the median value is relevant, extreme values (high or low) may be incorrect without any influence on the final result, whereas they would have a big impact with linear filters. Thus, only the most significant pixels matter, where the significant pixels are the one inside the biggest cluster of intensities. As a side effect, median filtering tends to keep more visible edges. Instead of smoothing the edges by using pixels with large differences in intensity, median filtering will set pixels to one side of the edge only. However, this may be the wrong one.

![Figure 4.11: Comparison of median and mean filters on a 1D signal. A random noise is added to a Heaviside step function (a, b). Noise reduction is then compared for mean (c) and median (d) filters using a neighborhood of 3 points.](image)

The difference between a linear and a median filter is shown for a simple example on a 1D signal. Some salt and pepper noise is added to the Heaviside step function (fig. 4.11.a, b). Denoising with median and mean filters gives very different results. While the mean filter transforms the signal around the noisy points
and smooths the boundary between the two segments of the signal, median filtering removes the artificial noise with no side effect (fig. 4.11.c, d).

In this study, the neighborhood patch $P_n$ is defined as a cube on a millimetric basis. Given a radius $r$ expressed in millimeters the neighborhood patch is defined by computing the number of pixels on each axis for the current size of voxel $(v_x, v_y, v_z)$.

$$P_n = \left(2 \left\lceil \frac{r}{v_x} \right\rceil + 1 \right) \times \left(2 \left\lceil \frac{r}{v_y} \right\rceil + 1 \right) \times \left(2 \left\lceil \frac{r}{v_z} \right\rceil + 1 \right)$$ (4.30)

As mentioned before, median filters keep clear edges, but may modify the location of the edges. Moreover, this displacement increases with the size of the patch of the filter, which is a problem. The effects of median filtering are shown for an artificial binary image (fig. 4.12). First, boundaries of thin elements are modified (fig. 4.12.b). Then, corners are trimmed (fig. 4.12.c,d). In fact, when two regions are in contact the biggest one tends to erode the smaller one. To prevent this behavior and keep more stable edges Nagao’s filters were introduced.

Nagao’s filter

Nagao introduced a non-linear smoothing filter that preserves the edges, called Nagao’s or Kuwahara-Nagao’s filter, which has been shown to be relevant in the liver case \[Nagao 1979, Kuwahara 1976, Chemouny 1999\]. Nagao’s filter is founded on the assumption that intensities remain more homogeneous inside a single region than between different objects. A set of mask $B_{Nagao}$ is thus introduced to simulate possible shapes of objects and both median value and variance are computed within every mask. Based on the assumption of homogeneity inside a region, the mask with the smallest variance should be the one with the fewest regions, thus the median value for this mask should smooth the image without any impact on the edges. Moreover, this approach has low impact in centers of regions. Thanks to the homogeneity assumption, median intensity should indeed keep a similar value when using the entire patch or only some pixels inside the same patch.

A simple synthetic example shows the benefits of masks to preserve the edges while filtering (fig. 4.13). A pixel inside the gray region is filtered using neighbors in a local square patch (fig. 4.13.a). A median filter would set this central pixel to the
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intensity of the white region, because there are more pixels in this white region than in the gray one. However, Nagao’s filter allows keeping the pixel inside the gray region. The variance inside the three masks (fig. 4.13.b,c,d) is indeed minimal for the mask that is entirely inside the gray region (fig. 4.13.d). The first mask indeed contains multiple pixels from both regions (fig. 4.13.b) and the variance inside the last mask (fig. 4.13.d) will be smaller than for the second one (fig. 4.13.c) because of the central black pixel. Thus, the variance will be minimal for the last case, and the pixel will remain inside the gray region, which prevents the blurring of edges.

![Figure 4.13: Contribution of Nagao’s filter on a simple example. A pixel (black square), located on the edge between two regions is filtered using a local neighborhood (black square contours). Different masks that may be considered for Nagao’s are shown in medium gray (b,c,d).](image)

Given a set of masks $B_{Nagao}$, called Nagao’s masks, where each mask $b(i, j, k)$ is defined relatively to any pixel $V(i, j, k)$, an image $V$ is filtered by Nagao’s such that each filtered pixel $(f(V))(i, j, k)$ becomes the median value inside the mask with smaller variance (compared to the median value) (eq. 4.31).

$$
(f(V))(i, j, k) = \text{median}(b^*(i, j, k))
$$

where $b^*(i, j, k) = \arg\min_{b \in B_{Nagao}} \sum_{x \in b(i,j,k)} (x - \text{median}(b))^2$  \hspace{1cm} (4.31)

The choice of the set of mask for Nagao’s filter is truly important, because the masks should be designed to remain inside a single region in order to preserve the edges. For example, masks chosen as lines with diverse orientations would not bring any improvement to the previous example (fig. 4.13). Thus Nagao’s masks should be chosen to reflect the possible interfaces between the regions. These masks should also not be too many; otherwise filtering would become too slow.

For this study 27 dynamically computed Nagao’s masks were chosen to reflect the possible interfaces between the lesions, and handle regions one above the other. The Nagao’s filter is defined in a millimetric basis to better take in account the anisotropy of voxels and the variations between the images. Thus Nagao’s masks are computed dynamically by scaling shapes, functions of the radius of the Nagao’s filter and the dimensions of voxels. First, 3 masks centered on the patches are selected in order to treat pixels in center of a region, with a $z$ shift to take relative
positions in account (fig. 4.14.a-c). Then, 12 masks are added to manage regions in contact by the diagonals of patches (angles of \(-\frac{3\pi}{4}, -\frac{\pi}{4}, \frac{\pi}{4}, \frac{3\pi}{4}\)). These masks are created by rotation of an initial mask that exists with 3 different positions in the z axis (fig. 4.14.d-f). The final 12 masks are chosen to handle regions in contact by the side of patches (angles of \(-\frac{\pi}{2}, 0, \frac{\pi}{2}, \pi\)), and are also created by rotation of an initial mask (fig. 4.14.g-i).

The comparison of these two non-linear filters with a linear one is shown for denoising with different sizes of patches (fig. 4.15). An artificial noise was added to the pepper image, as salt and pepper noise (fig. 4.15.b). While denoising is incorrect with the mean filter, results of filtering are better with the non-linear ones. Indeed, with the mean filter the image remains very different from the source image whatever the size of kernel. For smaller kernels the image remains very noisy (fig. 4.15.c) and with larger kernels the boundaries of the objects become blurry without even giving homogeneous regions (fig. 4.15.e). Median and Nagao’s filter exhibit better denoising abilities. For smaller kernels the results are very close to the initial image (fig. 4.15.f,h). Then these results do not impair for larger patches. A difference is nevertheless visible between the two filters. The median filter gives smoother boundaries (fig. 4.15.h) than the Nagao’s one (fig. 4.15.j), for which the boundaries are quite fluffy. However, the boundaries remain more marked with Nagao, for example on the left of the bottom left red pepper or on the top left of the long yellow pepper.

### 4.3.3 Defining texture features

#### 4.3.3.1 Defining the features

Features are values that characterize a sample and are defined for this study as a cross-product between a set of filters and a set of texture descriptors. This definition means that each feature describing a texture patch is obtained by first filtering the image and then computing a texture descriptor on this patch.

Let us introduce a bank of filters \( F = \{ f_\Theta \} \) and a bank of descriptors \( D = \{ d_{\Theta'} \} \), where \( \Theta \) (resp. \( \Theta' \)) defines the type of the filter (resp. a texture descriptor) and its possible parameters. The feature \( \phi_{\Theta, \Theta'}(x) \) is defined for any voxel \( x \in V \) inside the image \( V \) by computing the descriptor \( d_{\Theta'} \) on a texture \( T_x \) centered on the voxel \( x \) for the filtered image \( f_\Theta(V) \).

\[
\phi_{\Theta, \Theta'}(x) = d_{\Theta'} \circ f_\Theta(T_x)
\]

The use of filters is consistent with the framework. First, work is done on noisy images, thus filtering is recommended. Then, 3D filters may have a normalization effect between the various sizes of slice. Finally, filters may be chosen to enhance some features. The retained filters are detailed in previous sections but will be briefly reviewed (sect. 4.3.2). The usual filters (Gaussian, Mean, etc) are used, with diverse radius. In addition, 3D Gabor’s filters were chosen to consider the texture information. Gabor’s filters are strongly related with the human visual system, and
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Figure 4.14: The 3 kinds of Nagao’s masks retained in our study, each type with 3 possible locations on z. Centered masks (a,b,c) are boxes including the central voxel of the patch. Corner masks (d,e,f) and masks for linear boundaries (g,h,i) are respectively designed for regions in contact at the corners and on sides of patches.
Figure 4.15: Impact of mean, median and Nagao’s filters on a noisy image. The pepper image (a) was modified by adding salt and pepper noise (b). The noisy image is smoothed using a mean filter (c,d,e), a median filter (f,g,h) and Nagao’s filter with Nagao’s initial masks(i,j,k), all with diverse sizes of kernel [Nagao 1979].
are often used for problems with texture constraints. Finally, useful filters in the liver case were retained, namely median and Nagao’s filters [Chemouny 2001].

Statistical and Haralick’s descriptors are used as texture descriptors, but with some refinements. The idea is to introduce some kind of multi scale approach at the texture level, meaning to use diverse sizes of texture at the same time. Instead of manipulating a set of textures with diverse sizes, the texture descriptors were modified to account for diverse sizes at the same time. In terms of statistical descriptors, one can account for the above modification through a histogram computation within a radius from the center. For Haralick’s descriptors the change is made in the co-occurrence matrices by adding a radius $r$ to their definition that becomes $P(d, \theta, r)$, while the definition of descriptors remain unchanged. This new matrix gives the probability of pixels pairs at distance $d$, for direction $\theta$ and for pixels at distance lesser than $r$ from the texture center. This radius $r$ may take any value between 1 and the texture radius. A radius of 0 makes no sense, because pixels pairs are required and the co-occurrence matrix should be computed within the texture patch. The other parameters, the distance $d$ and the direction $\theta$, keep their previous values, namely $d = 1$ and $\theta = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$. It should be noted that the computation of a co-occurrence matrix $P(d, \theta, r + 1)$ is eased when $P(d, \theta, r)$ is known; one only has to add pairs on the edges.

For computation of these co-occurrence matrices, gray levels are reset to an admitted number of gray levels $m = 8$ following a linear mapping. Keeping the raw intensities would indeed lead to big and scarce co-occurrence matrices, which would offer very little information gain. Moreover, these huge and scarce matrices would induce additional computational costs and higher memory consumption. Thus, intensities of each texture are linearly reset to an admitted number of gray levels $m = 8$, meaning that for each texture the range of intensity is divided in $m$ parts, and each intensity is reset depending on the interval it is in. The choice of a number of admitted gray levels was done empirically, by increasing the number of admitted gray levels until no further improvement can be obtained by using more admitted gray levels. A more elaborate reset may be more informative, in particular with a reset based on the texture histogram, but this change would be time consuming. This lead may be nevertheless worthwhile to later explore, but the information gain should be balanced with the additional computation time.

### 4.3.3.2 Choosing a texture size

The choice of a size of texture is a critical step. One has to find a balance between the computation time that is lower for smaller textures, and the quality of segmentation that should increase with texture size. For the problem of segmentation of healthy liver against lesions, the optimal size of texture was obtained for a size of $13 \times 13$ pixels.

The definition of a size of texture in pixels and not in millimeters is justified by the type of the images for this study. While retained filters are expressed in millimeters for taking in account the anisotropy of voxels, textures may be defined
in a pixel basis because of the low variability of pixel dimensions on slices. Volumes used for diagnostic or follow-up of liver cancers are indeed in an axial basis, where voxel depth may vary a lot (1-5 mm), but the dimensions of the pixel on each slice remain similar (average of 0.74 mm, standard deviation of 0.07 mm). Thus, introducing a variable size of texture would make the problem more complex without any predictable improvement.

The choice of the size of texture is empirically done by comparison of classification results for diverse sizes of texture. Given two sets of images, feature samples are extracted for a set size of texture, in order to create a training and a validation set. The training set is then used to train a classification function, whose quality is later evaluated as a balance between sensitivity and specificity on the validation set.

The quality was defined to insure a good sensitivity without loss in term of specificity. Thus, a comparison metric is defined as a weighted sum of these square two terms, allowing increasing the penalty for small values (eq. 4.33). The balance term is chosen to give more weight to sensitivity that matters more in a clinical context by setting $\beta = \frac{2}{3}$.

$$\beta [\text{sensitivity}]^2 + (1 - \beta) [\text{specificity}]^2$$

(4.33)

The results shows that the best texture size is $13 \times 13$ pixels (fig. 4.16). At first the quality of classification improves with the size of the texture until a size of $13 \times 13$ is reached (fig. 4.16.a). Then, increasing the size of the texture over $13 \times 13$ decreases the quality of classification, because the gain in sensitivity is more than negated by the loss of specificity (fig. 4.16.b). The retained size of texture is consistent with sizes chosen in similar problems. Pham retained $9 \times 9$ patches for classification of healthy liver tissues [Pham 2007] and Smutek’s experiments showed that classification of HCC vs. cysts is best achieved with textures samples from $9 \times 9$ to $13 \times 13$ pixels [Smutek 2006].

### 4.3.4 Feature selection

#### 4.3.4.1 Worth of feature selection

Feature selection refers to the choice of a small number of features that better describes an object inside a bigger set of features. In this study, the selection relates to the choice of the filters inside the bank of filters $\mathcal{F}$ as well as the features $\phi_{\Theta, \Theta'}$ that are the most discriminative ones for the classification process.

The combination of a bank of filters and a bank of texture descriptors generates a huge number of candidate features (slightly more than 4000 at first). However, most of these features are useless or of very small relevance. Most features will indeed never be selected by the learning process, because only between 150 and 200 features are experimentally retained by the AdaBoost algorithm. The selection of features refers to the selection of a smaller subset of these candidate features where only remain the most significant ones for the problem. For the particular case of
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Figure 4.16: Quality of segmentation functions of the size of texture. First, the global quality is given for diverse sizes of texture (a). Then, the underlying metrics, namely sensitivity and specificity are given (b).

this study not only features are selected, but filters too. As features are composed of one filter and one texture descriptor, many features may require a same filter, meaning that the computational cost for one filter is shared between all the features that require this filter. Due to the speed constraint, removing features with a high computational cost is worthwhile. This pruning of features with high computational cost amounts to selecting relevant filters inside the filter bank $\mathcal{F}$ and favoring features using the same intermediate objects (e.g. same co-occurrence matrix).

The selection of features offers several advantages; it will better fit with the clinical prospect, it may improve the robustness of the classification, and may allow a better understanding of the differences between the tissues. First, computing features takes some time, thus the less features the faster the classification, which will favor the clinical prospect of this study. Then, keeping only the most relevant features may improve the final classification. Removing less relevant features or
redundant ones will favor the use of more robust features inside the classification function, and the combination of more robust features should give a more robust classifier. Finally, the selection of features is similar to Principal Component Analysis in that features that better explain the difference between classes are selected. These features will be the ones where the difference between the classes is the more visible, which might be interesting from a research perspective.

4.3.4.2 Method

Method

The selection of features is done to satisfy two constraints, keeping the most relevant features, while removing time consuming ones. This selection is done in an iterative process by training successive classifiers and selecting relevant features through a selection heuristic.

The selection is done using two different sets of samples described by their features, a training set and a validation set. First, training is done for a list of features, while tracing the best features at each step of the learning process. Then, the classification function is validated on the validation set. Finally, a smaller set of features is selected using a heuristic, according to the relevant features during the training process and the computational cost of these features. This iterative selection finishes when removing features implies a significant loss of quality for the learned classification function.

The AdaBoost algorithm iteratively selects the best features inside a set of features and for a weighted training set. For selection, the best feature is not the sole relevant feature, because many other features with similar discrimination ability may exist. Thus at step $t$ of the selection, a classification function is trained using a set of features $\phi^{(t)} = \{\phi_{e, e'}\}$, while tracing the best features for this step of the learning process. This trace allows quantifying the relevance of each feature for this training step. Then, the global relevance of each feature for the whole classification is defined by combining the relevance of this feature at each step of the training process.

The validation aims to define the relevant steps of the learning process and to evaluate the quality of classification. As seen before, the quality of classification tends to be asymptotic after a while, thus features used in the later stages of the classification bring less improvement to the overall classification. Hence these later features are less significant for the selection process, because it is reasonable to assume that the small gain brought by these features may be obtained with other features. Consequently, the relevance of the features used in the last components of the training process should not be retained during the selection. The validation also aims at evaluating the loss of quality induced by the last set of features, which will trigger the end of selection when a significant loss of quality is detected. To summary, the quality of classification is drawn functions of the number of components inside the classification function. The quality of classification is then assessed. If this quality decreased too much, the selection process is aborted and the last correct set
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of features is kept. Otherwise, the beginning of the asymptotic part in the graph is located and only the previous components are taken in account for the next selection step, as well as the subsequent trace from training.

Finally, the selection of a new set of features is achieved using several heuristics along with several rules on the global relevance of each feature. This global relevance, or relevance for the entire classifier, is defined as the cumulative relevance of each feature used through the learning process and before the asymptotic part.

Selection heuristic

The selection is done in two steps. First, some heuristic metrics are used to preselect relevant features. Then, rules are applied to remove time consuming features, while taking in account the gain they bring.

The selection starts with a preselection of the best features for a number of metrics. More than a selection, this step aims at removing the least informative features. This removal is aimed at decreasing around a third of the initial features in order to avoid removing too many features at the same time. Three metrics were used to evaluate the relevance of each feature at each learning step. These metrics were then summed to define the relevance of each feature for the entire classifier. Next, features were sorted according to each global metric and the best features for each global metric were preselected. Three metrics were retained to evaluate the value of each feature. The two first metrics relate to an absolute gain, namely whether or not the feature is useful. Then, the last heuristic value aims at better describing the relative contribution of one feature by quantifying the information loss compared to the optimal feature at one step of the learning process. These metrics are defined as follows.

- The number of times a feature is among the best ones, which characterizes how often a feature brings a gain without taking in account the amount of gain.
- The number of times a feature is the best feature for one step.
- The relevance of a feature compared to the best one, which takes in account the gain brought by a feature. Let us consider the successive errors $\epsilon^t$ of one feature through the T steps of a learning process, along with the error $\epsilon^t_{\text{best}}$ for the optimal feature at each step of the training process. The relevance of this feature is then defined as a sum of inverse exponentials of the gain brought by the feature compared to the optimal one, with an additional factor $\alpha = 5$ aimed at defining the relevance of the gain (eq. 4.34).

$$\sum_{t=1}^{T} \exp \left( -\alpha \frac{\epsilon^t - \epsilon^t_{\text{best}}}{\epsilon^t_{\text{best}}} \right)$$  \hspace{1cm} (4.34)

The selection is then finalized by applying a number of rules to remove time-consuming features from the preselected set. Preselected features are indeed relevant
Table 4.1: Selection of features, gain and cost. Given an initial set where useless features were removed beforehand, the best features are selected. This selection offers a gain of speed by decreasing both the number of features and the number of filters, to the cost of a small loss in specificity. Given values were obtained for the segmentation of liver colorectal metastases with a core 2Duo 2.8GHz CPU.

<table>
<thead>
<tr>
<th>Features (count)</th>
<th>Initial</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filters</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>First order descriptor</td>
<td>57</td>
<td>16</td>
</tr>
<tr>
<td>Second order descriptor</td>
<td>101</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>158</td>
<td>20</td>
</tr>
<tr>
<td>Computation time (s)</td>
<td>129</td>
<td>33</td>
</tr>
<tr>
<td>Quality of segmentation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.818</td>
<td>0.826</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.911</td>
<td>0.887</td>
</tr>
</tbody>
</table>

- A feature is removed when it relies on a filter that is not used for any other feature. However, when this feature is very useful (often chosen as best descriptor), a comparison between learning with and without this feature should be done beforehand, because its removal might induce a significant loss of quality.

- The features for a same filter and with second order descriptors defined on a same co-occurrence matrix are favored over features computed over different matrices. In order to further share the calculi required to compute a co-occurrence matrix, processes common to many co-occurrence matrices are favored. Thus features composed of a same filter and of any second order descriptors are favored when they are computed on co-occurrence matrices defined for a same radius \( r \) first and for a same direction \( \theta \) otherwise.

Selection gain

The selection of features allows faster classification, with small loss of quality. A comparison of classification without and after feature selection is given for colorectal metastases (fig. 4.1). The selection of features allows decreasing the number of both features and filters, which induces a huge speed boost of almost 45%. This substantial speed gain is obtained at the cost of a small worsening of quality: 2% decrease of specificity, but 1% improvement for sensitivity.
4.4 Segmentation of tumoral tissues

4.4.1 Creation of a classification function

A classification function to distinguish healthy tissues from tumoral ones inside liver is learned. This classification function is trained using a machine learning technique previously introduced, namely AdaBoost. This technique aims at classifying each voxel using selected features that characterize the surrounding texture of this voxel. Features were previously introduced, thus only three tasks remain before obtaining an adequate classification function. First, the weak learners for the AdaBoost process should be defined. Then, a well chosen training set should be created. Finally, the classification function should be learned and validated.

4.4.1.1 Generation of a good training set

The creation of a training set is a crucial step. In order to achieve good generalization error, tumoral and healthy textures should be correctly sampled, meaning that the samples should depict well the possible appearances of each class, while sticking close to the real distribution of these appearances. First, using samples that depict the wide range of possible appearances for each class is important to get robust classifiers. Even if AdaBoost classifiers have the ability to generalize to new samples, training on a biased set will not provide good results. Thus the training set should be a good sampling of the possible appearances of the tissues. This sampling should in particular follow the real life distribution of the appearances. Training is indeed done by minimizing the error on the training set. If some appearances are overrepresented on the training set, the learning process will tend to better classify these appearances, which could be at the expense of other patterns. Thus an incorrect distribution of samples may lead to better classification ability for appearances with rare occurrence, while having lower classification ability for more common appearances.

The creation of a good training set as previously defined is insured by the selection of a representative set of images first, and then by a good sampling of texture patches inside this set.

A good sampling of possible textures is first dependent on a set of images that represents well the possible clinical cases and environments. The differences of appearances between images have two main causes, technical ones and anatomical ones. First, images differ between various scanners, levels of enhancement vary in function of the injection protocols and the size of slice has a big impact on the appearances of tissues. Then, the appearance of lesions varies between two types of tumors and even within a single type. Thus, images coming from various hospitals, with diverse injection protocols, various sizes of slice and diverse scanners were retained. These images were chosen to cover the possible types of tumors, while insuring that there were more examples of more common tumors.

Sampling texture patches on a set of images while well depicting the possible appearances is done under the assumption that a good spatial distribution of the
samples implies a good distribution of the appearances. This assumption seems valid because sampling texture patches regularly located inside a region will provide samples from diverse part of this region, which should provide a good sampling of the appearances. This assumption will not be valid for regions with a regular organization of appearances (like a chessboard). However, no regular organization seems to exist inside the liver envelope. Thus, the creation of a training set consists in taking an equal number of patches from tumoral and healthy tissues while sampling patches with a regular distribution within each region, tumoral or healthy.

Introducing a bias while sampling texture patches may sometimes have a positive contribution. This bias will allow giving more weight to some appearances, which might be relevant to correct some classification errors. In particular the boundaries of the lesions are difficult to classify and are not given an important weight by a regular distribution of samples. More weight may be given to these locations by adding a regular distribution of samples inside lesions boundaries to the regular distributions inside lesions and healthy liver.

4.4.1.2 Definition of weak learners

Weak learners are functionals defining simple ways to discriminate the samples and are defined in this study as a simple comparison of one feature with a threshold. No complex weak learners are required, because the texture features already contain the information. The role of the weak learners is only to discriminate using one feature at a time. Thus, the weak learners are defined as the comparison of the texture feature $\phi = \phi_{\Theta, \Theta'}$ of any voxel $x$ to a threshold value $\gamma$, where the sign of comparison is given by $\delta \in \{-1; 1\}$.

$$h_{\phi, \delta, \gamma} : x \rightarrow \begin{cases} 1 & \text{if } \delta \cdot \phi(x) \leq \delta \cdot \gamma \\ -1 & \text{otherwise} \end{cases} \quad (4.35)$$

4.4.1.3 Learning the classification function

The classification function is learned using the AdaBoost approach. The only difficulty is the selection of the best weak learner at each step of the algorithm. This selection is equivalent to the research of optimal parameters for the weak learners $(\delta, \phi, \gamma)$; while defining a sign of comparison $\delta$ is easy, finding the best feature $\phi$ and the threshold $\gamma$ is more complex (eq. 4.35).

The research of the best features is done with a heuristic value that measures the relevance of each feature. Two heuristics were tried to select the best feature during the AdaBoost process. First, the relevance of each feature $\phi$ was defined as the classification error for the optimal weak learner $h_{\phi, \delta, \gamma}$ on the weighted training set. Then, the relevance of each feature was defined by the separability between the classes, using a weighted Fisher’s discriminant to measure this separability. This last heuristic was tried expecting more robust classification functions. However, the classification results were worse. Moreover, no significant improvement of the
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robustness was obtained. Thus, the best feature was chosen as the one for which the optimal weak learner has the smallest error on the weighted training set.

The optimal threshold \( \gamma \) is computed with a brute force approach. Let us consider the training set \( \chi = \{(x_1, y_1), \ldots, (x_m, y_m)\} \) previously defined (sect. 4.2.4). At step \( t \) of the AdaBoost algorithm, the weights are distributed according to the distribution \( D_t = \{D_t(1), \ldots, D_t(n)\} \). The research of the optimal threshold is then done by taking in account only one chosen feature \( \phi \) at a time. First, the \( n \) values of this feature \( \{\phi_1, \ldots, \phi_n\} \) inside the training set are sorted, which defines a mapping \( \Psi \) from the set of features to the sorted set. Then, \( n-1 \) candidate thresholds are defined as average thresholds between two successive feature values inside the sorted set: \( \gamma_i = \frac{\Psi(\phi_i) + \Psi(\phi_{i+1})}{2} \). The optimal threshold is finally defined as the candidate threshold \( \gamma_i \) with minimal weighted classification error (eq. 4.36).

\[
\gamma = \arg\min_{\gamma_i} \sum_{j=1}^{n} \Psi(D_t(j)) \cdot \left[ h_{\phi_i, \delta_i} (\Psi(\phi_j)) \neq \Psi(y_j) \right]
\] (4.36)

![Figure 4.17: Computation of the parameters for a weak learners. The values of the features are shown on a horizontal axis as bars, whose size shows the weight associated to each sample. The candidate thresholds are displayed as green strokes.](image)

The advantage of sorting is twofold. First, it allows defining a finite set of threshold candidates. Then, the ordering allows computing the weighted classification error in a fast and simple manner, following a recursive scheme. Indeed, knowing the weighted classification error for a threshold \( \gamma_i \), the error for the next threshold \( \gamma_{i+1} \) is directly obtained by updating the error while considering only the weighted difference of error between the two thresholds \( \gamma_i \) and \( \gamma_{i+1} \) for the feature \( \phi_{i+1} \). This update is illustrated for the case where comparison is done for \( \delta = 1 \) (fig. 4.17). Given the weighted classification error for a threshold candidate shown by a vertical line (fig. 4.17.a), only one feature value (encircled) has to be taken in account to compute the error for the next candidate threshold (fig. 4.17.b). Indeed, the feature values inferior to the first threshold remain inferior to the new one and so do superior feature values, apart from the encircled one. Thus, only the modification of the classification for this feature value has to be taken in account for updating the weighted classification error.
\[
\sum_{j=1}^{n} \beta_{i+1,j} = (\beta_{i,i+1} - \beta_{i+1,j+1}) + \sum_{j=1}^{n} \beta_{i,j}
\] (4.37)

where \(\beta_{p,q} = \Psi(D_{i}(q)) \cdot [h_{\Delta,\gamma}\Psi(\phi_{q}) \neq \Psi(y_{q})]\)

4.4.1.4 Validation

The validation is an intermediate step between learning of a classification function and use of this function on new data sets. This step aims at checking that the learned classifier is relevant for the problem and sometimes to do some final tuning before freezing the classifier for later use.

This step has several uses that were previously presented (sect. 4.2.4.3). First, the validation allows verifying that the classification function is relevant for the considered problem. Then, the validation may be used to tune up the classification function. This tuning allows reducing the problems due to overfitting, it also improves the classification speed and allows detecting non optimal uses of the learning process.

4.4.2 Segmentation based on pixel classification

The segmentation aims at detecting and defining the boundaries between the tumoral regions and the healthy ones. From a computational perspective, segmentation amounts to defining the class of each pixel inside an image by labeling the pixels. For this study, segmentation is done inside a liver mask, where intensities are normalized, in order to decrease the intensity variability between the images.

Let us assume that a liver envelope is known. Such envelope may come from automatic processes as detailed in previous sections (sect. 3.3) (sect. 3.5.4) (sect. 3.6.3) or may be manually done in order to rule out any influence of the initial envelope on the segmentation results.

Before any labeling of pixels, intensities are normalized within the liver envelope. This normalization allows working on a common basis for any image by giving a similar intensity to similar anatomical structures. This normalization is done with non-linear histogram matching, aiming for the transformation of the histogram inside the liver envelope into a reference histogram (sect. 2.6).

4.4.2.1 Straight segmentation

Applying a classifier to each pixel of the image is the easiest way to segment lesions inside this envelope. Using a classification function trained to distinguish healthy from tumoral tissues, pixels may be labeled in function of the binary result of the classifier, thereby giving the class of each pixel. The creation of such classifier was previously detailed and does not involve any additional difficulty, because no additional problem is introduced by the work on normalized intensities instead of
raw ones. The only additional constraint is the definition of a texture patch that characterizes each pixel.

Any pixel inside the mask may be characterized by a texture patch defined with the surrounding pixels, with the exception of pixels on the boundaries of the image. Because of the spatial relations, neighbor pixels are always known and may be used to define a square patch around a central pixel. Such texture patch will characterize the central pixel inside this patch. However, no texture patch can be defined for pixels on the boundaries of the image because some pixels required for the texture patch may be outside the image. These pixels may nevertheless be excluded without any drawback, because the liver remains far from these boundaries for usual exams.

4.4.2.2 MRF for better segmentation

In this section the segmentation is done while taking into account both the probability of belonging to a class at pixel level and the likely classes of neighbor pixels. With the previous approach the value of the AdaBoost score (eq. 4.4) did not matter, meaning that two pixels with very close scores could be assigned to different classes. Indeed, the reliability of the classification was not taken in account with this rough estimate.

To compensate for this previous lack, the segmentation problem is expressed as a balance between the probability of belonging to a class and the class of the neighbor pixels expressed as a problem of MRF minimization. First, this new formulation requires the definition of the class probability at pixel level. These probabilities of belonging to a class are introduced and computed from the AdaBoost score using Friedman formula (eq. 4.5) [Friedman 2000]. As in previous case, a classification function is used to define the class of each pixel using its surrounding texture. However, the information on the reliability of classification is retained instead of using binary information. Then, the neighbor pixels are introduced to favor the local homogeneity of classes through a MRF formulation. Indeed, MRF are well suited for this type of problem and provide a fast solving method. Thus this problem is stated as a pairwise MRF.

The proposed approach is presented for a 2-class problem, but extends to any number of classes. However, doing so will require other methods to compute class probabilities, because standard AdaBoost deals only with binary problems.

Introducing the MRF problem

Let us consider a discrete set of labeled tissues $\mathcal{L} = \{u_L, u_O\}$, where $u_L$ stands for the liver tissues, and $u_O$ for everything else. Let us consider now a set of nodes $\Omega'$ given by the set of voxels inside the liver envelope and an associated neighborhood system $N_n$ that describes the spatial relations between the pixels. The segmentation of the image is given for the labeling $\mathcal{C}^*$ that minimizes a MRF energy, where any labeling $\mathcal{C}$ gives the label $u_x$ of a node $x$ inside $\Omega'$, $\mathcal{C} = \{u_x : x \in \Omega', u_x \in \mathcal{L}\}$. 

\[ C^* = \arg\min_C E_{seg}(C) \]
\[ E_{seg}(C) = \sum_{x \in \Omega'} V_x(u_x) + \beta \sum_{x,y \in \mathcal{N}_n} V_{x,y}(u_x, u_y) \] (4.38)

The segmentation energy (eq. 4.38) is defined as a sum of two terms, a data term and a regularization term, balanced by a factor \( \beta \). The first term aims to give the best fitting label to each voxel of the set of nodes \( \Omega' \), while the second component aims to penalize neighbor voxels with different labels.

**Defining the data term**

The data term aims at maximizing the adequacy between each voxel and a class. The global adequacy is thus expressed as the sum of the individual adequacies for each voxel of the image, where the adequacy \( V_x(u_x) \) measures the probability of belonging to a class \( c_x \) for a voxel \( x \), with a negative log likelihood to be able to proceed to minimization.

\[ V_x(u_x) = -\log P(x|c_x) \] (4.39)

**Defining a regularization term**

The regularization term aims at making up for classification errors by taking advantage of the neighbor pixels. This spatial regularization is achieved with the introduction of a penalty \( V_{x,y}(u_x, u_y) \) for the change of labels between two neighbor voxels \( x \) and \( y \) \((x, y) \in \mathcal{N}_n\).

Several regularization terms have been tried, beginning with the exact definition of the penalty, meaning a penalty in case of discontinuity and nothing otherwise, which is the opposite of the definition of Kronecker’s delta.

\[ V_{x,y}(u_x, u_y) = \delta_{u_x,u_y} \]
\[ \delta_{i,j} = \begin{cases} 1 & \text{if } i \neq j \\ 0 & \text{otherwise} \end{cases} \] (4.40)

This regularization term may be also chosen to take more information in account, in particular the Euclidean distance between pixels \( ||x - y||_e \) and the intensities of voxels \( V(x) \).

\[ V_{x,y}(u_x, u_y) = \frac{1}{||x - y||_e} \exp \left( \frac{(V(x) - V(y))^2}{2\sigma^2} \right) \delta_{u_x,u_y} \] (4.41)

where \( \sigma \) characterizes the image noise. This formulation term is often used for MRF segmentation using intensity distributions as models. The use of intensity
may indeed bring over some information for homogeneous lesions. However this regularization term may be detrimental to heterogeneous tumors.

The first proposition of regularization term (eq. 4.40) might improve with the addition of a distance constraint that could be a relevant way to better take into account the anisotropy of voxels. In particular for thick slices, it would avoid giving same importance to neighbor voxels on a same slice and on different slices.

4.5 Protocol

4.5.1 Defining the classification function

Several guidelines for learning a good classification function will be detailed with an emphasis on the critical points. These instructions will be first given as generic instructions for any kind of problem, and then applied to the classification of healthy vs. non healthy tissues within the liver. Then, the choices of parameters or datasets, either generic or specific to this study will be justified or reviewed.

The process of creation of a classification function is shared by any problems, but the settings are specific to each problem. Before beginning to create a classification function, two sets of images should be chosen for training and validation. Then, normalization parameters should be defined, and the images inside the data sets should be normalized. After normalization, relevant features for the problem should be selected. Finally, a classification function is learned and later validated.

A schematic view of the creation process is shown in (fig. 4.18). The user begins by defining a training and a validation set, as well as a bank of features and some parameters for learning. First, a reference histogram is computed and used to normalize the sets of images. This reference histogram is computed using only the training set in order to avoid the introduction of a bias. Then, features are selected inside the provided bank of features while using samples from the normalized training set. Learning is done next, using the selected features and samples from the normalized training set. The learned classifier is finally validated on the normalized validation set. The result of validation is truly important. If validation succeeds, the classifier is ready to use. However, when validation does not provide the expected results, the whole process should be done again after examining the reasons of the failure. An exception exists when the quality of classification still improves with the last components of the classifier. In this case the classifier might be improved by returning to the learning step while using a bigger number of rounds for training.

4.5.1.1 Choice of image sets

Before any learning, a set of images for training and one for validation are chosen. These sets should contain various examples of tumoral and healthy regions and should be chosen to reflect both the possible cases encountered in real life and the probability distribution of these cases. The intersection between these two sets should also be empty to prevent any bias.
Figure 4.18: Creation process of a correct classification function.
A realistic representation of images encountered in clinical context is required to hope for learning a robust classifier. Indeed, the chosen images should depict as much as possible the diversity of technical and anatomical conditions, while following the distribution of this diversity in real life (sect. 4.4.1.1).

Different images should be used for training and for validation. Using a same image twice would indeed introduce a bias, because this image would not allow evaluating the generalization of any learned classifier. A same image does not imply same texture samples, but even with different samples a bias remain. By using a same image twice, many problems to address disappear; the anatomical variability between patients, and the technical variations (enhancement, reconstruction and scanner...). Thus, training and validating with samples extracted from a same image does not allow any conclusion regarding the robustness and the classification ability of any classifier learned with such a bias. Biases introduced by the use of a same image are still relevant for the test phase, where no image should be used for test and be contained inside one of these two previous sets.

4.5.1.2 Normalization

Normalization is introduced to reduce the intensity variability between the images as histogram matching between the histogram inside an envelope and a reference one. This reference histogram is first defined as a mean histogram and then used as reference for the normalization of all images inside training and validation sets.

The reference histogram is defined as a mean histogram inside all liver envelopes from the training set. Images from the validation set are excluded to prevent any bias. Using histograms extracted from the validation set would indeed exclude the errors of the normalization step from the evaluation of classification, which would induce a bias by not favoring features that are more robust to normalization errors. A mean histogram is a better approximation than the use of a random image as reference histogram. However, a more robust reference histogram might be obtained by applying matching for histogram population. Matching of histogram population, meaning research of a histogram for which matching is optimal for all histograms inside the training set, could indeed allow better normalization by defining a reference that is more suitable for the retained matching method.

The normalization of training and test sets does not introduce any particular difficulties. Histogram matching was previously detailed (sect. 2.6) and normalization consists only in applying the mapping function to the images inside the sets.

4.5.1.3 Feature Selection

The normalized training set is used to select the best features inside a bank of features, i.e. to build a subset of relevant features for a problem from a bank of features. Three main steps form this stage, the choice of a bank of features, the definition of a set of samples from the training set and the selection process.

A bank of features relevant for the problem should be first defined by the user. For this study, the features were chosen as texture descriptors applied to a filtered
4.5.1.4 Learning

Learning consists in combining weak learners provided by the user to create a classifier that has good classification ability on the normalized training set. Learning is done with the AdaBoost algorithm (sect. 4.2.4) and is composed of a number of rounds (chosen by the user) where the best weak learner (sect. 4.4.1.2) for the weighted training set is chosen and parameterized (sect. 4.4.1.3). For this study, the number of training rounds was initially set to 250 and later set to 400 to prevent any suspicion on the end of the learning process.

4.5.1.5 Validation

The validation is the last stage of the creation of a classification function, where is decided on whether the classification function is suitable or should be improved or even rejected. The classification previously learned is first applied to the normalized validation set. Then, the classifier is validated by plotting the quality of the classification, functions of the number of components inside the classifier (sect. 4.2.4.3).

The results of segmentation may trigger off three possible actions. If the classification showed sufficient results, the classifier is suitable for segmentation. Otherwise, learning again should be considered when the quality is not sufficient and is still improving. A more accurate classifier may indeed be learned when the quality of segmentation is still improving with the last components of the classifier. Thus, the learning process is done again with a higher number of learning rounds. For the other cases of failure, an explanation should be researched on the adequacy of the bank of features first, and then on the suitableness between the proposed method and the problem. The bank of features should be checked first. This verification implies evaluating the relevance of chosen features and if necessary adding new ones as well as assessing the texture descriptors, in particular the size of texture patches and the number of admitted gray levels. Then, the relevance of training and validation set should be verified. Finally, the normalization process may be questioned by evaluating the contribution of normalization. If none of these trails allows improving the classification function, maybe the proposed approach is not suitable for the considered problem.

4.5.2 Implementation issues

The methods previously presented were developed using the C++ language, with Visual Studio 2005 as Integrated Development Environment and applied as a segmentation module for Myrian®, software for review of medical images and aided diagnosis. Binary files were generated by the compiler of Visual C++ 2005 with
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support of parallelization done with OpenMP. The segmentation module was build either as 32 or 64 bits executable; this latter case allows solving MRF problems for huge images without memory issues during the optimization of the MRF.

A special attention was given to critical parts of the algorithm. Indeed, the clinical prospect of the study implies a speed constraint, thus time consuming parts are implemented using optimized methods. Coding tricks are not considered here; focus will be on choices of algorithmic methods or implementations to simplify the complexity of the tasks. Only the classification and MRF solving are treated here, because other tasks are non significant from a length perspective.

4.5.2.1 Classification

The classification requires the computation of filters, of texture descriptors and the combination of the features to compute the function response. First, filtering and computation of texture descriptors will be presented in later sections. Then, no particular optimization is done for the computation of the response of the classification function. The calculus of the response of a weak learner is too simple to be improved. However, the classification may be done to favor the computation of features. Instead of computing each feature following the order inside the classification function, the components of the classifier may be sorted to take advantage of common computations. For example, all components using features on a same filter should be consecutive, and so should features computed on a same co-occurrence matrix...

4.5.2.2 Filtering

The optimization of filtering involves mainly parallelization and code optimization...in particular for filters based on convolution. However, the choice of a method to get the median value for Nagao’s and median filters was an important algorithmic choice. Radix sort was retained to sort values in order to get the median one. Radix sort relies on the digits of a number instead of the whole number to sort a list of numbers. Such approach provides a complexity gain for the sorting process. Indeed, the complexity of radix sort is asymptotically optimal for a table of n numbers, where each number is coded by k keys of same size (the Bytes defining an integer in C++), with a time complexity in $O(nk)$ and a space complexity of $O(\log n)$. Moreover, radix sort is the most efficient sorting method for alphanumeric keys provided that the keys are not too long according to Knuth [Knuth 1973]. The parallelization provides sorting algorithms with lower complexity. However, such approaches do not offer any advantages in this particular situation. Due to the limited size of the arrays to sort, the complexity gain brought by these parallel approaches is indeed negated by the cost of launching the parallel threads.
4.5.2.3 Fast computation of first order features

The optimization of the calculi of first order features is first done by grouping computations, and then by using integral images to compute means. Every first order metric requires the mean value inside a texture patch, thus metrics are grouped by size of texture patch in order to compute each mean only once. Then, integral images are introduced to compute mean values inside a texture patch. Integral images allow computing each mean value with only 4 additions and 1 division, which is a huge gain.

Introducing Integral Images

Viola and Jones introduced integral images in order to compute sums on rectangular 2D regions in a fast manner [Viola 2004]. Integral images are defined as the sum of intensities above and on the left inclusive, which is shown by a gray rectangle inside an example (fig. 4.19.a). Then, the computation of the sum inside any rectangle is done with only 4 additions and one division. For example (fig. 4.19.b) the sum of the intensities inside A is computed by subtracting the values of the integral image in 2 and 4 to those in 1 and 3. Noting $ii$ the value of the integral image, the values of the integral image are indeed defined by summing the intensities over the regions A, B, C, D.

\[
\begin{align*}
ii(1) &= A + B + C + D \\
ii(2) &= B + C \\
ii(3) &= C \\
ii(4) &= C + D
\end{align*}
\] (4.42)

hence

\[
A = ii(1) + ii(3) - \left( ii(2) + ii(4) \right)
\] (4.43)

Given an image $I : (x, y) \rightarrow i(x, y)$, Viola and Jones introduced the integral image $II : (x, y) \rightarrow ii(x, y)$ as the sum of intensities above and on the left inclusive of each pixel (eq. 4.44). The authors also introduced a recursive scheme to initialize the integral image that constructs the integral image by first summing rows and then propagating these sums on columns (eq. 4.45).

\[
ii(x, y) = \sum_{x' \leq x, \ y' \leq y} i(x', y')
\] (4.44)

\[
\begin{align*}
s(x, y) &= s(x - 1, y) + i(x, y) \\
ii(x, y) &= ii(x, y - 1) + s(x, y)
\end{align*}
\] (4.45)
Figure 4.19: Definition and use of an integral image. The integral image at point (x,y) is defined as the sum of pixel intensities on the upper left part of this point, and shown as a gray region in image (a). Then, sums on squares may be computed using an integral image by using only the values of the integral image on the corner of this square (b).

Gain for first order features

The introduction of integral images allows computing mean values with a substantive gain of time, but to the cost of additional memory requirements. First, the computation of means with an integral image is faster than without it, even when the creation of the integral image is added to the evaluation of means. This is verified experimentally and will be proven in next paragraph through the computational complexity at each pixel of the image. Then, an additional memory requirement comes from the integral image that should be kept in memory. However, only one integral image for one slice at a time is required, because textures are taken on plane only, which is not too expensive.

Let us consider an image $V$ where some means have to be computed for each pixel of the image and for diverse sizes of patch $\{n_1, \ldots, n_p\}$. Only additions will be retained to compare the complexity of both approaches, because the number of multiplications remains the same, i.e. 1 per texture patch and per pixel. Computing the means with a naive method requires $n_i^2$ additions per texture patch and per pixel. Hence $\sum_{i=1}^{p} n_i^2$ additions are required to compute all the required means. With the other method the integral image has first to be computed, requiring 2 additions per pixels with the recursive construction (eq. 4.45), and then 4 additional additions are required to compute the mean for each texture. Hence a total of $2 + 4p$ additions per pixel is required to compute mean values with an integral image. To conclude, integral images allow simplifying the complexity from polynomial compared to the size of texture to constant time.
4.5.2.4 Fast computation of second order features

As for first order metrics, features are first grouped to share common computations; features are computed in order to avoid multiple normalizations of intensities inside the texture patches and to prevent computing the same co-occurrence matrix twice. Then, some metrics are computed at same time to take advantage of common computations. Finally, probabilities inside the co-occurrence matrices are replaced by discrete counters, which lead to a speed gain because of the differences of treatments inside the CPUs.

Miyamoto and Merryman studied fast computation of Haralick’s texture features [Miyamoto 2006]. Their contribution is twofold. First, they proposed a method to construct co-occurrence matrix faster, but their approach does not apply for this study because it was build for use with multiple distances \( d \) for the matrices. Then, they also introduced optimizations for the computations of second order features that are relevant for this study. Indeed, Miyamoto and Merryman described ways to concatenate the Haralick’s features in order to avoid multiple accesses to the same values inside the co-occurrence matrices. They finally took in account the symmetry of the co-occurrence matrices to decrease the number of accesses to values inside these matrices.

Instead of working with co-occurrence matrices defining the probability of each pixel pair, work is done directly on the number of occurrences for each pixel pair. This modification has little influence on the complexity of the calculi of the metrics. However, computing on float instead of integer has a significant impact on the computation time, because of the difference of treatments by a CPU. In particular, doing additions on integer is twice as fast as the same operation on float.

The Haralick’s features previously retained (sect. 4.3.1.4) may all be expressed for a discrete co-occurrence matrix \( Q \). First, the entropy is simplified by the replacement of \( P_{i,j} \log P_{i,j} \) by accesses inside a discrete table. Then, many features may be computed entirely using integers before a normalization step, for example Entropy, Sum Average, Energy, Contrast and Maximum Probability. The normalization term requires some more time, but for patches with a reasonable size the gain brought by the integers more than offsets the cost of normalization. Sometimes, like for the Sum Average the normalization term even disappears inside an already existing term. Finally, the other features are still computed as floats, with no additional calculi, apart from one additional multiplication for the Inverse Different Moment or the Cluster Tendency. This additional multiplication should even be offset by the gain while computing the auxiliary means.

**Entropy** :

\[
- \sum_{i=1}^{m} \sum_{j=1}^{m} P_{i,j} \log P_{i,j} = \sum_{i=1}^{m} \sum_{j=1}^{m} f(Q_{i,j})
\]

(4.46)

where \( f : q \rightarrow \frac{q}{m^2} \log \frac{q}{m^2} \)

**Sum Average** :

\[
\]
\[
\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} i P_{i,j} + j P_{i,j} = \frac{1}{2m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} i Q_{i,j} + j Q_{i,j} \quad (4.47)
\]

Energy:

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} P_{i,j}^2 = \frac{1}{m^4} \sum_{i=1}^{m} \sum_{j=1}^{m} Q_{i,j}^2 \quad (4.48)
\]

Contrast:

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} (i - j)^2 P_{i,j} = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} (i - j)^2 Q_{i,j} \quad (4.49)
\]

Maximum Probability:

\[
\max P_{i,j} = \frac{1}{m^2} \max Q_{i,j} \quad (4.50)
\]

Variance:

\[
\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r)^2 P_{i,j} + (j - \mu_c)^2 P_{i,j} = \frac{1}{2m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r)^2 Q_{i,j} + (j - \mu_c)^2 Q_{i,j} \quad (4.51)
\]

Correlation:

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{(i - \mu_r)(j - \mu_c) P_{i,j}}{\sqrt{\sigma_r^2 \sigma_c^2}} = \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{(i - \mu_r)(j - \mu_c) Q_{i,j}}{m^2 \sqrt{\sigma_r^2 \sigma_c^2}} \quad (4.52)
\]

Inverse Difference Moment:

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{P_{i,j}}{1 + (i - j)^2} = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{Q_{i,j}}{1 + (i - j)^2} \quad (4.53)
\]

Cluster Tendency:

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r + j - \mu_c) P_{i,j} = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r + j - \mu_c) Q_{i,j} \quad (4.54)
\]

where \( \mu_r, \mu_c, \sigma_r^2 \) and \( \sigma_c^2 \) are means and variance for rows and columns.

\[
\mu_r = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} i Q_{i,j} \quad \sigma_r^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} (i - \mu_r)^2 P_{i,j} \quad (4.55)
\]

\[
\mu_c = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} j Q_{i,j} \quad \sigma_c^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} (j - \mu_c)^2 P_{i,j} \quad (4.56)
\]
4.5.2.5 Solving the MRF

Solving MRFs is a challenging problem, for which the best optimization method was developed by Komodakis [Komodakis 2008, Komodakis 2007a]. This state of the art optimization technique provides a good solution for MRF problems with a significant speed gain compared to other methods; a magnitude of ten is indeed claimed by the author [Komodakis 2008]. Moreover, this optimization technique is proved to give as good results as the $\alpha$–expansion algorithm when the pairwise potentials are metric, which is the case in this study. Komodakis made this optimization method available on the Internet under the name of the FastPD MRF Optimization library, which was retained as solving library for the MRF segmentation [Komodakis 2009b]. For more details, please refer to the previous chapter (sect. 3.5.2.1).

4.5.3 Test

The protocol of creation of a classification function was previously detailed given a set bank of features and parameters for the learning process (sect. 4.5.1). Only remains the choice of a training and a test set for a specific problem. Two problems are handled, with different data set. First, the segmentation of any kind of tumor in liver is evaluated for straight segmentation with a classification function. Then, the segmentation of liver colorectal metastases is achieved using a MRF approach.

4.5.3.1 Straight segmentation of tumors

The quality of segmentation is first evaluated for straight segmentation from a classification function (sect. 4.4.2.1). First, a classification function was trained using 15 manually annotated volumes. Then, the segmentation was evaluated on 798 slices.

A training set of 15 volumes that were manually segmented by physicians was chosen. This training set was created while insuring that the volumes were representative of the diversity of the CT images in clinical routine. Indeed, several metastases and the three main types of primary liver cancers were present inside the training set, namely HCC, Adenoma and Cholangiocarcinomas for a total of 56 lesions. Moreover, the CT images were from diverse phases, and various slice thicknesses...Diagnoses of the lesions were confirmed by anatomical pathology and reference segmentations carried out or validated by M.D.

Straight segmentation was then applied to a set of 798 slices, containing metastases from diverse primary sites. This straight segmentation was followed by several basic morphologic operations (opening/closure, removal of smallest components) to remove some errors in an automatic process.

The images used during tests were coming from a high number of centers: the volumes were coming from no less than 14 centers. Moreover, many different machines were used during the acquisitions: 10 different models belonging to the 4 main manufacturers (GE, Siemens, Philips and Toshiba). Slice thicknesses in this data set were varying between 1.25 and 5 mm. All segmentations were done or validated by M.D.. The segmentations were done by Dr L. Pupulim, Dr C. Bonnel,
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Dr M. Zappa or S. Hemm-Ode. Any segmentation done was finally validated by a M.D.

4.5.3.2 Segmentation of tumors, MRF based

Then, the segmentation of liver colorectal metastases is evaluated using segmentation with MRF (sect. 4.4.2.2). First, a classification function was learned using 20 volumes. Then, 9 new volumes were segmented. And finally, the results were evaluated visually and quantitatively. Both datasets were created in order to have a good representation of the possible cases, namely various slice thicknesses, and volumes with diverse sizes, localizations and numbers of lesions. The images inside both sets were parts of a medical study that retained 5 lesions at most. Thus, no more than five segmentations of lesions were available for any image. This limit might have introduced a slight bias in the test. Indeed, the training set does not contain exams with more than 5 lesions, whereas the test set contains many multi-metastatic cases that are more complex to solve.

For this test, segmentations were done by A. René or Pr. B. Gallix; all segmentations were validated by B. Gallix or a member of his team. All CT images were acquired in portal phase. The pixel spacing for the volumes was varying between 0.6 and 0.8mm, with an average of 0.72mm. The slice thickness was varying between 1 and 5 mm. The CT images were taken from 3 different centers, and with machines from 3 manufacturers (GE, Philips, Toshiba).

First, a classification function was learned on 20 CT volumes. Compared to the previous test, the process was slightly modified. Indeed, three classes of tissues were considered during feature selection and training, lesions, healthy liver, and a rim around each lesion. However, only two classes were kept for selection and training. Indeed, the healthy tissues and the rim of tissues around the lesions were merged during these tasks. This modification was done to prevent incorrect classification around the lesions, which was quite common in some preliminary tests. This change indeed allows giving more weight to the neighborhood of the lesions during the training steps. Thus, the classification on this part improved.

Then, 9 new volumes were segmented using the MRF method. The pairwise cost during segmentation was chosen as constant when neighbor labels are different (eq. 4.40) and this cost was given a weight of 0.1. The segmentations were achieved inside manual ROIs of the liver, and using the 64 bits version of Myrian®.

Finally, the quality of segmentation was evaluated visually and quantitatively. First, the results were visually compared to the reference segmentations. Then, several lesions were selected for quantitative evaluation. Indeed, the available measures were limited by the absence of complete references in many cases due to the maximum of five reference segmentations by CT image. Moreover, the multi-metastatic livers often contain confluent lesions, i.e. lesions that are in contact, or sometimes very close. Thus, only disjoint lesions were retained for the evaluation. Morphological openings were sometimes applied in order to disjoin the lesions, but many could not be used due to the existence of confluent lesions. Finally, the quality
of segmentation was evaluated for 18 lesions that could be distinguished from the others. The four metrics previously introduced were retained to quantify the segmentations (sect. 3.5.5.1), as well as some medical measures of the lesions, namely RECIST and WHO criteria along with the volume of the lesions. These medical metrics were evaluated using build in tools inside Myrian®.

4.6 Discussion, Results

4.6.1 Straight segmentation of tumors

Straight segmentation followed by morphology provides good results of segmentation with few changes between tumor types. The method offers good detection rates for larger lesions, but the detection is poor for the smallest lesions. First, the results will be qualitatively discussed. Then, they will be analyzed by quantifying the influence of both the type of tumor and the size of lesion.

4.6.1.1 Visual results

The results will be first presented using some examples and later discussed for the general case. Straight segmentation from a classification function was applied to a set of images with diverse types of tumors. Three slices were chosen to show the quality of segmentation, by comparison between the automatic segmentation outlined in black and the ground truth shown as a white outline (fig. 4.20).

Some results

The segmentation of a metastasis in portal phase is first considered (fig. 4.20.a). For this image, the segmentation is similar to the reference one, but with two false positives. The automatic segmentation gives a region (1) that remains close to the ground truth, most of the time with a small default, apart for the right part of the lesion, where there is an important excess with no anatomical explanation. Then there are two false positives. The smallest one (2) cannot be explained by any other reason than a false positive of the classifier, because there are no visible structures close to this region. However, the medium region (3) contains a hypodense region. This hypodense region exists on several consecutive slices and might be a missed lesion from the reference segmentation. Thus this second false positive might actually be a correct detection of one lesion with some segmentation excesses.

The second example displays the result of segmentation for a Hepatocellular Carcinoma (HCC) in arterial phase (fig. 4.20.b). Five regions including two connected ones are detected as tumoral by the segmentation process, while there is only one lesion segmented by the physician. From left to right, the first region (4) is the one segmented by the physician. Automatic segmentation is close to the ground truth, with a small excess on left part and on the upper right side too. Then, a lesion (5,6) on the bottom of the liver is a false positive but is explained by existing anatomical
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(a) Metastasis, portal phase, slice thickness 1.3mm

(b) HCC, arterial phase, slice thickness 1.3mm

(c) Adenoma, arterial phase, slice thickness 2mm

Figure 4.20: Straight segmentation of tumors for a texture size of 13 × 13 without removing the vessels. Ground truth is outlined in white and the result of the segmentation in black. CT images are courtesy from V. Vilgrain’s Department (Beaujon, Paris).

structures. This region seems composed of two parts; a left circular part (5) contains a hypodense region that is a biliary duct, and the right part (6) contains an enhanced part of the hepatic network. The next wrongly detected region (7) also matches with a segmentation of vessels, but in this case there are two networks; the portal network is slightly enhanced while the arterial network is displayed with some small hyperdense spots. Finally, a false positive, probably due to the partial volume effect, is located on the upper right part of the liver (8). Because the liver is thin on the end of the liver, the intensity in this part is lower than it should be. Scanner indeed averages the blocking of X-Rays by the tissues inside cubes, thus tissues outside liver, in particular inside lungs, impact the intensities on this region by creating a hypodense region. This is called the partial volume effect and it may explain the incorrect detection as tumoral.

The third example concerns an Adenoma in arterial phase, where the actual
lesion is detected along with three false positive (fig. 4.20.c). The real lesion is well segmented (9) with a small default on the left and some excess on the right and bottom of the region. In particular, the excessive segmentation on bottom is bigger and reaches the boundary of the liver. No anatomical structure can explain this particular behavior. However, it might be caused by the proximity of two structures that make classification difficult: the boundary of the lesion and the boundary of the liver. Indeed, the classification around the boundary of lesions is complex because the texture change is seldom marked between healthy and tumoral tissues. Moreover, specific appearances are sometimes found on the boundary. The difficulty of classification around the liver boundary has a different source. This cause is twofold. First, the intensities on the boundary may be incorrect because of the effect of partial volume. Secondly, the texture patches on liver boundary contain patterns that are outside the liver, and thus were not learned. Consequently, the classification will be strongly affected by the structures outside liver. When these structures have a similar appearance to healthy tissues there is no error. On the opposite when appearance is similar to the tumoral one, the classification will give incorrect results. This last case happens for this lesion, because the segmentation excess is found near the kidney that has an appearance close to some tumors. Three false positive regions were detected in addition to the correct one, probably because of the underlying anatomical structures. The lesion (10) is probably due to a thin planar and hypodense structure inside liver. The lesion (11) seems caused by a biliary duct, and the (12) by a partial volume effect.

**Observation and corrections of segmentation errors**

In a more general analysis, defaults seem to occur for small lesions and on boundary of lesions, and excesses seem to occur on liver or lesion boundaries as well as around anatomical structures. First, the defaults/excess on boundary of lesions will be analyzed. Then, excesses around other anatomical structures will be studied. Finally, the link between the size of lesions and the accuracy of segmentation will be studied in a subsequent section (sect. 4.6.1.3).

The defaults or excesses of segmentation on boundaries of lesions come from a same source, the fickleness of appearance on this boundary. Lesion boundaries indeed contain distinct structures (capsule, calcifications...) but may also gradually pass from tumoral to healthy. This behavior may be corrected with another classification function where more weight is given to texture samples on such boundaries. However such an approach does not seem to be the most efficient one, because it amounts to training a classifier using mostly unusual cases, which is the opposite of the aim of machine learning techniques. A subtler approach would be to use the local information to correct these defaults/excesses in order to take advantage of well classified voxels. This was done with the introduction of MRFs (sect. 4.4.2.2).

The excesses around other anatomical structures have two main sources that may be combined. First, the anatomical structures may have a similar appearance to that of lesions, for example for vessels or biliary ducts. Then, the appearance may be too
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different from the usual healthy appearance, as for problems with partial volumes or on liver boundaries. These excesses may be corrected either with pre- or post process. Indeed, these structures might be segmented and removed as preprocess, or false positive that cannot be tumors could be removed in a post-process.

The segmentation of anatomical structures that are often mistaken for tumors allows avoiding any problem around these structures by removing them. However, this approach would add another constraint to the proposed method by propagating the errors of the initial segmentation to the segmentation of tumors. Besides, this additional segmentation will require some time. This approach might be nevertheless considered for structures that contribute to the diagnostic and therapeutic choice. The value of this approach was evaluated for the case of liver vessels. An initial segmentation of the vessels induce a slight decrease of the number of false positive but this improvement remains small (fig. 4.21). This step is indeed useless for the classification of the neighborhood of vessels, because tumors are often close to vessels and even growing new ones.

The removal of the regions that are false positive subsequently to the segmentation of tumors is another possible approach. Many anatomical structures wrongly detected as tumors have indeed a very specific shape; for example false positive on liver boundaries are thin, often look like sheets of paper, false positive on vessel or biliary duct have a tubular shape... These previous shapes cannot in general happen for tumors. However, the tumors inside the vessels may have these shapes (epitheloid hemangioendotheliomas), but they are rare and chances are they will not be detected in the first place. The removal of some false positive may thus be done by removing regions whose shapes are not common for tumors. This characterization by the shape was done in several papers [Soler 2001, Choudhary 2008].

4.6.1.2 Quantifying the results

The overall results are quite good, and with slight differences between the tumor types (fig. 4.21). The best results are obtained for less common tumor types but it may not be truly significant because the test set contains few slices of these types. Then, better results of segmentation are obtained for metastases than for HCC. This is no surprise, because HCC are visually more difficult to distinguish. However, the difference of quality between these two types of tumors remains small and in both cases sensitivity and specificity remain high (84-87% for sensitivity and 79-81% for specificity).

Segmenting vessels in a first step to prevent a common case of false positive allows improving the specificity of the segmentation, with no impact on sensitivity. Indeed, the vessels are often mistaken for tumors, thus removing these vessels from the problem was an obvious move for improvement. This removal was done using approaches described by Selle and Soler, but with manual corrections when the approach did not provide correct segmentations [Selle 2002, Soler 2001, Soler 1998, Pescia 2006]. The removal of the vessels inside the liver improved slightly the specificity of the classification, but this improvement remained small (fig. 4.21). The small level of
<table>
<thead>
<tr>
<th></th>
<th>Whole Set</th>
<th>HCC</th>
<th>Metastases</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>86%</td>
<td>84%</td>
<td>87%</td>
<td>93%</td>
</tr>
<tr>
<td>Specificity</td>
<td>80%</td>
<td>79%</td>
<td>81%</td>
<td>84%</td>
</tr>
<tr>
<td>Specificity (with segmented vessels)</td>
<td>82%</td>
<td>80%</td>
<td>84%</td>
<td>84%</td>
</tr>
</tbody>
</table>

Figure 4.21: Segmentation results obtained with the same classifier for diverse tumors. The segmentation of the vessel networks as a first step does not modify the sensitivity, whereas specificity improves.

Improvement may be explained because the preliminary segmentation cannot improve the classification close to the vessels, in particular when lesions and vessels are in contact. Unfortunately, this detrimental case often happens as tumors are often close to vessels and even grow new ones. Thus, the contribution of vessel segmentation is smaller than first expected and introduces an additional risk. The errors of this initial segmentation will indeed impact the final results.

4.6.1.3 Impact of lesion size

Figure 4.22: Percentage in volume of tumors accurately segmented, functions of the volume of the lesions. The volumes of the texture patches span between 0.61 and 3.05 cm$^3$, with an average volume of 1.54 cm$^3$.

The volume of the tumor impacts the quality of the segmentation, but two worthwhile facts should be noted. First, when tumors are bigger than the size of the texture, the detection rate is quickly optimal. Then, even tumors smaller than
the patches are partially segmented, but the accuracy of the segmentation is lower and more random (fig. 4.22).

A poor detection of the lesions of small size was expected as a consequence of the classification method. The classification indeed relies on the texture information contained inside patches of set size. Therefore, the classification cannot give good results when the lesions are smaller than the patches, because the patches do not contain only tumoral tissues.

The limitation of the approach due to the size of patches did not impact the detection of lesions of medium/small volume. Poor detection due to the presence of few tumoral voxels inside patches might have spread from small lesions to medium lesions, because these last lesions contain relatively many patches on boundaries. However, the approach proved able to deal well with these medium lesions.

4.6.2 Segmentation of tumors using MRFs

The quality of liver tumor segmentation using MRFs will now be evaluated for liver colorectal metastases. As first observation, one may note that the speed constraint of the approach was respected, as segmentation was achieved in 2-3min for inframillimetric images on a core 2Duo 2.8GHz CPU. First, qualitative results will be presented using several examples. Then, the quality of segmentation will be quantified.

4.6.2.1 Visual observations

The segmentation seems globally correct, prima facie. However, the segmentations show some common defects. First, the boundary of many lesions is not well located. Then, some long and thin false positives are obtained on some boundaries of the liver. Finally, huge lesions are only partially detected.

Prima facie, the lesions are well detected. However, the boundaries of the lesions are sometimes offset compared to the ground truth. Indeed, the lesions are often well defined, for example in (fig. 4.23.c-f). However, with a closer look, a gap is sometimes found between automatic and reference segmentations. For example for the previous volumes, the test ROI is bigger than the reference in the first case (fig. 4.23.c,d), and so are the two lesions on the right for the second one (fig. 4.23.e,f). The difference between the lesions is nevertheless not always like that; the test lesions are sometimes oversegmented compared to the references.

The region between two lesions is also often wrongly set as tumoral. This behavior has two main causes, but may be negligible in clinical routine. First, the lesions induce changes of appearance around them. Thus, the neighborhood of the lesions is difficult to classify, which was the reason behind the learning process with three classes of tissues. Consequently, the neighborhood between two lesions is doubly abnormal, and hence is more difficult to classify. Moreover, this configuration was rarely found inside the training set because of the limit of 5 lesions per exam. Then,
Figure 4.23: Segmentation of colorectal metastases using MRFs. Results of segmentation and references are given for three volumes. For the first volume, all ROIs obtained by our approach are displayed (a), while only 5 are shown as reference (b). On the second volume is only shown a single non confluent lesion (c,d). For the last volume, the 5 lesions chosen in the medical protocol are shown (f), along with the same lesions for the automatic approach (e). The ROIs of the lesions are displayed with surface rendering using Myrian®.
this behavior is amplified by the regularization term of the MRF. Indeed, the voxels between two lesions are difficult to classify, and thus their likelihoods for each class are almost equals. Therefore, the regularization term becomes predominant for the choice of a label, which is impacted by the proximity with two lesions. Finally, the aforementioned problem may be negligible for clinical routine. Indeed, many cases of confluent lesions are found in multi metastatic livers, for which a precise evaluation lesion by lesion has small value. However, the problem should not be ignored because this particular case is valuable for the evaluation of treatments. Moreover, this configuration may still happen with few lesions.

Long and thin false positive are sometimes found at the surface of the liver envelope. These false positive are probably due to the special appearance that sometimes happens on liver boundary, and which is not well learned. However, the correction of such problems should not be done with a change of training set, but would be better handled as a post process. Indeed, a change of training set induces a risk for the entire classification process. Moreover, this problem was handled by several authors in the liver case; Moltz proposes a method to remove the vessels in contact with lesions [Moltz 2008], and Choudhary characterizes the lesions with shape constraints [Choudhary 2008]. The first approach seems more valuable as it would allows dealing with lesions on the boundary of the liver that sometimes wrongly include the tissues between the lesion and the liver boundary.

Finally, huge lesions are not well segmented. Indeed, these lesions often contain many regions with necrosis that are well segmented, while the tumoral tissues between the necrotic zones are detected as healthy. For example, in the first volume (fig. 4.23.a,b) the automatic segmentation for the lesion on the left is more globular and slightly smaller than the reference one. This behavior comes from the intensity normalization that does not handle cases with large differences compared to the usual case. For example, the relative volumes of healthy and tumoral tissues are opposite to the usual case for this previous volume.

4.6.2.2 Evaluation for several lesions

18 lesions were retained to evaluate the quality of segmentation. The selection of these lesions was not driven by a personal choice, but imposed by the non confluent lesions in the volumes. First, the segmentation will be evaluated using metrics from Computer Vision. Then, several metrics used in the medical domain will be compared for reference and automatic segmentation.

Quantitatively, the proposed approach compares with state of the art methods. Indeed, an overlap error of 38-40% is obtained depending on the inclusion of the smaller lesions ($\geq 3\text{cm}^3$). With such values, the proposed method is the third best one when comparing with the automatic methods inside MICCAI segmentation challenge. However, a direct comparison of the results is of little value because the type of the lesions and the exams are very different.

The quality of segmentation was also evaluated for several medical measures, the volume of the lesions, RECIST, and the WHO criteria. First, the difference
of the evaluation of volumes is too big to be useful in clinical routine. Indeed, an average variation of 30% is obtained between test and reference segmentations. Then, the current measures for the evaluation of tumors still vary, but less than for the evaluation of the volume. Indeed, the variation of the longer dimensions is around 20%. Moreover, a significant improvement is obtained when excluding the smaller lesions for the evaluation of RECIST or the first dimension of the WHO criteria. Indeed, this variation decreases from 19% to 14%.

<table>
<thead>
<tr>
<th></th>
<th>Volume</th>
<th>RECIST</th>
<th>WHO second axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>All lesions</td>
<td>0.30 ± 0.08</td>
<td>0.19 ± 0.03</td>
<td>0.20 ± 0.03</td>
</tr>
<tr>
<td>Lesions ≥ 3cm³</td>
<td>0.22 ± 0.03</td>
<td>0.14 ± 0.01</td>
<td>0.21 ± 0.02</td>
</tr>
</tbody>
</table>

Figure 4.25: Segmentation of colorectal metastases using MRFs, results. The quality of segmentation is evaluated using several medical metrics for the evaluation of solid tumors. These measures are given for all lesions, or for all lesions ≥ 3cm³.

4.7 Conclusion, Summary

A method for the segmentation of the liver tumors within a liver envelope was proposed. First, a complete technique was defined for this segmentation. Indeed, features were introduced that are later selected and combined for the classification of tissues, before being applied for segmentation. Then, the proposed technique offers quickly relatively good results. Finally, the proposed approach is not limited to the liver tumor, but applies to other problems.

A complete framework for the segmentation of the liver tumors within a liver envelope was introduced. First, texture features were defined as a combination between texture descriptors and filters. Then, a heuristic method was proposed to select the most relevant features from a bank of features, while taking in account both the contribution and the computational cost of each feature. Next, a fast and accurate machine learning technique was chosen to combine these features towards an optimal separation of tumoral and healthy tissues in a feature space. Finally, two methods were proposed for the segmentation. The first one simply applies the classification function to an image in order to obtain a binary classification of this image. And the second retains the reliability of the classification and introduces...
spatial constraints inside a MRF expression of the problem in order to obtain optimal solutions in a short length.

While the results of segmentation are difficult to compare with other methods due to the variability of the image sets, the proposed method offers comparable results to other methods. Moreover, the segmentation of the lesions does not take more than a few minutes for inframillimetric images. However, the segmentations have several defaults. First, the huge lesions are only partially segmented. However, these cases have small medical value, and this problem might be addressed when using a more reliable normalization of intensities. Then, the segmentation is often in excess between lesions, or on the boundary of the liver. These problems might be solved by imposing shape constraints on the lesions, or with post-treatments aiming at removing obvious false positives and dividing lesions from other structures.

The proposed method relies on texture features and filters to classify the tissues through machine learning techniques in a noisy medium. The whole process presented in this chapter is limited to the liver only by the choice of the filters and the chosen settings. Thus, this method could apply to other problems in medical imaging, where the structures of interest differ from the surrounding tissues by texture changes. Moreover, the amplitude of the noise the method has to deal with in the liver case should make the method robust for other organs.
To summarize, a complex problem of medical imaging has been dealt with in this study, the segmentation of the liver tumors. First, the contributions of this work will presented. And then, future improvement of the proposed techniques will be detailed.

5.1 Contributions

The main contribution of this thesis is a framework to segment complex anatomical structures that differ from surrounding tissues by texture changes. Then, a new definition of statistical atlas was proposed, and its registration was handled. Finally, an image processing tool was developed, which computes a smooth ROI that wraps around another ROI.

The main contribution of this study is a fast method to segment complex structures that differ by texture change in a noisy medium. This method divides in several steps. First, the proposed method includes the definition of texture features as the combination of texture descriptors and filters. Then, the selection of relevant features from a bank of features is dealt with in a heuristic approach while considering the relevance, and the computational cost of the features. Next, a classification function is computed using a state of the art machine learning technique. The segmentation is later achieved directly with the classification function, or while considering both the reliability of the classification and the expected classes of the neighbor voxels. Finally, the whole segmentation algorithm is optimized in order to have small computational complexity. Therefore the proposed approach is fast. Moreover, the method was applied with some success to the segmentation of the liver tumors.

Then, a statistical atlas was proposed along with its registration on image volumes. First, a generalization of the statistical atlas proposed by Glocker was proposed. This new definition uses optimal Gaussian Mixture Models to model intensity distributions in the space. Moreover, the proposed definition is not limited to GMM, but also applies to other distribution models. Furthermore, the optimality condition even applies to multiple models at same time. Thus, the proposed atlas may use any intensity models equally. Then, a fast registration technique for this atlas definition was proposed in a coarse-to-fine manner. This registration was achieved by minimizing a MRF energy.

Finally, an image processing tool was proposed, which computes a smooth envelope that wraps around a binary ROI. While only partially implemented, this
approach offers promising results, and may potentially apply to many other problems as post process. Indeed, this low level tool allows detecting and filling cavities that break the smoothness of a ROI surface. As structures with a smooth contour are common in medical imaging, this approach could apply to many other organs, such as heart, spleen, vessels... The proposed approach use a representative mesh for a binary ROI, and artificially introduces holes on this mesh where cavities are found inside the binary ROI. Then, these holes are filled by continuity, following principles from techniques of digital reconstruction.

5.2 Future work

As future work, the proposed techniques will be improved and validated for other problems. First, the validation on other problems will not be further developed, because these tests depend on the availability of databases for other problems. The proposed segmentation method will nevertheless be applied to the segmentation of lesions inside the brain. Then, several possible improvements have been considered for the wrapping tool, and the segmentation framework. Because the statistical atlas was abandoned for the liver, no future development of the related methods is planned yet.

First, no radical modification of the hole filling process is proposed. However, some slight modifications are planned for the detection of hole boundaries. Moreover, the smooth fill will be finished and evaluated. First, some modifications are planned in order to better detect the hole boundaries. These modifications include the improvement of the initial contour through better sampling of points, and the use of better heuristics during the detection of hole boundaries with maybe the introduction of machine learning techniques. Then, the holes will be filled by continuity with the direction of the contour on both sides of a hole, as this was proposed before but not yet evaluated.

Then, most of the future work focuses on the proposed segmentation framework. First, the speed of the method will be increased by simplifying some filters. Then, several steps of the proposed method will be modified in order to correct some lacks of the current approach. Finally, several additions might contribute to the value of the method.

During the segmentation, most of the running time comes from the filters and the computation of texture descriptors, while the other tasks are significantly less time consuming. In particular, median filters and Nagao’s filters respectively account for 15% and 40% of the total computation time for millimetric images. Thus, a recent algorithm by Perreault et al. could induce a significant speed gain. Indeed, Perreault proposed an algorithm that computes the median filter in constant time [Perreault 2007]. This algorithm could induce significant gains for the median filters due to the sizes of the neighborhoods that are used to compute the features. Moreover, the proposed approach might also adapt to Nagao’s filters, which could offer even higher speed gains.
Several weaknesses have been found in the current approach. First, the normalization of the intensities is not optimal, and then the robustness of the feature selection might be improved. First the normalization of the intensities will be improved. Two possible methods are envisaged, either with a special process to handle the different enhancement phases as was done by Linguraru and Nugroho [Linguraru 2010, Nugroho 2008], or by using multiple intensity models. Indeed, several intensity models have been proposed for the intensity distribution within the liver, either with 1, 2, or 3 modes that correspond to hypodense lesions, healthy parenchyma, hyperdense lesions and vessels [Soler 1998, Qi 2008, Nugroho 2008]. It might be possible to evaluate the number of modes of the intensity distribution for any volume, before using an adequate intensity model for the normalization. Moreover, one may imagine selecting an adequate classification function depending on the intensity profile. Then, the robustness of the feature selection might be improved by using k-fold cross validation. Indeed, the measures of the relevance of every feature would become more reliable when many training and test rounds are done.

Several evolutions of the methods have been retained in order to improve the segmentation framework. First, new texture features might be introduced. Then, the regularization of the MRF segmentation might be modified in order to impose a shape constraint. First, 3D texture features might improve the detection, and allow working without the axial constraint for the images. Indeed, Tesar et al. extended the Haralick’s descriptors to 3D, and proved that this extension significantly improves the classification of abdominal tissues and in particular the liver tissues [Tesar 2008]. Moreover, this modification could allow getting rid of the constraint of axial images, because the features could be chosen as invariant by rotation. Then, a shape constraint might be imposed as a regularization term during the segmentation. Imposing such constraint might prevent merging close lesions. Indeed, close lesions are often merged through a small region. With a shape constraint, the lesions might be distinguished, which would simplify the use of their segmentations. Moreover, a shape constraint might also have some impact on the liver boundary, because the false positives at these locations do not have a usual tumor shape.
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