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Résume en Francais

1. Introduction

Ce chapitre présente un résumé synthétique de cette thésmneais. Dans un pre-
mier temps, nous introduisons les problématiques, mabinaf objectifs, et contribu-
tions de la thése. Puis, la section 2 présente I'état dediarta gestion de ressources
dans un environnement sans fil. Avec les applications métlias d’aujourd’hui, il
estimportant de prendre en compte la qualité percue pdidateur. Pour cela, la sec-
tion 3 présentera différentes facons d’évaluer cette tpiatipelégualité d’expérience
(QdE) afin de trouver la méthode la plus appropriée. L'accent seésasar une tech-
nique hybride utilisant I'évaluation pseudo-subjectippelée? SQA (Pseudo-Subjective
Quality AssessmentEnsuite, la section 4 décrit comment la QdE peut étre dégloy
dans la gestion des ressources et des exemples de mécaaraness QdE sont pro-
posés aussi bien pour le c6té réseau que pour le coté dilisaEnfin, la section 5
approfondi les résultats obtenus et conclu en rappelartdesibutions de ce travail
avant de décrire les perspectives ouvertes en donnantigpetagntation de recherche.

Problématique de recherche

Au début des réseaux, les connexions entre machines étéaisées via des cables
pour établir ce que nous appelons maintenantéseau cablé Ce type de réseau
offre dorénavant une bande passante et une stabilité élesépii facilite la gestion
des ressources du réseau. Grace aux progres technologicgues besoin sans cesse
croissant d’avoir une connexion permanente, les réseaus faet mobiles se sont
de plus en plus développés. De nombreux produits et apipisaont été dévelop-
pés pour fonctionner sur ce type de réseau. Un ordinatesopeel d’aujourd’hui
peut travailler sur les deux environnements: filaires esddn Plus précisément, les
terminaux mobiles peuvent désormais connecter |'utdisat Internet via différents
réseaux d’acces simultanément.

Pendant ce temps, les utilisateurs ont un intérét granttigsaur les applications
multimédias. Ce type de trafic croit actuellement de manieresidérable sur les
réseaux, ce qui change de I'’époque ou les utilisateursnéti@igolupart des spécial-
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6 Résumé en Francgais

istes du domaine utilisant I'lnternet dans la sphere peifesmelle. Aujourd’hui le
plus grand nombre d’utilisateurs des réseaux sont des remiadigtes plus intéressés
par la qualité gu’ils percoivent et non par les parametrelsrigjues d’évaluation de la
qualité. En conséquence, la qualité proposée doit dor@hétr@ mesurée en termes de
qualité telle que percue par 'utilisateur plutét que sendet en termes de parametres
réseaux.

Dans ce contexte, les deux principaux acteurs koo rateur de réseaat! utilisateur.
Le rble de I'opérateur est de fournir des services aux atiisrs via différents réseaux
d’acces : l'utilisateur du réseau est alors client des sesdournis. On peut remarquer
dans ce modele que les utilisateurs jouent un réle impopaisgue leur satisfaction
est fondamentale pour I'opérateur. La ressource esskendgjel doit étre gérée esa
bande passantequi est limitée et variable a cause de sa nature sans fil. D po
de vue de l'opérateur, la bande passante doit étre répartieathiere efficace afin de
maximiser le nombre d’utilisateurs et par conséquent mesdmes revenus. Les util-
isateurs quant a eux veulent choisir le meilleur réseawst-@edire celui qui fournira
la meilleure qualité avec les codlts réduits. Dans une téilmtson la gestion des
ressources est cruciale, car seuls des mécanismes effirauneent satisfaire les deux
parties. Différents facteurs qui compliquent la gestiontdistés ci-dessous.

» Tout d’aborda nature du réseau sans-fénd la gestion plus difficile. Avec son
environnement ouvert, un réseau sans-fil est sensible ardbreases perturba-
tions. En conséquence, I'état du réseau varie souvent ardatie de qualité de
service peut devenir une question complexe.

» Un deuxieme facteur eBaugmentation du trafien raison du nombre croissant
des utilisateurs dans I'internet. Beaucoup de progres tentéalisés et les ter-
minaux sont maintenant abordables pour presque tout le enobhds réseaux
d’acces sont divers et accessibles presque partout, ceendibeaucoup plus
facile I'obtention d’une connexion. Ce phénomeéne augménifficulté de
gestion des ressources puisque l'augmentation du trafiaiaetune augmenta-
tion de la congestion et des interférences.

» Un autre facteur important ekt développement croissant des applications mul-
timédiasdans les réseaux sans-fil. Avec ce type d’application, larfatg gérer
les ressources est actuellement déterminée par des pegarteégthniques. Ce
n'est pas optimal puisque de nombreuses applicationsmdiias générent du
trafic avec un débit variable. La gestion de qualité en atilispar exemple, le
parameétre bande passante n’est pas suffisante, surtoutidasrs/ironnement
sans-fil ou les ressources sont rares et I'état du médiurn eadii€mement vari-
able.
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» Résultant deda croissance des applications multimédis Qualité de Service
(QdS) devient moins importante et la notion de Qualité dénignce (QdE),
ou parfois appelée expérience utilisateur, est de plus & gpgnificative pour
I'utilisateur du réseau. La QdE révele la qualité d’un sesviel qu’il est percu
par l'utilisateur. Comme l'objectif final de tous les semscest la satisfaction
des clients, la qualité d’expérience devient donc la prépation principale.
En effet, les opérateurs de réseaux veulent maximiser l&iit pn optimisant
I'utilisation des ressources, mais en méme temps s’asdarkerfidélité de leurs
utilisateurs ce qui résulte directement de leur satisfacti

» Une grandevariété d’applicationdans les réseaux sans-fil d’aujourd’hui rend
la gestion des ressources tres difficile a traiter. Diffé&sdgppes d’application
(VolP, streaming vidéo, jeux interactifs, emails, FTP,.)etont des exigences
différentes en termes de bande passante, délai, gigue,Peticconséquence,
un traitement approprié est nécessaire pour chaque typelttations si nous
voulons satisfaire les attentes des utilisateurs.

» Enfin, I'hétérogénéité des réseaux d’'acaesce que I'on pourrait appeler "le
réseau hétérogene" devient une réalité. Les appareilslastont en effet équipés
de plusieurs interfaces permettant la connexion a diftésetechnologies de
réseau (Ethernet, Wi-Fi, cellulaire, satellite, etc.) meéde maniére simultanée.
Ces diverses technologies ont des caractéristiques afitiés et peuvent étre
combinées afin de fournir un systeme hétérogéne trés ptiipsamettant a
toutes les classes d’applications de trouver le réseac&bagdéquat. L'arrivée
de ce type d’environnement nécessite ainsi un traiteme&dialpet augmente la
complexité du probléme de gestion.

Pour résumer, cette thése se concentre sur les problemesitiengdes ressources
dans les réseaux sans-fil. Les themes qui sont traités sdliothtion de bande pas-
sante et la gestion des connexions. Les aspects commetelawyue la tarification
et le SLA (Service Level Agreement) sont en dehors des chatiipgestigation de
cette thése. Dans le cas d’un environnement hétérogeneipmose que l'opérateur
de réseau possede les différentes technologies de réseessaies aux tests. Par
ailleurs, les aspects traitant de la sécurité comme I'antifigation et I'autorisation ne
font pas partie des objectifs de cette these. Par conséqueserveur de type AAA
(authentification, autorisation et comptabilité), estpmge étre présent dans le réseau
pour gérer tous ces aspects.
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Motivations et objectifs

L'objectif principal de cette these est de trouver de nol@getolutions pour la gestion
des ressources en tenant compte de tous les aspects dédessas. L'environnement
auquel I'on s’intéresse concerne les réseaux sans-fil imédtias. Le travail se con-
centrera sur deux points de vue : celui de I'opérateur dearésecelui de I'utilisateur
du terminal client. Plusieurs solutions seront proposées.

» Pour I'approcheorientée opérateur de résegla maximisation des revenus est
sa préoccupation principale. Des informations utilisegesont souvent recueil-
lies pour la prise de décision. Des mécanismes sont, par@gere con-
trdle d’admission #dmission contrdlqui gére le trafic entrant en choisissant
d’accepter ou non chaque nouvelle connexion; I'ajusterdetitafic s’effectue a
un point d’attachement qui adapte le déhatté adaptatiofafin de mieux répon-
dre a I'état actuel du réseau; ou I'ordonnanceacket schedulingyui planifie
I'allocation de bande passante en fonction de la qualibdieté priorité ainsi que
de la classe de trafic.

» Pour I'approcheorientée utilisateur la décision finale a lieu sur le terminal
client. Le profit de I'utilisateur (en termes de prix ou de lipged’expérience par
exemple) est le principal critére de décision, méme si terta@écanismes peu-
vent également prendre en compte les informations proveledienvironnement
réseau. Habituellement, 'approche orientée utilisatsirprincipalement liée
au mécanisme de sélection du réseau d’aauesvprk selectionpour choisir le
meilleur réseau lorsqu’il y en a plusieurs d’accessibles.ré@narque qu’a part
ce mécanisme, le terminal n'a pas beaucoup d’autres cestdans le réseau.

Dans cette these, on souhaite mettre en avant la notion deégllexpérience dans
la gestion de ressources. Par définition, la qualité d’agpée est liee a la couche
applicative. Cependant, nous pouvons traiter les prolddide a QdE également au
niveau d’autres couches. Pour la couche applicative,ineg@daptations peuvent étre
faites sur le terminal utilisateur ou sur le serveur afin ddtiorer la qualité du flux.
Cela inclut par exemple une technique comme le changemdatdu’encodage, que
le serveur multimédia peut modifier dynamiguement en fomctle I'état du réseau.
Au niveau de la couche réseau (IP), la qualité peut étre angéélisi nous pouvons
contrdler correctement 'état du réseau. Pour la couchsol(MAC) et la couche
physique (PHY), le débit peut étre adapté afin de répondrecanditions physiques
du réseau. Dans cette thése, I'accent sera principalemisnéunles couches IP et
MAC, ou les contrbles peuvent étre exécutés par I'opérat@sgau. En outre, les
contrdles possibles au niveau de la couche applicative tiudidterminal utilisateur
seront aussi étudiés.
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Contributions

Tout d’abord, un état de I'art sur la problématique de laigestles ressources a été
réalisé. Il concerne principalement les applications mdtias avec des exigences
élevées auxquelles il est difficile de garantir un haut nivéa qualité de service. Par
rapport a cela, des mécanismes de gestion qui visent aasatistitilisateur et en
méme temps a optimiser I'utilisation des ressources onégteiés. Du coté réseau,
des mécanismes orientés QdE comme le contrble d’admid&sdaptation de débit,
et 'ordonnancement ont été proposés. De méme, du coténares mecanismes
de sélection de réseau d’'acces ont été proposés. La plupattedeux prennent
en compte les informations de I'utilisateur et du réseau pouvrir 'ensemble des
criteres. Les études ont été menées dans différentes teghewsans-fil (IEEE 802.11
et Cellular Network) a la fois dans des contextes homogéresréseau utilisant une
seule technologie) et également dans des contextes daixésaas-fil hétérogenes
(i.e. multi-technologie). Les résultats obtenus démanttcgr’il est possible et utile
d’utiliser la qualité d’expérience en tant que métrique mamnéliorer la gestion des
ressources dans les réseaux mobiles.

La liste des publications concernant ces travaux est présenrdessous:

* [1] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Radiespurce man-
agement in emerging heterogeneous wireless networks".pGtanCommuni-
cations, In Press, Corrected Proof, Available Online, R€41.0.

* [2] K. Piamrat, K. Singh A. Ksentini, C. Viho, and J.-M. BonnitQoE-aware
scheduling for video-streaming in High Speed Downlink Radkccess", IEEE
Wireless Communications & Networking Conference (WCNC®@018-21 Apr.
2010.

* [3] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Q-DRAN)oE-based
dynamic rate adaptation mechanism for multicast in wieletworks". In IEEE
Global Telecommunications Conference (GLOBECOM 2009pesal-6, 30
Nov. - 4 Dec. 20009.

* [4] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Rate &utation mech-
anism for Multimedia Multicasting in Wireless Networks"ix8 International
Conference on Broadband Communications, Networks, an®gBroadnets
09), pages 1-7, Sep. 20009.

* [5] K. Piamrat, C. Viho., J.-M. Bonnin, and A. Ksentini. "Quslbof Experience
Measurements for Video Streaming over Wireless NetworksSixth Interna-
tional Conference on Information Technology: New Generati (ITNG 09),
pages 1184 -1189, April 2009.



10 Résumé en Francgais

* [6] K. Piamrat, A. Ksentini, C. Viho, and J.-M. Bonnin. "QoE-Ave Admission
Control for Multimedia Applications in IEEE 802.11 Wireke®etworks". In
IEEE 68th Vehicular Technology Conference (VTC 2008-Fgifges 1-5, Sep.
2008.

* [7] K. Piamrat, A. Ksentini, C. Viho, and J.-M. Bonnin. "QoEdea network
selection for multimedia users in IEEE 802.11 wireless weks”. In 33rd
IEEE Conference on Local Computer Networks (LCN 2008), pag@8-394,
Oct. 2008.

 [8] K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. QoE-aeadetwork
Selection in Wireless Heterogeneous Networks. In ResdRegort RR-7282,
INRIA, 2010.

2. Etat de I'art

Avec I'évolution des réseaux de nos jours, la qualité devierfacteur critique car ce
parameétre fait fonctionner I'’économie de plusieurs fagpas exemple via des accords
de SLA (Service Level Agreement) ou encore au niveau de lédat®n des clients.
Pour un utilisateur, la qualité finale d’un service est unmlgimaison de disponibilité,
gualité, prix, et rentabilité. En conséquence, la gestemméssources doit s’effectuer
en temps réel et doit prendre en compte la perception dédateur également appelée
la qualité d’expérience.

Selon I'I'TU [9], la Qualité d’Expérience (QdE) est I'acceptabilité glbd’'une
application ou un service, tel qu'il est percu subjectivatrpar I'utilisateur final. Elle
differe de la fameuse qualité de service (QdS) a bien desiggaout d’abord, la QdE
est subjective et se rapporte a la qualité d’un service gpau I'utilisateur final, alors
gue la QdS est objective et se rapporte aux états couranésdau ou du flux de trafic.
En d’autres termes, la QdE mesure comment les entités dauds¢isfont les besoins
et les attentes de I'utilisateur.

Avant I'avénement des communications multimédias, leampatres de la QdS
étaient suffisants pour évaluer la qualité des servicestuiToutefois, les applica-
tions multimédias se multipliant de plus en plus, et lesaaieurs devenant également
de plus en plus expérimentés, la notion de qualité s’estadépldu niveau réseau au
niveau utilisateur. Les mesures existantes ne suffiseatqdteénavant a refléter la per-
ception d’'un service que pourrait avoir un utilisateur. Bgemple le taux de perte,
un indicateur largement utilisé dans le domaine de la gyatitest pas toujours fi-
able lorsqu’il s’agit de qualité d’expérience. En fait, ymerte élevée ne signifie pas
automatiquement une mauvaise perception. Si I'expédiiglise une technique de
prévention comme la FEC (Forward Error Correction), la Qdfttpétre maintenue a
un niveau acceptable malgré des pertes élevées.
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Concernant les technologies réseaux, le sans-fil se prqpageessivement et a
donné naissance aux réseaux multimédia sans-fil ou encpetéapNVMN (Wireless
Multimedia Networking). Avec ce type de réseau, la disttitn de charge doit donc
étre soigneusement contrdlée afin que la qualité reste @tepout en veillant a ce
gue les opérateurs de réseau ne soient pas non plus pépalisése sous-utilisation.
En général, pour garantir une bonne perception aupres @ggrss un opérateur IP
triple-play a large bande doit toujours veiller a ce que clgalien principal transporte
moins de 50% de sa capacité, cela pour éviter la congestioasede défaillance d’'un
lien redondant.

Dans cette thése, nous essayons d’éviter une telle appcoalservatrice en étudi-
ant les possibilités et les performances de l'utilisatienQUE comme métrique pour
la gestion des ressources. Ce nouveau paradigme permedtraeilleure flexibilité,
tout en maximisant l'utilisation des débits et en mainteémare perception satisfaisant
aux utilisateurs. Nous nous concentrons tout d’abord semwironnement homogéne.
Enfin, nous étudierons un environnement hétérogene.

Gestion de ressources

La gestion de ressources est illustrée dans la figurerois étapes majeures peuvent
se distinguer : la surveillance des ressources, la pris&dsidn et la mise en ceuvre
de la décision.

» Surveillance des ressourcesC’est la phase durant laquelle I'information est re-
cueillie. Ces données proviennent des utilisateurs e#sudéseaux. La collecte
d’informations peut varier d'un mécanisme a l'autre etftinmation recueillie
sera considérée comme une entrée pour la prise de décisias. pduvons voir
sur la figurel que le contrOle des ressources se situe a deux momentedtier
avant de se connecter au réseau et apres I'établissementderiexion.

Le premier controle vise a surveiller le réseau et a redueids informations
pour la toute premiére décisiosélection du réseau d’'accési allocation de
bande passanje Puis s'il 'y a pas de solution (c’est-a-dire que les résea
existants ne correspondent pas aux exigences), I'utlisgteut avoir a modifier
ses exigencesapplication adaptationcf. la figurel) afin de trouver le réseau
approprié. Si I'adaptation n’est pas possible, I'utileat retournera surveiller
les ressources et attendra un meilleur état du réseau.

Le second type de contrble vise a observer I'état de la caonen cours pour
déclencher une adaptation du réseau lorsqu’un événempnicheit, par exem-
ple lorsque 'utilisateur se déplace hors de la cellule ante (mobilité) ou en cas
de congestion du réseau. Dans ces situations, une nougelteah d’adaptation
doit étre prise en tenant compte de la nouvelle situation.
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 Prise de décision La plupart du temps, ces décisions sont prises par I'opérat
du réseau (approche centrée réseau) mais elles peuveaineguls’effectuer au
niveau des terminaux utilisateurs (approche centréesatéur), ou encore ces
décisions peuvent étre le fait d’'une collaboration (appeocollaborative). Les
deux principales décisions a prendre sont le choix du ré@msmment sélection-
ner le meilleur réseau disponible pour une connexion) ébtation de bande
passante (la fagcon de répartir la bande passante des diffééseaux aux util-
isateurs). Dans un réseau hétérogéne, la bande passantseal une connexion
donnée peut impliquer plusieurs réseaux d’'acces. Dansskacassource est
appeléaessource communédn peut noter que, dans I'approche collaborative,
la décision finale sera prise par un seul des deux acteutsl'(gdisateur ou
I'opérateur), puis les étapes suivantes correspondentaajgproches centrées
sur l'utilisateur ou du c6té de I'opérateur réseau. La piiselécision représente
le cceur du probleme; par conséquent, elle sera abordéerptiétails. La clas-
sification des mécanismes se fera en fonction de décidelr fina

* Mise en ceuvre de décision C’est la phase dans laquelle les décisions sont
exécutées. Dans I'approche centrée utilisateur, une deéend@ connexion au
réseau sélectionné est effectuée, si cette demande échalerchera alors a
contacter la deuxieme meilleure possibilité et ainsi deesi8i aucune des déci-
sions ne peut étre mise en ceuvre, une nouvelle phase dellsmeedu réseau
sera effectuée. Cette situation peut se produire par exelopque le réseau
refuse une demande entrante afin de protéger la performaoicelg des util-
isateurs en cours. Dans les approches centrées résealedtosédu réseau
est appliquée en utilisant des mécanismes de contrdle iSaatm pour filtrer
'accés aux réseaux en fonction de la décision rendue gpkégmmecédente. En
outre, la décision de déplacer les utilisateurs vers ureaésreau d’une technolo-
gie identique ou différente est exécutée par des mécansonase le "handover
vertical et horizontal". Pour 'allocation de bande passaltopérateur distribue
la bande passante en fonction de la décision prise.

Meécanismes de décision

Un tableau récapitulatif des approches récemment propasaes la littérature est
présenté ci-dessous. Pour plus d’information, voir le dnag.
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Techniques Parameters Procedure Output Approach Joint
allocation
SLP Allocation, demand, 1-association of predetermined Allocation in each Network-centric Yes
underutilization, and probability to demands network
rejection 2-variable formulation
3-SLP statement
Game Theory Available bandwidths | 1-determine offered bandwidths Bandwidth allocation | Network-centric Yes
in each network 2-compute Shapley value
3-verify core
Degradation Utility | Released bandwidth 1-compute ratio of released - Connection that gives | Network-centric No
and lost reward point | bandwidth & loss reward point maximum utility
for each connection
2-find maximum
AHP & GRA User’s requirements 1-AHP of user’s requirements Network rank by GRC User-centric No
and network conditions| 2-GRA of network conditions
3-compute GRC
Consumer Surplus | Utility and cost 1-compute the difference between | Network that gives User-centric No
utility and cost for each network maximum benefit
2-find maximum
Profit function Bandwidth gain and 1-compute the difference between | Most appropriate User-centric No
handoff cost gain and cost for each network network for handoff
2-find maximum
FLC Network data rate, 1-fuzzification Fitness rank of each Collaborative No
SNR, application - 2-fuzzy inference network
required data rate 3-defuzzification
Objective function | Quality and policy 1-compute sum of (inputsweights) | Allocation of services Collaborative Yes
indicators for each network to APs and terminals
2-find maximum
TOPSIS QoS parameters and 1-format data into normalized matrix Best path for Collaborative No

traffic class

2-compute datatheir weights
3-compute ideal points (+/-) and
distances from ideal points
4-select the best solution

flow distribution

Table 1: Résumé des approches investiguées.
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3. Mesurer la qualité d’expérience

Avant d’étre capable de déployer la QdE dans la gestion éaugsin outil de mesure
approprié est nécessaire. Pour une meilleure compréhedsita QdE, cette section
donne un apercu des différentes approches utilisées posurerda QdE, allant de
I'approche subjective traditionnelle aux approches dbjes et hybrides respective-
ment. A la fin de la section, leurs performances sont compaafa de choisir la

méthode la plus appropriée pour I'étude.

Approche subjective

Il est évident que la fagcon la plus précise pour mesurer litgumercue est I'évaluation
subjective des utilisateurs car il n’y a pas d’autre inddécaide qualité percue meilleure
gue celui évalué par 'homme. Cela consiste en la constmucfiun panel d’'observateurs
humains qui vont donc évaluer des séquences de médias sutece. d_e résultat de
cette évaluation est donné en termes de note moyenne ddogMiOS - Mean Opinion
Score), sur une échelle a cing niveaux (présentée danddated).

Table 2: Définition du MOS et conversion possible de PSNR.

MOS Qualité Altération PSNR
5 Excellent Imperceptible > 37
4 Bien Perceptible mais non génant31-37
3 Acceptable Un peu génant 25-31
2 Mauvais génant 20-25
1 Trés mauvais Trés génant <25

Des méthodes normalisées pour la campagne des évaluatigasts/es de la qual-
ité vidéo sont données dans ITU-R BT.50010][avec plusieurs variantes. Pour une
campagne d’évaluations subjectives appropriée, il estsgire de choisir parmi les
différentes options disponibles celles qui conviennennieux aux objectifs et aux
contextes des problemes. Dans ce chapitre, nous nousssb@ea la méethodstim-
ulus Simple (SSyans laquelle les séquences vidéos sont présentées wneepetrou
I'évaluateur fournit un score pour chacune d’entre ellesy(me le montre la figure
2). Le score final de chaque séquence vidéo est la moyenne tissd®tous les ob-
servateurs, a I'exclusion des notes extrémes (filtréespéiltre statistique). D’autres
variantes de tests subjectifs sont a peu pres similaireghangements pouvant alors
concerner I'échelle d’évaluation, la vidéo de référeneelongueur de la séquence
vidéo, le nombre de la vidéo, ou encore le nombre d’obsenvsite
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Figure 2. Campagne de mesures subjectives.

Bien que cette approche subjective soit la plus précisejsaen place est trés col-
teuse en termes de temps et de main-d’ceuvre (a cause de lagraergubjective). La
procédure d’évaluation est tres complexe et a des exigestigetes. Par conséquent,
on ne peut guére l'utiliser dans une mesure automatique oudes outils de suivi en
temps réel.

Approche objective

Puisque I'approche subjective est difficile a mettre en @uwne approche objective
a donc été proposée. Celle-ci utilise des algorithmes, desules et des mesures
de QdS d’'un flux donné via des parameétres techniques qui petaglement étre
collectés dans le réseau. Parmi les méthodes objectives,nous sommes intéressés
au Peak Signal to Noise Ratio (PSNRjui est une méthode simple et couramment
utilisée pour évaluer la qualité des vidéos. En effet, PSNR gst le rapport entre la
puissance maximale possible d’un signal et la puissanceududui affecte la fidélité

de sa représentation. |l est défini par I'erreur quadratiguogenne (Mean Squared
Error-MSE) entre une trame originabeet une trame déformékcomme suit:

1 m n
MSE= — o(m,n) —d(m,n)|%. 1
o 2 3 lomn) —d(mm) (1)
Chaque trame &xN pixels, o(m,n)et d(m,n)sont les pixels de luminance de la

position(m,n)dans la trame. Le PSNR représente le rapport logarithmiqtre éa
valeur maximale d’un signal et le bruit de fond (MSE). Si ldews de luminance
maximale dans la trame dsf(lorsque les pixels sont représentés a I'aide de 8 bits par
échantillon,L = 255), on a alors :

255
PSNR= 10 |ogM—SE. (2)
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Il peut étre remarqué que le PSNR ne peut étre calculé quguersimage est
reconstruite au niveau du récepteur. Par conséquent,ihesissible de I'utiliser dans
les mécanismes en temps réel. En outre, la conversion de RENFOS est toujours
discutable. Sile PSNR est utile pour mesurer la proximitéioh@ge compressée par
rapport a l'original au niveau du signal, il ne prend pas empte la qualité visuelle
de la reconstruction et ne peut étre considéré comme unerenebjective fiable de
la qualité visuelle d’'une image. Cependant, d’apres Gross. 12], les mappages
heuristiques possibles de PSNR vers MOS existent; ils géseptés dans le tableau
2.

Approche hybride

En dehors des deux approches précédentes, une approchaetpiopose un compro-
mis. De nombreuses méthodes ont été proposées pour mesQeEldans des appli-
cations de voix sur IP ou VoIP (e.g. E-Model ITU G.103J, PSQM et MNB ITU
P.861 [L4], ou PESQ ITU P. 8621[5]) mais trés peu existent pour I'application stream-
ing de vidéo. Dans ce document, nous nous intéress®®B@A (Pseudo-Subjective
Quality Assessmenfl6], une évaluation pseudo-subjective de la qualité, quirfiur
I'évaluation de la QdE en temps réel avec des résultatsanesl a la perception hu-
maine. PSQA est basé sur I'apprentissage statistiquedke lde réseaux de neurones
aléatoires (Random Neural Network - RNN)7]. Il est hybride dans le sens ou il
y a tout de méme une évaluation subjective dans la méthodoldgutefois, cette
évaluation subjective peut n'étre réalisée qu’une seuke doutilisée plusieurs fois.
Avant d’étre en mesure d'utiliser PSQA dans les évaluatgnemps réel, trois étapes
doivent étre faites. Les détails de chaque étape peuveet gaton les contextes. La
meéthodologie pour I'application streaming de vidéo estiguge ici.

1-Facteurs de qualité et construction de la base de donnéesidéos déformées

Dans une premiére étape, nous sélectionnons un ensemhbletelers de qualité qui
ont un impact significatif sur la qualité, tels que le codedhande passante, la perte,
le délai, ou la gigue ainsi que leurs intervalles de valeursensemble de parametres
avec des valeurs données est appeléonéiguration Une base de données des vidéos
déformées est générée en faisant varier des configuragpngsentatives. La mise en
ceuvre de cette étape pourrait étre faite par des expérisncesme plateforme réelle,
un émulateur de réseau ou un simulateur de réseau.

2 - Evaluation de la qualité subjective

Dans la deuxiéme étape, les configurations choisies préoédat sont utilisées
dans une campagne d’évaluation subjective. La métBtideulus Simple (S$&pt util-
isée et un groupe d'observateurs humains évalue les viddomaees comme illustré
sur la figure3. Puis le MOS est calculé de la méme maniére que dans I'appsdi
jective. Les mappages de configurations et du MOS corregmisdont stockés dans
deux bases de données sépareées, I'un pour I'entrainemé&nitte pour la validation.



18 Résumé en Francgais

Lost D<smbutlon & Delay distribution

% \
< i ! 7@
/ @

o T
ova [ Lost & Delay

e M LD1 + DV1 MOS1
V|LD2 + DV2 MOS2
V| LD3 + DV3 MOS3

Figure 3: Campagne d’évaluation subjective.

3 - Apprentissage du comportement de qualité avec RNN

Dans cette étape, le RNN apprend les mappages des configsrati les scores
tels que défini dans la base de données d’apprentissage oldrgpufil a été entrainé,
nous obtenons une fonctiof() qui permet de mapper toutes les valeurs possibles
des paramétres en MOS. Le RNN est validé en comparant landdeumée par cette
fonction f () au point correspondant a chaque configuration dans la basendées de
validation (que le RNN n’a pas vu avant). Si les valeurs sgsea proches, le RNN
est validé. Sinon, les configurations choisies doiventréggaminées et les étapes 1 a
3 doivent étre répétées jusqu’a ce que le RNN soit validé.

. Lost & Delay
M o1 + bvi MOS1

LD2 + DV2 MOS2
LD3 + DV, MOS3

e  Lost&Delay [7
LD1+DVie MOS1
D2 + DV MOS!
VILD3 + D¥3e MOS3 e Statistics on the fow

Neuronal Network

=7

(a) Apprentissage (b) Validation
Figure 4. Apprentissage du comportement de qualité avec.RNN

Une fois que le RNN a été validé, PSQA est facile a utiliseurfdotenir un score
instantané a I'instartt il suffit de mesurer la valeur des parametres affectant dditgu
a l'instantt et de les donner au RNN, qui renvoie instantanément la vdieiOS.
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Comparaison de performance

Une expérience, en utilisant I'application streaming daéei sur WLAN (Wireless
Local Area Network), a été menée sur I'évaluation de la Qdécdes trois méthodes
décrites précédemment. La figusellustre la comparaison entre PSQA (hybride) et
PSNR (objectif) en référence a une méthode "Single Stifisijective) dans des
conditions variables du réseau. Seul le taux de perte dsteutians nos tests car |l
est le facteur le plus important de la qualité, les autreamatres réseaux comme le
retard, la gigue, le débit sont affectés en fonction desepetans le réseau. Nous
ne testons pas au dela d’'un taux de perte de 10% parce que rtes pas élevées
donneront toutes des résultats de qualité "Mauvaise". §engrer des pertes réalistes
(avec rafale), un modele Gilbert simplifigd] est utilisé.

Mean Opinion Score

PSQA
Single Stimulus -~
. PSNR

. . . . . .
0 1 2 3 4 5 6 7 8 9 10
Loss rate (%)

Figure 5: Comparaison entRSQAet PSNRavec pour référenc8ingle Stimulus

On peut voir dans la figurd que PSQA surpasse PSNR en donnant des approxi-
mations plus proches de la méthode subjective dans presgades cas. Comme il
est difficile et colteux d'utiliser la méthode subjectivetemps réel, le résultat obtenu
montre que PSQA est une solution intéressante. C’est alledpnc été choisicomme
outil d’évaluation de la QdE dans la suite de nos études.
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4. Gestion de ressources orientée QdE

Nous avons vu que les paramétres QdS existants ne suffisgpopagérer les réseaux
multimédia sans-fil d’aujourd’hui. En effet, les paramétde la QdS sont moins sig-
nificatifs pour les clients qui ne sont pas vraiment préoésugar le taux de perte, le
retard ou la gigue, mais beaucoup plus par la perceptiorefal’utilisateur. Par con-
séquent, cette section décrit comment la QdE peut étre yipldans les mécanismes
de gestion des ressources en donnant quelques exempléd afmard, une utilisation
de PSQA pour la mesure de la QdE est présentée.

4.1 Utilisation de PSQA dans la mesure de QdE

La mesure de la QdE peut s’effectuer a différents endroita nigeau du terminal
utilisateur ou au niveau des équipements réseaux. L'agandaine mesure sur le
terminal est sa précision, car la mesure est située au nitesarminal lui-méme et les
informations peuvent étre collectées facilement. D’apad, PSQA peut étre exécuté
au niveau d’un routeur ou d’un point d’attachement pour émemesure de réagir
directement a la situation actuelle.

Pour tous les cas d'utilisation présentés dans ce docunteumt,versions de PSQA
ont été entrainées et validées pour une application strepde vidéo dans un envi-
ronnement sans-fil. La version 1 concerne des facteurs déaéjaa niveau IP. Une
configuration se compose de taux de perte et de la taille nmeyees rafales de pertes.
Ce dernier parametre est essentiel parce qu’il est démpatréle nombreuses per-
sonnes que 'homme préfére généralement la perte en rafal@érte isolée. Cela
s’explique par le fait que les pertes de paquets en rafalduisent a un taux de perte
de trames applicatives inférieures a celui causé par désspge paquets isolésq).
En outre, plus la longueur de rafale est grande, plus rédsitéa durée de la vidéo
déformée 20]. La version 2 de PSQA concerne quant a elle des facteursvaauni
applicatift : une configuration se compose de taux de perte de trame ItRIB k&
taille moyenne des rafales de pertes de trame I.

Le simulateur de réseau NS-2 est utilisé pour simuler tosscéss d’utilisation,
(NS-2.28 et 2.2921] pour WLAN, EURANE [22] pour UMTS, et NIST R3] pour
HWN). Les versions de NS-2 ont été modifiées afin d’étre cagsatid transmettre des
séquences réelles de vidéo. Le module PSQA a été égalerntegreinlans NS-2.

LAu niveau applicatif, la vidéo est composée de trois typesataes (I,P,B). Les trames | étant les
trames de références et donc les plus importantes pourstaor la vidéo.
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4.2 QdE pour la gestion du coté réseaux

Dans cette section, des exemples de mécanismes de coetéie i€ seaux sont présen-
tés. lls concernent le contrle d’admission et I'adaptatie débit multicast dans le
réseau Wi-Fi et 'ordonnancement dans le réseau UMTS.

« Controle d’admission

Dans les réseaux Wi-Fi, I'utilisateur se connecte a Inteviun point d’acces.
Comme cette technologie se répand de plus en plus, le norubitesdteurs augmente
radicalement et la densité du trafic de chaque zone de cowesiaccroit. L'utilisation
généralisée des réseaux sans-fil a mis en évidence un pllémongestion. En
outre, I'’émergence des applications multimédias accesrigere plus ce probleme.

Ainsi, ce premier exemple présente un mécanisme de cordi@temission basé
sur la QdE percue par les utilisateurs, appelé "MOS-basads th figures. 1l peut
étre réalisé en refusant toute nouvelle connexion tant gdddS des connexions en
cours se situe en dessous d’'un certain nivéhujans cette stratégie, le point d'acces
surveille le niveau de MOS des utilisateurs courants. Le Mf@@Bal du réseau est
calculé en prenant la moyenne des notes de toutes les coneeagtives. Si cette
valeur est supérieure a un seuil, qui est égale a la limite $\d@uhaité) plus la marge
de dégradation, une nouvelle connexion peut étre acceptem la nouvelle connex-
ion est rejetée. Cette stratégie est comparée, en termegisiaction des utilisateurs
(qualité d’expérience) et d’optimisation du réseau (débie?), avec I'approche basée
sur le taux de perte. Avec une telle approche, le point dacesse I'admission d’'un
nouveau flux lorsque le taux de perte des connexions en ctiaistain certain pour-
centage (2%, 5% et 10% dans cet exemple).
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Figure 6: Comparaison des performances entre les difiéseaypproches.

Dans le scénario, a chaque seconde un nouvel utilisatéwe atrle point d’acces
prend une décision conformément a la stratégie basée gpélience utilisateur. Le

2Le débit utile (ou Goodput en anglais) est, en fait, le débinweau applicatif. 1l représente le
nombre de bits utiles par unité de temps transmis par le uéspartir d'une source vers une destination.
Pour mesurer le débit utile dans NS-2, le nombre de bits rages succés a chaque station est calculé.
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Table 3: Résumé des performances.

Mécanismeg| Max. débit| Connexions| MOS
utilisé admis moyenne

2% based || 3.6 Mbps 10 flux 3.62

MOS based || 4.32 Mbps 12 flux 3.35

5% based || 3.96 Mbps 11 flux 3.19

10% based || 4.68 Mbps 13 flux 2.17

Non-control || 7.2 Mbps 20 flux 2.06

tableau3 compare les performances de toutes les approches. On peatoeer que
la stratégie "MOS-based" permet d’admettre plus de flux, éoumaintenant le MOS
a un niveau raisonnable. En outre, on peut remarquer d’darégure 6(a) que la
performance de cette stratégie surpasse une approche@#ndle ainsi qu’une ap-
proche basée sur un taux de perte de 10%. L'explication estilante. Dans le cas
sans contréle, le contréle d’admission n’existe pas etdeaé accepte constamment
les nouveaux flux. Ce qui méne a une congestion et donc a uneamsaugualité.
Pour I'approche 10%, on remarque que fixer un taux limite déeepe10% induit une
dégradation inacceptable pour des utilisateurs d’'une@ifmn multimédia telle que le
streaming vidéo. La stratégie "MOS-based" a des perforemlégerement meilleures
gue celle basée sur 5% de perte qui est, en général, un tauerigelimite au dela
duquel la qualité n’est plus acceptable. La stratégie "M@Sed" obtient a certains
moments des meilleurs résultats par rapport a une apprageetsur 2%, mais glob-
alement elle est perdante. La bonne performance de I'apprd% a une contrepartie,
qui est une sous-utilisation de la bande passante commeutriepeoir dans la fig-
ure 6(b) et le tablealB. En effet, une approche qui utilise 2% de perte comme limite
d’admission est trop prudente : en conséquence le délatddite mécanisme est plus
bas et le point d’accés en utilisant ce mécanisme admet umsrdeiflux.

- Adaptation du débit Multicast

Pour ce mécanisme, un environnement sans-fil multicas#éseds. Cet environ-
nent est avantageux pour la consommation de bande passanie paquet n’est en-
voyé qu’une fois pour atteindre tous les destinatairesiftdi dans le groupe multicast).
Toutefois, avec du Wi-Fi, les paquets multicast sont ensayéc le débit (modulation)
le plus bas, ce qui se traduit par une baisse de la capacitargartission en raison de
I'occupation plus longue du canal.

Pour résoudre ce probleme, plusieurs mécanismes ont §iég#®. lls s’appuient
sur la possibilité qu'offre le réseau Wi-Fi de transmettes dlonnés a des débits
différents. Contrairement a d’autres protocoles existdRAM [24], ARSM [25],
LM-ARF [26]) qui utilisent un seuil statique afin de décider quand iltfeluianger le
débit, Q-DRAM (ou "QoE-based Dynamic Rate adaptation Meigm") utilise une
approche avec seuil dynamiqug.[ Selon les informations des clients sur la qualité
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d’expérience, le point d’acc@sdapte le débit de multicast de la maniére suivante:
() lorsque I'expérience utilisateur est mauvaise, le padilacces réduit le débit; (ii)
lorsque I'expérience utilisateur est bonne, le point descincrémente le débit en fonc-
tion du backoff exponentiel binaire (c’est-a-dire, si #ittlu réseau devient mauvais
(échecs consécuitifs), le point d’accés attend deux fois Iplugtemps avant de tenter
d’augmenter le débit) comme présenté dans la figure

m
counter == thMIN(2 ) counter <th1 (2 1 counter < th2(2 ) counter < thMAX{Z )

just_up & Just_up & just_up &
fail = true fail = true fail = true

. counter = th1 e

couter = thi A

Figure 7: Mécanisme de backoff dans Q-DRAM.

Dans le scénario de la figuBéa), les clients multicast sont placés autour du point
d’acces. Pour générer une erreur de canal (BER-Bit Erroe)Rane station est en
mouvement durant la période allant de la 15éme a la 45emadec@-DRAM est
comparé avec trois mécanismes: une modification du débéebsisr PSNR (SARM
ou "SNR-based Auto Rate for Multicas®7])), un débit maximal pour avoir la plus
grande utilisation de bande passante (11M) et un débit naimwur avoir le moins de
pertes dues au canal (1M).

La figure 8(b) illustre la moyenne du débit utile de toutes les statiobtenues
pour chaque mécanisme. Il est a noter que le débit utile eatalizé selon le taux
d’encodage de la vidéo (le résultat présenté est le débgé&par le taux d’encodage
courant) ainsi les résultats obtenus sont dans l'intes\jalil]. La figure8(b) montre
gue Q-DRAM fournit un débit utile plus élevé. Plus importantore, son débit utile
est significativement plus élevé que tous les autres petelamduvement du nceud. En
outre, il peut étre remarqué que le débit utile est le pluddrasde la transmission a 1
Mbps, cela est d( a une sous-utilisation de bande passastéeltransmission a faible
débit. Le détail de cette anomalie de performance est axplig@ns28]. En utilisant le
taux maximum (11 Mbps) le débit utile est élevé au début efialdourtant, lorsque
la distance augmente a cause de la mobilité, I'état de cammahde (a cause de BER
élevé) et cette stratégie a alors une tres mauvaise penficendn général, SARM a
des résultats Iégérement meilleurs que le taux de base (3)Mib@lgré tout il N’y a
pas d’amélioration au cours de la mobilité.

Nous avons observé des fluctuations dans le Q-DRAM au couta dmbilité
car il tente d’augmenter le débit des qu'il détecte une baroralition de canal, ceci
afin d’obtenir le meilleur débit possible. Malgré ces flutinias, Q-DRAM surpasse

3Une abréviation AP (Access Point) est utilisé pour pointdés.
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Figure 8: Comparaison des performances de différente®abes.

encore les autres régimes au cours de cette période. La 8fpidustre la satisfaction
globale des utilisateurs par le biais du MOS moyen de towestations. Puisque
Q-DRAM utilise la qualité d’expérience comme indicatelipltient une excellente
performance dans la QdE : en effet son MOS moyen est d’au n3thpendant la
session.

« Ordonnancement dans 'UMTS

Regardons cette fois une autre technologie sans-fil, ou ed’gu peut appeler
réseaux cellulaires ou encore réseaux mobiles. Cet exerapteerne UMTS (Univer-
sal Mobile Telecommunications System). Avec I'améliaratil’une nouvelle méthode
d’accés HSDPA (High Speed Downlink Packet Access), il peutrfir plus de bande
passante et assurer une plus large gamme de services y sdegpapplications mul-
timédia. En UMTS, les différentes catégories de trafic so@tipées ainsi que leurs
caractéristiques. Ainsi le trafic "Best effort” a été spécévec une basse priorité, car
il a moins de contraintes sur la qualité. D’autre part, ufidraultimédia en temps réel
comme le streaming de vidéo est plus sensible aux variatiet'gtat du réseau. Par
conséguent, un traitement spécial (par exemple ordonoandenté QdS ou QdE) est
nécessaire afin de parvenir a la satisfaction des utilisatdd'apres la littérature, la
plupart des mécanismes d’ordonnancement ne tiennenigaiement compte que de
la qualité du signal et de I'équité mais ne considerent ppsieeption des utilisateurs.
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Dans cet exemple, un ordonnanceur orienté Q2lEsgra présenté. Il prend en
compte la qualité d’expérience lors des décisions d’ordocement. L'idée princi-
pale est de donner la priorité aux utilisateurs de streamiithgo, qui ont plus de con-
traintes en termes de qualité. Pour cela, un coefficienttgie a chaque utilisateur.
Ce coefficient, d’'une fagon analogue a la fonction de bai29], est alors multiplié
avec l'indice de priorité utilisé dans les mécanismes ddarthncement traditionnels.
L'ordonnanceur orienté QdE différencie le calcul du codédfic des clients vidéo et
celui des clients best-effort de la maniére suivante : si @3\Wles utilisateurs vidéos
est inférieur a un seuil spécifique, 'ordonnanceur augméntoefficient des utilisa-
teurs vidéo et diminue ceux des utilisateurs best-efforecice procédé les utilisateurs
vidéo auront plus de chances d’obtenir une transmissios lggorochain slot.
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Figure 9: Comparaison des performances de différentesadésh

La topologie du réseau est présentée dans la fi§(ag Dans un scénario de
base, il y a 4 nceuds vidéo et 8 nceuds best-effort dans la pad leur distance
maximale par rapport a la BS est de 300 métres. Lordonnanmeenté QdE est
comparé aux approches traditionnelles, a savoir le RourfginR@RR), Maximum
Carrier-to-Interference Ratio (Cl), Proportional Faifr-jPet 'ordonnanceur orienté
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QdS (Normalized Rate Guarantee-NRE])). On peut constater dans la figudé)
gue I'approche orientée QdE a atteint une bonne performandermes de satisfac-
tion des utilisateurs. Les MOS des utilisateurs de vidéa plus élevés que pour les
autres approches traditionnelles, mais Iégérement efésia celles données par NRG,
qui privilégie encore plus les utilisateurs vidéo par rappaix utilisateurs best-effort.
Toutefois, lorsque le nombre de nceuds best-effort augnaans la figured(c), le
débit de NRG est trés mauvais car il donne trop de créneauxitdlisateurs de vidéo
et pas assez aux utilisateurs best-effort. Finalementcomparaison d’équité présen-
tée dans la figure(d) montre que les ordonnanceurs QdE et NRG sont équitables p
les utilisateurs de vidéo puisqu’ils permettent d’obte&ibons QdE pour environ 80%
des utilisateurs.

4.3 QdE dans la gestion du c6té terminal

Dans cette section, des mécanismes de contrble du cot@tdutilisateur sont présen-
tés. lls concernent principalement le mécanisme de sétedt réseau d’'acces aussi
bien dans I'environnement homogéne que dans I'environneh@érogéne.

- Sélection du réseau d’acces - Environnement homogene

Le réseau Wi-Fi devenant de plus en plus populaire, il y a dnplus en plus
de points d’acces, souvent situés dans une zone géograpghigyroche que I'on ap-
pelle "hotspot”. Les utilisateurs doivent pouvoir cholsiréseau qui fournit le meilleur
service pour son application. La qualité doit étre satisfau niveau utilisateur et la
performance globale doit étre maintenue au niveau du réseast a dire avoir une
répartition équilibrée de la charge entre les points d’acé®ur cela, un mécanisme
de sélection de point d’accés Wi-Ff][est proposé dans cet exemple. |l est centré
utilisateur et fonctionne avec 'assistance du réseau. ftand aux utilisateurs des
informations pertinentes sur I'état du réseau, ce mécandomne un compromis en-
tre la satisfaction des utilisateurs et le rendement detfajgur réseau. Pour cela, le
point d'acces dans ce systeme envoie le MOS actuellemect par les connexions
courantes. Ensuite, les nouveaux clients peuvent décalse @onnecter au meilleur
réseau disponible. Ceci peut étre réalisé en intégrant ateMOS dans les trames
"Beacon" et "Probe Response" qui seront envoyées par l&¢ gaicces. Lorsque les
utilisateurs passifs recoivent des "Beacon”, ils recevamalement le MOS de tous
les réseaux disponibles. De méme, lorsque I'utilisatetif anvoie une "Probe Re-
qguest”, ils recevront en retour le "Probe Response" avecd&MCe mécanisme basé
sur la qualité d’expérience (ou "MOS-based") est compaget dapproche par dé-
faut actuellement utilisée dans les terminaux et baséeesuindicateurs de qualité du
signal radio. Le scénario est illustré dans la figlieéa) ou les nouveaux utilisateurs
ST14 et ST15 décident a quel point d’accés (AP) ils demanaleatconnexion. Le
point d’accés le plus proche de ces deux nceuds est APO quessthargé. Dans
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un mécanisme basé sur la qualité du signal, les deux nceuirehbAPO en raison
d’'un meilleur rapport signal/bruit. Par contre avec le nmésme "MOS-based", ils
trouveront que le MOS d’APO est inférieur a celui d’AP1, stubnt donc préférer se
connecter a AP1. La figured(b) présente le MOS de chaque nceud, on peut constater
gue I'approche "MOS-based" surpasse celui basé sur laéudalsignal. La différence

de qualité obtenue est de trois niveaux : une amélioratiomvad=u mauvais a excel-
lent est observée avec ST14 et ST15. Une augmentation iamperte la qualité est
également illustrée dans toutes les autres stations dau@s&P0. En outre, le MOS
moyen dans ce réseau présenté dans la fifj0f€ est plus élevé tout le long de la
session.

Les charges de chaque réseau d’acces sont illustrées daysdd. 0(d) ou on peut
remarquer que I'approche orientée QdE donne également dleumes performances
en termes de répartition de charge. La différence entrenlagyes du réseau représenté
par APO et AP1 est deux fois plus petite que celle du mécanizmné sur le niveau
du signal recu. Une bonne performance est automatiquerb&ariwe avec la sélection
du réseau basée sur la QdE puisque les utilisateurs préfenggseau avec une bonne
note de MOS, généralement a faible charge.
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Figure 10: Comparaison des performances entre le mécabiasdéesur la QdE et celui
basé le signal.
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- Sélection du réseau d’acces - Environnement hétérogéne

Puisque le déploiement du réseau de prochaine générati®nc@mmence a se
propager a travers le monde, il est difficile pour les utiksems de sélectionner le
meilleur accés parmi plusieurs technologies existantascénhséquent, un autre mé-
canisme de sélection est préser@e [I étend le précédent en prenant en considération
I'expérience utilisateur ainsi que d’autres facteurs carenco(t et la mobilité, cette
fois dans un environnement hétérogéne.

Des moyens de communication utilisés dans ce type de réseaamt étre les mes-
sages de signalisation du standard IEEE 802.21 MIH (Mediagandent Handover)
[31]. Pour la décision, la fonction objectiv@F est définie par la somme de chaque
criterei (C;) multiplié par leur poids\;j). Les poids peuvent étre modulés en fonction
des exigences du client, et la somme de tous les poids est @d410. La valeur de
chaque critére est normalisée par sa valeur maximale, cgomuie une note comprise
entre 0 et 100 pour chaque réseau. Une fois le calcuDHesffectué pour chaque
réseau candidat, 'utilisateur hiérarchise les diffésedseaux et sélectionne celui qui
a le meilleur résultat. Si la demande de connexion au preftffechoisi ne peut étre
satisfaite par 'opérateur, la station essaie le suivansd@hiérarchie, et ainsi de suite.
Pour garantir la qualité de I'application, une marge estit@e a la note requise pour
absorber la dégradation. La meilleure valeur de marge essiehselon les résultats
dans la figurel1(b).

Le scénario est présenté dans la figlitéa). Le nceud mobile (MN) est un terminal
multi-interfaces équipé d’interfaces WLAN et UMTS. Au déHe seul réseau présent
est 'UMTS donc le MN commence sa connexion via ce réseau. Neskl déplace
durant la connexion jusqu’a ce qu’il entre dans la couvertlu réseau WLAN. Le
MN doit alors décider soit de rester sur le réseau UMTS sodtamger pour aller sur
le réseau WLAN. Dans ce scénario, le WLAN est déja chargélpaigurs connexions
existantes et des nouvelles demandes.

Ce mécanisme est comparé avec une approche basée sur itg paiciuellement
utilisée sur de nombreuses implémentations de Mobile IResmarché. Les résultats
obtenus montrent que le mécanisme proposé donne de meilé=uitats lorsque I'on
souhaite garantir a la fois la qualité d’expérience du nceadil® (figure11(c)) et les
utilisateurs en cours dans le réseau ciblé (figlit@l)). La répartition de la charge
est également préférable puisque le réseau UMTS gardefile deaMN. Ces résul-
tats montrent que méme avec un mécanisme simple, nous podegnobserver une
amélioration considérable des performances.
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5. Conclusion et Perspectives

Conclusions générales

Ce document de these fournit une étude approfondie de leogeds ressources en
utilisant la qualité d’expérience ou QdE, un nouveau condepjualité qui a récem-
ment émergé dans les réseaux multimédias d’aujourd’hue rdéthode d’évaluation
appropriée (PSQA) a été choisie afin de mesurer la QdE en tefepsEn utilisant
un apprentissage statistique avec un réseau de neuroadsiral®, cette méthode re-
produit I'expérience utilisateur en utilisant les infortio&s du trafic réseau en temps
réel.

Avec cette mesure automatique de la QdE, de nombreusesatioas de la gestion
des ressources ont été explorées. Ceci comprend la gedtidoia coté réseau et coté
utilisateur. Les mécanismes coté réseau sont le contratinassion, 'adaptation de
débit et 'ordonnanceur. L'indicateur QdE est utilisé ptauws ces mécanismes. En ce
qui concerne le coté utilisateur, la gestion des connexawas le mécanisme de sélec-
tion du réseau a été étudiée. Les investigations ont comgnemenilieu homogéne
et ensuite dans un environnement hétérogéne. Les résoiitiisus (satisfaction des
clients, utilisation de la bande passante, équilibragendege, et équité) illustrent les
bonnes performances du déploiement de la QdE et son uthsabmme indicateur
dans la gestion des ressources.

Il peut étre remarqué que seuls les cas de transmission vittéeté étudiés, mais
les mémes idées peuvent étre appliquées a d’autres tyggdidaions multimédias.
En outre, comme la QdE est indépendante du contexte, elleégalement étre dé-
ployée dans d’autres technologies de réseau ou archigsctur

QdE dans la gestion des ressources

Cette section traite des limitations et remarques conogthailisation de métriques
QdE dans la gestion de réseaux. Comme l'outil PSQA a été yi&plour mesurer la
QdE, ses limites et des remarques le concernant seronnégyaleliscutées.

La QdE devient progressivement un facteur essentiel p@adtaon des ressources.
Puisque les réseaux deviennent de plus en plus hétérogirsesavaux futurs pour-
ront porter sur la gestion des ressources dans un tel eméarmant en utilisant la QdE
(qui est indépendante du contexte) comme métrique. L'bg&reité ne concerne pas
seulement la technologie des réseaux, mais aussi les afqis, les utilisateurs, les
appareils, etc. Avec la croissance des applications méttias dans les réseaux de
prochaine génération, divers types de trafics se répandrontes réseaux. La dif-
férenciation des services sera nécessaire pour traiterlésutypes d’applications en
fonction de leurs caractéristiques et de leurs exigencé&rénts traitements seront
nécessaires pour satisfaire I'utilisateur et tout en ojstmt I'utilisation des ressources.
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Un autre point concerne la qualité d’expérience garantie wilisateurs finaux.
L'opérateur de réseau doit tenir compte du fait que le serfacirni est garanti par un
MOS moyen ou minimum en trouvant le meilleur compromis poopérateur et les
utilisateurs. Si le service garanti est en termes de noteemay pendant la durée de
la connexion, il est acceptable d’avoir quelques instaat¥!@S bas et certains autres
moments avec un MOS haut pour compenser. De méme, si le s@sigaranti en
termes de valeur minimale, I'opérateur de réseau doit gsitasdors de la connexion
gue l'utilisateur percevra au moins cette valeur minimallest utile de rappeler que
la qualité d’expérience est subjective et, en général, ilisateur est plus sensible au
moment de mauvaise qualité donc I'utilisation d’une valelmimale peut étre plus
risqué pour I'opérateur. Dans tous les cas, un SLA apprajmiéétre établi a I'avance
en indiquant les spécifications du service offert et la raspbilité de chaque partie.

En ce qui concerne la mise en ceuvre et l'utilisation de PSQ@Aemarque que
PSQA est un bon outil pour mesurer la qualité d’expériencemps réel, mais il faut
mentionner que méme si la sortie de PSQA (qualité d’expéeieprst indépendante
du contexte, les entrées de PSQA et sa méthodologie sont guedles spécifiques
au contexte. Avec cette méthodologie, le RNN validé fomotera seulement avec la
méme application et dans le contexte ou il a été validé. Rampie un RNN validé
avec une application de streaming vidéo ne sera pas présiddoson utilisation pour
mesurer une application VolP. En effet ces deux applicatmmt des caractéristiques
différentes, se traduisant notamment par des différeraes lés facteurs pris en entrée
du RNN. Par exemple, les facteurs liés au temps (par exemigla, et la gigue) sont
essentiels dans la VoIP, mais moins important dans le singaridéo car il y a la mise
en tampon (buffering) du flux avant la lecture. En ce qui comed’environnement,
la distribution des pertes sur un réseau sans-fil est diftérde celle dans le réseau
filaire. Néanmoins, le principal avantage est que la pro@dientrainement est faite
une fois pour toute et qu’ensuite I'outil PSQA peut étreisdilpour mesurer la QdE en
temps réel autant de fois que souhaité.

Perspectives

On peut remarquer qu'il y a divers applications sur le résd#aujourd’hui, chacune

avec ses propres besoins. Un service sur mesure doit étré fmar le réseau opéra-
teur en termes de besoin en bande passante, la sensibitiédeauetc. Le méme argu-
ment s’applique aussi aux utilisateurs du réseau. Lesatdurs privilégiés (payant
généralement un prix plus élevé) devraient avoir un meillzces aux ressources
comparé aux utilisateurs de plus basse priorité. La gestemnressources doit étre
consciente de ces facteurs. Un sujet potentiel pourrait ébre la gestion de "dif-

férenciation de service" en tenant compte, par exemple,edpdrience utilisateur,

de la priorité de classification des services ou des utdigat etc. Deux applications
représentatives, a savoir la vidéo et la voix sur IP, poantétre envisagée ainsi que
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le trafic background. La gestion sera basée sur I'expériatiligateur afin d’étre plus
souple et plus efficace que celle fondée sur des paramettasiqees. Par exemple,
des mécanismes d’'ordonnancement améliorés pourraienpé&iposés pour fournir
une qualité appropriée pour chaque application et chadglisateur.

En outre, il serait utile que nous puissions prédire I'eigrége utilisateur (prédic-
tion du MOS). Quelques travaux ont déja commencé sur cesaspEela peut étre
fait grace a I'apprentissage, le mappage, ou d’autresegiiet de modélisation. Si
la prédiction précise de la QdE est disponible, on peut imagiout un systeme de
réseau informatique basé sur la QdE pour la gestion desuesso Par conséquent,
il serait intéressant d’étudier la possibilité et |a faiithde concevoir une telle archi-
tecture. De nombreuses questions doivent étre examinéssntités de contrble des
ressources du réseau, les communications entre les ehiitéseau, la facturation, les
guestions de sécurité, etc. En outre, I'hétérogénéitédgmalement concerner d’autres
éléments que la technologie du réseau. Et la question bipéeabilité va devenir
cruciale et devra étre étudiée afin de rendre toutes ceogétdtités compatibles tant
au niveau des technologies des réseaux sans-fil que desismearde gestion des
ressources.

Outre les aspects d’hétérogénéité, les recherches powwootinuer sur d’autres
architectures telles que les "réseaux overlay" comme pample les réseaux pair-
a-pair, ou méme les réseaux CDN (content delivery netwankgmergent. Avec ces
architectures de réseau, il sera avantageux d’étudier @nnlagestion des ressources
peut étre améliorée en utilisant I'indicateur QdE. Paeails, comme dans le présent
document la gestion des ressources est étudiée du cotél etsaa coté utilisateur; il
serait également intéressant d’étudier la gestion desuiesss de bout en bout.
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Chapter 1

Thesis Introduction

1.1 Problem statement

At the beginning of networking era, connections are establil via cables or what we
call wired network This type of network provides high bandwidth and stabledttion,
making it easier to manage network resources. With prognesetwork technologies,
wireless and mobile networks are increasingly emerged @s wgant to be connected
anywhere and anyhow. Moreover, the ability to connect uséné network using air
interface facilitates connection establishment greadly;a result, wireless networks
and users are now everywhere. Many devices and applicaiensleased to be op-
erated on this type of network. A personal computer (PC)yaxkn work on both
wired and wireless environment; more specifically, mobi®ides can now connect
user to the Internet via different access networks/teagies simultaneously. Mean-
while, users are more and more interested in multimediaiegdpmns as we currently
observe tremendous growth of this traffic on the network. dditon, network users
also become more experienced and traditional ways of miegsguality using tech-
nical network parameters do not accurately reveal quaétggived at user. Therefore,
it is now more interesting to measure the quality in terms séryperception of the
provided service or what we cajuality of experience (QoE)

Obviously, the two principal actors in this context aretwork operatorand net-
work user The role of network operator is to provide services to usedifferent
access networks and technologies; network user is themt cfgorovided services. It
can be noticed that in this business model, users play anrtergoole as their satisfac-
tion is fundamental to operator’s benefit. The key resouraeérneeds to be managed is
thebandwidth which is restricted and varying because of wireless natwe network
operator’s perspective, bandwidth needs to be distribeticiently in order to yield
the most revenue. For network users, they want to selectdsenetwork, which will
provide the best quality with the lowest price. In such ditug resource management
is crucial since efficient mechanisms can help satisfyirtg parties.
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There exist many ways of managing network resources. Atoritgide, operator
can deploy admission control mechanism that manages imgptraffic by filtering
(admit/refuse) new connection in order to control amountraffic in the network.
Adaptation can also been done at point of attachment suotcasapoint or base sta-
tion; for example, transmission rate can be adjusted inrdalbetter suit the current
condition of the network. The packets can be scheduled dogpto quality and/or
priority of users or traffic class as well. As for user sidetwak users can manage
their connections using mechanism like network selectiohdip them choosing the
best network among several accessible today. Managingnetesource in this con-
text is a complicated task due to different factors; desioms of the points that are
going to be considered in this dissertation are listed below

* First of all, thewireless naturef the network makes management becomes more
difficult. Due to its open environment, wireless network isne to all types of
interference and disturbance. As a result, network camlitaries often; hence,
guaranteeing service gquality can become a complex issue.

» Second factor is thmcreasing amount of traffidue to rising number of Internet
users. Many progresses have been done and user terminatsraagfordable by
almost everybody, network connections are various andsadude everywhere
making it much easier for people to get a connection. Thisnphenon in-
creases difficulty for managing resources since increaséttresults in higher
congestion and also more interferences in wireless erwvien.

» Another important factor is thase of multimedia applications wireless net-
works. With this type of application, managing resourcaxgsechnical param-
eters is no longer appropriate as it is too conservative utth @pproach, limits
are fixed for technical parameters and operator has to maeagearce accord-
ingly. Since many multimedia applications generate vagibit rate traffic, han-
dling quality using, for example, bandwidth restrictiomist enough, especially
in wireless environment where network resource is scarceradio condition
changes often.

» Resulting from the growth of multimedia applications, Qyaof Service (QoS)
becomes less significant and the notioQuoifality of Experience (QoEdr some-
times called user experiengds becoming more meaningful to network user.
QOE reveals the quality of a service as perceived by userhdséimal objective
of every service is user satisfaction, quality of expereeisdhus the most impor-
tant concern. Therefore, network operators who wish to maee their profit by
optimizing resource utilization also have to keep user ifigéhat results directly
from user satisfaction.

lUser experience and quality of experience in this documawme lthe same meaning and they will
be used interchangeably from now on.
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* Variety of applicationsn wireless networks today also makes resource manage-
ment very hard to deal with. Different types of applicatidol, video stream-
ing, interactive games, emails, FTP, etc.) have differeqtirements in terms of
bandwidth, delay, jitter, etc. Hence, appropriate andedéhtiated treatment is
needed for each type of applications if we want to satisfy agpectation.

« Finally, heterogeneity in access netwask what we could call heterogeneous
network environment becomes reality. As today user's deviare equipped
with several interfaces enabling the connection to difieretwork technologies
(Ethernet, Wi-Fi, Cellular, Satellite, etc.), even in sitaneous manner. Diverse
technologies have their diverse characteristics and theye combined together
in order to provide a heterogeneous system, a very powerstiés enabling all
classes of applications to find the right access network. celetne arrival of
this type of environment needs special treatments andasesecomplexity of
management problem dramatically.

To briefly summarize, this dissertation will focus on ressmumanagement prob-
lems in wireless networks. The topics that will be handledossn bandwidth and
connection management. Business aspect such as pricin§lahdService Level
Agreement) are out of the scope of this dissertation. In chseeterogeneous envi-
ronment, one network operator possessing different nétvamhnologies is assumed.
Additionally, security aspects such as authenticationeartdorization are not the focus
of this dissertation neither. Therefore, a server, type A@Athentication, Authoriza-
tion, and Accounting) server, is assumed to be present indgtveork and it is the entity
that manages all these aspects efficiently.

1.2 Motivations and objectives

Resource management in wireless networks can be handleddieg to different
points of view. In terms ofechnology-orienteceach wireless technology can be man-
aged independently and solutions can be constructed faraddlcem separately. Or, in
terms ofenvironment-orientedssues can also be classified according to environment
type (e.g. homogeneous or heterogeneous) and solutionsecastablished for each
distinct category of network. Furthermore, in termslayer-oriented management
can also be done at different layers of ®3any researchers have tried to manage
the network in the IP, MAC, or PHY layers separately or sometcollaboratively as
in cross-layer design, for example.

Other than using previous classifications, the work in tlusuinent will be clas-
sified according to the two main actors, namely network ared.uShe management

2The Open System Interconnection Reference Model (0S| BeferModel or OSI Model) is an ab-
stract description for layered communications and commegwvork protocol design. It was developed
as part of the OSl initiative32).
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is then categorized into two approach&ketwork-centricand User-centricregarding
network and user perspectives respectively. Severalisaktill be proposed. From
network perspective, operator should be able to guarantmstain level of quality
in order to obtain client’s fidelity and thus good revenuegrein wireless and vary-
ing network condition. As for user perspective, user shdagddable to select the best
available network.

For network-centric approach, final decision is done at nétvgide and network
operator’s benefit is the principal concern. Even thoughoime cases user informa-
tion is also collected for making the decision, the final dixi is made at the network
operator and management mechanisms are applied in ordeath roperator’s ob-
jective. Network-centric mechanisms are, for exampltimission contromechanism
that filters incoming connections in order to control congesin the networkpacket
schedulerthat can be used to schedule user at the specific time acgdaimetwork
conditions, etc.

On the contrary, for user-centric approach, final decisgheld at user terminal
and user’s benefit is the principal concerns even though soswhanisms may also
take into account information from network environment.cén be seen that user
does not have much control other than actions concerning@seinal; usually, user-
centric mechanisms are relatedietwork selectioscheme that helps user in choosing
the best network among several candidates.

Regarding multimedia applications, it is important to ddes not only technical
network parameters but also user experience of the prowsdedce. Today’s users
become more experienced and their expectation is in termsataffaction and not in
terms of guaranteed network parameters. For that, qudléymerience concept should
be investigated as it is suitable to network evolution ncayad We can observe that
even though many mechanisms have been proposed in theuresraery few takes
QoE into consideration. Since there is a lack in studyingri@act of user experience
on network management, the goal of this document will be f@a®r management
issues with this new concept of quality. As quality of expade is independent of
network technologies and applications, it is thus flexibte & can match perfectly
with heterogeneity in network today.

By definition, user experience is related to applicatioretajhowever, it can be
handled at other layers as well. For application layer, tatagns can be done at end-
user or end-server in order to improve quality of the stredimis includes technique
like stream switchingr new codec likescalable video codingn which multimedia
server can adapt encoding rate dynamically according twor&tcondition. For net-
work layer, quality can be improved if we can control progeHe network status. For
media access control and physical layer as well, the tressan rate can be adapted
in order to suit the physical condition. In this dissertatithe focus will be princi-
pally on network and MAC layer where controls can be execbtedetwork operator.
Moreover, investigation is also done from the user persypect
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1.3 Thesis contributions

Topics concerning problems stated previously have beasstigated. First of all, state
of the art in resource management is studied. Accordingdditlrature, multimedia
application is the problematic issue. This type of appiarahas restricted require-
ments and it is difficult to guarantee a level of service dgyalMany management
schemes are proposed but very few of them are interesteeireMperience. As men-
tioned earlier that final objective of a service is user $atison and thus quality of
experience is the most important factor. Meanwhile, nekvamrerators should also be
satisfied of their profit by optimizing resource utilizatioccording to that, manage-
ment mechanisms that aim to satisfy user experience ane aathe time to optimize
resource utilization are studied in this thesis. For neknside, QoE-oriented mech-
anism such as admission control, rate adaptation, and sithgdave been proposed
and network selection mechanisms for user side. Most of tfadw into account in-
formation from both user and network to cover all criteriaheTstudies have been
conducted in different wireless technologies (IEEE 80amhdl Cellular Network) in
both homogeneous and heterogeneous way. The obtainetsrdsaionstrate that it
is feasible and beneficial to use quality of experience asientet improve network
management in the future.

The work presented in this document has been published ifollogving articles:

* [1] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Radiespurce man-
agement in emerging heterogeneous wireless networks".pGtanCommuni-
cations, In Press, Corrected Proof, Available Online, R€41.0.

* [2] K. Piamrat, K. Singh A. Ksentini, C. Viho, and J.-M. BonnitQoE-aware
scheduling for video-streaming in High Speed Downlink Rddkccess", IEEE
Wireless Communications & Networking Conference (WCNC®@018-21 Apr.
2010.

* [3] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Q-DRANDoE-based
dynamic rate adaptation mechanism for multicast in wieletworks". In IEEE
Global Telecommunications Conference (GLOBECOM 2009pesal-6, 30
Nov. - 4 Dec. 20009.

 [4] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Rate &mutation mech-
anism for Multimedia Multicasting in Wireless Networks"ix8 International
Conference on Broadband Communications, Networks, an®gBroadnets
09), pages 1-7, Sep. 2009.

* [5] K. Piamrat, C. Viho., J.-M. Bonnin, and A. Ksentini. "Quslbf Experience
Measurements for Video Streaming over Wireless NetworksSixth Interna-



40 Thesis Introduction

tional Conference on Information Technology: New Generai (ITNG 09),
pages 1184 -1189, April 2009.

* [6] K. Piamrat, A. Ksentini, C. Viho, and J.-M. Bonnin. "QoE-Ave Admission
Control for Multimedia Applications in IEEE 802.11 WirekedNetworks". In
IEEE 68th Vehicular Technology Conference (VTC 2008-Fgifges 1-5, Sep.
2008.

* [7] K. Piamrat, A. Ksentini, C. Viho, and J.-M. Bonnin. "QoEdea network
selection for multimedia users in IEEE 802.11 wireless weks”. In 33rd
IEEE Conference on Local Computer Networks (LCN 2008), pagf@8-394,
Oct. 2008.

* [8] K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. QoE-awadetwork
Selection in Wireless Heterogeneous Networks. In ResdRegort RR-7282,
INRIA, 2010.

» [33] K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. Rate Adation Mech-
anisms for Multimedia Multicasting in Wireless IEEE 802 M&tworks. In Re-
search report, IRISA, 2009.

* [34] K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. Resauidanage-
ment in Mobile Heterogeneous Networks: State of the Art ahdllénges. In
Research Report RR-6459, INRIA, 2008.

1.4 Thesis outline

This section provides the outline of the dissertation byrm\brief details on the dif-
ferent chapters that present the contribution of the stidy.1.1illustrates underlying
themes from introduction through conclusions and perspest

— Chapterl: Introduction

The document begins with this introduction chapter givirggaiption on research
topic and problem statement. Then motivations and objestve presented as well as
thesis contributions. The chapter ended with thesis aytiihich is explained in more
details in the following.

* PART I|: Quality-oriented Resource Management
This part provides state of the art and backgrounds on gualitare resource
management topic. It contains two chapters: State of thedhapter2) and
Quiality of Experience in Resource Management (chaptdescribed as follow:
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Figure 1.1: Thesis Outline.
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— Chapter2: State of the Art
This chapter provides state of the art in resource manageumeter het-
erogeneous wireless networkd\(VN). Backgrounds and characteristics of
heterogeneous wireless network are described. Typicahgement proce-
dure in radio resource managemeRRM) is explained and discussed. Re-
cent and representative mechanisms in decision makinguaveyed and
important concerns, such as QoS, mobility, and architectne discussed.

— Chapter3: Quality of Experience in Resource Management
In this chapter, the concept of quality of experience isidtrced along with
assessment approaches and their evaluation. The focusaigemhnique
called Pseudo-Subjective Quality Assessment (PSQA), winables ac-
curate QoE assessment in real time. After that, researelstdins on how
to use QOE in resource management (RM) are given.

Management mechanisms are classified into two approactetsiork-centric
anduser-centrigresulting in the two following parts.

PART Il : Network-centric Resource Management

This part presents network-centric mechanisms proposec$ource manage-
ment using Quality of Experience as metric. This includesiadion control
(chapter4) and multicast rate adaptation (chapf¢rn IEEE 802.11 standard,
and then investigation continues on packet schedulingofen@) in one of Cel-
lular network standard called UMTS (Universal Mobile Teleamunications
System).

— Chapter4: Admission Control

This chapter presents an important problem for network atper called
congestion controin wireless network nowadays. Admission control mech-
anism is one solution to solve this problem. Related worksceming
admission control in this environment are discussed thenQbE-based
mechanism is proposed. It provides a solution being awanasef ex-
perience. Access point functionality in the scheme as welhteraction
between access point and PSQA are also explained. Aftentmalemen-
tation and performance evaluation in network simulatordN&e given.

— Chapter5: Multicast Rate Adaptation

This chapter begins with introduction to wireless multinaechulticasting
including its advantages and drawbacks. Related workseromy rate
adaptation mechanism in unicast and multicast environmenprovided
and discussed. Then two schemes are presented, one iragfatoach and
the other in dynamic approach, to solve the problem whilstdaware
of user experience of multicast clients. Then, performaaduations are
given and results are discussed.
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— Chapter6: Packet Scheduling
This chapter presents the study of another popular tecggpoldMTS,
one of the recent cellular networks. Related works conogrmetwork
scheduling are described and QoE-aware schedulers arenpedsalong
with performance evaluation and results.

* PART lll : User-centric Connection Management
This part investigates management problem from the useppetive. It presents
user-centric mechanisms such as network and handovetisaletechanism in
homogeneous environment (chapfand heterogeneous environment (chapter
8) respectively.

— Chapter7: Network Selection in Wireless Local Area Networks
This chapter describes current problem of network selaciiod existing
solutions. Then, network selection mechanism based ontygadlexpe-
rience is presented together with access point/mobile foostionalities
and interactions with PSQA. The chapter ends with implertérs and
performance evaluations.

— Chapter8: Network Selection in Heterogeneous Wireless Networks
This chapter investigates network and handover selectioblgm, this
time, in heterogeneous environment. The problem statearahtrelated
works are given along with the proposed mechanism. Theropednce
evaluation is conducted and obtained results are discussed

— Chapter9: Conclusions and Perspectives

Finally, the document ends with this chapter providing ¢dosions and perspectives.
Different discussions and conclusions of QoE-aware resonranagement in wireless
networks are provided. Furthermore, open research dmegre also considered.
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The Part | consists of two chapters with the objective to glevead-

ers a better understanding and good backgrounds on quaiggted

resource management. Definition of environment and arglyisre-

source management procedures will be described. Statescdrthin

resource management based on quality will be given alorngdetailed

investigations of current advances. Since research irtdhis has been
extensively studied in recent years and many schemes havedre-

posed, a survey of representative approaches will be gilechniques
deployed for decision mechanisms are described and ctsito three
categories: network-centric, user-centric, and collabee. Moreover,
discussions on QoS and mobility supports as well as ar¢bit@aesign
and media adaptation are also included. Besides, as mdianapli-

cations have emerged drastically, representing qualitymbvided ser-
vice using technical or QoS parameters is no longer suitdltierefore,
reader will be introduced to a new concept of quality callsdnexperi-
ence or quality of experience. Definition and fundamentingnts will

be described and an appropriate measuring tool will be w#lehen
discussion of how to deploy this concept in real-time reseumanage-
ment will be discussed along with examples of use case.
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Chapter 2

State of the Art

2.1 Introduction

Deployment of heterogeneous wireless networks is sprgattiroughout the world
as users want to be connected anytime, anywhere, and anyk@anwhile, these
users are increasingly interested in multimedia applcestj which require strict QoS
support, such as video streaming and Voice over IP (VolR)viBioning network re-
sources with such constraints is a challenging task. In éactsidering the availability
of various access technologies (Wi-Fi, WIMAX, or Cellulatworks), it is difficult for

a network operator to find reliable criteria to select thet lnetwork that ensures user
satisfaction while maximizing network utilization. Desigg an efficient management
mechanism, in this type of environment, is mandatory fovisgl such problems.

In order to have a good understanding on the topic, this engpovides compre-
hensive survey on state of the art in quality-aware resomraeagement. The chapter
is organized as follow. We begin with definition and desaoiptof heterogeneous
wireless network@n Section2.2, and then a thorough analysis i@source manage-
mentprocedures and their interactions are provided in Se@iBnA review of recent
advances in decision mechanism is presented in Se2tibrA classification of these
works according to who is making management decisions ipqe®ed; that is, the
decision making is based onetwork-centricuser-centri¢ or collaborativeapproach
between network (operator) and users. Moreover, sincseanaking alone may not
be sufficient to guarantee an efficient management, Se2ttoaiso gives an overview
of related topics such asQoS suppottmobility support architectural designand
media adaptationFinally, Sectior2.6 draws conclusions.
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Figure 2.1: Heterogeneous Wireless Net-
work (HWN) can be described as a set
constituted of several wireless technolo-
gies, which connect users to the Inter-
net through acore network also known
asbackbone networkThe wireless tech-
nologies involved in HWNs are called
access networksand their coverage can
overlap to cover hot areas (hotspots).

2.2 Heterogeneous Wireless Networks

The evolution of network technology has led to a deployméntanious access net-
works such as Cellular Network€&s6M, UMTS, HSPA, LTEWireless Local Area
Network (EEE 802.11 family, Digital Video BroadcastingdVvB-T, DVB-S, DVB-
RC, DVB-H, or Broadband Wireless CommunicatidEEE 802.16 WIMAX family
In this section, the focus will be on wireless technologiekich are wide spreading
nowadays. In fact, a heterogeneous wireless network (HWNpmposed of two or
more wireless access technologies, empowered by theilapyeng coverage. Fig.1
illustrates how users are connected to the Internet thraegkss networks and core
network (CN). Each access technology involved in HWN haswa characteristics
in terms of coverage, QoS support, and operational costs2.Billustrates different
sizes of coverage provided by these access technologiesnfit&s of their character-
istics, in terms of bandwidth, coverage, cost, and apptioatare presented in Table
2.1

The arrival of HWN brings out important advantages. Sinasiare now equipped
with multi-interface terminals, they can get connectiviitym different wireless tech-
nologies. Thus, an attractive property of HWN is the abitiyprovide the best fea-
tures of each individual network. One example could be tlexistence (overlapping)
of 3G cellular network and Wireless Local Area Network (WLAICellular networks
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Figure 2.2: Heterogeneous Wireless Network.

Table 2.1: Wireless Technologies.

1

t

Class | Technology Data Rate Range | Cost | Application
Cellular | 2G: CDMA, GSM < 20Kb/s| Cellular | Monthly | Cellular phone,
2.5G: GPRS, EDGE 30-90 Kb/s| network | charge | multimedia
3G: UMTS 2 Mbps applications,
3.5G: HSDPA 0.384-14.4 Mbps or SMS/MMS
4G: LTE > 100 Mbps
WLAN | ZigBee 0.02-0.2 Mbps| 70-300m| Free Sensor network
802.11a 54 Mbps 100 m Free LAN
802.11b 11 Mbps 100 m Internet
802.11g 54 Mbps| 100 m
802.11n 100 Mbps 100 m
WPAN | 802.15 Blue tooth 0.8-1Mbps| <10m Free Cable replacemen
Ultra-Wideband 50-100 Mbps| 10-30m Free Synchronization
and transmission
of video/audio
WMAN | 802.16 WIMAX 70 Mbps 50 km Free Metropolitan area
broadband Interne
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such as UMTS or HSPDA support low bandwidth over a wide gqagcal area while
WLAN, based on IEEE 802.11g or the upcoming IEEE 802.11npcavide relatively
high bandwidth (up to theoretical 300 Mbps) in a smaller cage. All together they
can provide wider ranges of service and quality than in hognegus environment.
Multi-mode users can connect to the best network and profin fihe best QoS offered
by the heterogeneous system.

On the other hand, for network operators, an important natiowm in deploying a
heterogeneous system is higher revenues through expgjticomplementary advan-
tages of each access technology. This is obvious if thedgg@eous system belongs
to one network operator. Otherwise, different operator$ néed to collaborate and
agreements would have to be established defining respbinsgnf each party. In this
chapter, the focus will be on how resources in such an emwigstt can be efficiently
managed. As mentioned earlier, business aspects likengrani security among net-
work operators or between network operators and users draibe scope of this
dissertation and this chapter, except when it is expligfgcified otherwise.

It is worth mentioning that the implementation of HWN is erding today (year
2010) as supporting devices have been introduced to theatdok example, Apple’s
iPhone, BlackBerry, and Nokia N Series, that enable usecsnoect to at least four
radio interfaces, including GSM, 3G, WLAN and Bluetooth oVBH in the near
future. Nowadays, users are already able to initiate cdiorethrough any of these
technologies simultaneously.

However, designing an efficient Radio Resource ManageniRM) framework
in the context of HWN is not simple. RRM concerns overseelregdistribution of ra-
dio resources to different users, or different classes efsjsn order to maximize the
number of services delivered (and thus network operatevgmues) while ensuring
user satisfaction. This is a difficult task as there is trédideetween user satisfaction
and network resource utilization. Typical characterstE HWN challenge traditional
arguments for designing management frameworks. Managmgesources of an ac-
cess technology in an HWN independently of other networksyhich it is overlaid,
risks underutilization and resource mismanagement. Taiolin efficient framework,
network operator has to consider different procedures andtionalities with the as-
sistance of users’ terminal.

2.3 Radio Resource Management (RRM)

To the best of my knowledge, there is not any recent survegsmiurce management in
HWN especially on decision mechanism. Related works arergpeaison of four IST
(Information Society Technology) architectures 8%, a discussion on IST projects
in [36] (both mainly focus of architectural aspect), and a surveycommon radio
resource management i (only focuses on a combining system of Cellular and
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Wi-Fi). With increasing number of techniques deployed gicaesource management
nowadays, it is interesting to carry out an investigatioherefore, in this chapter, a
comprehensive survey on resource management in HWN wilidsented. The goal is
to provide a better understanding of resource managemémsitype of environment.

Generally speaking, efficient management framework for HWidlves one or all
of the following procedures and functionalities: Resources Monitoring(ii) Deci-
sion Making (iii) Decision Enforcement~ig. 2.3 depicts a global vision of resource
management in HWN. It shows the interaction of the proceslwbken considering
users’ connection process. It can be seen that these presedie complementary
and they are related to each other; for example, decisionngak mainly based on
resource monitoring and decision enforcement is perforadéer decision making.
Details of these procedures and their interactions arengivéhe following.

1. Resources Monitoring- It is the phase in which information is gathered; this
data comes from users, networks, or both. Collecting in&grom can vary from
one decision mechanism to another; it will be considerechpatifor making
decisions. We can see from the Fi§.3 that resource monitoring is situated at
two different places: before connecting to the network el ahe connection
establishment. The first resource monitoring is aimed ttecblnformation for
first-time connectionNetwork Selectionr Bandwidth Allocatioiy if there is no
solution meaning that existing networks do not correspanithé requirements,
user may have to modify his/her requiremefpplication Adaptatiopin order
to find the appropriate network. If adaptation is not possthen user will have
to wait for a better condition by returning to monitor resceiagain. The second
monitoring phase is aimed to observe the ongoing connestat, it is used to
trigger network adaptation when undesirable event hapdengxample, user
moves out of current cell (mobility) or network congestidn.these cases, the
decision has to be made again considering the current ¢ondit

Referring to its nature, the information used for makingisien can be sepa-
rated into two categorie®re-Determinedand Time-Varyingfactors as listed in
Table2.2 Factors in the former category are pre-defined and remaihanged

for a certain period of time whereas the ones in the lattenghan time. Pre-

determined factors are taken into consideration as inpidilcy or preference;

they also include constraints of application and capadslibf technologies and
equipments. On the other hand, time-varying factors areitoi@u continu-

ously; they are mainly network quality parameters.
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Pre-Determined

Users preference cost, security, power, visual quality, etc.

Providers preference cost, trust, security, load balancin
dropping and blocking probabilities, user priority, topgy, etc.

Application constraints: QoS constraints, application conte
application requirements, adaptation ability, minimumuieed
bandwidth, maximum loss rate, latency allowed, delay bsu
traffic specification, etc.

Capabilities: network capability, network equipments capal;
ity, access technologies capability, access point barttiveidd
queue, up/downlink bandwidth, modulation scheme, term
capability: CPU, memory size, display 1/O, transmitted pov
battery, network interface, built-in application, softeaplat-
form, etc.

Dil-

ina

Time-Varying

Availability : network load, available radio coverage, visible A
maximum saturation throughput of AP, transmission bantiwi
cell diameter, bandwidth per user, traffic intensity/costion
arrival process, connection holding time, average numlbe
connection, bandwidth utilization, data rate, user aftivis-
tory, available service, variety of services, etc.

Radio-related: SINR (signal to interference plus noise rati
SNR (signal to noise ratio), RSS (received signal stren@ty
(signal to interference ratio), SER (symbol error rate)NRS
(peak signal to noise ratio), radio condition (path los$iR Car-
rier to interference ratio), etc.

Quality-related: BER(bit error rate), MSE(mean square errg

handover latency, loss, dropping rate, delay, jitter, tigtgput,
response time, burst error, etc.

>

P,

Table 2.2: Pre-determined and Time-varying Factors.
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2. Decision Making - It is the phase in which decisions are made. Most of time,

these decisions are made at the network operator for whichllisd it network-
centric approach, however they can also be made at usemntasr{user-centric
approach), or some time decisions are made by the collaborattween both
sides (collaborative approach). Two main decisions to bdenaeBandwidth
Allocation(how to allocate bandwidth from different networks to u$ersdNet-
work Selectionhow to select the best available network for a connectidm).
HWN, bandwidth allocation can also mean the distributiomahdwidth from
several network technologies allocating to one connegimthis case, the re-
source is calledoint Resourcelt can be seen from Figuz3that, in collabo-
rative approach, final decision will be made only by one oftthe actors (either
user or network operator), and then the following steps eatrespond to either
user-centric or network-centric approach. Decision mgkepresents the heart
of RRM; therefore, Sectiof.4 will discuss this topic in more details.

. Decision Enforcement It is the phase in which decisions are enforced/executed.

In user-centric approach, this phase is done by ensuringtmaection request
to a selected network is successful; if it is not, user wylldackup solution until

the last one. If there is no more solution to try and user sélinot get con-
nection, it will have to go back to monitoring step and wait fi@w condition.

This situation can occur when network refuses incomingestjun order to pro-

tect overall performance. In network-centric approachmetywork selection is
enforced using admission control mechanism to filter oradifguide) access to
networks according to the decision made in previous stepreMeer, the deci-
sion to move users to another network within the same or feréifit technol-

ogy is executed by mechanisms such as vertical and horizwemadover respec-
tively. For bandwidth allocation, the operator distritaiteandwidth according
to the decision made. We can notice that in user-centricaagur, the obtained
solution(s) are not always achieved if the network does noept the request;
contrary to network-centric approach where solutions &tays achieved since
itis the network operator who controls all the resources (foWwned by a single
operator).
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2.4 Decision Mechanisms

Defining efficient RRM framework, particularly the decisiamechanism, for HWN
has attracted many research activities where differeniti®ois have been introduced.
In this section, a survey of the most recent and represeatathemes, dealing with
resource management problems under HWN environment, @éngi&ccording to who
is benefiting from the decision, solutions are classified thtee approachesetwork-
centrig user-centri¢ andcollaborativeapproaches as presented in Eigl

| Decision Mechanisms |

-— v

| Network-centric User-centric Collgborative |

v v v v v v v

SLP [5] Game Theory| |Degradation AHP & GRA Consumer Profit Fuzzy Logic Objective Fct.[23] TOPSIS [25]
-Taha [6] -Niyato Utility [7] [9] -Song & Surplus [15] Fct. [18] [19] - Wilson - Koundourakis - Ben Nacef
et al. and Hossain Yang et al. Jamalipour Ormond et al| Liu et al et al. et al. & Montavont

Figure 2.4: Approaches in Decision Making.

2.4.1 Network-centric Approach

In this approach, decisions are made at network side anchttedyased mainly on the
network operator’s profit even though some mechanisms niayitdo consideration
user’s requirements before making decision. Schemessrafiproach deal with how
network can optimize its bandwidth and thus bandwidth allimn problem is the im-
portant concern. In this subsection, recent techniqueshaidrepresentative schemes
are presented.

 Stochastic Programming

Stochastic programming (SP38] is a mathematical technique, which is used in
decision making under uncertainty. 189, the authors deploy SP to design a
proactive allocation mechanism. The scheme actually usabset of SP called
stochastic linear programming (SLR) handle probabilistic nature of demands
in HWN. In the exemplary scenario, a single data service adikandwidth
requirement is provided by cellular network and WLAN. Theads to associate
probabilisticdemandswith predetermined significant probabilities, then formu-
late given scenario witlallocation, underutilization andrejectionalong with
the predetermined probability. The goal is to obtain maxmallocation in both
networks while minimizing cost of underutilization and dema rejection.

Here is the formulation for Single Common Service with Ptabstic Demands
(SCS-PD). LetS be the set of all possible scenarios. In every scermadd,
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the demandDijj(s) takes on specific values with a predetermined probability
pij(s). The indexij is used to distinguish between entities related to differen
types of users. Entities indexed with= j are related with users to be admit-
ted into one network, while entities indexed witk: | are related with users
changing networksDjj (s),Rij(s) and Ajj(s) respectively refer to the demand,
rejection (unsatisfied demand) and allocation for usgrsuch thatRj(s) =
Dij(s) — Ajj(s). The demand uncertainty can be imposed on Program SCS-DD
through the allocation-rejection-demand constraintsemetthe penalty can be
applied to the rejection. In this manner, let profit per adieclij user bex;j, the
costs of unit underutilizatior) for network j and the interconnection lygand

yv respectively. The penalty (cost) of unit rejectiorzigs). As such, the return
function to be maximized becomes

= 2N XA VCXUC—ZZspij(S)XZiJ(S)XRij(S)

SCS-PD  Vi,j c={j,v} MEES

Discussion: To the best of my knowledge, this scheme is the first mathemati
cal attempt that addresses joint resource management,iamwker bandwidth

is provided by several access networks in the HWN. HoweWer,scheme is
designed for supporting single common service with fixedinegl bandwidth,
which is not appropriate to variety of services along withieas bandwidth re-
guirements in networking today. Moreover, to our knowleagefuture work
has been conducted for more realistic or more complex senar

Game Theory

Game Theorys a branch of applied mathematics, which attempts to madhem
ically capture behavior in strategic situations, in whichiadividual's success
in making choices depends on the choices of others4@h fhe authors pro-
posebandwidth allocation algorithnrandadmission control algorithrbased on
bankruptcy game With this special type of N-person cooperative game, each
access network cooperates to provide the requested bathceid new connec-
tion usingcoalition formand characteristic function The amount of allocated
bandwidth to a connection in each network is obtained uSimgpley valuand
the stability of the allocation is analyzed usiing coreconcept. User initiating a
new connection is analogous to bankrupt company and thesgeg bandwidth
is the money that has to be distributed among different netsv@reditors). The
objective of each network is to offer maximum bandwidth asgilale in order to
gain maximum revenue from new connection, similar to craaditrying to get
the most payment.

Here is an example scenario. When a new connection requestaifidwidth,
a central controller determines the amount of offered badthwfrom each net-
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work using the equation frolnandwidth allocation algorithm

o — b, t:)k7i<(Bi(a))r
B +0B® - B®)), b= BY)

Where5k7i is the predefined offered bandwidth by netwotk a new connection
with subscriptiork, (B?)) is the available bandwidth in networkb*? is the
amount of requested bandwidth in cldsd] is a uniform random number be-
tween zero and one, amds a control parameter which will be referred to as the
bandwidth shaping paramet@ < r < 1). In this case, the Shapley value be-
comes the amount of allocated bandwidth in each networlk;. After that, the
admission control algorithnensures the requested bandwidth can be satisfied.
Let C be the core, a set of stable imputations &nle the set of networks, the
new connection is acceptedsif.x > b"*? andx; € C,Vi € A(i.e., the Shapley
value is in the core, namely, the solution is stable) andritjiscted otherwise.

Discussion: Recently, game theory is gaining more popularity for sajvyamob-
lems in telecommunications. It has been used to model batkdwallocation as
well as pricing in the network. With the presented modé@l | coalition formand
respectivecharacteristic functiornave to be defined appropriately. The solution
is stable (i.e. everybody is satisfied) only when it belorggthe core which is
not always the case. In case of unstable solution, the me&trable distribu-
tion has to be determined, thus this strategy can become expensive. We
can notice here another example of joint resource managemkich is a result
from heterogeneous nature of the network. However, it iswgticlear how to
really perform integration of different network bandwidtimto one connection
in real scenario and this issue is not discussed in nei@@#mor [40]. There-
fore, it would be interesting and beneficial to explore thestbility of this joint
connection using either simulation or experimental setxyperimental results
should be conducted in order to enhance the theoretical amercal works.

« Utility function

In economics, utility is a measure of the relative satistectrom consumption
of various goods and services; while 1] , the authors proposed a concept
of degradation utilityto deal with different user priorities. By degrading lower
priority traffic, more bandwidth can be released for higheonity users. First,
network operators specify levels of service in terms of @ifebandwidth (Table
2.3). Further, a classification of these services, for eachiegiubn type (voice,
video, and data), is marked agcellent good basig andrejected This will be
used to compute released bandwidth (difference of bantiwioéfore and after
degradation). After that, table of rewards for each userjiyi are defined: there
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Application | Excellent | Good | Basic | Rejected
(kbit/s) | (kbit/s) | (kbit/s)

\oice 30 30 30 0
Video 2000 384 256 0
Data 100 50 10 0

Table 2.3: Bandwidth for different quality of service.

Quality Level Voice | Video | Data
Excellent 300 700 | 1000
Good 300 600 800
Basic 300 500 400

Forced Disconnection -5000 | -5000 | -5000
Handover Drop -5000 | -5000 | -5000
Reject -2500 | -2500 | -2500

Table 2.4: Setting rewards for user priority class 1.

are three kinds of qualityekcellentgood andbasig and disconnectiorf¢rced
disconnectionhandover dropandrejected; each of them associated with re-
ward for each type of application (Tab#4). This will be used to compute
lost reward points (difference of reward points before aftdradegradation).
Finally, degradation utility is the ratio of released bardhv and lost reward
points. When a new connection is requested, network opefiatis all poten-
tial degradable connections, computes their degradatibties, and begins by
degrading the connection that gives the highest utility.

Here is an example scenario, consider a connection withcgian type:video
and quality level:excellent When the connection is degradedgood quality
level: released bandwidth = 2000-384 kbit/s = 1616 kbiist reward points
=700-600 =100; degradation utility =1616/100 =16.16.

Discussion: With tremendous growth of multimedia traffic, releasing thardth
of low-priority traffic to give better quality for high-priaty traffic becomes an
interesting strategy for network operator. Degradatialityfunction [41] has
been designed to perform this strategy but the tradeoff éetvwsatisfying up-
graded connection and degraded connections has to be wgigbgerly. More-
over, to use this type of strategy, it is advisable to haveiseldevel agreement
(SLA) signed between users and network operators in ordspéacify their in-
dividual responsibilities and priority class of services.
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2.4.2 User-centric Approach

In this type of approach, decisions are made at user terraimtbiihey are based only on
the user’s profit without considering network load balagain other users. Therefore,
the schemes in this approach mostly deal with network selegroblem (including
handover selection), which is to find the most profitable ekvior user’'s application.
There are some debates on this approach since new useroslyger their own profit
and do not care about network load distribution. Thus, the/okk may be congested
easily resulting in quality degradation of ongoing usersrtirermore, after choosing
a connection, if the connection request is rejected by dpefar some reasons, user
will have to process again network selection resulting ghler energy consumption.
In this subsection, recent techniques and their reprebemntrhemes are presented.

* Analytical Hierarchy Process and Grey Relational Analysis

An Analytical Hierarchy Process (AHP) is employed for oltpge criteria weight-
ing. An order preference technique based on Grey Relatinalysis (GRA)
is then applied to rank the alternatives. AHP is used to soiweplex decision-
making problems involving different areas, including plarg, resources as-
sessment, performance measurement, resource allocptbey selection, and
priority setting. On the other hand, GRA is one of the maieclions among the
current applications of grey system theory, and can effelstisolve the compli-
cated interrelationships among multiple performanceattaristics by optimiz-
ing grey relational grade<p].

The authors of43] propose to solve network selection problem using AHP to
weigh QoS factors and using GRA to rank the networks. With Qax$ors,
the authors construct an AHP hierarchy based on their oglshiips similarly to
Fig. 2.5. QoS is placed in theopmostlevel as the objective; main QoS factors
describing network condition such as availability, thrbpgt@), timelinessg),
reliability(y), security®), and costg) are placed in theecondevel. Moreover,
the authors decomposed timeliness into sub-factors dglagsponse timey),
and jitter@) and reliability into BERRX), burst errorfl), average number of re-
transmission per packel, and loss ratiaf). These sub-factors are arranged in
thethird level. Finally, available solutions are arranged in loétommostevel.
QoS parameters are separated into two types: user’s pneteeand network con-
ditions. User-based data is collected and processed by AdRIer to get global
weights of second-level facto@W = {wq, Wg, Wy, W, We, Wy } and local weights

of third-level factord W1 = {w;,wy,Wg} LW2 = {wj, wy, Wy, Ws} and then the
final weights are computétl = {wy, Wy, ..., W1} = {Wa, WgWz, WgWr , WgWeg, Wy Wy,
Wy Wi, Wi WA , Wy W, W5, We . At the same time, network-based data are normalized
by GRA, and the ideal network performance is defined follayly calculation

of the grey relational coefficient (GRC) which gives greyatainship between
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1
Z%O:1Wp|xfj MTS/WLAN( p) - 1| +1

GRGMTSWLAN=

wherex@MTS/WLAN(p) is the normalization of the UMTS data or the WLAN
data. The network with the largest GRC is the most desirable.

Overall objective of the decision problem

| —V—

Level 1

Level 2

Level 3

Level N

Decision attribute 1

Decision attribute 2

Decision attribute N

Attribute decision factors

Attribute decision factors | ...

Attribute decision factors

Decision alternative 1

Decision alternative 2

Decision alternative N

Figure 2.5: Structuring analytical hierarchy proce$4]]

Discussion: After this mechanism43], AHP and GRA are also deployed in
other network selection mechanis$[46] or scheduling 7] as well. We can
notice that Multi-Attribute Decision Making (MADM)48] has recently gained
popularity in telecommunications as it is suitable to coempdlecision making
problem today. In fact, MADM refers to making preferenceidems (e.g. eval-
uation, prioritization, selection) over the availableeatiatives that are charac-
terized by multiple, usually conflicting, attributes. Othkan AHP and GRA,
which are among the most popular MADM algorithms, TOPSIS:fifeque for
Order Preference by Similarity to Ideal Solution), MEWS (Wplicative Ex-
ponent Weighting), and SAW (Simple Additive Weighting) afeo deployed in
decision making under heterogeneous environment.

e Consumer surplus

In economics, the consumer surplus is the amount that cogrsumenefit by be-
ing able to purchase a product for a price that is less thanwioelld be willing

to pay. In B9], the authors propose a user-centric solution usimgtomer sur-
plusconcept for network selection in HWNs. The scheme has besigmied for
non real-time traffic with the following strategy. Firstgthusers survey the radio
interface and determine a list of available access netwdkext, they predict
the transfer completion timéel€) of each available access network on the list
according tolc = F/r; whereF; is size of filei in bits andr is average rate for
total transfer in bps. The average of the last five data teass$ used to derive
the completion time. After that, they compute predicteditytU; (Tc), which is



Decision Mechanisms 63

the relationship between the budget and the user’s fleyiliilithe transfer com-
pletion time. For each candidate network, the user compmaesumer surplus
(i.e.,CS=U;(Tc) —C; subject tolc < Tcmax WhereTcmaxdenotes the maximum
transfer completion time that a user is willing to wait). liher wordsCSis the
difference between utility and cost) charged by the network. Finally, the best
network (giving maximuntC§) is chosen.

Discussion: This scheme has been designed for non real-time applicatidn

it is not appropriate for today’s real-time multimedia apgtion, which relies
on more than only completion time. However, the concept ctamer sur-
plus remains interesting as it can also be exploited usifigrdnt parameters
in real-time multimedia applications. For example, we caltect reliable in-
formation on the quality of access networks with technicgdort from IEEE
802.21 standard3fl], and can possibly combine this information in a dynamic
decision mechanism in order to deduce the cost of each netivaentive for
user selection).

¢ Profit function

In economics, a profit function is defined ag, w) = maxp f(x) —wx, where
w andx are vector of factor prices and factor demands respectipef/the out-
put price BQ]. The profit function maps particular factor prices to thexmaum
profit levels achievable at those output prices and factcepr In B1], the au-
thors took a slightly different definition to handle handsélection in HWN.
They associate each handoff withpeofit that is decided by a target function
with two parameters: bandwidth gain and handoff cost. Meeeahey classi-
fied handoffs intaeactiveandproactivehandoff. A reactive handoff is initiated
whenever a mobile node is going to roam out of the current edlile proac-
tive handoff can only be initiated at periodical discrete@pwhen connection
experience can be improved.

Their profit function is defined @ = f(G,C). Thebandwidth gain Gyives the
difference in bandwidth between the next period and thigogerits definition
of a handoff decision at epothis defined as

Gi(ty) = m(i,t) —m(j,t_1) k> 1 (handoff connection)
T m(is ) k = O (first-time connection)

wherel, j are network indexe$# | means an inter-system handoff (proactive or
reactive),i = j either means an intra-system handoff (proactive) or no b#ind
m(i, ty) is the bandwidth of networkused by mobile node between two handoff
decision epochfy,tk+1). The authors define thendoff cosas data volume lost
due to handoff delay; it corresponds to the volume of datakwvbould have been
transmitted during the handoff delay. Its expressio@(tg) = m(i,tx_1)d(X,y)
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whered(x,y) is the handoff delay when a mobile node makes a handoff from
base statiox to y. Thus, the profit is a difference between gain and cost. At
each handoff epoch, mobile node compares profit from diffenetworks and
chooses the one that yields maximum profit

B = (tkr1 —t)Gi(tk) — m(i, tk_1)d(X,y).

Discussion: Similar to previous concept of customer surplus, this proiitc-
tion [51] compares gain and cost to obtain utility of candidate netao The
reactive handoff is designed for moving user that needslézsepidly the best
network from its neighborhood whereas the proactive isrgurioving quality of
service when a better network is present in the neighborh®bid adaptation is
interesting in wireless network with changing conditiomarser mobility.

2.4.3 Collaborative Approach

Besides two previously described approaches, a collakerapproach is the most
compromising in terms of profit between users and networkaipe since it takes
into account the profit of both sides for making decisions.rédver, since both net-
work operator and user participate in resource allocatibe,problem of connection
rejection as in user-centric approach will not occur. Rétechniques and their repre-
sentative solutions are presented in this subsection.

* Fuzzy Logic Controller

The authors of%2] use an algorithm based duozzy logic controller (FLC}o
evaluate fitness ranking of candidate networks. At firsty @héferentiate deci-
sion making into three phasepre-selectiondiscovery anddecision making
Pre-selection phase takes criteria from user, applicatod network to elimi-
nate unsuitable access networks from further selecticandilable networks are
not corresponding to user’s requirement, system returaskdhe user to reduce
their criteria. The discovery stage deals with two kindstafes power-upusers
(when no current connections exist), asahnectedisers (when a connection is
already established but QoS is not meeting the criteriagag&ime time other po-
tential networks become available). The authors implestdiscovery phase
based on fuzzy logic control, they fuzzify crisp values d thariables (network
datarate, Signal to Noise Ratio, and application requirdrdata rate) into grade
of membership in fuzzy set. Then, these membership funetoa used as input
to the pre-defined logic rule base. Finally, overall rankimgbtained through
defuzzification with weighted average method.

Discussion: After its first application in handoff management by the aush
of [53], fuzzy logic control is becoming popular again in HWN maaagnt
as many schemes (e.cbZ 54, 55]) have been proposed recently. The current
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scheme 2] deployed it for network selection; FLC gives a good resnlthis
case of few metrics. However, if the number of metrics insesa the system
may become very complex and may give erroneous results. fiti@atissue
in this approach is the definition of fuzzy set and rules whields to be care-
fully specified. These specifications are very importantraeo to get a good
approximation and they are very delicate to define.

» Objective function

Objective function, or goal function, is the function to hatimized, depending
on the object parameters. It constitutes the implemematiohe problem to be
solved. The authors obp| applied this concept to network selection in HWN.
In their objective function, inputs are derived from thretedent sourcesuser
data network dataandpolicy information First, users are asked for a list of
visible access points (AP) with corresponding signal dugadi list of requested
services with corresponding nominal bit rate, and delagresice. Second, net-
work data, such as the AP bandwidth and the delay of the quetweebn access
router and the backbone, are collected. Third, policy siechast, compatibil-
ity, trust, preference, and capability along with their glgis are defined. The
weights can be dynamically changed according to the networkition. Fi-
nally, with all factors and their weights, the algorithmrates and computes the
best allocation that maximizes the objective function feerall network.

For the access and interface selection algorithm, the athenote requested
service as belonging to the total of servic&sandapis access point belonging
to the total of access poingsP, the objective function is then

OF(Vse SVape AP) = F(s,ap) + OF (VS € S # s, Vape AP).

The value of theOF for s’ represents the allocation of the rest of services. The
sequence by which th@F is calculated affects the overall result, because the
allocation of an application to an AP decreases its avalabhdwidth. Thus,

all possible permutations must be considered. Funétieonsists of the quality
partQ and the part of policieBT, with their corresponding weightsvg +wp: =

1),F =wqQ+ wptPT. While Q andPT are analyzed a® = wy;Bl +wy;DI +
WsqiSQlandPT = WeciCCl 4 WnpiNPI 4w T T 1. Note thatwy, -+ Wgj + Wsgi =

100 andwgci+Wnpi+Wti = 100. Bl is bandwidth indicato)! is delay indicator,
SQIlis signal quality indicatorCCl is cost and compatibility indicatoNPI is
network provider indicator, an@d T | is terminal type indicator.

Discussion: This scheme includes all necessary factors to make a goad dec
sion. Moreover, it also proposes to use multihoming for iempéntation of joint
bandwidth allocation. The main actor who makes decisionis scheme is
the network operator; however, the scheme also requeskstfoof information
from the user raising transparency and feasibility issogsal implementation.
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* TOPSIS

The principle behind TOPSIS (Technique for Order Prefeednyg Similarity to
Ideal Solution) is described irb}]: the chosen alternative should be as close
to the ideal solution as possible and as far from the negadal solution as
possible. The ideal solution is formed as a composite of #st performance
values exhibited (in the decision matrix) by any alterratigr each attribute.
The negative-ideal solution is the composite of the worstopmance values.
Proximity to each of these performance poles is measurdwiiticlidean sense
(e.g., square root of the sum of the squared distances akmigaxis in the at-
tribute space), with optional weighting of each attribufehe authors of 8]
proposed an algorithm for path selection on multihomed leosts based on
TOPSIS. In this mechanism, the authors collected paramé&iem both net-
work level (QoS parameters: bandwidth, delay, jitter, aitRB and application
level (traffic class: conversational, streaming, intevactand background).

The authors deployed TOPSIS for their Score Calculator. fifse step con-
sists in formatting the data in a matrk;, of which each row represents the
measurement of parameters of a path. The authors normalizedilue of ev-

ery parameter usingij = Xij/ /z?‘zlxﬁ. Then, each column of the matrix is
multiplied by the corresponding weighi using the formulavij = w; * njj and
> iwi = 1. These weights are deduced from the QoS class of the relapan

plication in [59]. Next, the authors extract the ideal points (negative arsitive)
from the normalized weighted matri;

A" ={vy,...,vy } = {(min(vij)|i € ), (maxvij)]i 1)}

AT ={v],...,vi } = {(maxvij)]i € 1), (min(vij)]i € 1)}

After that, distances of each alternative to the two idéakahtives are computed
asd;” = {3 (vij —v")2}Y2andd;” = {3, (wj —vi )2}V/2. Finally, the score
of each alternativg is computed aR; = dj_/(dj+ +d; ). These scores are used
in the flow distribution process.

Discussion: Similarly to AHP, TOPSIS is one of the MADM techniques. It has
been deployed here for path selection of multi-homed no@PJ1S is easy to
use as its software is available for the implementation. el according to
vertical handoff comparisorbp], the performance of TOPSIS is slightly lower
in bandwidth and in delay than GRA for interactive and baokigd traffic.

For a better comprehension, the surveyed schemes are e seiable2.5. They
are arranged in terms of deploying technique, input paramptocedure, output, ap-
proach, and joint allocation (whether the scheme assum@s@sources or not).



Techniques Parameters Procedure Output Approach Joint
allocation
SLP Allocation, demand, 1-association of predetermined Allocation in each Network-centric Yes
underutilization, and probability to demands network
rejection 2-variable formulation
3-SLP statement
Game Theory Available bandwidths | 1-determine offered bandwidths Bandwidth allocation | Network-centric Yes
in each network 2-compute Shapley value
3-verify core
Degradation Utility | Released bandwidth 1-compute ratio of released - Connection that gives | Network-centric No
and lost reward point | bandwidth & loss reward point maximum utility
for each connection
2-find maximum
AHP & GRA User's requirements 1-AHP of user’s requirements Network rank by GRC User-centric No
and network conditions| 2-GRA of network conditions
3-compute GRC
Consumer Surplus | Utility and cost 1-compute the difference between | Network that gives User-centric No
utility and cost for each network maximum benefit
2-find maximum
Profit function Bandwidth gain and 1-compute the difference between | Most appropriate User-centric No
handoff cost gain and cost for each network network for handoff
2-find maximum
FLC Network data rate, 1-fuzzification Fitness rank of each Collaborative No
SNR, application - 2-fuzzy inference network
required data rate 3-defuzzification
Objective function | Quality and policy 1-compute sum of (inputsweights) | Allocation of services Collaborative Yes
indicators for each network to APs and terminals
2-find maximum
TOPSIS QoS parameters and | 1-format data into normalized matrix Best path for Collaborative No

traffic class

2-compute datatheir weights
3-compute ideal points (+/-) and
distances from ideal points
4-select the best solution

flow distribution

Table 2.5: Summary of the surveyed schemes.
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2.5 Related Issues

Although decision mechanism is essential in the RRM framieywather supports in

terms of QoS and mobility are necessary to handle the vasfedpplications in mobile

terminals today. Moreover, in order to have an efficient sobearchitectural design
should also be considered for system performance and eudrse end-user can par-
ticipate in resource management using media adaptation.

2.5.1 QoS Support

Methodology | Resource Service QoS upgrade Reactive Admission
reservation | (ifferentiation |and degrade Adaptation control-based Agent-based
Mechanism
\ 4 \ 4 \ 4 A 4 v \ 4
RSVP DiffServ QoS QoS Admission QoS Broker
handover Triggering control
Bandwidth
subsystem

Figure 2.6: QoS Support: Methodology and Mechanism.

One of the most important issues to consider when designiRigl Ramework is
QoS. Practically all network operators aim to guaranteebttst connections to users.
In this context, there are many RRM schemes that take QoSaneis well as user
requirements into account for decision making. Some sch€f66] and [61]) make
use ofresource reservatioprotocol to pre-reserve resource and to guarantee reqlieste
guality. Many others have been proposed but most of therfofadleployment since all
network equipments have to support reservation. In additboresource reservation,
service differentiatiorhas also been used to distinguish treatments for applicatio
with different priorities. Differentiation of service cdoe done at different levels (IEEE
802.11e at MAC layer,52] and DiffServ (Differentiation of Service) at the network
level) by means of priority-schedulers that help dealinthwequests according to their
priorities.

As in wireless environment, users are mobile and can mowve oe place to an-
other while being connected. The authors 51][apply this movement to improve
QoS. They deployoS handovera type of handover aimed to improve quality. How-
ever, QoS handover induces delay which results in packet IBglated technique is
QoS upgrade/degraderoposed in41]. Utilization of this mechanism has to be care-
fully studied beforehand due to tradeoff between degrading upgrading connec-
tions. When QoS upgrade takes place, someone is being @elf@acelease necessary
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bandwidth (in case of saturated network). Nevertheless,approach is interesting
because it provides suitable solution for increasing pwid of multimedia traffic; for
example, network operator can upgrade delay-sensitiffect(eultimedia class) while
degrading delay-insensitive traffic (background class).

In addition to the techniques previously described, thezenaw architectures that
have been designed for supporting QoS. Most of them use agali¢dQoS broker
[60, 62] in order to manage QoS in the network. Controlling QoS cardbee pe-
riodically as in p1], but high control signaling wastes bandwidth; particlylan the
case of limited-bandwidth network such as GSM or GPRS, whergrol traffic in-
troduces bottleneck point in the network. To avoid this pealy dynamic adaptation
usingtriggering seems to be more adequate. Triggering conditions depencitn n
work operator’s objective; for example, according &6]f system is triggered when
new connection arrives or when ongoing connection faces @polslem. To cover all
aspects of QoS, a framework has been proposedldnyith three planes management
providing both static and dynamic QoS functions. Finallyfréssion control mecha-
nisms can also be used to support QoS by filtering new cororeti maintain QoS
level of ongoing connections.

2.5.2 Mobility Support

As mentioned earlier, stations in HWNs are mobile and canenfeeely from one
place to another. To handle this mobility, many works havwenbgroposed using mo-
bility management modules. Most of them are managed at mketproviders using
Mobile IP (MIP) [64] or its extension such as Fast handover for MIP or Hieraadhic
MIP. Moreover, some works §p] and [66]) proposed mobility support using Session
Initiation Protocol (SIP) at application layer.

Other works have focused more on thendover processself with the objective of
achieving seamless handover. Authors6i][discussed on the detail of handover by
proposing a function that determines the best handoveéaiioit time in order to avoid
early or late initiations. Early initiation will result inalible use of bandwidth in home
and foreign networks while late initiation will result in glieet loss and non-seamless
handover.

A technique likemulti-hominghas also been used to improve performance in mo-
bile networking as in$6] and [8]. With multi-homing, it is possible to connect to
multiple networks at the same time using multi-interfacenieal. Advantages of such
solution are the decrease in handover delay and more reliainection in case of link
failure but the drawback is the multiple bandwidths occdig multi-homed terminal.

As for support on mobility management architecture, théarst of [68] have pro-
posed a middleware namétbique architecture It allows mobile terminals to auto-
matically select the best interface for each applicatiow fichile taking into account
various requirements. More interestingly, the authors68f studied mobility support
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in an interesting way; they propose to give network operatpossibility to implic-
itly influence decision made by multi-interface user. Fatttoperator can play with
assigning different weights to a set of parameters (BieRE&tror, Delay, Cost, and
Security).

To standardize handover, IEEE working group is developlBigE 802.21[31]]
for media independent handover services, which will en@bl®perative handover
decision making of users and operators. It can be noticddtlge effort has been put
on mobility issue because this issue will obviously resaltjuality of a service, the
goal of both provider and user.

2.5.3 Architectural Design

Management architecture can be classified into three typmsding to how network
entities communicate among each othercektralizedarchitecture is the first archi-
tecture to be discussed. Control in this architecture iseggged into one central point
usually situated in the core network as illustrated in iga. Examples can be found
in [39, 61, 52, 43]. Central node has a global view of the whole system, whitdwes
an advantageous management of overall performance. Hoveavee management is
centralized at one point, all other nodes have to send mamageraffic to this point
and this may waste bandwidth and cause congestion in thesacetvork with limited-
bandwidth capacity. Moreover, centralized architectsraat scalable and results in
one point-of-failure problem.

Unlike the centralized architecture, controdistributedor decentralizedrchitec-
ture is delegated to several entities as illustrated in Bigb. In general, the control
is placed at access routé&q when network provider wants to manage the whole ac-
cess network. Alternately, control may also be placed apthiat of attachment that
represents local cell such as access points or base sta@msisionally, distributed
architecture placed control on user’s terminals in ordegebinformation from user.
Some solutions 49 and [51]) give user possibility to make decision on which net-
work to be connected. This approach is not recommended bedamay result in
load balancing problem since users only consider their fitsngithout considering
actual load in the target network. Moreover, when the denig made by user, it does
not imply that the connection will be successfully accepigdhe selected network
operator, who may prefer to reject less-valuable call teptanother more-valuable
one. In addition to these distributed approach, the autbbfd1] proposed cooper-
ative distributed system to manage the whole heterogersgmiem while still being
scalable.

The last approach is laybrid architecture, which combines the two architectures
described above. It is composed of a central node that margigkal resource and
distributed nodes to manage resource locally (Rigic). We also observe schemes
collaborating management in distributed network node dageuser terminal. For
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Figure 2.7: Different Types of Architecture.
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example, the authors of ] recommended the combination of distributed network and
terminal management for dynamic handling of individualrasend sessions. 1%5§],

the authors presented network-based and terminal-assipigroach to optimize re-
source allocation while compromising QoS constraints. dindors of §7] developed

a hybrid network selection scheme that combines terminaétl and network-based
selection mechanisms. In this scheme, terminal dynarngicallects network condi-
tion and determines best reachable network, then netwokesnglobally optimized
selection and achieves load balancing for the whole system.

2.5.4 Media Adaptation

In today’s wireless environment, multimedia traffic suchvédeo transmission in-
creases considerably. With this kind of traffic and unstabledition of wireless net-
work, media adaptation becomes essential. Media adaptetgans that node adapts
itself to media condition. For example, the control of eringdate of the video stream
based on the estimated available bandwidth or the erroection according to the
varying wireless conditions.

Media adaptation can be performed at different locations: ®/stems or interme-
diate nodes. End systems such as sender or receiver magigetetiin media adapta-
tion. The sender can adapt its parameters to be coherennefitork condition and
ongoing application. For example, the server adjusts @ssimission rate according
to congestion in the networkStream switchings one of the techniques. The server
prepares streams to be transmitted to the channel in differecoding rate and stocks
them in a database. When network condition changes; thersselects stream with
encoding rate accordingly. However, drawback of this tégpia is high consump-
tion of disc space that cannot be possible in every casenlbeanoticed that sender
adaptation is optimized in terms of signaling since no badtdws used for communi-
cation between sender and receiver. Receiver can also e e dynamic adaptation
by sending its reception capacity to sender but this approaay be costly in terms
of communication. So it is not recommended in small-banthwitetworks such as
GPRS. More recenthgcalable video coding (SV{T 1] has been released. With this
technique, encoding rate can change dynamically accotdimgtwork condition us-
ing concept of base and enhancement layers. With SVC cépadyithe authors of
[72] have proposed a context-aware video delivery and an actite [/3] for service
and mobility management.

Another issue in media adaptationraiability. To deal with unreliable channel,
error correction mechanisms are also recommended. Formgaforward error cor-
rection (FEC) and automatic repeat request (ARQ) have beploged in /4] to en-
force transmission. However, for real-time or delay sevsiapplication, ARQ is not
appropriate because late arrival of retransmitted packetsisually discarded. To deal
with retransmission, the author off] has proposed selective retransmission scheme to



Conclusions 73

adaptively enable retransmission according to channealition. The retransmission
should be disable when the channel is congested otherwstwitld be enable with
selective retransmission of |, P and B frarheSinally, the authors off0] proposed an
complete architecture with adaptation in different leyés example, channel adap-
tation module using several protocol such as H264/AVC twigeenhanced bit error
resilience capability, UDP-Lite (RFC3828) to deliver eremus packets and to deal
with erroneous packet payloads, robust header compre@aiC) to reduce IP over-
head improving IP packet latency for real time services, famlly FEC to eliminate
retransmission that degrade overall throughput.

2.6 Conclusions

Research in radio resource management has been exterstivéigd in recent years,
and many schemes have been proposed. In this chapterpsaglér decision mecha-
nism are investigated in details and they are classifiedthrae approaches: network-
centric, user-centric, and collaborative. There are a fewds in decision making un-
der heterogeneous environment. Popular techniques agedqijomics-likdunctions
that compute the benefit and cost in order to derive the bagti®o such as profit
function, degradation utility, or customer surplus; (mathematical methodsuch as
game theory, stochastic programming, and objective fong¢and (iii) multi-attribute
decision makinguch as Fuzzy Logic Controller (FLC), Analytical HierardAgocess
(AHP), or Technique for Order Preference by Similarity teddlSolution (TOPSIS).

A new issue raised in heterogeneous environmedoiist Resource Management
in which bandwidth allocation to a user can be provided bfed#int networks simul-
taneously. This idea is interesting in HWNs because allmthandwidth to a user can
be provided by several networks and thus problem of loadsiihg can be alleviated.
However, it is still questionable how to set up this type aégrated connection in real
scenario. Besides, it would be complicated to handle Igilbn authentication issues,
not only at users but also among network operators thenmsedvéne-grained study
has to be conducted before this type of solution can be ete@msthe market.

In order to design an efficient mechanism, this chapter asmdses QoS and mo-
bility supports that arise due to the emergence of multimédivireless environment.
These two issues are influencing the research and developmeide areas, and they
need to be considered when a new scheme is designed. Mardwer has been an
ongoing debate on architectural design in terms of systefogeance; and finally, a
hybrid scheme is recommended for good performance of themsysecause network
operator can have a global view of the system while still pesnalable. The latest
trend in multimedia network management also includes madaptation, in which

LIn MPEG encoding, three frame types are used to represenidhe: Intra (1), Predicted (P), and
Bi-directional (B).
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the end point like multimedia server can adapt their capgkalccording to current
network condition or with collaboration from end-user.

This chapter has described state of the art in resource rearag based on qual-
ity. It can be noticed that heterogeneity in network tecbgglhas brought great ad-
vantages into the service. However, a main difficulty is howcollect information
from different technologies along with their various pageders in order to make man-
agement decision. In the next chapter, reader will be iniced to another concept of
quality calledQuality of Experiencelts definition and comparison to the well known
quality of service or QoS will be explained. Methods for issassment will also be
investigated and the question of how this concept can be insezhl-time resource
management will be discussed. The main interest of studyiradjty of experience is
the fact that it is independent of network technologies gmplieations and hence can
be used as a context-independent metric for managing lyeteeous networks today.



Chapter 3

Quality of Experience in Resource
Management

3.1 Introduction

As multimedia applications have emerged, representingjtgud a provided service
using technical or QoS parameters is no longer suitabletiMadia traffic should not
be measured in terms of throughput, loss rate, or delay bt mderms of user expe-
rience such as good or bad. Therefore, this chapter preaard® concept of service
quality, which is expressed in terms of user satisfactioguality of experienceThe
focus is on wireless network environment, which is gainmegrtendous success nowa-
days. The need of quality-based resource management itygresof environment
is crucial, especially with multimedia applications. Netw operators wish to con-
trol their resources efficiently while maintaining useristaiction. At the same time,
traditional ways of managing network, using informatioanfr monitoring technical
parameters, fail to give accurate evaluations of user expee; hence the inspiration
of the study in this chapter.

The rest of this chapter is organized as follow. At the bemignSection3.2 gives
definition of quality of experience and its comparison to well-known quality of
service. Then presentation of different assessment appesaand their performance
evaluation is given in Secti@3. A comparison of assessment approaches is pre-
sented to provide a better comprehension of QOE measurefieatfocus will be on
the hybrid technique called PSQA (Pseudo-Subjective Quatisessment) that keeps
advantages and avoids drawbacks of the other approachesnalites accurate and
real-time resource monitoring and management. Managepussibility with QoE is
discussed in SectioB4. Finally, sectior3.5 gives conclusions.
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3.2 QoE in Network Evolutions

With network evolution nowadays, quality becomes a critfeator as it drives eco-
nomics in many ways, e.g. service level agreement, quafigrdntiated services, and
billing. The bottom-line of quality is customer satisfaxtj which is a combination of
many factors such as availability, quality, price, or tjiliAs a consequence, resource
management must be done in real time and must address usgiesx@ or currently
called quality of experience. In this section, backgrouosietwork evolution, defi-
nitions, and comparison between QoE and QoS is provided.

* Network Evolution
Before multimedia communication era, QoS parameters weyagh to evaluate
guality of provided services. However, as today’s realetimultimedia applica-
tions emerged and users became more experienced; emphadisem shifted
from packet level to service or user level. Existing metaos no longer enough
because simple network statistics will not reflect usericggtion. For exam-
ple, loss rate, a widely used quality indicator, is not alsvesfiable when dealing
with quality of experience. In fact, high loss does not awtoally imply bad
perception. If sender uses preventive technique like FESE €an be maintained
at acceptable level. Moreover, the content of the media@bsygs an important
role as the same loss in a soap opera may not have the samptpalt@ifect as
in a football match.

As for network technology, wireless network is taking pladevired network
progressively giving birth to wireless multimedia netwarkWMN. This phe-
nomenon has pushed the number of Internet users througfficagi increase.
Besides, wireless nature (i.e. limited bandwidth, shaesdurces, channel inter-
ference...) is easy to be over-utilized. Network load mestdntrolled carefully
so that acceptable quality is maintained while network ajfmes are not penal-
ized with underutilization. In general, to guarantee goettpption at users, an
IP triple-play broadband operator should always ensureewery link in back-
bone will transport less than the 50% of its capacity. This [grevent congestion
in case of failure of a redundant link.

The purpose of this dissertation is to avoid such a condeevapproach by
studying possibilities and performances of using QoE agimfdtr managing
resources. This new paradigm will provide a better flexipivhile maximizing
throughputs and keeping consistent perception at usertr, lthe demonstra-
tion will focus on two representative wireless technolsgi#&/LAN (the wide-
spreading) and UMTS (supporting high mobility). In additim homogeneous
environment, a study is also conducted for heterogeneatersycomposing of
these two technologies. Similar ideas can also be appli¢akeifuture to other
network technologies or other heterogeneous network emment.
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* QoE Definition
According to ITU B], Quality of Experienceas the overall acceptability of an
application or service, as perceived subjectively by tha@ser. In other words,
QoE is a subjective concept representing the actual qualayservice perceived
by end-user. It can be rated in terms of user impression oféneéice such as
good, fair, or bad. As a measure of user satisfaction, QoB isxportant metric
for the design of systems. As such, itis also an indicatooef tvell the system
meets its targets. This is particularly relevant for muboiia services because
bad network performance may affect drastically user exmee. Therefore, ex-
pected QoE is often considered as a system output metriegitivé design. This
QoOE metric is often measured at the end device; however\ialbacceptabil-
ity may be influenced by user expectations and context.

QoE versus QoS

77

QoE differs from the well-known QoS in many ways. QoE is a measfend-
to-endperformance at the service level from the user perspectiilevoS is a
measure of performance at the packet level from the netwerkpgective. More
precisely, QOE isubjectiveand relates to the actual perceived quality of a ser-
vice by the user, this applies to voice, multimedia, and ,dataereas QoS is
an optimization tool designed to deliver a certain qualityexperience by en-
suring that network elements apply consistent treatmetraftic flows as they
traverse the network. QoE can be used to describe the peafmenof a device,
system, service, application (or their combination) fraser point of view For
networking aspect, QOE measures how well a network senatisfies users’
expectations and needs. On the other hand, QoS refers tmatsehnologies
(QoS mechanisms) that enables the network administratoraimage applica-
tion performance. In other words, QoS mechanisms help tcagmm@vailable
bandwidth more efficiently. Finally, QOE isontext-independenguality ex-
pressed with QoE (e.g. "good") has the same meaning in dhtdogies and
applications. On the contrary, QoS is context-specifiedént technologies and
applications may have different QoS parameters. Taldlsummarizes differen-
tiation between QoE and QoS in terms of performance, OSk |ggspective,
concept, and context-dependency.

\ In terms of | QoE \ QoS \
Performance End-to-End Packet level
OSl layer Session and uppegr Network and lower
Concept Subjective Objective
Perspective User Network
Context-dependency Independent Dependent

Table 3.1: QOE vs. QoS.
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3.3 QoE Assessment

Before being capable to use QoE in network management, an@pgte QOE assess-
ment tool is needed. As mentioned earlier, QOE is a subgctncept; hence, QoE
assessment is a difficult task. QoE does not depend entireljdeo and network
quality but it also depends greatly on user’s opinion anceergpce. In addition, test
environment (including screen size, monitor resolutiominance, etc.) also plays an
important role. As an example, quality of a video on YouTubggseems to be ex-
cellent when watching from small embedded window on the agé is much worst
when enlarging to full-screen mode. Therefore, many tepes have been devel-
oped in order to assess as accurately as possible this peatgpality. To investigate
QoE measurement, this section presents three approaamesysaibjective approach
objective approachandhybrid approach It also presents performance evaluation of
these approaches for assessing QOE in video streamingatiph over wireless net-
works under different conditions. More specifically, a hgapproach calle®@SQAIs
the focus because it keeps advantages of both subjectivelgective schemes whilst
minimizing their drawbacks.

3.3.1 Different Assessment Approaches

For a better understanding of QOE, this section will give gareiew of different ap-
proaches used to measure QOE, ranging from traditionaéstita¢ approach through
objective and hybrid approach. Furthermore, their pertomoes are compared in order
to select the most appropriate method for the study.

» Subjective Approach

The most accurate approach to assess perceived quality ssibijective assess-
ment because there is no indicator of quality more accuhate the one given
by human user. However, the quality score given by a humanddpends on
his/her own experience. The assessment consists in hyigdpanel of human
observers, which will evaluate sequences of video depgnalintheir point of
view and their perception. Quality of experience can be esged in terms of
user satisfaction, as presented in Bid.

Standard methods for conducting subjective video qualigfuations are given

in ITU-R BT.500-11 [LQ]. Its variations are Single Stimulus (SS), Double Stimu-
lus Impairment Scale (DSIS), Double Stimulus Continuoual®uScale (DSCQS),
Single Stimulus Continuous Quality Evaluation (SSCQEn@taneous Double
Stimulus for Continuous Evaluation (SDSCE), and Stimulas@arison Adjec-
tival Categorical Judgment (SCACJ). All the variations pretty much similar;
changes concern for example, evaluation scale, videceredet video sequence
length, evaluation scale, number of video per trial, or nemiif observer. To
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Video

MOS

Yi

MOS,

Y2

MOS,

Y3

MOS,

\

MOS,

Derived from image created by M. Ghareeb

Figure 3.2: Subjective Evaluation Campaign.

(f) continuous scale. (g) double continuous



80

chapter3

conduct appropriate subjective assessments, it is negdaesselect from differ-
ent available options those that best suit the objectivdscanumstances of the
assessment problems.

Despite that subjective approach is the most accurate;Vieng expensive in
terms of time and manpower. Moreover, the assessment gro€egry com-
plex and has strict requirements. Therefore, it cannot leel irs an automatic
measurement or real-time monitoring tool. For this chg@@argle Stimulus or
SSmethod will be tested; in SS, a single sequence of video isepted one
at a time and the assessor provides a score for each preser{te shown in
Fig.3.2). The final score for each video sequence is the average atbsdirvers,
excluding bad observers (filtered out by a statistic filter).

Objective Approach

Since the subjective approach is not appropriate for implaation, many re-
searchers have been looking for another approach that canobessed auto-
matically using information such as network parametersnsequently, they
came up with an objective approach that uses algorithmsonftas and quality
of service measurements of a stream given by technical paexsithat can be
collected easily from the network. Many objective metrigssesuch as Peak
Signal to Noise Ration (PSNR), ITS’ Video Quality Metric (W), EPFL's
Moving Picture Quality Metric (MPQM), Color Moving Pictur@uality Met-
ric (CMPQM), Normalization Video Fidelity Metric (NVFM). & the study,
PSNR [L1] is selected because it is the most common and simple oigadtieo
guality assessment widely used by many researchers. PSiNRriatio between
the maximum possible power of a signal and the power of cémigmoise that
affects the fidelity of its representation. It is defined \ia Mean Squared Error
or MSE between an original franmeeand the distorted frame as following:

1 M N
MSE= MmN Z Z |o(m,n)—d(m,n)|2

m=1n=1

where each frame ha# x N pixels, ando(m,n) andd(m,n) are the luminance
pixels in position(m,n) in the frame. Then, PSNR is the logarithmic ratio be-
tween the maximum value of a signal and the background nMSE(]. If the
maximum luminance value in the framelis(when the pixels are represented
using 8 bits per samplé, = 255) then:

255

PSNR= 10l0g

It can be noticed that PSNR can be computed only once the isageon-
structed at the receiver, hence, it may not be appropriatgséin real-time
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mechanisms. This is one disadvantage of such metric. Thez otbuld be the
reliability to derive user experience from this metric. Hoxer, according tol[2]
there exist heuristic mappings of PSNR to Mean Opinion S@dr@S) as shown

in Table3.2
PSNR [dB] MOS
> 37 5 (Excellent)
31-37 4 (Good)
25-31 3 (Fair)
20-25 2 (Poor)
< 20 1 (Bad)

Table 3.2: Possible PSNR to MOS conversion.

» Hybrid Approach

Apart from two precedent approaches, a hybrid approacs tini@rovide a com-
promise solution between subjective and objective appro#iccan be noticed
that many standard methods have been proposed to assegyg gliakperi-

ence for VoIP application, for example, E-model from ITU G7113], Percep-
tual Speech Quality Measure (PSQM) and measuring normglidiock (MNB)

from ITU P.861 [L4], or Perceptual Evaluation of Speech Quality (PESQ) from
ITU P.862 [L5]); however, very few exists for video streaming applicaBoEx-

amples are V-Factofi7[7], k-dimensional Euclidean space approach, and Pseudo-

Subjective Quality Assessmemy)].

For the study, th&SQAtechnique is selected because it provides accurate QoE

assessment with ease of use. The PSQA method is based aticstatirning
using random neural network. It is hybrid in the sense thatehs somehow
a subjective evaluation in the methodology but this can beedmly once and
used as many times as necessary with the help of qualityr&adbjective pa-
rameters). Further descriptions will be explained in tH®feing section.

3.3.2 Pseudo-Subjective Quality Assessment

Pseudo subjective quality assessment or PSQA is basedtstictaarning using ran-
dom neural network as briefly explained in the following.

* Random Neural Network
Random neural network (RNN) is a simplified model of a biotadinervous
system. The RNN is formed by a set of neurons which exchamgels in the
form of spikes, like the natural pulsed behavior. Each nesretate is a non-
negative integer callegotential which increases by 1 when a positive signal (an
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Figure 3.3:  Typical feedforward @ @
neural network with a single hidden ’

J
layer [79]. Similar to other types of
neural networks, it begins with an in-
put layer, which may be connected to /
a hidden layer or directly to the out-
put layer. There can be any number

of hidden layers, as long as there is at
least one hidden layer or output layer
provided.

excitation) arrives to it, and decreases by 1 when a negsiivel (an inhibition)
arrives. The signals can originate outside the networkhey tan come from
other neurons. Usually, the signals cannot flow in an anlyitnaay: a topology
is designed that specifies which neurons receive signats fwhich ones, and
which neurons receive signals from the environment.

In the PSQA methodology, a particular RNN architecture isdjsvhere each
neuron behaves as.AM /1 queue with respect to positive signals. This means
that positive signals are interpreted as customers; thest®mers arrive to the
neurons, and are served in a FIFO (First In First Out) orddre $ervice rate

at neuroni is denoted by. A neuroni receives positive customers from the
environment according to a Poisson process withXaténo negative customers
arrive from the environment).

The potential of a neuron is the number of positive custonreriss waiting
gueue. When a neuron receives a positive customer, eithrardnother neuron
or from the environment, its potential is increased by 1. Ieuron with a
strictly positive potential receives a negative custortepotential decreases by
1. After leaving neurom, a customer either leaves the network with probability
di, goes to queugas a positive customer with probabiIiEyj+ or as a negative
customer with probability; . So, if there aréM neurons in the network, for all
i=1,..,M:

(pij+pj)=1

Mz

di +

=1

For sake of understanding, simplified description of howde RNN as a learn-
ing tool is given here. A particular type of RNN (feedforwargl) is selected and
trained with inputs. Knowing the values of a set of input (thapping between
inputs and outputs), RNN learns how to evaluate the fundtoany input. The
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function input is the vecto)_\'i = (A1,...,Am) corresponding toM input param-
eters from the network. And the function output is the vegoe (ps, ..., p1),
that means the stationary loads of the RNN. With this outpatar, the RNN be-
haves similar to a function that gives MOS after enteringiargnt values. The
detailed description of RNN learning is out of the scope @ thesis, please
refer to [L7] for more information.

* Methodology
In this section, description of how PSQA works is explaindglefore using
PSQA in real time, three steps need to be done beforehandwhble process
needs to be done for each given application.

1. Quality-affecting factors and Distorted Video Database Geeration

In this first step, we select a set of quality affecting fastiiat have signifi-
cant impact on quality such as codec, bandwidth, loss, detaiter along
with their ranges of values. A set of parameters with theacsic values is
called aconfiguration A distorted video database is generated by varying
the representative configurations. A set of quality affegfparametersR
parameters) such as codec, loss, delay, jitter... is wrés® = {1y, ..., TR },
each has representative values with, andminax A set of values for each
parameter ig pi1, ..., Pini } With pi1 = Timin @andpini = Thax For example, if

a set of loss rate (in unit of %) is 0,1,2,5,10, thér=5, pj1 = 0, pis =10. A
configurationY'is {u1,...,up} Whereu; represents one of chosen value for
pi. It can be noticed that the number of possible configurat{pps; ,Hi)

is huge. Therefore, only a representative subSgnhéeds to be selected
for subjective evaluation; i.€5 configurations{ Y1, ..., Ys} where configu-
rationYs= {vg, ..., Usp} @anduspis value of parametems in configuration
Ys. After that,M media samples are selectem,(with m=1,....M). For
eacho;, {0i1,...,0is} is a set of samples that have encounteSadhried
conditions when transmitted over the network. The impletaikgon of this
step could be done by experiments on real platform, networklator, or
network simulator.

2. Subjective Quality Assessment

In the second step, chosen configurations from the previaige sre eval-
uated by a subjective evaluation campaign. Single Stimolethod is
used; a panel of human observers evaluates distorted vadelhgstrated in
Fig.3.4. Then, MOS is computed the same way as in subjective approach
Mappings of configurations and corresponding MOS are storexdtwo
separated databases calteining andvalidationdatabase.
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3. Learning of the quality behavior with RNN

In the third step, the RNN learns the mapping of configuratiand scores
as defined in the training database. Once it has been traugeget a func-
tion f () that can map any possible value of parameters into MOS. Th¢ RN
is validated by comparing value given by this functiff) at the point cor-
responding to each configuration in the validation datalfése RNN has
not seen before). If the values are close enough, the RNNigated. Oth-
erwise, chosen configurations have to be reviewed and tpelstierough
step 3 have to be repeated again until the RNN is validatede @e RNN
has been validated, PSQA is easy to use. To get instantageongsat time
t, we just measure quality-affecting parameters at tiraad give them to
RNN, which returns back the MOS value simultaneously. PSQ@#srin
real-time as if there were real humans marking their peroapif quality.

Once the RNN has been trained and validated, PSQA is vernjtease. It
can be run anywhere in real time without any interaction waidd humans.

It is necessary to measure the quality-affecting (objegtparameters at
timet and to evaluate these values with the RNN to obtain the itest@ous
perceived quality at time PSQA gives scores in terms of MOS as if there
were real humans marking their perception of quality.

3.3.3 Performance Evaluation

This section presents performance evaluation of the threthaods. It begins with a
description of scenario and environment of the test, implet&d in the network simu-
lator NS-2 R1]. Among several multimedia applications, investigatibperformance
is carried out for the video streaming application becatisedne of the most popular
applications today. In addition, further studies in thi€ament will also concentrate
on this application.

1. Test Environment and Scenario
The interested environment is wireless networks IEEE 8D280] standard
since it is nowadays largely deployed. The network operatésfrastructure
mode meaning that all traffic passes through an access pdim. video se-
guence is an H.264-coded sequence (named "foreman") dialut? seconds
and consists of 300 frames. It is encoded at 512 Kbps andhsdekan unicast
mode using UDP.

Loss Rate 0% 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%
Mean Loss Burst Size 135

Table 3.3: Investigated configurations.
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In the scenario, the client suffers from different loss ratel mean loss burst
size indicated in Tabl8.3. These loss rates ranging from 0% to 10% are chosen
because itis interesting to see how QOoE is affected witkedfit loss percentage
and how the three approaches behave. The rate does not gerftivan 10%,
which is already a high loss rate; as higher rates will alwaysokes bad qual-
ity in the same way as 10% does. A simplified version of the &tlmodel L8]
illustrated in Fig3.6is used for simulating burst of losses in the network. It is
considered as a model that gives a good approximation oé$oss the Inter-
net. Parameters arp; the probability of loss after a correct transmission, gnd
the probability of correct transmission after a loss. Tleady-state distribution
of this model is given bym = q(p+q) 1, = p(p+q)~%. The distribution

of the lengthS of generic burst of losses, considering the system in dguili
rium, is geometric:Pr(S=n) = (1—q)"*g,n > 1 with meanE(S) = g .

LR of the flow, according to this model, and the MLBS of the atreare:

p 1 1 LR 1

LR= Py MLBS=E(S) = q Reciprocallyq = MLES p= 1 LRMLBS

Packet lost

Transmission Packet

lost

Figure 3.6: The simplified Gilbert model.

To select mean loss burst size (MLBS), some real experinteavis been carried
out to see distribution of occurrence of different bursesiB-ITG (Distributed
Traffic Generator)81] is used for varying load and QoSMe37] for collecting
statistics. Fig.3.7illustrates the proportion of mean loss burst size whilg/var
ing load in the network from 0% to 80%. Seeing the partitignoi each size,
investigations have been continued with three selectest sizes (1,3, and 5)
with respect to low, medium, and high burst size. Howevezait be seen that
the size of 1 has occurred the most often (76% of the time)gdaéime attention
will be concentrated more on this size.
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@ 1: 75.38%
mE 10.73%
a3 5.15%
04 4.25%%
W 51255%
@ G: 0.86%
W 9 0.86%
014 0.42%

Figure 3.7: A proportion of loss burst size in real scenario.

2. Implementation
Implementations are done with the network simulator NS-3iea 2.29 P1].
Wireless IEEE 802.11 implementation flaws of the originakiu@n are patched
with wireless update patch from88]. The patch includes realistic channel prop-
agation, Ricean propagation model, 802.11 bug fixes, nieldigta transmission
rates support, and adaptive auto rate fallback (AARF). ém@ntation of video
streaming application is done by adding a video packet mnégson module
(vi deotrace) in NS-2. This module enables transmission of parsed trizoes
real video sequences within NS-2. For communications batwRSQA and
NS2, PSQA moduler fin) has been integrated into this version of NS-2 so that
it can directly acquire input statistics for RNN. The deyeteent of this module
is based on RNN source code from colleagues in DIONYSOS refsemgoup
[84]. The basic code contains all functionalities necessaryi$ing RNN such
as creation, training, and validation. The interactionsveen RNN and NS-2
have been implemented in order to enable communicationdldf Rput/output
with NS-2. For getting score, PSQA is called evesecond (heré=1).

To get PSNR and subjective evaluation, the procedure istiited in Fig.3.8.
First of all, a raw YUV digital video sequence is processedhyencoder that
generates the H.264 bitstream. The bitstream is then paosget a trace file
compatible with NS-2 network simulator. For each run, theudation is spec-
ified with desired loss rate and MLBS (using simplified Gilberodel). As
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a result, loss trace file is obtained, which is used by the ilessrtion block
(gi I bert1 oss) to erase lost packets from the original H.264 bitstreamalfy

the distorted bitstream is decoded to a raw video file forafigation and qual-
ity assessment as well as for PSNR computation. For subgeetialuation, ob-
servers are asked for the average impression of each vidpesee. Single

Stimulus with five expert observers is used and then an agesegre are com-
puted to represent MOS.

YUV video sequence

H.264 bitstream

Parser/Packetizer

Input trace file

Output trace file

Loss insertion

Distorted H.264 bitstream

Distorted YUV Video sequence

Figure 3.8: Process of trace file generation and video distor
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3. Results
The results given by subjective evaluation, PSQA, and PSiéR@esented re-
spectively. Each of them is discussed and a comparison s lopasing subjec-
tive evaluation as reference since the goal here is to appeig QOE as accu-
rately as possible comparing to the scores obtained witjestie approach.

e Subjective Scores

The Fig. 3.9 shows the scores along with standard deviations obtained
with subjective evaluation. It can be seen clearly that tags has a great
impact on perceptual quality as we can see in this figure tgeadation in
guality increases while loss rate increases. However, égeadlation is not
proportional to loss and it does not represent any functfdoss rate. That
is why only technical parameter cannot reveal subjectivaityu We can
observe that loss burst size also has an impact on the engheseption
especially with this video application. We can see that tigidst burst
size 5 results in better quality than other two lower sizealmost every
loss rate except with very high loss from ranging 8% to 9%.sTd@n be
explained by the fact that human observers prefer to havéd somaber of
grouped loss than high number of dispersed loss. Howewvevgiy high
rate (8%, 9%, 10%), the degradation is too important thatjtredity is no
longer acceptable in all cases anyway.

---#---mlbz=1 — & — mlke=3 —-&—- mka=5

Figure 3.9: MOS obtained with subjective approach.
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* PSQA Scores

Fig. 3.10(left) shows the PSQA scores along with standard deviations for
videos experimenting different loss rates and mean losst lsizes. Each
point is computed by taking an average PSQA score of the wihale-
tion (12 seconds). We observed that better QoE is obtain#d higher
MLBS, similar to what we have seen in Fig9with subjective evaluation.
However, we also observe that PSQA scores are too high camgptar
the QOE really obtained by subjective evaluation, so ingafbn has been
conducted and it is found that if we take minimum score forheadeo
(cf. Fig.3.10right), we get better precision of quality as we will see later
in comparison section that the graph follows the one of suive evalua-
tion better than the average score. Thus, in the followirgdbmparison
continues using the minimum value instead of the averagesvalhe rea-
son why minimum scores show better precision is because msialaays
pay more intention to the period of video where they have skeemworst
quality, this event is more remarkable than the no-lossoperiTherefore,
they give quite pessimistic scores than what they haveyrea#in in overall
duration of the sequence. For more details on how scoresaeain time
during the play-out, individual scores for the three diéier loss rates are
also shown in Fig3.14 2% for low loss, 5% for medium loss, and 10% for

high loss.
-k bzl —-%— mh23 — & — mhhss ---%---mikzl —-=— mlbzd — &« — mlbz5
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Figure 3.10: MOS obtained with PSQA: Averadef() and Minimum ¢ight).



QoOE Assessment 91

* PSNR Scores

First, overall PSNR of the video (meaning the average PSNER0frames)
is computed and itis then converted to MOS according to Talaleig.3.11
(left) shows this overall PSNR for each configuration. Bi@5 shows
three PSNR graphs of individual frame corresponding toehddferent
loss rates: 2% for low loss, 5% for medium loss, and 10% fohhass;
it illustrates more in details how PSNR of each frame evalsiduring the
video duration.

The similar situation as in PSQA happened in PSNR, the agePENR
of each frame gives very bad approximation that does noetaig well
to subjective evaluation. The investigation is done and itound that
we should better use the average MSE of the overall framesamgpute
PSNR with this value (cf. Fi§.11right). Better approximation of quality
is obtained as we will see later in comparison section; tlalyifollows
the one of subjective evaluation far better than the aveR®dR of each
frame.

—+— mlbg=1 — & — mlbg=3 —-& — mlbe=5 —+—mlbz=1 — &« — mlbz=3 —-& — - mlk==5

el s
-.

1]

a

D 1 23 33 4 B3 B TR O8H 3 W D5 1% 2% 3% 4% Bx 6% 7w 8% 9% 0%

Loss Loss

Figure 3.11: MOS obtained with PSNR: Average of PSKNR)Yand PSNR of average
MSE (right).

» Score Comparison

Fig.3.12and Fig3.13show comparison between PSQA (hybrid approach)
and PSNR (objective approach) with reference to Single @tim(sub-
jective approach). We can see that PSQA outperforms PSNRsSe of
MLBS=1 and MLBS=3. However, PSQA performs worst in case ofB#=5.
This can be explained by the fact that when minimum score @fithole
duration is considered, in case of high burst, PSQA will gixgte bad
score as we can see in Rgl4that minimums of all graphs with MLBS=5
are very low. Nevertheless, this situation of high bursé $iappens rarely

in real scenario (1% according to Fig7). Even though in high burst size



92 chapter3

PSQA performs worst than PSNR but its advantage of accueailetime
measurement in other cases, contrary to post measurenfe8iNR, makes
it more attractive for resource management mechanisms.
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Figure 3.13: Comparison of MOS obtained with the 3 approsche

Moreover, it can be noticed from Fig.15that PSNR scores fluctuate in
times and PSQA scores are more stable (RBdl4). As such, the latter
is better to use for adaptation mechanism since if we use PSNiRh
changes often, the mechanism will have to adapt often andresayt in
instability of the system.

Finally, the main contribution of this subsection is thefpenance evaluation of
PSQA for video streaming application in WLANSs. After comipar PSQA to PSNR
and subjective approaches, usage of QoE as metric for @souanagement is vali-
dated and thus discussion about opportunities enabled BEynqadric (via PSQA) can
be presented in the following section.
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3.4 Applying QoE for Resource Management

We have seen that PSQA gains advantages and avoids dravitzaoksoth subjective
and objective approaches. It is accurate and can be runlitimeg moreover, it is less
time-consuming and it does not require manpower (excephensubjective quality
assessment step, which is normally done only once). Haapgllity of assessing
QoE automatically via PSQA opens a wide range of opporesitQoE then becomes
an interesting metric for managing network resources. &icmmpetition between
network operators will be based on this metric (i.e. clieadtsvant to have the best
perception of their multimedia applications), it is impant to explore management
directions enabled by QoE concept.

Some previous works have been conducted using this PSQAitpeh for ex-
ample, VoIP over wireless LANSBp], video application over DiffServ networks, or
IPTV over peer-to-peer network8¢]. However, PSQA is application-dependent and
system-dependent, hence even previous related works kavedone but none consid-
ers video streaming over WLANS, which is becoming very papanbwadays. In addi-
tion, main objective of previous works is often in quality nitoring purpose whereas
objective of this dissertation is to use QoE for network ngemaent purpose.

3.4.1 Applying PSQA in Resource Monitoring

The QoE monitoring can be done at different levels, eithemak-user or at network,
depending on the purpose. The advantage of measuring atsemds accuracy because
monitoring entity is located at user itself and real-timé&mation can be collected
easily. On the other hand, monitoring entity can also bequat network side. This
means PSQA can be run at router or point of attachment (PaA)emg able to react
directly to current situation.

Fig. 3.16illustrates different levels in the network where PSQA canptbaced;
it also gives an example of monitoring at end user. It can liEed that monitoring
at end user will give the most accurate information. Thiginfation can be either
used at user terminal (adaptation at end-system) or it cdorvarded to access point
level where first set of solutions can be executed by the aavetsvork. If collected
information is not enough, access points can forward tinéarmation to access router
where more local data is available. Finally, if global demisneeds to be made then
access routers can, in turn, forward collected informatmeentral controllers who
can make decision with global view of the system.
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Figure 3.16: Different levels of control.

The following gives a more detailed example of how to use PSQ@0E moni-
toring and also how communications between network estd#n be processed:

* PSQA running at end-user side

Fig. 3.17 depicts communications between PSQA, user terminal, andsac
point; in which PSQA is placed at user level. For this caser tesminal directly

feeds inputs concerning statistics of the flow to PSQA who pates MOS si-

multaneously and returns it to user terminal afterwards @¢cess point can
then inform other users about the current QoE of ongoingsu@r An incom-

ing terminal hence has valuable information about netweritggmance (3).

Statistics on the fiow

Black PSQA
Box Neuronal Network

MOSq—-/J

Figure 3.17: PSQA running at end user.
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* PSQA running at network side

Fig. 3.18depicts communications between PSQA and access point, ichwh
PSQA is placed at access point. This case is feasible wheaadksary statistics
concerning users can be collected at access point levelidicdse, access point
directly feeds inputs concerning statistics of the flow t@QQRS~vho computes
MOS simultaneously and returns it afterwards. Access poamnt then inform
other users about the current QoE of ongoing users or maretg®rk resource
internally.

. conecked user

conected user
MOS

PSQA Black §
Neuronal Network Box
% Statistics an the fow

Figure 3.18: PSQA running at access point.

3.4.2 Examples of use case

This section provides some examples of use case that degByf@ resource man-
agement. Furthermore, it also gives directions about QoBdbovork management in
terms of global system.

 Call admission control mechanism
Increasing number of wireless users has pushed networktapéo consider call
admission control during operation. With information swshQoE of ongoing
users, it is more efficient to perform the control than usingydandwidth- or
throughput-related information. The experiencing quyabt already connected
users can imply the quality of incoming user; however, dégtian after the ad-
mission has to be considered and handled properly. Thiseaohe at different
level, for example, PSQA can run at the access point in omerdnitor quality
of experience of ongoing users and filter the access from senswaccordingly.
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* Bandwidth allocation

QoE can help network operator handling resource allocattamould be advan-
tageous to regulate bandwidth taking into account userrexqee. For exam-
ple, in variable bit rate (VBR) traffic, bit rate varies oftegsulting in different
amounts of bandwidth requirement in specific times. At thosenents when
the need of bandwidth is less, operators can give the rentatoiother traffics.
Hence, they can earn more benefit while keeping customessiedt

Network selection

Increasing number of network operators has also pushed tsselect the net-
work that will provide the highest quality. This can be dofa, example, at
the access point level with the help of communication protstich as IEEE
802.11k BQ]. Access points can broadcast information about its owmwort
using one of the specified report frames.

Handover management

When mobile users move from one location to another, it isids that network
operator guides user to connect to a specific network agugridi QOE from
ongoing connections in candidate cells. Some wof& have already been
done to provide a method for execution of this guidance. Tmelination of the
two will result in more quality-related ways of control.

Heterogeneous network management

Moreover, seeing that QoE is independent of network teagyle can imag-
ine using QoE as metric in other network environments as.wedi far, some
works have been done in different networks such as Peee¢0{87]; however,
the authors focused more on network monitoring aspect. ,thesnanagement
issue is still left for investigations. Moreover, a growihgterogeneous network
can also be another target. QOE is a perfect metric in thie tfenvironment
where different network technologies co-exist with the eagoal of providing
the best service to users.

QoE-aware Framework

Finally, in the future we can also imagine a QoE-orientedngaork, a whole
network infrastructure based on quality of experience. danmunications be-
tween each network entity, more studies are needed. Howinee exist al-
ready some supports provided by the standard such as IEERI8[3]], which
provides tools to handle handover execution between difteiechnologies. For
SLA, different levels of user would be established alonghwiifferentiated ser-
vice quality and price. Fi§.19depicts a possible QoE-aware framework.
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Figure 3.19: QoE in Resource Management.

3.5 Conclusions

The concept of quality of experience (QoE) has been intredurcthis chapter. Differ-
ent QOE measurement approaches are described and pertamaaiuation has been
conducted. PSQA (Pseudo-Subjective Quality Assessnweetpiuated and its perfor-
mance demonstrates that it represents an appropriate veeg&ss user experience in
real-time manner. After we have seen that it is possible toraatically evaluate QoE
using PSQA, we foresee resource management from a diffanghé.

Therefore, reader is introduced to a novel resource manageapproach using
quality of experience as metric in many management mecimsngsd framework. It
is more relevant and more flexible than QoS parameters whalimdevith multime-
dia applications. In the following parts of this dissemati deeper investigations on
using QOE in network management will be conducted. Use casidse studied both
from network and user perspective and within both homoges@md heterogeneous
environment.
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We have seen in Part | state of the art on radio resource marege
and importance of user experience in wireless multimediwaorking.
In this Part Il, deeper investigations on using QoE in nekwoanage-
ment will be conducted from network operator perspectivevbat we
call network-centric approach in this document. As we cartlsat wire-
less networks nowadays raise many problems for networkabes to
manage their resources. These problems come mainly frotmcted
bandwidth and variable radio condition inherited from thieetess na-
ture of network. In addition, the emergence of multimedadfic with
its strict requirements make it more complicated to manajeork and
hence efficient management mechanisms are indispensalbfes part,
three common mechanisms, namely admission control, raptation,
and scheduling, will be discussed. For each mechanism amszbhased
on user experience will be presented. The human QoE is @utdm
PSQA tool previously described. Instead of relying on techiparam-
eters such as bandwidth, loss, or latency, which do not leteravell
with human perception, this part of dissertation demonessraow QoE
can be used as metric in network management. The simulatiaves
been done in wireless IEEE 802.11 and mobile UMTS envirorisnen
respectively.
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Chapter 4

Admission Control

4.1 Introduction

Since wireless local area networks have started to be deg)aysers can connect easily
to the Internet and the number of Internet users has inaldesaggificantly. Nowadays,
WLAN based on IEEE 802.1B[)] standards with infrastructure mode is the most pop-
ular as we can see hotspots everywhere. At the same timenensiprogress has been
made with this technology, and the ability to support adeainservices became possi-
ble. As a result, mobile hosts running real-time multimeafalications such as video
streaming and VoIP are ubiquitous. These multimedia ugertha major concern be-
cause their traffic is restricted in terms of quality. In aduh, the nature of wireless
network (limited bandwidth, shared resources, channekfi@tence...) made it easy
to be over-utilized. Consequently, network load must betrotlied carefully so that
acceptable quality for real-time applications can be naangd while not penalizing
network operators with underutilization.

Therefore, this dissertation firstly presentsamission contromechanism based
on quality of experience perceived by ongoing users. Thegsed scheme is based
on Mean Opinion Score (MOS) and without interaction frorm hreamans (via PSQA).
The simulation results will demonstrate the performanceisfapproach compared to
the loss-based approach regarding user satisfactionatedllby the QoE achieved at
user and bandwidth utilization of the network evaluatedH®sydgoodput.

The remainder of this chapter is organized as follows. Theptdr begins with
related works in Sectiod.2. Then, Sectiont.3 presents the proposed admission con-
trol algorithm along with interaction between access partd PSQA tool. Imple-
mentations are described in Sectibd and the corresponding simulation results are
presented in Sectiof.5. Finally, Sectiomt.6 presents conclusions.
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4.2 Related Works

To guarantee service quality at users and to optimize resautilization, admission
control is essential; otherwise degradation in qualityl wakult from high collision.
Controlling admission can be handled with several methwds;an observe two main
approachesaccess schedulirgndresource provisioningas explained below.

» The first approach consists in scheduling access to thdesgehannel. This
approach has been proposed to solve inherited problems Ktedia Access
Control (MAC) protocol in IEEE 802.11 standard that does sugiport neither
quality of service nor multiple traffic categories. FirdEHE 802.11e§8] stan-
dard has been created for supporting multiple traffic caiegand then many
variations have been designed, most of them try to scheduoéssa to the channel
taking into account different traffic categories and ptianng multimedia traffic.
Similar approach proposed iB9] manages resources by splitting the contention
period into two subperiods: one for contention between-tiead stations and
another for contention between non real-time stations.

» The second approach consists in restricting the volumeaéifd that enters into
the network with an objective of QoS provisioning. This isuaky done by
estimating channel utilization based on network measunésné&ome schemes
have focused on the analysis of throughput in saturatedionst, referring to
collision probability analyzed inJ0], the author of §1] provide a mechanism
to predict achievable throughput for all users after a nemneation is accepted.
Another scheme proposed by 87 has developed an analytical model to assess
the capability of 802.11 and to control admission of new fibased on channel
busyness ratio.

Even many admission control mechanisms exist, most of threnorly aware of
QoS and very few takes into consideration the quality of eéepee, which is the most
important factor in the increasing multimedia traffic todady majority of the mech-
anisms rely on technical parameters, especially bandwidthey usually compare
available and requested bandwidth before deciding wheéthaccept a connection or
not, similarly to resource provisioning approach. This kswell with wired networks
where bandwidth provisioning is easier (due to stable ndtwondition) than in the
wireless environment. In addition, bandwidth alone is muailggh to guarantee quality.
To accomplish both goals of enabling high quality for adedttlows this chapter pro-
poses a QoE-based admission control mechanism that adengise access network
in real time based on user’s perceived quality.
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4.3 QoE-based Admission Control Mechanism

This section presents an admission control mechanism lmasader experience with
help of PSQA tool. The interested context is wireless aceesgonments such as
IEEE 802.11 standards with infrastructure mode (all traffasses through the ac-
cess point). This choice has been made because the accessgoact as controller
equipped with PSQA tool. The main idea is to have accessguoionitor MOS of its
ongoing connections in order to have knowledge about theeperd quality level of
the service and then to decide whether to accept a new caoonectnot accordingly.

4.3.1 Access points in the proposed scheme

Access point (AP) in the admission control algorithm canlhestrated with a Mealy
automaton in Figt.1; focus is only on the states concerning the proposed scheme.
Assume at the beginning that access point is up and waitingdienection requests.
When a new connection is requested, the access point cosnauitaverage MOS of
all ongoing connections. If MOS is higher than an acceptiblel plus a threshold,
then a new connection will be accepted (AP returns then tairstate); otherwise
it will be rejected (AP then waits until connection releasddoe returning to initial
state). The threshold is used to absorb degradation oftywter a new connection
is accepted. For economizing processing time, the accessqmmputes MOS only
when a new connection is requested and not periodicallyekample, an access point
computes MOS after receiving &ssociation Requefbm a station then it sends back
Association Replgiccording to the algorithm. This approach is dynamic anesecoc
thus it is suitable for wireless networks where channel doorts change often.

0: waiting
1: comparing
2: refusing

MOS = 3 + 1/ accept

request / compute MOS MOS < 3 + t/refuse

N

release / returnto 0

release /
returnto 0

Figure 4.1: States of the access point in the proposed scheme

In the mechanism, the scorefaif quality), according to 5-point scale in Fig.1,
is selected to decide for admission as it is known that thaitylevel is acceptable
for video streaming applications. It can be noticed thatttineshold is very delicate
to define as it depends on the granularity expected.idfhigh, it will result in high
guality because the scheme will grant all network capaoiy $mall number of flows.



108 chapter4

Nevertheless, this restriction may raise under-util@afproblem, which is expensive
for network operator. With the similar reasoningt i small, it will result in low qual-
ity due to congestion in the network. Thus, a tradeoff betwleendwidth utilization
(accepting more connections) and its consequence in chon@egradation has to be
weighed properly.

4.3.2 Interaction between access points and PSQA

All access points in the scheme are assumed having two additfunctionalities:
monitoring loss and communicating with PSQA. The PSQA tqurates at every
access point and helps them for MOS computation. The irtierabetween access
point and PSQA tool is explained and illustrate in FAg2

APSQA

Figure 4.2: Interaction between the access point and PSQA to

1. The access point monitors loss statistics of each catatgs and gives these
statistics to PSQA tool as input.

2. After receiving statistics from the access point, PSQ# tmmputes MOS and
returns it to the access point afterwards.

Two specific parameters concerning losses are monitoreaulsecprevious work of
PSQA has demonstrated that loss statistics is the most tengdactor for quality.
Therefore, the statistics considered in the implementadi@ loss rate (LR), the loss
rate of video packets; and mean loss burst size (MLBS), tleeage length of se-
guences of consecutive lost packets, this parameter eapthie way losses are dis-
tributed in the flow as it affects dramatically the perceptid video B6]. High MLBS
makes impairment more visible in the video; however, after $tudy in 93], it has
been found that humans prefer sequences where losses arentrated over those
where losses are isolated but more frequent.



QoE-based Admission Control Mechanism 109

4.3.3 Example of scenario

This section first illustrates the effect of no admissiontodirin the system and then it
explains how the scheme will be applied to this type of situnat

Assuming in this example that the network operator doesmplement any admis-
sion control mechanism; the connection arrival rate is amnection per second and
the network operator accepts all connections until its maxn capacity. With simula-
tions, we observe how quality changes in time. From thedEsgwe can see that QoE
is excellent at the beginning because a small number of @bions can profit from all
available bandwidth. However, when the number of admittathections gets to 11,
the quality begins to degrade until it reaches and remaittseagcore 1l§ad quality).
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Figure 4.3: QoE in the example scenario.

The functioning of the scheme is illustrated by this examptethis scenario, a
value of 0.5 is adopted for the threshaltéecause the chosen value provides a good
balance between bandwidth utilization and quality degradaafter extensive simu-
lations. Witht = 0.5, the network operator will accept connections until cotfdOS
reaches an interval [3.0-3.5] and then stop admitting nemneotion at 12 admitted
flows where this threshold is attained (hatched zone). Thebeu of flows remains 12
until at least one connection releases its bandwidth andpkeator can then accept a
new flow again.

It can be noticed that the threshdaltas a great impact on the number of admitting
connection. In the future, different thresholds could beduso treat different user
priorities. For example, user with high priority will havenggh threshold because the
perceived quality have to be guaranteed strictly. On therdtlands, the threshold for
lower priority users may be smaller because this class akusdess sensitive or less
restricted in terms of quality. However, some cautions stheat up so that the small
threshold of low-priority user should not affect qualityalfeady admitted users.
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4.4 Performance Evaluation

The performance evaluation is conducted in wireless aaoetsgork based on IEEE
802.11b specification9d] and the scheme is evaluated with video streaming appli-
cation. For the test, the network simulator NS2A][version 2.28 is used with the
wireless update patch from TKMN%]. Two extra modules\i deot r ace andr nn) pre-
viously explained in Chapte3 are integrated into the simulator and admission control
is done according to the described algorithm.

4.4.1 Simulation setup

The admission control isimplemented in access point opegrah infrastructure mode.
For the topology, the access point is situated in the midilleeocell possessing a cov-
erage area of 500mx500m. Client nodes are positioned ralydonthe cell. Each
client requests for video streaming of 384 kbps with conimachandling time of
60 seconds. Connection arrival rate is one connection pemske The access point
monitors user experience for each connection with PSQA toprde MOS of each
connection using statistics measured at its downlink fateis. The scenario is similar
to the one explained in the example scenario.

4.4.2 Comparison with loss rate based schemes

The proposed scheme is compared with admission controkeimghtation based on
loss rate because it is the pertinent metric that is widegdus determining service
quality. Three rate-based schemes (2%, 5%, and 10%) havechesen, they corre-
spond to low, medium, and high loss for video streaming &pgibn in the wireless
system. In each loss-based scheme, the access point valbstoitting new con-
nection when the specified percentage of loss is reached.reBét of evaluation is
detailed in the following section.

45 Results

Two significant metrics are considered for evaluation offta@posed scheme. The first
one is user satisfaction that can be measured in terms of Kdpanon Score (MOS)
and the second one is bandwidth utilization that can be nmedsuo terms of goodput.
The results are explained according to these metrics ansltmenary of performance
comparison is given at the end.
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4.5.1 User satisfaction

For measuring user satisfaction, we should evaluate hovg peeceive the service and
how satisfied they are. To do so, PSQA tool is deployed to medd®S of each
connection; this MOS expresses user perception of thecgerVhe global MOS of the
system is illustrated here by taking an average MOS of aiV@connections; this is
done every decision epoch determined by the connectiorahrate. In this scenario,
it is done every second, thus the MOS presented in4Hgs taken every second. In
addition, PSQA also continues to measure MOS during trassion periodically in
order to see how quality evaluates in time.
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Figure 4.4: QoE and loss based schemes: MOS comparison.

From the Figd.4, it can be seen that the proposed scheme outperforms nmktont
approach and 10% based approach. This can be explained gcthteat in the no-
control approach, the call admission control does not east the network always
accepts new connections leading to congestion and henceuadity. In the sec-
ond case, limiting loss rate at 10% is too high for obtainimgd quality for video
streaming applications. The proposed scheme performistisligetter than 5% based
approach which is, generally, a delimited loss rate beyohidkvguality will no longer
be acceptable. Nevertheless, 2% based approach givesdseites than the proposed
scheme does but with the price of bandwidth underutilizadiscussed in next section.

4.5.2 Goodput

For resource utilization assessment, the goodput is measut is, indeed, the ap-
plication level throughput. It represents the number offuiskits per unit of time
forwarded by the network from a source to a destination. Feasaring the goodput
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Figure 4.5: QoE and loss based schemes: Goodput comparison.

in NS-2, the number of bits successfully received at eactiostés computed. Fig.
4.5shows the global goodput of the network in each scheme. Tudtr@onfirms less
goodput obtained by 2% based scheme as just mentionedredmliiact, the loss of
2% is very restricted for admission; consequently the gobdp2% based scheme is
lower than others. We can also observe that 5% based schefoenperetty well in
the beginning but the throughput drops sharply around ti&®&ond. On the con-
trary, the proposed scheme performs slightly lower at thggriveng but it maintains at
good level until around 30 second, while the others perform worst.

4.5.3 Performance summary

Table4.1summarizes the performance of five schemes previously imguland high-
light the performance of the proposed mechanism. It alsegyimformation about
number of flows admitted by each scheme and the maximum bdtfdwutilization.

Table 4.1: Comparing QoE and loss based schemes: Summary.

Scheme || Max. Bandwidth| Connection| Average
utilization admitted MOS
2% based 3.6 Mbps 10 flows 3.62
MOS based 4.32 Mbps 12 flows 3.35
5% based 3.96 Mbps 11 flows 3.19
10% based 4.68 Mbps 13 flows 2.17
No-control 7.2 Mbps 20 flows 2.06
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4.6 Conclusions and Perspectives

In this chapter, an admission control mechanism based aeperal quality has been
proposed. While others consider purely technical pararsetieis chapter investigates
the interpretation of these parameters to human percefitemnQoE). Thus, the pro-
posed scheme provides a method to control radio resourde lding aware of quality
experienced by users.

In fact, the access point in the proposed scheme monitolgygaaperienced by
ongoing users (with help of PSQA) and makes admission aecsccordingly. Al-
though the scheme is based only on current score (percejvadtlve users); we can
obtain good performances. Furthermore, it would be interggo see if we can im-
prove the scheme to enable MOS prediction and h€ute provisioning If prediction
of QOE is possible, operator would be able to manage resswitk precision of QoE
that will be reached by users.

Moreover, as service differentiation is an important canage wireless LAN nowa-
days, it would also be interesting to study different thomddh to be used further to
address different user priorities or traffic classes. A#soadmission control only solve
the problem at network entrance phase, network conditionehange during connec-
tion holding time, and thus adaptation along connectioatiom would also be another
attractive issue for investigation.
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Chapter 5

Multicast Rate Adaptation

5.1 Introduction

We have seen in the previous chapter how QoE can be used fassidmin WLAN,
this chapter will investigate multicast transmission anelspnt how QoOE can also be
used to improve quality performance in this type of netwdkk.we can notice, wire-
less networks have been deploying everywhere with IEEEI80&s the most popular
standard; however, wireless resources are scarce andegsrebndition varies often
as mentioned previously. These limitations are cruciabfgplications with tight QoS
requirements such as video or voice over IP. To cope withetipesblems, the stan-
dard has provided many features includmaglti-rate capability, which is the focus of
this chapter. Multi-rate capability is beneficial espdgidr multicast transmission,
in which the traffic sent by default at basic rate may resuttapacity wasting due to
longer channel occupancy. Moreover, the lack of feedbadcthar@ism makes it diffi-
cult to deal with reliability or service quality. Some protids have been proposed to
use rate adaptation in handling the problem but none of tladwestinto account user
experience, which is an essential quality indicator fortimedia application.

Therefore, in this chapter, twmate-adaptationmechanisms based on quality of
experience will be proposed. The first one simply uses Qokhdisator to adapt
transmission rate. Similar protocols have been proposdtiariterature and most
of them make use of the same static-threshold approach &r toddecide when to
change transmission rate. Unfortunately, static threstdoks not adapt well to vary-
ing network condition, which is common in wireless enviraamh Thus, the second
mechanism is also proposed; it provides dynamic rate atlaptaechanism based on
guality of experience as well. For both schemes, PSQA tagdésl for obtaining mean
opinion score in real time. The objective is to improve baitiwutilization while sat-
isfying user experience. The results illustrate signifiga@rformance improvement
obtained by the proposed scheme according to this goal.
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The rest of this chapter is organized as follow. This chaptgins with back-
grounds on wireless multicast in Sectibr2 following by related works in SectioB.3.
The proposed schemes are presented in Sebtibalong with their simulation set up
and results. Finally, conclusions are given in Sectdn

5.2 Wireless Multicast

Multicast over wireless networks is a fundamental commation function because
wireless network is inherently broadcast by nature. Thismsethat a packet that is
sent only once, will reach all intended recipients in malsicgroup. Therefore, multi-
cast is an efficient method to transmit the same data to a g®u@llows transmission
of data to multiple destinations using fewer network resear More recently, the fast-
growth of wireless network and its application has pushediployment of multicast
communication over wireless networks. We can see todaygwsapplications support
multicast; for example, conference meeting, mobile conmmémobile auctions), mil-
itary command and control, distance education, entertamrmervice, and intelligent
transport system.

However, multicast application has some constraints. ighst traffic has been set
to the lowest transmission rate (basic rate) in order tolr@dilanobile nodes especially
the further ones because they are subject to importantidiggiag and interference.
The lower rates disadvantage transmission in terms of aiamutupancy since they
take longer time than the higher rates to send the same ambinformation. This
performance anomaly has been presente@@j it is mentioned that slow host may
considerably limit the throughput of other hosts roughlythe level of lower rate.
Another constraint in multicast transmission is the lackaoknowledgment and re-
transmission due to huge amount of traffic overhead thedeepmwill generate. This
is severe when transmission mode is multicast because tinéeruof acknowledg-
ment/retransmission will be multiplied by the number ofipgents in the multicast
group, which could cause collision due to feedback implosio

The lack of feedback results in two main drawbacks, firstig inore difficult to
know the current situation of the mobile node without feetkomechanism. There-
fore, many of the schemes insist the use of feedback mechafas example, they
make use of RTS/CTS (Request/Clear To Send) frames or chprotgng mecha-
nism. Secondly no feedback means no recovery from the logsror; this makes
multicast transmission unreliable. Some researchers aosed reliable multicast
protocols (e.g.96] or [97]) to deal with unreliability issue. However, this chapteed
not focus on reliability problem since it can be assumed fitvateal-time traffics like
UDP-based streaming, reliability is not a crucial issueis Ipreferable to lose a few
packets than waiting for retransmission, which delays padklivery. Hence, similar
to the previous chapter, the focus here will be on the perdorre of the network with
respect to user satisfaction and network utilization ag Hre the main objectives of
this dissertation.
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5.3 Related Works

This section begins with some backgrounds concerning @etation capability in
wireless IEEE 802.11 networks. Then, it continues with edaptation mechanisms
designed for in IEEE 802.11 for unicast and multicast trassion respectively.

5.3.1 Rate adaptation capability

The rise of wireless communications has pushed researctdevelopment in this
area to grow very quickly. IEEE 802.1B(] based wireless communications have
been widely deployed. Commercial products and numerowssaaretworks are avail-
able. Moreover, the standard has provided many specificafmr the deployment of
wireless networks; one of which is the multi-rate transmoissapability provided by
802.11 physical layers. For example: 1, 2, 5.5, 11 Mbps dattesrare available in
IEEE 802.11b 94]; or 6, 9, 12, 18, 24, 36, 48, 54 Mbps are also available in IEEE
802.11g P8|. These different data rates come from different modufatechniques
and channel encoding schemes; for example, in IEEE 8020&BSK (Differential
Binary Phase Shift Keying), DQPSK (Differential Quadratithase Shift Keying),
CCK (Complementary Code Keying) 5.5 and CCK 11 correspondata rate of 1,
2, 5.5, 11 Mbps respectively. In wireless environment,edléht factors such as path
loss, fading, or interference in the channel have direceiohpn the variation of the re-
ceived signal to noise ratio (SNR), which results in vadatin Bit Error Rate (BER).
The lower the SNR the more difficult it is for the modulatiorheme to decode the
received signal, resulting in higher BER; hence the needtefadaptation.

5.3.2 Rate adaptation mechanisms in wireless unicast

The first and widely used rate adaptation protocol in commagpcoducts isAuto Rate
Fallback (ARF)[99]. In ARF, when SNR decreases, an access point tries to recove
by decreasing the transmission rate. In fact, the access pwoitches to a higher rate
when a certain number (ten) of packets has been succesefoklyved; it switches
back to the lower rate when a failure occurs right after rateease. If a failure occurs
when the number of consecutive successful transmissidessshan ten, the access
point switches to a lower rate only after two consecutivéufas. Regardless of its
wide implementation in commercial products, the protocs la drawback resulting
from the static-threshold approach, which does not adapttavgarying condition in
wireless networks.

To solve disadvantages from static-threshold approa&hatithors of 100 have
proposedAdaptive ARF (AARFE)The authors also use threshold-based mechanism as
in ARF but instead of setting it to a fixed number, the thredHollows binary ex-
ponential backoff continuously at runtime to better refecthe channel conditions.
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This means they multiply by two the number of consecutivecessful transmission
required to switch to a higher rate. The mechanism increteeperiod between suc-
cessive failed attempts to use a higher rate results in fiallares and retransmissions,
thus the overall throughput is improved. Despite that AAREn efficient mechanism;
it cannot be used in multicast transmission since the imefeation of this protocol
requires acknowledgment and retransmission, which asbbid in multicast.

Another popular protocol iReceiver-Based Auto Rate (RBARQ]] that has the
goal of performance optimization in wireless networks gsfso rate-adaptation mech-
anism at MAC layer. In RBAR protocol, RTS/CTS mechanism iglded in order to
get/send feedback from receiver. In fact, RTS is sent oudrbegach transmission by
the sender and it is received by the receiver who computeShkieof the frame. After
consulting a table mapping of SNR and rate, the receiversbadk the transmission
rate for the sender to use in the next transmissions in CTS.&id CTS headers have
been modified for the purposes. This mechanism is based on(&\Routed with a
priory channel model), which is a physical parameter thasdoot always correlate
well with human perception. Moreover, RTS/CTS mechanistisabled in multicast
transmission.

5.3.3 Rate adaptation in wireless multicast

Based on similar idea of using RTS/CTS in RBAR, the authoi24jf have proposed
Rate Adaptive Multicast protocol (RANYr channel estimation and rate selection. In
this protocol, multicast receivers make use of RTS to meashannel condition and
send back transmission rate for sender to use in CTS. In basa imember does not
receive the data frame correctly, it will send a NACK (Not Ackvledge). For en-
hancing the throughput, the authors added a frame sequeht&fiRTS. This field is
used by the member to check whether multicast data frame esvename or retrans-
mission. If a frame is a retransmission of a previously sasfidly received frame, a
member will not participate in this multicast transmissi®his reduces the number of
retransmission. It can be noticed that the protocol make®tRTS/CTS, NACK and
retransmission, which are disabled in multicast. In additthere are many modifica-
tions to existing frames.

To overcome feedback implosion problem, the author26f proposedLeader-
based Rate Adaptive Multicasting for Wireless LANs (LM-ARBtocol that deploys
leader-based feedback approach and adapts data rate ingctrdARF. One of the
receiving stations, which is the leader, is responsiblestrding ACK on behalf of
the participating multicast stations. If any multicasta®er, which is not the leader,
fails to receive a multicast frame, it will send a negativeramviedgment (NAK) to
request retransmission. The AP adjusts the contentionomirgize the same way as
that of a unicast transmission thus keeping fairness betweiast flows. New frame
type calledCTS-to-Selframe has been added in order to guarantee the channel access
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and to announce the transmission of a multicast frame. Thighanism covers several
aspects such as fairness, reliability, and performanceeter, since it uses ARF, it
also inherits the static-threshold approach and drawbb&Ré as well.

To avoid using RTS/CTS, the authors @9 proposedAuto Rate Selection for
Multicast (ARSM)rotocol that uses multicast channel probe operation (MGHM
multicast probe frame sent out by AP before sending multicafic. In this protocol,
the user having the lowest SNR will be the one in charge ofyieglto the AP by
multicast response. The AP then selects the multicast détabased on feedback
in three different ways: explicit, implicit, and no feedlacFor avoiding collision,
multicast users select backoff timer according to their SidRie.

Taking into account user perception, the author2@f proposedSNR-based Auto
Rate for Multicast (SARM)t adapts transmission rate according to SNR of the node
experiencing the worst channel condition. SNR referencehtained from a table
listing required SNR for PSNR (peak signal to noise ratiafe higher than 30 (rep-
resenting good quality) for each transmission rate. By ghrapmulticast transmission
rate on the basis of SNR values reported by mobile nodes, itleéess channel is used
more efficiently. To overcome the lack of feedback mechammsmulticast, the authors
propose a channel probing mechanism to inform the accessqfdhe channel quality
at mobile nodes. To avoid collision when nodes transmitlbeel to the access point,
the author also proposed a backoff timer for each mobile m@ded on the received
SNR. This scheme seems to have the closest objective to dpesed scheme (good
user-end quality), thus its results will be compared to ¢haisthe proposed scheme.

For better comprehension, we summarized the describednsshi|a Tables. 1.

Table 5.1: Summary of rate adaptation protocols.

Protocol | Threshold Metric Feedback
Unicast ARF static tx failure ACK
AARF dynamic tx failure ACK
RBAR static SNR RTS/CTS
Multicast RAM static SNR RTS/CTS, NACK
ARSM static SNR Channel probing
LM-ARF static tx failure Leader-based
SARM static SNR, PSNR| Channel probing

5.4 The Proposed Schemes

This section begins with describing how access point gets Qmore in real time.
Then it continues with strategy, setup, and results of s&td dynamic approaches
respectively.
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5.4.1 Getting real-time QoE

For a better comprehension of statistics selection for PS§@#ne notions of video
compression are recalled here. There are three types oéfased in video compres-
sion5.1 I-frames, P-frames, and B-frames. An I-frame is an ’Intcated picture’, in
effect a fully-specified picture, like a conventional stathage file. The other two are
P-frames (forward-predicted) and B-frames (bi-direcaiby predicted) holding only
part of the image information, so they need less space te $han an I-frame, and
thus improve video compression rates.

Figure 5.1: Video compression: each P frame is produced frivame, each B frame
is produced from | and P frames.

PSQA has been trained and validated using statistics ofcapipin frame level
(I/P/B) to map with users’ perception. In other words, thiéolwing parameters are
used: loss rate of the | frame, loss rate of the P frame, Idssafethe B frame, and
mean loss burst size (MLBS) of the | frame. The last paramstaesed to capture the
way losses are distributed in the flow as it affects dramByitiae perception of video
[86]; this is collected for | frame, which is the most importardrhe type.

For communications between access point and mobile nobdessdheme uses
IEEE 802.11k standard P2, which specifies many measurement requests and reports
that are useful for the proposed schemes. It can be notiadnith IEEE 802.11k
measurements, the control traffic is less significant in seafoverhead as it is sent
much less frequently than other packet-level schemes. ¥ample, control traffic
can be sent every second in this scheme comparing to eveye giacket in the other
packet-level schemes.

An access point in the proposed schemes initiates requastisef actual QoE to
users at different timestamps at the beginning of monitpperiod in the order of
session joining. This is to avoid collision explosion of oegs sending back from all
users. With PSQA running on every station, users compuie @k and return it to
the access point afterwards. Thanks to this informatioremtondition changes, the
access point adapt its transmission rate accordingly.

5.4.2 Static Approach

Firstly, a static approach is proposed. It is a novel ratgpedeon mechanism that
adjusts transmission rate according to end-user peraeptierms of quality of expe-
rience. The idea of the proposed scheme is to use QoE feeftoacknobile stations
to provision the current condition of the network and theagdhe rate accordingly.
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1. Algorithm

QOE indicator is used to switch from one transmission ratartother because it is
more relevant to adapt the transmission rate taking intowutcthe quality perceived
at the end-user rather than other signal parameters. Alsexplained earlier, the
physical modulation plays an important role in such envinent and hence adapting
modulation would help facing the bad condition.

Assuming PSQA running on every multicast client, Bgillustrates the behavior
of an access point in the scheme during multicast sessiatiheAieginning, the access
point transmits multicast traffic at its highest rate. TherA@nitors its attached clients
every monitoring intervalri). Note that this scheme uses time scale in terms of second
because this scale is more reasonable than scaling in pabketdealing with human
perception. When the timer rings, AP begins by sending retguie multicast members
in order of membership precedence in order to avoid colisibreports sending back
from members. When a report is received, AP updates the mmiMOS (nin) of the
group accordingly. Once the last report has been receiv@dmparesnmin with the
lower bound ). Thislb is computed by adding a margim@) to a reference score
(rf), which is an acceptable score for the applicationmif is less tharb, then AP
switches immediately to one-step lower rate until minimater If minis higher than
Ib, then AP increases the counter (representing the durdtadmAP has been waiting).
If the counter reaches a threshottl)( then AP switches to one-step upper rate until

maximum rate.
@q—mm <[h
rate

Update
Last min
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cournter
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Figure 5.2: Access point behavior during multicast session

It can be noticed that when condition degrades, the accessipdhe proposed
scheme lowers the transmission rate immediately. Thisasl&pt instantly to bad con-
dition because it is essential to recover from the bad sanatpidly. When network
condition becomes better (i.emin is higher thanb) for a certain amount of times,
the AP switches to higher rate. This waiting threshold isduseavoid ping-pong ef-
fect; before sending at higher rate (higher risk of BER), Wwewdd make sure that this
condition remains quite stable.
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2. Simulation Setup

Firstly, description of the scenario is explained folloginy those of the implementa-
tion. After that, explanation of how to select the value ae8hold is given.

e Scenario

Fig. 5.3illustrates the topology; there is a video server on therfrgewith three
multicast nodes connected to it via an access point. Thedamgoate of the
video used in the test is illustrated in Figd. At the beginning, all nodes locate
near by the access point (less than 50m radius). After 1nsis¢stationl (stl)
moves away from the access point (150m), and then at tfesdfond it begins
to move back to its initial position.

Intermat

move away at 10s
move back at 40s

Figure 5.3: Topology of the scenario.
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Figure 5.4: Rate variation of encoded video.
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* Implementation of the static scheme

Simulation environment is IEEE 802.11 operating in infrasture mode, as in

the previous chapter. The video sequence is an H.264-castpeesce of du-
ration 60 seconds. It is encoded at 384 Kbps and streamed lircasti mode
using UDP. The implementation has been done via the netwiorklator NS-

2 [21] version 2.29, patched and integrated with additional nesl§ nn and

vi deot race) to works with PSQA and to stream real video sequence respec-
tively. In addition, within the modifiedac module, transmission modulation is
adapted automatically according to PSQA score using thegsed algorithm.

* Threshold Selection

Please note that the value of threshold can be set as apgiepoi use case.
For this example, different values are simulated befordhamet the best value.
Knowing thatmiis set to 1 second, eight different values for threshold e
tested, ranging from 1 to 8. Fig.5and Fig.5.6illustrate the user experience
and the goodput obtained with different values of threshdtkase note that
the curves in Fig5.5are normalized, this means that the results are divided by
maximum value which is MOS=5. Values in both graphs have lsbédted byx
which is equal ta-1 wherei is the value of threshold.

Since the curves have similar trends, which are difficulhteripret; Tablé.2(a)
presents summaries of average QoE and goodput values (mfradections) for
each threshold. It can be observed that surprisingly thelgatbovariation is not
much affected if the whole connection duration is considefiéderefore, we try
to focus on the duration during which the node is in movemedutifig 20s to
40s); Tables.2(b) presents these results. With all the arguments observed fro
the experiments, the value 5 is chosentfobecause it is a compromised value
that gives reasonable reactivity while giving high MOS anddput. Therefore,
the simulations will be conducted with configurations in [Egh 3.

Table 5.2: QoE and goodput of different thresholds.
(a) for the whole connection

Threshold| 1 2 3|1 4] 5 6 7 8
MOS 3.85[4.38(4.40|4.48/4.48/4.51|4.59|4.61
Goodput || 1.05/1.07/1.04/1.05/1.06/1.07|1.07|1.05
(b) during mobility
Threshold|| 1 | 2 | 3 | 4| 5| 6 | 7 | 8
MOS 2.98]3.79| 3.8 |4.13/4.32/4.08|4.32|4.51
Goodput |]0.98]1.05/0.97/0.98/1.05|1.05| 1.05| 1.06
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Figure 5.5: Quality of experience for different values afetshold.
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Figure 5.6: Goodput for different values of threshold.

Table 5.3: Configuration of parameters.

Parameter Description Value
mi monitoring interval 1
th threshold 5
rt reference score 3
mg margin 1
Ib lower bound 4

chapter5
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3. Results

The results are illustrated with two metrics: the goodpat (fetwork utilization) and
QOE (for user perception). The proposed scheme is comparthe tdefault multicast
(IMpbs), maximum throughput (11Mbps), and SARM-like metkm. The compari-
son of performance with SARM important is because the objedf both schemes is
similar. They both want to guarantee quality of service atréceiver; SARM makes
use of SNR and PSNR, the proposed scheme makes use of QoE.

« Goodput

Fig.5.7illustrates the average goodput of all stations obtainethfeach scheme.
Then, details of how individual station behaves in termsaddput are shown

in Fig. 5.8and Fig.5.9for a fixed station (st0) located near by the AP and for a
mobile station (moving away from and back to the AP) respedbti

16
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Figure 5.7: Average goodput of all stations.

Observation from Ficp.7:

— It can be seen that the proposed scheme provides the higleestia good-
put. More importantly, when the node moves (during 10s tg,48s aver-
age goodput is much higher than all others. This is becaessctieme has
adapted directly to user perception resulted from sevenarmeters.

— When transmit at default rate (1 Mbps), throughput is thedsiin general

(graph before 10s and after 40s). This proves the problenanéiwidth
wasting in multicast.

— Using maximum rate gives high goodput at the beginning artieaend;
however, when the distance increases (with mobility); clehucondition
degrades and this strategy performs badly.
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— SNR-based performs better than default multicast rateghisiconformed
to what have been mentioned iB87]. However, SNR in the scenario is
quite low because of mobility and this makes the scheme @amghe
lowest rate as we can observe in the graph; when the mobilerstzegins
to move, the scheme behaves the same way as in default-1M.
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Figure 5.8: Goodput of a fixed station.

We can see from Fi§.8that for a fixed station located nearby the AP, its goodput
does not change much among different schemes. The variatdue more to
the encoding rate (shown in Fig4) than the channel condition. However, we
can observe that using 11M for transmission gives a littghlr advantage in
terms of goodput. This is because when the station is claséuet AP, it can
profit efficiently from short distance and high transmissiate.
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Figure 5.9: Goodput of a moving station.
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On the contrary, for a moving station in Fig9 its goodput varies often during
station’s movement. We observe few drops in the proposeensetdue to the
time used to switch to lower rate. We also observe that usigh transmis-

sion rate (11M) giving very bad results; this is due to thehhBEER the station

suffered when moving away from and back to the AP.

Transmission rate (Mbps)
I o

=

a n 20 30 40 &0 &0
Time [zec)

Figure 5.10: Rate adaptation of the proposed scheme dumagst scenario.

Note here that this chapter illustrates only the goodpubperance of multicast
traffic. It can be noticed that if background traffic is alsmsinlered, its good-
put will be increased when the rate increases and networkatgyegains more
goodput as much as access point transmits at higher ratesscarnbe explained
by the fact that sending at faster rate allows more times floerotraffics. The
rate variation of the proposed scheme is presented i» Hig.

* Quality of Experience

For QoE performance, two graphs concerning minimum QoEnetand aver-
age QoE of all stations are illustrated.
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Figure 5.11: Minimum QoE during multicast for each scheme.
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Fig. 5.11illustrates the scores obtained by a member encountered/dhst
channel condition. It can be seen that the proposed schetpertarms the
others. During moving period, we can see that all schemesrexre quite bad
performance. The worst scheme is maximum-11M because thésrio high,
and then follows by SNR-based and Default-1M respectivBlgspite that the
proposed scheme performs the best, we also observe sonmedoged by the
time taken to adapt to the bad channel condition.
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Figure 5.12: Average QOE of all stations for each scheme.

Fig. 5.12illustrates the overall performance of the network. Sirtoe $cheme
uses QOE as indicator in the proposed scheme, it gets a gedatrpance in
terms of QoE (the average QOE is at least 3.5). However, #rera few drops
in the graph due to the time the proposed scheme uses to addgt hew con-
dition. We also observed that the main problem of SARM-likechranism may
be caused by PSNR definition that does not have a directaesidtip with QoE.

5.4.3 Dynamic Approach

We have noticed from previous works that all proposed scisame a static-threshold
rate adaptation for multicast, and none of them has coreidirnamic threshold adap-
tation; the parameters are number of transmission failugN\iR as shown in Table. L
The problematic issue associated with static approacleiadaptability to the network
condition fluctuation, which is common in wireless enviramh Another point to no-
tice is that all the schemes handle rate adaptation acaptdistatistics from packet
or frame levels, only SARM uses the concept of PSNR to dedl user perception.
Unfortunately, technical parameters do not reveal qualftgxperience as perceived
by the user and it is still questionable whether PSNR hasioekship with QoE 103.
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In order to overcome different limitations and to adapt teiemment and user
perception dynamicallyQoE-based Dynamic Rate Adaptive Multicast (Q-DRA®S)
proposed. Itis a novel mechanism that dynamically adjuatstnission rate according
to end-user perception by mean of quality of experience.s Rimilar to the static
approach because it also uses QoE as metric; however, teisamiem adds dynamic
adaptability to help adjusting to network condition dynaatly.

1. Adaptation Strategy

The most important decision to make in rate adaptation isitpain how long to wait
(backoff) before changing rate.

» For switching down, the decision is quite simple becausedweanot want to
stay in bad situation so the access point switches rapicyioaver rate, as seen
before. From the literature, there are two causes for switcHown. The first
one is failure due to varying network condition; this is rmatly happened when
network condition changes due to mobility, interferende, én this case, the
sender should wait for two consecutive failures before vty down in order
to avoid changing rate up and down all the time (ping-pongatff The second
cause is due to the action that the sender just took to swatehhigher rate; in
this case of failure here, the sender switches immediatethe previous rate
because the new rate appears to be too high. The proposemechatches
down immediately after both cases. Note that failure in $lslseme occurs when
QoE is less than a desired threshold (more details in nexsesation). The ping-
pong effect will not affect the proposed scheme since it tisesscale in unit of
second, which is long enough to avoid it.

» For switching up, the scheme uses dynamic-thresholdceglyatalled binaryex-
ponential backoff (BEB3imilar to AARF. This strategy allows us to adapt to
varying network condition. With BEB, access point increatiee backoff ex-
ponentially when failure occurs or repeats after the sugfaésittempt of rate
increase. It means that if the QOE is less than desfeel (ight after switching
up (ust_up; the access point switches down immediately and beforagrio
switching up again it waits longer by setting the backoffdmo be twice of the
previous value. For the other case of failure (varying ctad), the scheme does
not update backoff stage. Figl3illustrates how BEB works in the proposed
scheme. At the beginning, the backoff timer is set to mininuatue ¢hMIN).
During multicast session, it will be reset toMIN again after a successful at-
tempt of rate increase. The backoff timer cannot exdb®&tAX Therefore, the
backoff timers corresponding to each stage in Q-DRAM aré {Q:2, 2:4}.



130 chapter5

m
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Figure 5.13: Binary exponential backoff in Q-DRAM.

2. Access Point’s Algorithm

Fig. 5.14illustrates the behavior of an access point during multisassion. PSQA
is assumed to be running on every multicast node. At the betgnthe access point
transmits multicast traffic at its highest rate. The AP mansitits ongoing clients
every monitoring intervalrfi) in unit of second. When the timer rings, AP begins
by sending requests to multicast members in the order of reeship precedence (to
avoid feedback implosion). When a report is received, APatgsithe minimum MOS
(min) of the group accordingly. Once the last report has beenvedgt comparesin
with the desired QoE called as lower boutia) ( computed as in the static scheme. If
minis less tharb, then AP switches immediately to one-step lower rate uritiimum
rate; in case of unsatisfied QoE just after rate increaseydbkoff stage is updated. If
minis higher tharb, then AP increases the counter (representing the durdtainAP
has been waiting); if the counter reaches a threshbljiherei is backoff stage, then
AP switches to one-step upper rate and the backoff stageas re

Update
backaoff st up = frus
slage

Just up = false

i< R

ounteril < thli} 'D“;Lﬁ:f in == b

Increasa
@—mﬂn!erﬁ thil

Figure 5.14: Access point behavior during multicast sessio
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3. Simulation Setup

For the simulation, setup is the same as in static approatie stenario is briefly
recalled here, all nodes are located near by the access (psstthan 50m radius)
at the beginning, after 10 seconds, stationl (stl) movey &om the access point
(150m), and then at the #0second it begins to move back to its initial position. After
extensive simulations, the scheme ut@dIN=1s, andthMAX=4s. Hence, backoff
timers corresponding to each backoff stage are {0:1; 1:4}. ZThe value ofthMAX

is set to 4s in order to react rapidly to condition change. leém@ntation has been
modified according to the dynamic algorithm.

4. Results

Results are demonstrated in terms of goodput and QoE. Tip@ged scheme is com-
pared to 1Mbps, 11Mbps, and SARM-like mechanism as before.

» Goodput

First, Fig5.15illustrates the average goodput of all stations obtainechfeach
scheme. Then, two more graphs are presented: a fixed stat®ridcated near
by the AP in Fig.5.17and a mobile station (moving away from and back to the
AP) in Fig. 5.18 Note that the goodput is normalized according to the emgpdi
rate of the video thus the obtained results scaled in theviait{0:1].

It can be seen from Fif.15that the proposed scheme provides the highest av-
erage goodput. More importantly, its average goodput isiigantly higher
than all others schemes during node movement (10s to 50skves, we also
observed the fluctuation generated by attempts of rateasorg during this pe-
riod. We observed similar behaviors for 1M and 11M schemes. FARM, it
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Figure 5.15: Average goodput of all stations.
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performs slightly better than basic rate in general; evenlsgre is no improve-
ment during period of mobility.
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Figure 5.16: Selected rates of Q-DRAM and SARM during thégesnario.

The results obtained in Fig.15are confirmed in Fig5.16 in which we present
selected rates of Q-DRAM and SARM during the simulation. \Ale ©otice that
Q-DRAM uses high transmission rates when possible; whishlte in better
goodput comparing to SARM. During mobility (low SNR), theoposed scheme
attempts to increase rate as soon as it detects good chamudion, hence the
consequence in several rate switching. But again, Q-DRAMasttperforms
the other schemes during this mobility period.
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Figure 5.17: Goodput of a fixed station close to AP (st0).
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Figure 5.18: Goodput of a moving station (st1).

For a fixed station situated near by the AP (Bid), the goodput is excellent
when using 11Mbps and Q-DRAM. This is because the statiseddo the AP

can profit efficiently from short distance (high SNR), whidlows us to use

relatively high transmission rate. On the other hand, for@vimg station in

Fig.5.18 the goodput varies often during station’s movement. Wenlgssome

drops in Q-DRAM due to failed attempts to increase rate. \We abserve that
11Mbps gives the worst performance as the rate is too highgemerates high
BER and high Frame Error Rate (FER) seen in %ig2 However, we noticed
that even when using the lowest rate as in SARM and 1Mbps,dbdpmut also

stays in bad situation.
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Figure 5.19: Average FER of all stations for each scheme.
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Quiality of Experience

Fig.5.20presents the scores obtained by a member encountered theckan-
nel condition (lowest MOS), of which the scheme took as ezfee for adjusting
rate. It can be seen that Q-DRAM performs the best regardiesesme drops
resulting from failed attempts during mobility. In order gain more through-
puts the scheme prefers to try to switch often. As seen befdtdbps performs
the worst during mobility because of high rate. SARM and 1Klgwe similar
performance as SARM has adapted to use 1Mbps during nodemeoieeven
S0, this rate is not fast enough to transmit all encoded data.
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Figure 5.20: Minimum QoE obtained from st1 for each scheme.

Finally, Fig. 5.21illustrates the overall performance of the network regagdi
user satisfaction by mean of average MOS of all stationsaritlze noticed that
Q-DRAM obtained a great performance in QoE (the average MQ6least 3.5
along the session). However, there are a few drops in thehgiag to the failed
attempts of rate increase.
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Figure 5.21: Average QOoE of all stations for each scheme.
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5.5 Conclusions

This chapter deals with problems of rate adaptation in wgglmulticast. The reason
why the rate adaptation mechanism is used to treat mult@a$ormance problem

is because all losses in multicast mainly resulted from okharror. Thus, adapting

transmission rate can help improving network performance.

Studies have been carried out for different approaches anldave seen from the
results that using default basic rate for multicast traission (conservative approach),
has drawbacks not only in terms of network utilization bwtoain quality perception
at the users. Deploying the maximum rate (11Mpbs) givestgredormance if net-
work condition is good, however when the condition degratieshigh rate leads to
poor performance. Many schemes, including SARM, make ugstfR as metric for
changing rate but PSNR does not always imply accurately elgggrience, which is
essential in real-time multimedia applications.

To obtain good network utilization while maintaining usetisfaction, two novel
rate adaptation mechanisms have been proposed (one withsttategy and another
with dynamic strategy). They are both based on quality egpeed by multicast
clients for rate adaptation. It can be noticed that for maddma like rate adaptation,
the threshold indicating when to switch transmission ratthe heart of mechanism;
therefore, the method to select the threshold is very ingmbrtin static approach, the
fixed threshold-based mechanism with quality of experierscmetric has been inves-
tigated. Different values for selecting the best threshwde been studied and the
obtained results are satisfying in both QoE and goodput.

For a better adaptability to varying network condition, ty@amic approach is also
proposed. Deeper investigation has been conducted orhtideselection deploying
adaptive strategy (use of binary exponential backoff). $tleeme is dynamic, it can
thus adjust transmission rate according to varying wisetemdition better than a static
approach. As a consequence, it also achieves good perfoeman both network
utilization and user perception.
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Chapter 6

Packet Scheduling

6.1 Introduction

Today multimedia applications can be supported under uartechnologies. As we
have seen how QoE can work in WLAN, this chapter will exploedl@ar networks,
another popular network technology with support on high iitgb The focus is on
one of them called Universal Mobile Telecommunicationst&ys(UMTS). Improved
with a new access method (High Speed Downlink Packet AcaeBsSBPA), it can
provide higher bandwidth and enable wider range of servigelsiding multimedia
applications. In UMTS, different categories of traffic apesified along with their
characteristics. Best effort traffic has been specified Vah priority because it has
fewer constraints. On the other hand, real-time multimédifiic such as streaming
video or VoIP are more sensitive to network condition chanpence special treatment
(e.g. QoS scheduler) is needed in order to achieve usefagaits.

In order to reach this goal, an efficigpéicket schedulds necessary. According to
the literature, most of scheduling mechanisms mainly take account signal quality
and fairness and do not consider user perception. In thigtehaa novel approach
is presented with QoE-aware schedulers that take qualigxpérience into account
when making scheduling decisions. The remaining of the telnap organized as fol-
lows. First, background on UMTS is described in Sectod then Sectiorb.3 gives
related works, meaning existing schedulers in HSDPA. 8edi4 describes QoE-
aware scheduling mechanism and Sectioh presents description implementations
and scenarios. Secti@b6 presents the obtained results considering various sceedul
and parameters. Finally, Secti6érv provides conclusions and future works.

137



138 chapter6

6.2 Universal Mobile Telecommunications System

Universal Mobile Telecommunications System or UMTI®4] is a third-generation
(3G) wireless cellular network that offers higher datasatean older 2G and 2.5G mo-
bile networks. A typical UMTS network is shown in Fi§.1 The Figure shows a core
network and the UMTS Terrestrial Radio Access Network (UTNgAThe UTRAN
consists of Radio Network Controllers (RNC) which cont@leral base stations (BS).
A mobile user with her connected User Equipment (UE) to th&BIN can communi-
cate to other networks like the Internet, through ServindRGFSupport Node (SGSN)
and Gateway GPRS Support Node (GGSN) located in the coreorietw

video

Servers
RTT,..
=] |NTERNET

| ‘o UEs E
\

Figure 6.1: Simulation topology.

To fulfill different QoS requests, four different QoS clasg¢eonversational, stream-
ing, interactive, and background) are specified in UMTS glaith their fundamental
characteristics. Delay sensitivity is used as the mainrgjatshing factor. Conversa-
tional class is the most sensitive while background traffidelay insensitive. Con-
versational and streaming are Real-time (RT) whereasaatiee and background are
non real-time (NRT). The real-time traffic does not tolenatdl the delay because of
bi-directional communication, for example in voice or videlephony over IP. The
last two categories are interactive and background classy @re both best effort traf-
fic, example of interactive traffic is web browsing and backgrd traffic is email. The
background class has less priority since the receiver doesexpect the data within a
strict delay and thus some delays can be tolerated. Strgaethnology is becoming
increasingly important due to following reasons. Firstsésage capacity in a mo-
bile device is much less than in a computer, user cannot theravhole file before
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playing it. Second, most users do not have fast enough ctong¢o download entire

file quickly. With streaming they can start displaying thediaebefore the entire file

has been transmitted. Last but not least, there exist diifelypes of streaming, one
of which is real-time streaming that is becoming more andevaopular today. For

streaming, a steady and continuous connectivity is negessarder to get a good

service quality at end-user.

With the Release 5 of UMTS, 3GPP started the work on High Speellet Access
by specifying the so-called High Speed Downlink Packet Asd&04 that supports
data rates of the order of 10 Mbps. The increased bandwidihiged by HSDPA
enables the deployment of a wide range of services, likeeyalata, and multimedia
streaming. In particular, video streaming services areiyeg popular and will likely
be a significant source of revenues for UMTS operators. In PBS[104], fast moni-
toring of the radio channel conditions of all users is parfed; at every Transmission
Time Interval (TTI) of 2 ms, a UE can send a Channel Qualitydatbr (CQI), to the
BS, over a control channel. Such feedback makes it possilddadpt the coding rate,
modulation scheme, and number of codes employed, so that ligeing good chan-
nel conditions may be provided with high data rates. Theegfine scheduler chooses
every TTI the next user to be served based on the channeltommslofall the users,
and possibly also their different QoS requirements. Reederrefer to 104 for more
background on HSDPA.

With increasing amount of multimedia traffic running on UMid8ay, quality def-
inition has also been shifted from quality of service to gyadf experience. Within
UMTS network, many works have been done regarding QoE meamsnt but very
few on QoE management (e.dLd5 10€]). To the best of my knowledge, this docu-
ment provides the first investigation of possibility to useEas metric for scheduling
decision in UMTS.

6.3 Related Works

HSDPA scheduler is the key to resource management in the INI'&awnlink, be-
cause it decides which user is to be scheduled at each tirhe Miany scheduling
methods have been proposed and some of the representathvedware describe here.

* Round-Robin (RR¥ one of the simplest schedulers. It gives the time slot¢o th
users in a round-robin manner and is fair with respect toesgsesources (time
slots). However, this policy is not optimal in terms of systéhroughput as it
does not take into account users’ channel conditions and r@@8rements of
application.
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* Maximum Carrier-to-Interference Ratio (Gjves the channel to the user having

the best channel conditions at each given time sldR, (i) is the instantaneous
data rate experienced by useat timet, then the Cl scheduler assigns the slot
at timet to a usei* such thai* = argmax{Ri(t)}. That s, it gives the channel
to the user able to achieve the highest instantaneous rdte. CT scheduler
provides the highest system throughput but it is very urdaia user closer to
the base station can get all the resources, and the usdrsrfaway (bad CQI)
will have to face starvation.

Proportionally Fair (PF)[107] assigns the slot at timeto a useli* such that
i*=argmax{Ri(t)/Ai(t)}, with R (t) the same as for Cl ard(t) is theaverage
throughputof useri:

M) = (1—1/1)-Ni(t—At) +1/T-Ri(t). (6.1)

Here,T > 1 andAt is equal to the length of the TTI. The PF scheduler offers a
good trade-off between system throughput and fairnessha#h gives the chan-
nel to the user having “relatively good” channel conditiamsl hence provides
the so-called “proportional fairness” defined 0.

QoS schedulergl09 110, 29, 30 try to satisfy some QoS requirements such as
guaranteed throughput, minimum delay, etc. QoS scheduieysneral pick a
useri* satisfying

i = argmax(Bi ()R (1) /Ni(1) . (62)

whereB;(t) represents a “barrier function2p]. A QoS scheduler calletlior-
malized Rate Guarantee (NR{3)] that in turn is based on Rate Guarantee (RG)
scheduler29] is considered in this chapter for performance compari$éRG
scheduler is given by equatiof.) whereB;(t) for QoS users and Best Effort
usersB is given by:

(i)
)‘min

kee/NBE Vi e B.

50 {Aﬁ;ﬁnm(t)s-exp(g. M) vieq, 63
whereAmin is the guaranteed rate amgg is the number of Best Effort users.
Moreover,kgg and 3 are engineering parameters and tuning them involves the
tradeoff between NRG adhering strictly to rate guaranteekigher overall
throughput for best effort users. Similar t8(], the values ofkgg and 3 are
taken to be 1500 and 6.0 respectively when rate units arepa.kb

NRG provides rate guarantees to QoS users and it improvesR@asuch that it
apportions losses in a fairer way during congestion irregpe of different rate
guarantees and unlike RG it avoids deteriorating QoS whetoBé# increases.
In [30], NRG is evaluated using a QoE estimation module. Possddptation
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strategies that can use the QoOE feedback are not investigdteus, the cur-
rent chapter studies the use of QoE feedback for adaptiieepacheduling in
HSDPA.

6.4 QoE-aware Scheduler

This section gives explanation of how the QoE-aware scleeglwbork. It begins with
description of real-time QoE assessment, and then scimgdallgorithm is described,;
it explains how the scheduler selects a station to be scaédul

6.4.1 Real-time QoE monitoring

In order to get quality of experience feedback in real-tiR&QAtool [16] is used.
Everyt milliseconds, PSQA obtains the required parameters frareheived video
packets, over a play-out window @, in the past, and uses them to estimate MOS in
real time. PSQA module is placed at BS so that the schedutegeaMOS scores for
making scheduling decision. The scheme assumes that Bbadddge of packet
loss statistics either via upper layer sequence numbensathar mechanism that can
be implemented in BS itself. In the simulations; 24ms andTl,, = 5s. To obtain a
single PSQA score of the entire video for plotting the grapghe scheme takes the
average of all the MOS scores obtained over time.

6.4.2 Algorithm of the scheduler

Two algorithms are proposed; the first one is calleoE-Cl It is based on Cl with
the objective of maximizing system throughput while takingp account the quality
of experience of video-streaming users. The second altgoris calledQoE-PF It is
based on PF; the goal of this algorithm is to maximize fasnestween users while
keeping QoE of video users acceptable. Both schemes useéahleacalledthresh-
old (th) that can be tuned by network operator. This variable repitesthe quality
threshold that is desired by video users. In the test, tlotdskariations are {3.0, 3.5,
4.0, 4.5} considering that an acceptable value of QoE is ai("Fuality). In order
to behave closely to original schedule@oE strategyis applied only wherMOSyin
(minimum QOE score at evetyinterval) is less than the desired threshthid

The main idea of QOE based strategy is to give higher pridoityideo users, who
have higher constraints in terms of quality. For that, a ftcieht is assigned to each
user. This coefficient, in a way equivalentBg(t) in equation 6.2), is to be multi-
plied to the priority index Ri(t) for Cl andR(t)/Ai(t) for PF), used in each tradi-
tional scheduling scheme. The schemes differentiate thgpuatation of coefficient
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between background and video streaming traffic as followihipte that here QoE
scoresMOSyin and thresholds are normalized to scale [0,1] before the cdatipn.

» For a background usecoef bg is the coefficient of all userdlOSyin is the
minimum MOS value of all video users. The value of coefficienteach user is
then:

coef bg=1—(1—MOSyn), (6.4)

thus, this scheduler will pick a usgrsatisfying:
i =argmaxcoef bg-Ri(t)}. (6.5)
|

This implies, the loweMOSyin, the lower the chance that background user will
be scheduled in the next time slot.

» For a video usercoef vdq is the coefficient of user and MOS represents
current quality of experience of this user within currdiagt This avoids ping-
pong effect that could occur if we only measure instantasesmore at. The
value of coefficient for each user is then:

coef vdg =1+ (1-MOS), (6.6)
thus, this scheduler will pick a usgrsatisfying:

i* =arg rqax{coef_vdo- {Ri(t)/Ai(t) }} (6.7)

The video users are privileged over background users beddey are more
sensitive to quality degradation. The lowdOS, the higher the chance that the
video uset will be selected in a given time slot.

It can be noticed that while considering signal quality amdrage throughput of
each user, the coefficient is added to them when minimum QoEe gs below the
threshold. This will give higher priority for video statienn degrading situation. For
background traffics, since the delay constraint is less niapt, they can wait for next
time slots.
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6.5 Performance Evaluation

For performance evaluation, the focus will be on three ingratrmetrics namelgual-

ity of experiencethroughput andfairness with variations of schedulers, number of
users, and distance from the base station. In order to siemUl@RAN, the EURANE
extensions22] to NS-2 is used. EURANE simulates the RLC (Radio Link Cohtro
Protocol) and MAC-hs (MAC in HSDPA) in detail. The RLC layeavrtsists of two
modes of operation, Unacknowledged Mode (UM) and AcknogéetdMode (AM).
There are per-user queues in the RNC and Droptail queuinged.uThe MAC layer
implements the HSDPA schedulers. All considered scenapo®spond to the net-
work topology shown in Fig6.1. There are fixed numbers of video users and back-
ground TCP flows corresponding to users downloading largg files.

The video is a well-known H.264-coded reference sequenibedcanother and
daughter”. The size format is QCIF and the video is repeatéich@s to make its
duration equal to 60 seconds. This duration is more thangintwutilize the PSQA
feedback by any resource management module; also, the neended video lengths
for subjective testing=£ 10 s) are much less than that duration. The average bit rate
(=~ 384 kbps) of the encoded video is controlled using the qmatitin parameter of the
codec. A GOP (group of pictures) size of 16 frames is used.tidoe of the encoded
video file is used for NS-2 simulations. During the simulati@ PSQA module is
running at BS and it computes the relevant parameters toroat’lOS estimation in
real-time. For a given scenario with a specific set of stugi@@dmeters, independent
runs are performed for at least 20 times. QoE scheduling jdeémented in thent s
module of the simulator according to the description. T&blesummarizes the default
values of simulation parameters that remain unchangedssisigecified otherwise.

Table 6.1: Default simulation parameters.

Parameter Default Value
EURANE configuration & channel mode¢lSee R2]
BS transmission power 10w
Multipath fading environment Ped A, 3.0 Km/h
Amin, T 400 kbps, 1000
RLC mode, RNC queue site UM, 128 IP packets
Round Trip Times:
RT Tideo RT Tyeb 100 ms, 40 ms to 200 mis
RT Ton, RT Tups, RT Tup 20 ms, 1 ms, 30 ms
Simulated time (single run) 60 seconds
QOoE measuring intervat) 24 milliseconds
QoE measuring window{y) 5 seconds
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6.6 Results

In this section, performance evaluation results are dssdibeginning with QoE scores
and throughput obtained in each scheme when varyirgshold distance andnum-
ber of background trafficespectively. After that, the fairness issue is discusséidea
end of this section.

6.6.1 Threshold variation

As described in the previous section, threshtbldan be tuned by network operator as
the desired QOE value. This section presents an evaluattbrdifferent values of this
threshold (th=3.0, th=3.5, th=4.0, th=4.5). There are 4widodes and 8 background
nodes (FTP) in the topology and their maximum distance froenBS is 300 meters.
This distance is chosen because the quality becomes verydyaxd 300 m with the
encoding rate of 384 kbps (cf. subsection B). F&2 summarizes minimum QoE
scores, which is the value such that 95% of the video usecsa@ll simulation runs
get a score higher than this value. For reference, the figlsee @mesents minimum
QOE scores obtained by other schedulers.
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Figure 6.2: Minimum QOoE for different threshold values.

It can be seen that QoE-aware schedulers provide great waprent comparing to
traditional schemes (RR, Cl, and PF) as the minimum scoeegalaays higher than
3 whereas the others remain between poor and bad qualityet#aywNRG performs
slightly better than the proposed schemes but this perfocen@omes with a cost in
terms of throughput that will be discussed later. We als@olesthat the QoE-CI score
increases when the threshold increases but the minimuresdarnot improve much
whenth is higher than 3.5, therefor# is set to 3.5 for the following investigations.
As for QoE-PF, the minimum scores obtained are quite stahlieewarying threshold
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value. After investigation, this can be explained by the faat since the scheme takes
minimum scores, the variation of threshold does not havemimpact on quality as
network condition is very poor. Moreover, no improvement && done in this type of
situation.

Fig. 6.3represents QoOE scores during simulation time. Here, @iffeschedulers
are used, the threshotd is set to 3.5 for QoE-aware schedulers. We can observe that
NRG, QoE-ClI, QoE-PF performs well by giving scores alwayghler than 3 where
as the traditional schedulers have bad performance. Natd#tkground traffic starts
after 10 seconds.
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e QOE-PF
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Figure 6.3: QoE scores of different schemes when th=3.5 i& dhedulers.

6.6.2 Distance variation

In this scenario, simulations are run with variation of thstahce (distance of each
node from the base station) while using 4 video nodes and I&bagnd nodes. Also,
the QOoE threshold (th) is 3.5 and a set of maximum distanc@éO&m 200m 300m
400m and500m). For each run, the distance for each node to the BS is randoml
chosen with the maximum distance value configured from tbiis Big. 6.4 presents
average scores obtained with all schedulers. We can nbiat€XoE-aware schedulers
perform very well by ensuring average QoE higher than 3 fodsttances whereas
scores in RR, CI, and PF are much less. However, QoE scoramebtby QoE-aware
schedulers are slightly lower than NRG, yet the different&ess than 0.5 is hardly
detectable by user. As mentioned before, the performantdR@ comes with a cost
which is the throughput; we can see in Eighthat NRG gives the smallest throughput
among all schemes. With advantage in terms of QoE but drawibabroughput, one
should consider this tradeoff when choosing a scheduleso Aplease note that the
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distance beyond 300 m results in bad quality and hence tls®meahy distance of
300 m is used for the rest of simulations.
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Figure 6.4: Average QoE for different distances.
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Figure 6.5: Global throughput for different distances.

6.6.3 Background traffic variation

More investigations are done using scenarios with variousber of background
nodes (4,8,12,16,20) while keeping 4 video nodes, th=31%r@aximum distance=300m.
Fig.6.6illustrates the average QoE obtained from each schemen lie€aeen that with
traditional schedulers (RR, CI, and PF), QOE scores arepéaioke only when number
of background node is 4. It means that if operators want toren®@oE at acceptable
rate using these schedulers, they can only admit 4 backdroades. On the other
hand, they can admit up to 16 and 20 background nodes usingGDeaBd QoE-PF
schedulers respectively. In fact, the number of admissibégs is an important factor
for network operators; since a higher number of users thabesaccepted in the net-
work directly imply a higher revenue that can be reached liwokk operator. Again,
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we can observe that NRG performs the best in terms of QoE andainst in terms of
throughput presented in Fi&7. This is because the goal of NRG is to privilege video
users. It gives much more bandwidth to them and not enouglackdgsound nodes,
which could explain the lowest global throughput seen irgitagoh. In such a situation,
the number of users does not have great impact on perceiaygthus, with NRG
network operator cannot really regulate quality using @& factor.
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Figure 6.6: Average QoE for different number of backgrounde
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Figure 6.7: Global throughput for different number of backgnd node.

6.6.4 Fairness issue

Two types of fairness are distinguished here: the first omeems fairness regard-
ing throughput among FTP users and the second one concemesfaregarding QoE
among video users. Consideration of throughput fairnesiise only among FTP
users as the schedulers will always privilege video usetsattkground ones, thus
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unfair in this sense. Similarly, QoE fairness is considesely among video users be-
cause, for background users, throughput is good enoughasygundicator. Fig6.8
illustrates the Cumulative Distribution Function (CDF)pr-user throughput, it can
be noticed that ClI is the most unfair since it gives high tigtqaut (400 kbps) to only
35% of the users and the differences of throughputs obtdnoed each users are im-
portant. We can observe that QoE-Cl behaves similarly taltis also a bit unfair.
QOE-PF behaves similarly to PF which is proportionally.f&or QoE-PF, about 90%
of users get 250 kbps while 80% of users get 300 kbps in PRalbeanoticed that NRG
is also fair among FTP users but the throughputs reacheddmy #re much less than
other schedulers. Finally, we can observe fréfthat traditional schedulers (RR, Cl,
and PF) are unfair in terms of QOE because about 10% of viders get acceptable
score, and the others 90% have to suffer from bad quality. -Quo&re schedulers are
fair as well as NRG since all users obtain scores of 3 or higher
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Figure 6.8: Inverse CDF of average per-user throughput.
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6.7 Conclusions and Perspectives

In this chapter, two novel schedulers have been proposdd3@PA; they are aware
of ongoing video users’ QOE. The proposed schedulers arstremed with the idea
to privilege delay-sensitive video users to insensitivekgaound traffic. The results
have demonstrated good performance, compromised betwaditidnal schedulers
and conservative QoS scheduler. The proposed schemes aeployed easily on
base station providing better control on resources whilesimiering user satisfaction.

To better suit their needs; operators can select the sobledatording to their
purpose. If the objective is purely to satisfy video usengntoperator may want to
use NRG. If operators wish to earn more revenue while keepidgo users satis-
fied, they may want to use one of the QoE-aware schedulerdieyf want a fairer
scheduler, then operator may want to choose QoOE-PF becataee$ into account
the average throughput of each station and thus fairer tha®+Q. On the contrary,
if operator wants a higher throughput, QoE-CI should bectetebecause this sched-
uler privileges station with better signal condition andgltapable of reaching higher
throughput.

Furthermore, it can be noticed from the simulation setup itthanost of the sce-
narios the reasonable maximum distance to BS is set to 30€rsnefhis is to avoid
the situation where the station is far away and hence gedtvery bad signal quality
(CQI). In such case, operators would have to decide if thaytwaadmit or refuse the
connection. The idea of admission control in chagtean be applied here knowing
that if this type of bad CQI connection is accepted, the dypahould also be guaran-
teed for them.

Another interesting issue for investigation concernsigialifferentiation between
multimedia traffic classes like VoIP and video streaming.eiflcharacteristics (e.g.
traffic patterns, quality requirements, etc.) are différ@md different treatments would
be necessary. Hence, it will be interesting to study how tppse an efficient sched-
uler to deal with this differentiation as well.
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Part |l

User-centric Connection Management
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We have seen from Part Il that using quality of experienceeitwork-
centric solutions can make network operator obtain pramgisesults.
This Part Il will provide investigation on how to deploy dity of expe-
rience in mechanism from user perspective or what we calt-csetric
approach. As can be noticed, there are not many actions seatcan
take in network management since generally network opeisatbe one
who controls how resources are distributed. However, ortke@Mmech-
anisms, called network selection, is usually decided by. \&&eing that
it is the most studied mechanism in user-centric approaclestiga-
tions have been conducted here. In fact, network selectiechanism
plays an important role when user needs to choose the besonhket
among available candidates. As terminals nowadays ar@peegiwith
multi-interfaces, they also have to choose the networkreldgy that
best meets their connection requirement. In this partegfiit strate-
gies will be presented, among them QoE-based approach ssdevad
as the most relevant regarding user satisfaction. The aiionk and
results will be illustrated in both homogeneous and hetemegus wire-
less environment.
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Chapter 7

Network Selection in Wireless Local
Area Networks

7.1 Introduction

With increase of multimedia traffic, quality of experienaseds to be satisfied at users
whilst overall performance needs to be maintained at né¢svon order to achieve
these goals, the use of network selection mechanism isuteMfhen several access
points are present, user should select the best availabd@rewhile trying to keep
load balanced between access networks. Therefore, thiserharesents a user-based
and network-assisted scheme fatwork selectionn wireless LANs. By providing
users with relevant information about the network in dexismaking process, the
proposed solution keeps compromising advantage for bahargl network operator.
The rest of chapter is organized as follow. It first begingwaiackgrounds and related
works in Sectior/.2. Then, it continues with description of network selecticheme
by detailing functionalities of access points and mobilsthan Sectiory.3. Section
7.4 explains the implementation and results are discussedtioae .5. Finally, con-
clusions are given in Sectioh6.

7.2 Problems

Since wireless LANs have started to be deployed, the nunfldetesnet users continue
to increase significantly as users can connect easily tontieenlet. Nowadays, Wi-Fi

hotspots are present everywhere. At the same time, usepreguis become more
affordable; thus, users with real-time multimedia traffick as video streaming and
\VoIP are ubiquitous. This type of user requires specific ipalepending on their

applications. Moreover, with an increasing number of asqasints available in the

same area, users will have to select the one that will praviddest service for his/her
application.
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In the standard IEEE 802.11, when a station wants to assogi#t an existing
access point (either after power-up, sleep mode, or justiegtthe coverage area), it
needs to get synchronization information from availableeas points. This informa-
tion can be obtained by one of the two method$?aksive Scanningn this case the
station only waits to receive Beacon Frames from accesdgtime beacon frame is
a periodic frame sent by the access point with synchrommatiformation); 2Active
Scanning in this case the station tries to find an access point by nétieg Probe
Request Frames, and waits for Probe Response from the gmumass

After the scan, an association to access points will be ddcgblely by users.
It means that they can connect to any access point they wasimple decision is
usually based only on signal strength measured at the mce8o in general, users
will choose the closest access point because it providestittiegest signal. Using this
strategy can sometimes lead to the problem of excessiverdkoraone access point
and underutilization of others. This happens frequentlgatspots as in coffee shops,
train stations, or libraries where many users can be fouhd.new user always selects
the access point with the strongest signal without knowatgad load of the network or
actual quality experienced by ongoing user. If unfortulyaiee chosen access point is
already high-loaded, one more connection may result inreedegradation of quality
for all users of this network. In order to prevent this sitaatfrom happening, we need
to have a better selection strategy, which provides peartimdormation about status
of the network, to help users make a good decision.

For that, the IEEE 802.11 Task Group "k" is developing an msiten to the IEEE
802.11 standard, referred to as 802.11KJ. This extension is a specification of
radio resource measurement, which is intended to improegtbvision of traffic in
the physical and medium access layers by defining a serieeasunement requests
and reports that can be used in selecting the best availabéss point. Some of the
frames are summarized herbeacon report(provides information including signal
strength and signal to noise ratidjame report(provides information about all re-
ceived frames)channel load repor{provides information about busy and free slots),
noise histogram repofprovides the expected value of noise), atation statistic re-
port (provides different MAC counters information). Howevdretobjective of IEEE
802.11k is to provide radio resource measurement and niat resbburce management.
Hence, there is not any decision mechanism defined in thit dra

With considerations stated above, this chapter preserg$veork selection mech-
anism by making use of 802.11k concept for communicatiowéeh networks and
users, and by deploying quality assessment tool as supparefwork selection. Bas-
ing on the concept of 802.11k, instead of giving radio meas@nt information, QoE
information is appended intBeacorandProbe Requedtames. The proposed scheme
is auser-basedndnetwork-assistedpproach. Unlike in other user-based schemes, it
does not have problem of load balancing. Indeed, even thosels in the scheme se-
lect the network by themselves, they take the mean opinioresaf overall users into
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account while making the decision (network-assisted aggdth As a consequence,
they will connect to the network where they will be best carted and avoid high-
loaded networks automatically due to the lower MOS in thoswvarks. Therefore,
the scheme is profitable for preventing access networks énaen or under-utilization.

7.3 The Proposed Scheme

This section describes the user-based and network-a$sisteme to solve network
selection problem. Users in the scheme can make the de¢ssishich network they
will be associated by assistance from access points in @ &unctionalities of access
points and users are described respectively. The qudfigtang parameters chosen
in this scheme are loss rate (LR) of I/P/B and mean loss bines{®ILBS) of | frame,
as previously described in chapte(s.4.1).

7.3.1 Access Points Functionality

To avoid the situation while users lack pertinent inforraatio make decision, the ac-
cess point in this scheme sends current QoE perceived byirangonnections to new
comers so that they can decide to connect to the best awita@bivork. Indeed, the
sending information is the average of mean opinion scordl @irgoing users at the
access point. This can be achieved by embedding MOS intooBeatd Probe Re-
sponse frames. When passive users receive beacons, thalswiteceive MOS of all
presenting networks. Similarly, when active users sendh®Request, they will re-
ceive Probe Response along with the corresponding MOS.tWglnformation, users
can make the best decision by choosing the network that lkasetst QoE condition.
Itis assumed that access points in the scheme operatingrie\gay as in chapter
5 for feedback mechanism; this means the AP sends out requegidS from users
who return it back afterwards. The period of computing new $1@verage MOS
of the network) should not be less than beacon’s broadgpstierval since access
points will broadcast the MOS in beacon frames. In additibshould not exceed

Figure 7.1: Access Point States.
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user arrival rate, otherwise the sending MOS will be out dédahe most appropriate
interval should be approximately equal to the user arriungrval and the computation
should be done after acceptance of new connection. The atworof access points is
depicted in Fig.7.1, which presents only the three states of access pointsdhatem
the schemeidle, Prepare BeaconandPrepare Probe Respons&Vhen the Beacon
timer rings or when the Probe Request is received, the apo#ssprepares the frame
and broadcasts MOS within Beacon frame and Probe Resp@mse fespectively.

7.3.2 Mobile Host Functionality

The context is network environment with only one network raper, this reduces
a complexity resulting from different prices charged byfeliént network operators.
Since only one network operator is assumed, the prices afcattss networks are as-
sumed the same. The investigation about the effect of gyicam be done furthermore
to treat the case where more than one network operators esergrand the scheme
can be refined accordingly.

In the proposed scheme, users select the network that gothe highest score or
they may not connect to any access point if they considerttigaturrent scores are
too low for the requirement of their applications. The minim requirement can be

Beacon Revd X Probe Response Revd
<0 o

Waiting
for Probe

Waiting for
Beacons

Collection Timeout/
Compute Max

Comparing

Figure 7.2: Mobile Host States.
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regulated by user. Indeed, the user will have to compare themum of the receiving
MOS (maX with the required scorer€q) plus a thresholdt] that corresponds to the
degradation margin of the network after acceptance of tive cannection. If the
maximum MOS is higher, then user will request for connecfrom the access point
whosemaxbelongs to. Otherwise, it will not request for connectiarcs the minimum
QOE for the application cannot be satisfied. The mobile hatstraaton is depicted in
Fig. 7.2

It can be noticed that the threshdlds very delicate to define as it depends on
the granularity expected by the application.t i§ high, it will result in high quality
because the scheme will restrict the selection to the né&ttinait has high degradation
margin of MOS, this type of network grants all its capacityatemall number of users
who greatly benefit from it. However, this restriction rassenderutilization problem
to the network in the case that none of candidate networksfisatuser requirement
and the available bandwidth is not allocated to anyone. Wighsimilar reasoning, if
t is small, it will be more vulnerable to quality degradatiohem the number of traffic
increases, thus congestion resulted from the new comeeineétwork. Therefore, a
tradeoff between bandwidth utilization and its consegeen@onnection degradation
has to be well investigated.

Except few rare cases that user fixes the requirement exttydnggh or extremely
low, with this user-based and network-assisted schemegrtitdem of overloaded or
under-utilized networks are solved automatically becaisses will select the network
that has the highest MOS (under-utilized networks) anddilte one that has smaller
MOS (high-loaded networks).

7.4 Performance Evaluation

This section gives explanations of the scenario, the imptaation, and the simula-
tion of the proposed scheme comparing to those of signaebashemes. A simple
scenario is considered, it consists of one type of traffidéwi streaming) requested by
all users.

7.4.1 Simulation setup

All mobile hosts in this example want to watch video streagron the mobile device.
The video specification is an H.264-coded sequence of dmr&4 seconds and en-
coding rate about 384 kbps. The video data can be streamedaadeo server on
the wired network to the terminal through different accessts. At the beginning of
every second, a new station is asking for a connection, wimehns the connection
arrival rate is one connection per second. For this exan\d@S equals to 3 is con-
sidered enough for video streaming application, the statlwooses the access point
that has the highest MOS and verify that the MOS is at leastldquB+t. In case of
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multi-operator scenarios, user may decide to choose theonlethat has at least-8t
with lower price; it is not necessary to choose the acces# poth the highest MOS.

Figure 7.3: Network topology in the example.

The users are faced with the scenario like the one depictéwin7.3, where the
decision of which access network to use for transportingvttieo streaming applica-
tion is required. The topology consists of two access pdiB&0 and BS1). There
are a total of 16 stations, each requests for connection fb@eamother according to
the station ID, meaning that station 0 (STO) begins to askdonection first and then
station 1 (ST1) and so on. Coverage areas of the two acces poeé illustrated with
its corresponding circle, therefore station 14 (ST14) alatien 15(ST15) have pos-
sibility to connect to either BSO or BS1 due to the overlagpioverage. The other
stations are situated in only one coverage area either taebBS1 (station O to 3)
or BSO (station 4 to 13). We can see that ST14 and ST15 arerd¢m&S0 and thus
receive higher signal strength from this access point. Imega case, both stations
will automatically choose access point BSO that provideshighest signal strength
and make the network of BSO overloaded. On the contrary, thigtlproposed scheme,
every time a station has to make a decision, it always sefleetsetwork that has the
highest MOS instead of the one that has the highest sigraigttr. This help solving
load balancing issue at the same time.

7.4.2 Implementation of network selection mechanism in WLAIS

For the implementation, the scheme takes the thredheld after extensive simula-
tions and it is the reasonable value to protect overall (ueimulations are done by
the network simulator NS-2[1] version 2.29 with the wireless update patch fra@3s][

with improvement from original support as describecbinCommunications between
users and access points for the feedback procedure refdrs tse of IEEE 802.11k
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standard. Since the frames in this draft have availablesjeMiOS is put in one of
them. While broadcasting Beacon or responding to Probe &&gthe access point
informs users about MOS at the same time. The user receivksxiracts MOS from
all presenting access points and selects the network tkahkahighest MOS. If only
one access point is present, the user can decide whethemrtedao the access point
or not, based on the receiving score and application reopgne.

7.5 Results

This section presents the result of the scheme based on M@$arimg to the one
based on signal strength. The satisfactions of both usersatworks are necessary.
User satisfaction is considered in terms of: individual M@ieved by each user,
global MOS (to see the overall satisfaction of users in tleess network), and fairness
(to see if MOS is fairly distributed among users). For thewwek, satisfaction is
considered in terms of load distribution.

7.5.1 User satisfaction

Fig. 7.4illustrates user individual satisfaction. This graph @é&pthe satisfaction in
terms of QOE obtained by each scheme, which is the qualitxjeérence perceived
by users. Note that, stations with ID. 0 to 3 are the ongoingnections on BS1 and
those with ID. 4 to 13 are the ones of BSO, and ST14 and ST1%harenbst recent
comers that are located in the overlapping coverage of tbetwess points but closer
to BSO than BS1. The decision to be made is which access poit 8nd ST15 are
going to request for connection.

In a signal-based scheme, ST14 and ST15 will choose BSO. &xotitrary, when
applying QoE, both ST14 and ST15 will find out that MOS in BSIdvger than in BS1,
and they will connect to the BS1 instead. The results obtain€ig. 7.4 have shown
that QoE-based scheme outperforms the one based on sigmajtbt We observe the
difference of MOS as high as 3 levels (QoE improvement fRwor to E xcellentfor
ST14 and ST15). All stations of BSO in QoE-based scheme shofitgble increase
in quality as well.

Moreover, the results of average MOS in network of BSO and B®lalso illus-
trated in Fig. 7.5and in Fig. 7.6 respectively. We observe a better performance of
average MOS in the network of BSO; however, the averages c8M(BS1 of both
schemes are the same because the network is low-loadedrapdozdde high quality
of service to all users. It can be noticed that the selectahee is efficient when
the network reaches a certain load (10 connections in tisis)caefore arriving to this
point, it will not reveal benefit as in the case of Fig.6. Both figures also present
overall MOS after all stations are connected until the entlaofsmissions.
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7.5.2 Load Balancing

Fig. 7.7 illustrates loads of each access network. The y axis reptedbe load in
terms of number of connections and bandwidth utilizaticat ttan be computed ap-
proximately by this numbem{ times video bit rater(x 384kbp9. It can be noticed
that QoE-based scheme performs better in terms of load Giagbetween the two
access networks. The difference between loads of the nketigpresenting by BSO
and the one of BS1 in this scheme is significantly smaller thardifference of signal
based mechanisms. This is automatically obtained withsedections since they will
prefer the network with higher MOS and usually low loaded te avith lower MOS,
generally high-loaded.

L
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Figure 7.7: Load distribution among access networks.

In general, load balancing problem are usually solved bytilig number of con-
nection or requested bandwidth, which leads to a very coatee approach. Here,
MOS is considered instead of those parameters becauseisenoete connection may
require more bandwidth than the other in order to have sadisjioE; for example, the
video that has lots of movement will require more bandwidithnt the one with less
movement. Therefore, using QOE is more appropriate and frexible.

7.5.3 Fairness Index

Fairness in terms of MOS is computed to see whether QoE iy faartitioned or not
among users. Jain’s Fairness Ind&%]] is used for the computation of the network of
BSO, the one of BS1, and the overall network, as the folloveiggation:

f (X1, X2, X3, ..., Xn) = (z'—iﬁ')z
NX3i—1X
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where; is the MOS obtained at the statioandn is the total number of stations in the
network. With 0< f() < 1, the more the output of this function close to 1 the better
fairness is partitioned.

The result in Tablg.1demonstrates that the proposed scheme is fairer than signal
based scheme. The fairness index obtained for the globabne{including BSO and
BS1) obtained in QoE-based scheme is as high as 0.996 whileotlsignal-based
scheme only reaches 0.905. Similarly, in BSO we obtain bttkex, 0.997 comparing
to 0.968. Nevertheless, the indexes of both schemes in B8h feas they both satisfy
every user equally in case of few users. This can be expldipdide fact that the small
number of users can profit from the whole provided bandwidthath cases.

Table 7.1: Fairness Index between signal-based and MOSisatiemes.

Scheme | Global| BSO | BS1

Signal-based 0.905 | 0.968| 1
MOS-based| 0.996 | 0.997| 1

7.6 Conclusions and Perspectives

This chapter presents QoE-aware network selection scheemmyel technique to han-
dle network selection problem for multimedia users. In #theme, user selects the
network that has the best QoE (seen from connected usem)schieme is user-based
and network-assisted, which is profitable for both user agtdvark operator. The re-
sults have illustrated that it performs well and gives higbEor new and ongoing
connections. Moreover, load distribution is well balanced

Further, the similar strategy can also be applied to othezless technologies such
as WIMAX and Cellular networks. In the following chapteryveeal network tech-
nologies will be combined together to constitute a hetemeges environment, and a
strategy using the similar concept will be defined. Utiliaatof this idea is particularly
helpful in heterogeneous networks because, unlike thenteehparameters, MOS is
technology-independent, which make it applicable to @lhtwlogies.
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Network Selection in Heterogeneous
Wireless Networks

8.1 Introduction

Deployment of next-generation network (4G) begins to sptéaoughout the world.
With variety of network technologies, it is possible for ts# select an appropriate
network that best suits their needs. The problem is how teigeadthe mechanism that
helps users in making decisions under heterogeneous anvaat. Even though many
schemes have been proposed in the literature but none oftékaminto account QoE.
As it represents perception experienced by the user, itus #n essential indicator
for 4G networks, especially with multimedia communicatarowadays. Therefore,
this chapter presents a novel network selection mecharatrtdkes quality of expe-
rience into consideration for decision making. Similarlie previous chapter, it is a
user-based and network-assisted approach thus a compreniigion between user
and network benefit. The main idea is to include MOS of ongoisgrs in candidate
networks as one of indicators to select the best networkdonection. The rest of this
chapter is organized as follow. Secti8r2 gives a comprehensive survey of related
works that presents recent schemes having as objectivestivdrk selection in het-
erogeneous environment. The chapter continues with theogexr scheme in section
8.3 Then, test setup is described in sectiohand the results are presented in section
8.5. Finally, conclusions and open directions are given iniea@.6.

8.2 Related Works

The emergence of heterogeneous network has pushed thecreseahis area to
progress very rapidly and many schemes have been propokedelbted works will
refer to part of the survey in chapt2rthe concerning works are summarized here.
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The authors of41] have proposedustomer Surplusunction to deal with non
real-time transmission. In this protocol, users first symfeir network interfaces and
determine the list of available access networks. Next, gredict the transfer rate of
each available network taking the average of the last five tlahsfers and then derive
completion times. After that, they compute predicted tytikvhich is the relationship
between the budget and the user’s flexibility in the transtenpletion time. Finally,
for each candidate network, users compute consumer sykphish is the difference
between utility and cost charged by the network and they shtie best one to request
for connection. It can be noticed that this scheme works fineoin real-time traffic
but not for real-time multimedia service that is the mostydapnowadays.

To handle handoff, the authors &1] have propose®rofit Function The authors
associated each handoff with a profit that is decided by aetdtmction with two
parametersbandwidth gainand handoff cost Parameters used in the calculation of
the gain include: (i) access networks along with their maximbandwidth provided
to a single user as well as capacity utilization; (ii) apalion’s maximum requirement
on bandwidth; (iii) access networks’ bandwidths used by &ifecode for handoff.
Then the authors defined a handoff cost as data volume lostodbandoff delay;
it corresponds to the volume of data which could have beersmnitted during the
handoff delay. Thus, the profit is a difference between gath@st. At each handoff
epoch, mobile node compares profit from each network andsgitie one that yields
maximum profit. This scheme takes only bandwidth-relatedmaters into account.
However, considering solely bandwidth cannot guarantes g@oE for multimedia
applications.

The authors of43] have proposed network selection usiagalytical hierarchy
processto weigh QoS factors and usirgyey relational analysigo rank networks.
With QoS factors, the authors constructed an AHP hierar@sed on their relation-
ships. QoS is placed in the topmost level as the objective) @aS factors describing
network conditions are placed in the second level. Moredaetors have been decom-
posed into sub factors and they have been arranged in tiddehil. Finally, available
solutions are arranged in the bottommost level. User-bdagalis collected and pro-
cessed by AHP for weight computation. At the same time, ndtwased data are
normalized by GRA, and then ideal network performance imeefifollowing by cal-
culation of the grey relational coefficient which gives grelationship between ideal
network and the other. The calculation of GRC takes the ptesly computed weights
into account; finally, the network with the largest GRC is thest desirable. This
scheme takes many technical parameters into account butass not include QoE,
an essential factor for multimedia users.

Also deploying multi-attribute decision making, the authof [52] have proposed
an algorithm based oRuzzy Logic Controlleto evaluate fithness ranking of candidate
networks. They differentiate decision making into threag#s: pre-selection, discov-
ery, and decision making. Pre-selection phase takesiarftemn user, application, and
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network to eliminate unsuitable access networks from &rr#election. The authors
implemented discovery phase based on fuzzy logic contiely fuzzify crisp values
of the variables (network data rate, SNR, and applicatiguirement data rate) into
grade of membership in fuzzy set. Then these membershipifunscare used as input
to the pre-defined logic rule base. Finally, overall rankimgbtained through defuzzi-
fication with weighted average method. It needs to be meetidrere that fuzzy logic
control gives good result in this case of few metrics. HoweNehe metrics number
increases, the system may become very complex and may goreeeus results.

Even though all proposed schemes have covered many aspddiave taken into
account several parameters, they cannot guarantee uaéisfastion since none of
them is interested in quality of experience metric, whicthis most prominent factor
in heterogeneous networking today. Therefore, the QoEdasechanism has also
been studied in heterogeneous environment. For a bettepreti@nsion, Tabl&.1
presents each scheme and its corresponding parameters.

Table 8.1: Different Network Selection Approaches.

Scheme Parameters Nature of Parameters
Customer Surplus Transfer rate and cost Technical
Profit function Available and required bandwidth Technical
AHP & GRA User requirements and network conditions Technical
Fuzzy Logic Network and application data rate, SNR Technical
This proposition Quality of experience Subjective

8.3 The Proposed Scheme

This section describes the decision mechanism then it givasple of scenario that
will be used for the test. To provide information to usersdecision making, a point of
attachment in this scheme broadcasts QoE information tsatls within its range. The
embedded MOS is the minimum score among all ongoing usel8slPbA or perfect
score if there is no ongoing user. The minimum score is difulsecause the mobile
node should be aware of what the worst quality it can get #fteconnection request.
This can be done via signaling messages in IEEE 802.21 MIHlignedependent
handover) 81].

Let OF be the objective function to be computed for each networis. d¢alculated
by the sum of each criterion (C;) times their weight \{i;)). Weight can be set as
desired by users (all weights are equal by default). Assgmirepresents the number
of criteria, OF can be written as in equation (1) below.

OF =y, Gi *Wj; wherey ! ; wei = 100 (1)
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The value ofC; is then normalized by the maximum value, which gi@s value in
the range [0..1]. The sum of all weights is equal to 100, thesstore of each network
is in a range of [0..100]. After having comput€F for all available networks, the
mechanism selects the network that has the highest scoredaesting connection.
The other networks are arranged in a ranking table. If theneotion request of the
first choice network cannot be satisfied by network operaerstation tries the next
one in the table respectively.

Taking an example, it is assumed that a mobile node (MN) igirmdde; it is
equipped with Ethernet, WLAN and 3G interfaces. Major fastmfluencing user
decisions in network/handover selection are quality ofezdgmce oe), cost €osi),
and mobility fnob. By default, raw values of each criteria are in the range]1.
hence, th®©F of network technologk can be written as equation (2) below.

OF (k) = Cqoe(K) * Wgoe(K) 4 Ceost(K) * Weost(K) + Cmob(K) * Wmon(K)  (2)

Table8.2presents an example of criteria scoring. It can be noticatl@oE is the only
parameter to be measured; the other two can be taken difemtiythe table.

Table 8.2: Example of Criteria Scoring.

Technology | Quality of Experience | Cost Mobility
Ethernet | to be measuretx/5) | free (5/5) | none (1/5)
WLAN to be measurety/5) | low (3/5) | low (3/5)
UMTS to be measureiz/5) | high (1/5) | high (5/5)

To have some guarantees on Qdlreshold-baseanechanism is proposed; the
threshold indicates a border beyond which the quality oleelgmce may not be guar-
anteed. This step is done after network ranking to ensutehbavinning network can
suit user satisfaction. For that, the mobile user sets isstiold MOS hosy) then
compares it with minimum scorensnin) obtained from the winning network. This
threshold is defined as the acceptable MOS plus an absor®emosy = MOScpt +
MoSyps If the minimum score is higher or equal to this threshole@ntithe connection
request is launched. Otherwise, the mobile node may retdsedight assignment or
QOE expectation. One exception exists, in which we callédrded handover The
connection request is launched even when the minimum ssdess$ than threshold.
For this case, when the candidate network is the only aJailadgtwork in the area; if
handover is not executed, the mobile node will lose its cotiviey. Please note that
the absorber is very delicate to define as we deal with qualiexperience. To ensure
high quality of experience, user may set this absorber tgh Wxalue but the trade-off
is that it may not find an appropriate candidate if the exgemstas too high.
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8.4 Performance Evaluation

The proposition is compared with a scheme, caRerity-based in which the deci-
sion making is based on priority classification. This ptypdoncerns network interface
technology/type. The highest priority goes to Ethernedriiaice, following by WLAN,
and UMTS technology respectively. This classification iplemented in real Mobile
IP tool such as Segco Mobile IRT2 as well as in NS-2 from NISTZ3]. The rea-
son for this classification is very high bandwidth and no adsEthernet, following
by medium bandwidth and low cost of WLAN, and low bandwidttd dmigh cost of
UMTS regardless of its high mobility. This section first delses the implementation
and test setup along with the testbed configuration and aggpand then it continues
with the obtained results.

8.4.1 Implementation of network selection mechanism in HWN

The implementation is based on NS-2 with NIST add-28] [mobility extension:
IEEE 802.21 model and 802.11), which enables simulatiohgtd#rogeneous environ-
ments. This simulation platform incorporates a varietyafess networking technolo-
gies to run jointly. In the originahandover module from NIST, handover selection
is done according to priority. This means, a terminal cotséz a new network if it
is better than the current one according to the order of telciyy. For the tests, this
module is modified in order to add the decision making basegLaifity of experience
as previously described.

8.4.2 Simulation Setup

The scenario is presented in FidL. Mobile node (MN) is a multi-interface terminal.
It is equipped with UMTS and WLAN interfaces. At the begingirhe only avail-
able network present is UMTS so the MN starts its connectiandMTS. The MN
moves during the connection until it enters WLAN coveradte(®4s). There are two
possibilities, either MN stays in the same network or MN reader to WLAN.

The scheme deployaoscpt = 3 because this value is the standard acceptable level
of QOE for video streaming application. As forog,s, tests have been conducted with
different values (2.0, 1.5, 1.0, 0.5, 0.0) in order to see hetwork behaves. Fi§.2
shows how user experience and global throughput behavelettteasing values of ab-
sorber. Please note that the throughput here is considetedns of accepted number
of flows in the system; this is to see how network operator ¢ésitraffic with different
values of absorber. As mentioned before, if this absorbbérgh and an appropriate
network exists then quality of experience will be very godtbwever, if we analyze
closer we can see that throughput in this case is very lowg®on is because network
dedicates the whole bandwidth to only a few connectionsdtiten, as the expecta-
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Figure 8.1: Network Topology.

tion is high; hence, it is difficult to find an appropriate netk. On the contrary, if the
value of absorber is lower, the quality of experience desgsand the global through-
put of the system increases accordingly. Considering a#rea mentioned above, the
scheme deploysi0sps= 1.0 and thusnosy = MOScpt+ MOSps = 4.

=4=0QoE == Throughput

5 > 9
5 1 7 2
3 ¢ B
s 3 .
2 / 5
s> = o 1 é
s ( 3 3
L
2
= 1
= 1
0 0
2 1.5 1 05 0
Variation of absorber value

Figure 8.2: Network behavior with different absorbers.

Two scenarios are investigated: scenario 1 with modensd-tondition and sce-
nario 2 with high-load condition. They will be used to deminate that if everything
is doing fine, no precaution or management mechanism areededdowever, when
the condition degrades, some adaptations needs to be damwddanto alleviate the
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situation. This section will show how the proposed mechargéan guarantee mobile
node having good quality of experience. It also providesptediminary result for
introducing admission control, which can be done by netwagr&rator to also ensure
quality of ongoing users.

8.5 Results

In this section, results from the previously described aderare presented in terms of
quality of experience (MOS) and bandwidth utilization @thghput).

8.5.1 Moderate-load condition

The most important metric is user satisfaction. For meaguuser satisfaction of
the running application, the quality of experience is cdased in terms of MOS as
previously described. Fif.3 presents the quality of experience perceived by MN. We
can clearly observe perfect scores obtained with QoE-baskdme. On the other
hand, if MN decides to hand over to WLAN, the quality will dtigy fluctuate during
connection holding time. Regarding the quality of expeseobtained by ongoing
connections within the WLAN. The graph &4 presents the lowest scores among
all WLAN users in time. It can be noticed that QoE-based saperforms slightly
better than the priority-based scheme but there is not miftdrehce. Nevertheless,
minimum scores obtained with QoE-based scheme stays abi@®eotl quality) most

of the time and does not decrease belowF8ir quality). On the contrary, scores
obtained with priority-based scheme go belowRaif quality) and reaches 2P¢or
guality) twice. Since there is not any other traffic in UMTSNMvould rather stay in
the same network where it could get perfect quality than rared to WLAN where
quality is fluctuating. However, the fluctuation in this caseanot crucial as it stays
above 4 all the time.

Fig.8.5 and Fig8.6 present bandwidth utilization in UMTS and WLAN respec-
tively. It can be seen that QoE-based scheme provides a batésce of load between
the two networks. This is because load is automaticallyidigied by MOS indicator.
User selects network with higher MOS, which is generallydoaded, and hence load
is better distributed. On the contrary, when using priekigsed, the scheme does not
take any concern of quality into account and blindly charggr into WLAN expecting
larger bandwidth and lower cost.
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Figure 8.3: Quality experienced by MN under moderate load.
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Figure 8.4: Quality experienced by WLAN nodes under model@d.
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Figure 8.6: Throughput in WLAN with moderate load.
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8.5.2 High-load condition

In order to show how the situation can become much worst,stemario illustrates
the case when WLAN is high-loaded. A new user enters to theorktevery second
and hence increasing load in time (connection holding tisn@0i seconds). The MN
decides whether to execute or not a handover in this situatio

Fig.8.7presents perceptual quality experienced by MN. The bluesctasults from
QoE-based scheme, in which the MN decided not to enter WLA®# skeing MOS
condition of ongoing users. The red curve results from figdvased scheme, in which
the MN continues to make a handover to WLAN regardless ofexurt’VLAN con-
dition. We can observe great improvement as MN obtains pedeores along the
session with our QoE-based mechanism. On the contrarytairasba very fluctuating
score with priority-based scheme and sometimes qualitgdatosed to 1Bad qual-
ity). As for ongoing users in WLAN, our scheme outperformepty-based scheme
by providing good quality of experience, minimum MOS is @dds 5 Excellentqual-
ity) most of the time. On the other hand, minimum MOS of ptipthased scheme
performs badly. Even though, majority of score is abov&ar(quality) but it drops
close to 2 Poor quality) several times.
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Figure 8.7: Quality experienced by MN under critical coratt

For bandwidth utilization, the result of UMTS load distrtkan is similar to Fig8.5
as the scheme leaves the UMTS network with no previous trdfficthe other hand,
the WLAN throughput of priority-based scheme is shifted ulittee as can be seen
in Fig.8.9. This is because WLAN has more traffic flows in the network. dhc
be remarked here that there is always a trade-off betweedvidth utilization in a
network, load balancing between different networks, andliguof experience. In
general, network operator wants to take the most profit freailable bandwidth and
sometimes ignores the result in quality experienced bysus@fe can see from this
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Figure 8.8: Quality experienced by WLAN nodes under crltazndition.

example (red curves) that when bandwidth utilization ishiigWLAN (Fig.8.9), the
QoE of ongoing users becomes poorer (&i§and Fig8.7).
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Figure 8.9: Throughput in WLAN under critical condition.
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8.5.3 Discussion

It can be seen that network selection mechanism is usefuh&king decision when
entering the network. However, it should be mentioned heaé this procedure only
guarantee the entrance phase. A bad result can still benebitéater even with a good
network selection mechanism. This is the case in which WLANdI continues to
increase after the handover of MN. In such a case, qualitxjpégence can continue
to degrade until very bad performance. If there is no othéwaokk to hand over to,
user will have to suffer from this bad situation.

To understand this scenario, deeper investigation is adeduo see how the qual-
ity of experience can be influenced by network load. &iOpresents MOS evaluation
with increasing number of traffic in WLAN. The blue curve peess average MOS in
time whereas the red curve presents the lowest MOS in tinkanltbe seen that MOS
decreases when network load increases. In this situatetmank operator needs to
take an action in order to maintain quality of experiencecaegatable level. Manage-
ment mechanism such as admission control can be used for Foatexample, the
network operator can filter incoming connection with MOS pfjoing users. This can
help in maintaining good user experience for everyone.

= Average —#—Minimum

) N

Mean Opinlon Score

1 2 3 4 5 [ 7
Number of flows

Figure 8.10: Quality experienced by WLAN nodes with incragdraffic.
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8.6 Conclusions and Perspectives

In this chapter, another network selection mechanism baseglality of experience
has been proposed. The scheme considers different ciibetiading user experience
for making decision. It is compared with priority-based ecte currently in use on
many Mobile IP implementations. The obtained results sthawthe proposed scheme
performs better in guaranteeing both quality of handover (IgIN) and ongoing users
in the target network. Its load distribution is also bettelBMTS network can gain
some throughputs from the MN.

The obtained results show that even with simple mechanisencam see perfor-
mance improvement. Enhancement can further be done usirgsuophisticate mech-
anism, for example, multi-attribute decision making witbE)as one of attributes. In
addition, it would be interesting to investigate more coaxgcenario and to compare
QoE-based scheme with other handover schemes such as Qidvéemnas well.

As we can see from discussion, network selection alone inough. It only
helps mobile user to select the best network at the momerdrofection request but
it cannot guarantee that network condition will not chanfjerahe selection process
is finished; especially, if network condition degrades andther network exists for
the handover. The chapter then gives the primary result afityuevaluation with
increasing number of flows, which shows that admission obigralso necessary in
order to maintain good QoE along connection holding timee idea of admission
control from chapterl can be applied, in combination with network selection and
under heterogeneous environment.
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Chapter 9
Conclusions and Perspectives

9.1 General conclusions

This document provides a thorough investigation of resemmanagement using qual-
ity of experience, a new concept of quality that has beenntbcemerged in multi-
media networking today. An appropriate assessment me®®QA) has been chosen
in order to measure QoE in real time. Using statistic leagnuith random neural net-
work, this method derives user experience using infornmafiom the network traffic
in real-time manner. With this automatic measurement of QuEny management
directions have been explored and studies have been cauaduthis includes man-
agement from both network and user perspectives.

The mechanisms concerning network operator are admissiainat, rate adapta-
tion, and bandwidth scheduling. QoE indicator is used foma&chanisms. In chapter
4, IEEE 802.11 access point admits or refuses new connecticording to QoE of
ongoing users. In chaptér, it also adapts multicast transmission rate according to
QoE of multicast clients. Moreover, as for scheduling baiatlwvin HSDPA (chapter
6), base station can also deploy QoE of multimedia users twipize these users to
background users and allocate more bandwidth to them irr dodsgatisfy quality re-
guirements. Concerning user side, connection managemelntzs network selection
mechanism has been studied using QoE of ongoing users iratithdate networks
(chapter7 and8).

Investigations have begun in homogeneous environmentesiH. AN and UMTS
independently and then in heterogeneous environment ceimgpaof both technolo-
gies. The obtained results illustrate encouraging perémee in terms of user satis-
faction, bandwidth utilization, load balancing, and faiss, for deployment of QoE
as metric in resource management; hence, the objectivéssathiesis. It can be no-
ticed that only video streaming application have been stliiere; however, the same
management ideas can be further applied to other types dimadia traffic as well.
In addition, as QOE is context-independent, it can also Ipdogted in other network
technologies or architectures as well.
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9.2 Resource Management with QoE

For a better comprehension, this section discusses liontgand remarks concerning
the use of QOE as metric in wireless multimedia network manant. As PSQA has
been deployed for QOE measurement, its remarks and limitstre also discussed.

First of all, we can notice that even though methods and texikt for measuring
guality of experience with good precision, however theyamly used for the assess-
ment purpose. It is very difficult to predict quality of exprce that user will perceive
in advance (QoE provisioning). For example, in this verssbRPSQA tool, the statis-
tics used are loss rate and mean loss burst size at packepphcbtion frame level.
They are difficult to predict in advance, especially the mieas burst size. However,
using probabilistic or statistic models would be helpfupitovisioning these parame-
ters and thus in computation of QoE (via RNN). Therefores thia very challenging
issue to be investigated in future work.

Another point concerns the quality of experience, whichuargnteed to end users.
Network operator need to consider if the providing servicguaranteed with average
QoE or minimum QoE and which one is better for both operatat asers. If the
guaranteed service is in terms of average score during ctionéholding time then it
is acceptable to have a few moments of low QoE and some otgef@QOE moments
to compensate. On the other hand, if the guaranteed sesvingtérms of minimum
score then network operator needs to make sure during thiewbonection, user will
perceive at least this minimum value. It needs to be repehtgajuality of experience
is subjective and, generally, a user is very sensitive tochedity. This means, a user
usually pays more attention on the moment of bad QoE instessheonably average
the overall quality during the connection. The correspaogdnechanisms must take
into account this policy in order to set value/threshold 8teould be used for making
decision. In any case, an appropriate SLA needs to be estteldlin advance indicating
specification of provided service and responsibility ofteparty.

As for PSQA implementation and usage, it can be noticed tBQAis a useful
tool to measure user experience in real time; however, itisiée be mentioned that
even the output of PSQA (i.e. quality of experience) is irefefent on application and
environment but we can notice that the input of PSQA and ithouwology are context-
specific. Due to its methodology, a validated RNN will workyowith the same appli-
cation and within similar context in which it has been train@he RNN trained with
video streaming application will not be accurate when usingneasure VolP applica-
tion. Since the two applications have different charast&s, which normally result
in different quality-affecting factors (input of RNN). Fexample, time-related factors
(e.g. delay and jitter) are crucial in VOIP but less impottarvideo streaming because
of there are some supports such as buffering before theqlayAs for environment,
distribution of loss on wireless network is different frotrose in wired network and
can yield inaccurate results if using with wired technologyerefore, major incon-
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venient of this approach is the complexity of PSQA methodglavhich needs to be
considered carefully for every new context. Nevertheleasg PSQA procedures have
been conducted successfully, it can be used easily and atitatty.

9.3 Perspective

Resource management in the future will progressively ralfQoE as it is an essential
factor of user satisfaction. As network becomes heterageset will be interesting to
investigate on management of radio resources in such emagat using QoE metric.
Heterogeneity does not concern only network technologyatada applications, users,
devices, etc. With an emergence of various multimedia appéins in next generation
network (NGN), various traffic runs currently on the netwoBervice differentiation
will be needed in order to handle all types of applicationsoading to their charac-
teristics and requirements. Different treatments are sgay in order to satisfy user
experience and to optimize resource utilization.

Therefore, one prospective topic would conceserVice differentiatiohin NGN.
Today, each network application has its needs, a tailoradcgeshould be provided
by network operator in terms of bandwidth requirement, yaansitivity, etc. The
same argument applies to network users as well. High pyiosers (who generally
pay higher price) should have a privileged access to netwas&urces comparing to
medium and low priority users respectively. Resource alion should be aware of
these factors. Two representative applications, namelgosand voice over IP, could
be considered along with background traffic. Managemenilshme based on quality
experienced at end-users in order to be more flexible and effient than those
based on technical parameters. For instance, new schgdulchanisms could be
proposed for providing appropriate quality to each appicaand user.

Concerning QoE itself, it would be helpful if we can prediseuexperienceJoE
Provisioning. Few works have already begun the investigation. This canldne
using learning, mapping, or other modeling strategies.ctiusate QoE prediction is
available, we can imagine whole network system based oniiefmurce management.
Therefore, another interesting topic would be the studyosfsibility and feasibility to
design such a framework. Many issues need to be investigattekier or entity to con-
trol network resource could be necessary, communicatietsden network entities
have to be considered as well as billing and security is®tes,Moreover, as in het-
erogeneous environment, heterogeneity also concerns@traents; interoperability
issue will become crucial and will have to be studied in otdenake everything works
together smoothly.
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Beside the heterogeneity issues, research directions lsancantinue on other
attractive architectures that have been progressivelgldped such a®verlay net-
works Examples are Peer-to-Peer, video delivery network (VDi¥)even content
delivery network (CDN) in the future. With these network latectures, it will be
advantageous to explore how resource management can bhecedhassing QoE indi-
cator. As in this document, resource management at netwatkiser sides have been
presented; furthermore, end-to-end resource manageraeraiso present another re-
search direction. As we can imagine, end-to-end controtsataptations could be
improved greatly with valuable information like user expearce.
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3G : Third Generation

3GPP : 3rd Generation Partnership Project
AAA : Authentication, Authorization and Accounting
AARF : Adaptive Auto Rate fallback

AC : Access Control

ACK : Acknowledgment

AHP : Analytical Hierarchy Process

AM : Acknowledged Mode

AP : Access Point

ARQ : Automatic Repeat Request

BER : Bit Error Rate

BS : Base Station

CCK : Complementary Code Keying

CDF : Cumulative Distribution Function

CDN : Content Delivery Network

CIR : Carrier to Interference Ratio

CMPQM : Color Moving Picture Quality Metric
CN : Core Network

CQI : Channel Quality Indicator

DBPSK : Differential Binary Phase Shift Keying
DQPSK : Differential Quadrature Phase Shift Keying
DSCQS : Double Stimulus Quality Scale

DSIS : Double Stimulus Impairment Scale
DVB-H : Digital Video Broadcasting) Handheld
DVB-RC : Digital Video Broadcasting) Return Channel
DVB-S : Digital Video Broadcasting) Satellite
DVB-T : Digital Video Broadcasting) Terrestrial
FEC : Forward Error Correction

FIFO : First In First Out

FLC : Fuzzy Logic Controller

GGSN : Gateway GPRS Support Node

GRA : Grey Relational Analysis
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GRC : Grey Relational Coefficient

GSM : Global System for Mobile communications
HSDPA : High Speed Downlink Packet Access
HSPA : High Speed Packet Access

HWN : Heterogeneous Wireless Network
IMPL : Implementation

IST : Information Society Technology

LR : Loss Rate

LTE : Digital Video Broadcasting) Terrestrial
MAC : Medium Access Control

MADM : Multi-Attribute Decision Making
MEWS : Multiplicative Exponent Weighting
MIH : Media Independent Handover

MIP : Mobile IP

MLBS : Mean Loss Burst Size

MN : Mobile Node

MNB Measuring Normalizing Block

MOS : Mean Opinion Score

MPQM : EPFL's Moving Picture Quality Metric
MPQM : Moving Picture Quality Metric

MSE : Mean Squared Error

NAK : Negative Acknowledgment

NGN : Next Generation Network

NRG : Normalized Rate Guarantee

NRT : Non Real-time

NS : Network Simulator

NVFM : Normalization Video Fidelity Metric
OSI : Open System Interconnection

PESQ : Perceptual Evaluation of Speech Quality
PF : Proportionally Fair

PoA : Point of Attachment

PSNR : Peak Signal to Noise Ratio

PSQA : Pseudo-Subjective Quality Assessment
PSQM : Perceptual Speech Quality Measure
QoE : Quality of Experience

QoS : Quality of Service

RG : Rate Guarantee

RLC : Radio Link Control Protocol

RM : Resource Management

RNC : Radio Network Controllers

RNN : Random Neural Network
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RoHC : Robust Header Compression

RR : Round Robin

RRM : Radio Resource Management

RSS : Received signal strength

RT : Real-time

SAW : Simple Additive Weighting

SCACJ : Stimulus Comparison Adjectival Categorical Judgime
SCS-PD : Single common Service with probabilistic demands
SDSCE : Simultaneous Double Stimulus for Continuous Evaloa
SER : Symbol Error Rate

SGSN : Serving GPRS Support Node

SINR : Signal to Interference plus Noise Ration

SIP : Session Initiation Protocol

SIR : Signal to Interference Ratio

SLA : Service Level Agreement

SLP : Stochastic Linear Programming

SNR : Signal to Noise Ratio

SP : Stochastic Programming

SS: Single Stimulus

SSCQE : Single Stimulus Continuous Quality Evaluation
SVC : Scalable Video Coding

TTI : Transmission Time Interval

UE : User Equipment

UM : Unacknowledged Mode

UMTS : Universal Mobile Telecommunications System
UTRAN : UMTS Terrestrial Radio Access Network

VBR : Variable Bit Rate

VDN : Video Delivery Network

\oIP : Voice over IP

VQM : ITS’ Video Quality Metric

WIMAX : Worldwide Interoperability for Microwave Access
WLAN : Wireless Local Network

WMAN : Wireless Metropolitan Network

WMN : Wireless Multimedia Network

WPAN : Wireless Personal Network
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Résumeé

Les applications multimédias pour terminaux mobiles c@ss®nt un succes grandis-
sant. Cela oblige a développer de nouvelles méthodes fioacfs de gestion des
ressources des réseaux sans-fil du fait de leurs caraicfe@estparticuliéres : bande-
passante limitée, état radio variable, interférences iphportantes, etc. Par ailleurs,
les méthodes classiques de la gestion de ressources baséks parameétres tech-
niques (perte/retard de paquets, gigue, etc.) ne parvieqas a donner des évalua-
tions précises de la qualité telle que percue (encore ap@l@lité d’Expérience ou
QdE) par l'utilisateur de ces applications. Cette thespmige sur une technique hy-
bride nommée PSQA (Pseudo-Subjective Quality Assessrd&naluation pseudo-
subjective en temps réel de la QdE pour proposer de nouvekisodes de gestion
de ressources dans les réseaux multimédias sans-fil. Qoé de s6té de I'opérateur
réseau ou du coté de l'utilisateur, nous avons proposé diwnes de contrdle d’acces
et d’'ordonnancement ainsi que des méthodes de sélectioésdaux d’acces dans
le contexte des réseaux sans-fil hétérogenes utilisagreliffes technologies (IEEE
802.11, UMTS, etc.). Les résultats obtenus encouragetilidation du concept de
QdE et ouvre la voie a un nouveau paradigme dans la gestiorsesurces dans les
réseaux multimédias sans-fil.

Mot clé: Gestion de ressources, Réseaux sans-fil, QualgErience, Applica-
tion multimédia, Réseaux hétérogenes

Abstract

Wireless multimedia networking is gaining tremendous sgscnowadays. Due to
their characteristics (limited bandwidth, variable radomditions, greater interference,
etc.), the need of more efficient management has becomeaktrideanwhile, tradi-
tional ways of managing network, using information from ntonng technical pa-
rameters (loss, delays, jitter, etc.), fail to give accair@taluations of user experience
or Quality of Experience (QoE). In this thesis, new methodsda on QoE indicator
have been proposed to solve these problems. The propasitreradmission control,
rate adaptation, and packet scheduling regarding netwoekador as well as network
selection regarding user side. The real-time measurenfeQo& is accomplished
with PSQA (Pseudo-Subjective Quality Assessment) tooé Jimulations have been
conducted using different wireless technologies both imbgeneous and heteroge-
neous environment. The obtained results encourage thef @eEoconcept in further
research, which could pave the road to a new paradigm of resgnanagement.

Keyword: Resource Management, Wireless Networks, QuidlExperience, Mul-
timedia Applications, Heterogeneous Networks
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