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Résumé

Le contexte général de cette thèse est la simulation numérique de l’injection de carburant dans un moteur à combustion interne, afin d’améliorer son rendement et de limiter la production de polluants. De manière plus générale, ce travail s’applique à tout système industriel mettant en jeu un écoulement multiphasique constitué d’un carburant liquide injecté dans une chambre occupée initialement par du gaz, comme par exemple les moteurs automobiles ou aéronautiques, ou les turbomachines.

Intrinsèquement, il est possible de simuler l’ensemble de l’écoulement avec les équations classiques de la dynamique des fluides sans avoir recours à des outils de modélisation supplémentaires liés au caractère diphasique. Mais, les tailles des structures générées pendant l’injection (gouttes de diamètre inférieur à 10 µm) conduisent à des temps de calculs prohibitifs pour une application industrielle. C’est pourquoi il est nécessaire d’introduire une modélisation diphasique. C’est dans ce contexte que deux régions sont formellement distinguées: le cœur liquide dense proche de l’injecteur, appelé écoulement à phases séparées, et le spray constitué d’une population de gouttes polydisperses (c’est-à-dire de tailles différentes) générées après le processus d’atomisation en aval de l’injecteur.

Ce travail de thèse étudie les modèles Eulériens pour la description de spray évaporants et polydisperses, en vue d’applications industrielles. Ils représentent une alternative potentielle aux modèles Lagrangiens qui sont majoritairement utilisés en industrie mais présentant des inconvénients majeurs. Ainsi, le modèle multi-fluide est étudié dans un premier temps. Bien que prometteur, deux difficultés sont soulignées: le coût requis pour une description précise de la polydispersion, et son incapacité à décrire les croisements de gouttes (particle trajectory crossing, PTC, en anglais). La thèse propose des solutions à ces deux limitations. Ces solutions reposent chacune sur des méthodes de moments. Premièrement, le modèle appelé Eulerian Size Multi Size Moment (EMSM) permet de résoudre des sprays évaporants et polydisperses de manière bien plus efficace que le modèle multi-fluide. Des outils mathématiques sont utilisés pour fermer le système d’équations associé au modèle, et combinés à des schémas de types volumes finis appelés schémas cinétiques, afin de préserver la réalisabilité du vecteur de moments, pour le transport et l’évaporation.

Une réponse à la seconde limitation est apportée avec le modèle appelé Eulerian Multi Velocity Moment (EMVM) basé sur le transport de moments en vitesse d’ordre élevé. Une distribution bimodale peut être localement reconstruite à partir des moments en utilisant une méthode de quadrature de moments (Quadrature Method of Moment, QMOM en anglais) en une ou plusieurs dimensions d’espace. De la même manière que précédemment, l’utilisation de schémas cinétiques permet de préserver la réalisabilité du vecteur de moment. De plus, une étude mathématique approfondie de la dynamique du système en une dimension d’espace en révèle toute la complexité et représente une étape indispensable en vue de l’élaboration de schémas de transport d’ordre élevé (supérieur ou égal à 2).

Afin de les tester, ces deux modèles ainsi que les outils numériques associés sont implémentés dans MUSES3D, un code académique de simulation numérique directe (Direct Numerical Simulation DNS en anglais) dédié à l’évaluation des modèles de spray. Des résultats de grande qualité démontrent le potentiel des modèles.

L’extension du modèle EMSM dans un contexte industriel est ensuite considérée, avec son implémentation dans IFP-C3D, un code résolvant des écoulements réactifs sur des maillages non structurés et mobiles (dû au mouvement du piston) dans un formalisme RANS (Reynolds Averaged Navier Stokes) en présence de sprays. Le formalisme ALE (Arbitrary Lagrangian Eulerian en anglais) est utilisé et le modèle EMSM réécrit dans ce formalisme afin de mener des calculs en maillage mobile. De plus, une étude numérique a permis d’étendre les propriétés de précision et de stabilité obtenues en maillage fixe. La robustesse
du modèle EMSM est alors démontrée avec succès dans IFP-C3D sur un cas impliquant un mouvement de piston, ainsi que dans le cadre d’une comparaison avec le code MUSES3D. Enfin, des résultats très encourageants prouvent la faisabilité d’un calcul d’injection dans une chambre de combustion d’un spray polydisperse avec le modèle EMSM.

Mots clés: Ecoulements diphasiques; Sprays polydisperses; Sprays hors-équilibre; Méthodes de moments d’ordre élevé; Espace des moments; Ecoulements à phases séparées; Formalisme ALE; Schémas cinétiques; Informatique scientifique.
Summary

The general context of the PhD is the simulation of fuel injection in an internal combustion engine, in order to improve its thermal and ecological efficiency. This work more generally concerns any industrial device involving a multiphase flow made of liquid fuel injected in a chamber filled with gaz: automotive or aircraft engines, or turbo machines. And of itself, it is possible to simulate this flow without any modeling. However, the small structures created during injection (droplets of diameter until 10 µm or less) lead to a prohibitive computational cost for any industrial application. Therefore modeling is necessary.

In this context, two areas are formally distinguished: the dense liquid core close to the injector called separate-phase flow, and the spray made of a polydisperse droplet population (i.e. droplets with different sizes) generated after the atomization processes downstream of the injector.

This PhD work investigates Eulerian models for the description of polydisperse evaporating sprays, for industrial computations. They represent a potential alternative to Lagrangian models, widely used at present, yet suffering from major drawbacks. Thus, the Multi-Fluid model is assessed. Although it is very promising, two difficulties are highlighted: its cost for a precise description of polydispersity, and its inability to describe particle trajectory crossing (PTC).

Solutions to these two limitations are considered. Both rely on high order moment methods. First, the Eulerian Multi Size Moment (EMSM) proposes a much more efficient resolution of polydisperse evaporating sprays than the Multi-Fluid model does. Mathematical tools are used to close the model and combined with original finite volume kinetic-based schemes in order to preserve the moment set integrity, for evaporation and advection. An answer to the second limitation is provided with the Eulerian Multi Velocity Moment (EMVM) based on high order velocity moments. A bimodal velocity distribution can be locally reconstructed for the moments using the quadrature method of moments (QMOM), in one or multi-dimensions. Here also, finite volume kinetic-based schemes are studied in order to preserve the moment set integrity. Moreover, a mathematical study of the one-dimensional dynamic system highlights its peculiarity and constitutes a necessary basis for the design of high order numerical schemes. In order to assess them, both the models and their numerical tools are implemented in the MUSES3D code, an academic DNS solver that provides a framework devoted to spray method evaluation. Achievements of the EMSM and the EMVM models are presented.

The extension of the EMSM model to an industrial context is then considered, with its implementation in the IFP-C3D code, a 3D unstructured reactive flow solver with spray. In order to perform computations within a moving domain (due to the piston movement) the Arbitrary Lagrangian Eulerian (ALE) formalism is used. A numerical study has been achieved, in order to extent to this formalism the properties of accuracy and stability of the EMSM model, which already induces strong stability condition in an Eulerian approach. The robustness of the EMSM model in the IFP-C3D code has been successfully demonstrated on a case involving a moving piston, and also on a comparison with the MUSES3D code. Moreover, very encouraging results demonstrate the feasibility of the EMSM model for spray injection.

Keywords: Two-phase flows; Polydisperse sprays; Non-equilibrium spray; High order moment methods; Moment space; Separate-phase two-fluid models; ALE formalism; Kinetic-based numerical schemes; Scientific computing.
General Introduction

Taking into account two-phase flow effects has become a critical aspect for many industrial combustion devices, such as automotive engines, aeronautical turbo shaft or turbojet engines. Active research on two-phase flows is also carried out in other important fields, such as chemical engineering, nuclear engineering, or atmospheric studies. Given the cost and the complexity of experiments, a great interest for numerical simulation has emerged, not only in the academic field, but also in industry. A high maturity has been reached in the simulation of monophasic gaseous combustion or turbulent gaseous flow fields. Yet the description of two-phase effects still leads to major difficulties, particularly in combustion, as they significantly influence flame structure and pollutant production. Conscious of these issues for the future of car engines production, IFP Energies nouvelles has been leading an ambitious project aiming at simulating fuel injection in internal combustion engines. In this context, two-phase interactions as well as liquid influence on the combustion process are the main effects that must be accounted for:

- As far as phase interactions are concerned, coupled transfers occur between gas and liquid phases in the course of fuel injection.
  - The first phenomenon encountered is the break-up of the liquid core injected. This phenomenon, called primary break-up, leads to a discontinuous liquid phase constituted of ligaments, clusters and droplets with a large size range. During this stage, liquid and gas phases exchange mainly momentum. Indeed, the gas phase can contribute to the break-up of the liquid core, as in air-assisted atomizers [150]. With regards to the liquid phase, air entrainment by the jet can occur, particularly in pressure atomizer where the liquid is injected with a high velocity.
  - Afterwards, the gas phase interacts with the resulting discontinuous liquid phase. Momentum transfers still occur through interactions between the spray and the gas turbulent eddies. These interactions may lead to the secondary break-up of the liquid ligaments and clusters into smaller spherical droplets. This population of disperse spherical droplets is called spray. These momentum transfers may come with heat transfers. The liquid phase is heated and then vaporizes, leading to mass transfer from the liquid to the gas. Moreover, liquid-liquid interactions may occur, as collision or coalescence, acting upon the physics of the liquid phase.

- The combustion of a two-phase flow is significantly different from the purely gaseous one. If we consider that the spray is completely vaporized before burning, the combustion is considered homogeneous. This situation is often taken as a simplification assumption and can occur if the vaporizing and burning zones are separated. Otherwise, if combustion and vaporization are mixed, different spray combustion regimes are defined. A first distinction is made in [20], between external combustion, where the flame is located around the spray, and internal combustion, where each droplet burns separately. The group combustion regime is introduced in [32]. In [202], the influence of equivalent ratio and advection of the spray on combustion is taken into account. Different types of external combustion are characterized. Besides, new regimes are introduced, as group combustion of droplet clusters and hybrid regimes, combining external and group combustion. Furthermore, two-phase combustion depends on the fuel vapor repartition, driven by liquid evaporation. The dynamics of the liquid phase thus directly influences combustion, since it influences vapor fuel spatial concentration.
In order to accurately describe fuel injection, one can consider a resolution of the entire flow, using DNS techniques \cite{236, 91, 36, 109, 110}. But the cost of these methods is the main stumbling block for their use in industrial framework. Therefore, in order to still enable a resolution of the problem, although it implies losing information on the details of the flow, reduced order models are derived. In this context, it is essential to take into account two different zones. In each zone, physical phenomena are driven by different characteristics of the flow, calling for different types of modeling best suited for each zone. They can be visualized in Fig. (1).

![Figure 1: Break-up steps for a liquid injection: from a liquid core to a droplet spray. Source: Y. Merry, EM2C Laboratory](image)

- In the primary break-up zone, the liquid phase being continuous, it is necessary to adopt a separate-phase flow description. In this framework, the shape of the interface between the liquid phase and the gas flow is not presumed. Therefore the description of the interface dynamics is predominant and conditions the coupling terms. The liquid can be a continuum or can be made of ligaments and droplets. This seems natural only in an Eulerian framework for the liquid phase, where the evolution of mean quantities, i.e density, velocity and energy of the liquid phase, are computed at fixed computational cells. There are numerous models intended to describe this area, we call them here separate-phase two-fluid models. It has first been formalized in \cite{115, 53} and \cite{209}.

- On the other hand, in the secondary break-up zone, a disperse-phase flow description is more appropriate. In this case, the liquid phase is assumed to be composed of spherical droplets. Furthermore, the droplets are considered as point particles, so that the fluid flow is not resolved around and inside the droplets, and the coupling with the gas phase is done through source terms in the gaseous phase equations. The liquid is thus assumed to be dilute. That corresponds, in the classification established in \cite{193}, to a liquid volume fraction \( \alpha_l \), going from \( \alpha_l = 10^{-4} \) to \( \alpha_l = 10^{-2} \), limit where it begins to be moderately dense. Moreover, for DNS simulations, droplet size must be smaller than the smallest scale of the gas turbulence, the Kolmogorov length scale \cite{138}. In this case, physical phenomena are conditioned by the droplet size distribution called polydispersity. In this framework a Lagrangian tracking approach is often used, and the information, i.e droplet characteristics, is tracked within the flow.

The project of IFP Energies nouvelles involves the simulation of the fuel spray injection in the entire combustion chamber, from the flow in the nozzle injector to the area downstream of the injector, after secondary break-up, where the liquid phase has the characteristic of a disperse droplet cloud population. This simulation requires the use of the different types of models, for separate-phase and disperse-phase flow area. A key challenge that can already be mentioned here is to couple these descriptions in order to carry out a full injection computation. This leads us to consider the resolution methods used in the industrial framework so far :

- A full liquid injection has been realized using an Eulerian separate-phase two-fluid model. In this case, a RANS resolution of the gas and the liquid is done as well as the description of the interface dynamics with an equation for the volume fraction. This has been done during the first stages of the project led by IFP Energies nouvelles \cite{215, 220}, in the industrial code IFP-C3D. This approach can also be found in \cite{116} for the description of a disperse-phase flow this time. This
shows that separate-phase two-fluid models, dedicated to the description of interface dynamics and thus interface conditions of equilibrium or non-equilibrium between the phases, can be used to describe the disperse-phase as well. But in this case, since the fluid topology is accessed, if needed, only through a volume fraction and a surface area density, the polydispersity characteristic of the spray cannot be accounted for, and so some essential piece of information of the spray is missed. Therefore, separate-phase two-fluid models alone are not the solution for an accurate description of both flow areas.

• For the disperse-phase, a Lagrangian approach is used. But this resolution method is also used in the region close to the injector nozzle. This method has the advantage to be simple and easily implemented. In this case, two-fluid effects such as cavitation and atomization cannot be described. Instead these interactions have to be modeled. This liquid description is coupled to a RANS description of the gas flow [6]. When it comes to Eulerian descriptions, let us also mention the recent implementation of the Eulerian multi-fluid model in the AVBP code of CERFACS, in a LES framework [223, 221].

This brief review points out the fact that each type of model is suited for one flow area. But none of these models can describe both areas simultaneously and accurately. This assessment highlights the need for a coupling between the different methods to provide an accurate description of a full liquid injection. An interesting first answer has been given with the coupling of an Eulerian separate-phase model for the simulation of the liquid core primary break-up with a Lagrangian description of the disperse-phase in regions distant from the injector nozzle, done in the solver Eulerian Lagrangian Spray Atomization (ELSA) [54]. Such a full spray injection computation in a LES framework is today an essential contribution towards a predictive two-phase combustion simulation. Two main research directions are followed at present with this long-term objective:

• First, precise DNS of the primary break-up are conducted in order to extract more accurate information than average values of the resulting droplet size and velocity distributions. In this case, two systems are resolved by a DNS, one for the gas, and one for the liquid. The interface between the liquid and the gas phase is hence completely resolved. The interface can be described using various types of methods: Lagrangian methods, front tracking methods, or Eulerian methods (VOF, Levet Set or Ghost Fluid explained in [108, 178])

• Second, studies are conducted in order to choose the most efficient resolution method for the LES of the polydisperse liquid phase. These studies concern for example Eulerian methods, that are of great interest for massively parallel computations.

The final objective is to couple these two resolution methods, in order to combine precise descriptions of the separate phase and the disperse-phase flows. At first, this description would be obtained in a DNS framework, but the eventual objective is to get a LES derivation for industrial configurations. Yet the coupling of this two types of model in a LES context is still an open question, for example concerning the type of information that should be inherited from the primary break-up simulation in the disperse-phase simulation.

This PhD, realized jointly at the EM2C laboratory, Ecole Centrale Paris, and at IFP Energies nouvelles, is a clear contribution towards this ambitious objective, in an industrial context, to couple

• a precise description of the flow and phenomena that occur close to the injector,

• and a precise and efficient description of spray polydispersity downstream of the injector.

A separate phase two-fluid model has already been implemented by [215, 220] in the CFD code of IFP Energies nouvelles for the resolution of reactive multiphase-flows, IFP-C3D. Therefore, this PhD work investigates models for polydisperse sprays having in mind the two following requirements. The first is to prepare a coupling with the separate phase two-fluid model as efficient as possible. The second concerns the efficiency in terms of computational cost of the method, that should allow computations in industrial configurations.
So far, several strategies are available for the disperse-liquid phase modeling. Two levels of modeling can be envisioned, based on a deterministic or a probabilistic approach.

- A deterministic approach can be conducted for the simulation of the liquid phase. In this case all the droplets of the spray are tracked in the flow, using a Lagrangian method. We refer to this method as the Discrete Particle Simulation (DPS) [202, 180]. Numerical particles representing one droplet are tracked in the flow, through the resolution of their characteristic evolution: size, center of mass position, velocity, temperature... This method can be coupled with different descriptions of the gaseous flow: DNS, LES or RANS. In the case of the coupling with a gas DNS, it is often considered as a two-phase flow DNS, even if not all scales are eventually resolved. Nevertheless, one has to keep in mind the modeling assumptions and restrictions associated with the disperse-phase description. A major difficulty of this approach is that it is a deterministic resolution of a spray flow, where initial conditions of the particle population can generally be accessed only statistically.

- On the other hand, a probabilistic formulation can be introduced to model liquid disperse-phase. In this case a number density function (NDF) of the spray \( f(t, x, S, u, T) \) is introduced, the quantity \( f(t, x, S, u, T) \) being the probable number of droplets within at time \( t \), a position in \( [x, x + dx] \), a size in \( [S, S + dS] \), a velocity in \( [u, u + du] \), and a temperature in \( [T, T + dT] \). The NDF satisfies a Williams-Boltzmann equation

\[
\frac{\partial f}{\partial t} + \nabla_x \cdot (uf) + \nabla_u \cdot (Fu) - \nabla_S (Rf) + \nabla_T (Ef) = G + Q.
\]  

(1)

In this framework, along with the disperse-phase assumptions, we further assume that the effect of the gas on the liquid only depends on local gas properties, i.e there is no long-distance interactions. This approach is called the kinetic model, by analogy with the kinetic theory of gases. It is an Eulerian statistical approach. Eq. (1) is presented in a DNS framework, but one remarks that LES or RANS descriptions for the kinetic equation are also considered [169]. In these cases, a kinetic model 'in the mean' can be derived to take into account unresolved scales, leading to a new unclosed Williams-Boltzmann, equation, different from Eq. (1) [199]. Further modeling is thus needed to close the equation.

Nevertheless, given the high number of dimensions of the phase space (8 in 3D), a finite volume discretization of this equation, called the full spray equation method in [193], cannot be used at the scale of an industrial burner. Resolution methods have thus to be derived from this kinetic model, to obtain macroscopic models, well-suited for numerical simulations at industrial scale. Two resolution strategies were used so far.

- A stochastic Lagrangian Monte-Carlo method called Direct Simulation Monte-Carlo method, (DSMC) [16, 114], where stochastic parcels are tracked within the flow. The link between Lagrangian statistical methods and DPS has to be clearly highlighted. Indeed, statistical Lagrangian description can refer to two different levels of modeling.

  1. The most common one is associated with a coarser version of DPS, needed in industrial configurations for computational cost reasons. In this framework, a numerical particle, or parcel, represents several physical droplets [71, 193]. In this case, the computed solution does not approximate, or approximate with a lot of noise, the spray NDF and its moments, defined at the kinetic level of description. This method is refered to in this work as the Stochastic Parcel (SP) method [193].

  2. The second one, we call DSMC in this work, is a resolution method for the kinetic equation Eq. (1), as introduced in [16] for rarefied gas. In this framework we aim at achieving a converged solution approximating the NDF moment dynamics. It can be seen as equivalent to Eulerian methods derived from the kinetic model. One has nevertheless to keep in mind that, if both approaches aim at solving the same quantities, the assumptions might differ from one approach to another. The DSMC method represents a refined vision of the DPS, several statistical particles being needed, if necessary, for one physical droplet. The
numerical particle has a weight associated, adapted to the needed refinement. These methods have been developed for instance by \cite{226} in a LES framework. Pratically speaking, the difference between DPS and statistical methods arises in collision modeling. The stochastic methods allow to compute directly the collision integrals in a statistical way, whereas collisions are seen deterministically in DPS. Besides, the different visions of the statistical methods described above leads to a major difference in the refinement used, since a converged solution, in the sense of the kinetic modeling, is expected in DSMC method.

A wide range of Eulerian techniques are derived from the kinetic model. Various techniques are used to derive a system of equations governing the evolution of a set of moments of the spray NDF. The most common methods, for spray simulation, are two-fluid spray models (not to be confused with separate-phase two-fluid models) \cite{80, 134}, multi-fluid models \cite{102, 146, 49}, and the Direct Quadrature Method of Moments (DQMOM) \cite{161}. Let us notice the use of moment methods for the treatment of soot particles, \cite{185, 184}. In some LES approaches, the spatial filter is applied on the moment equations \cite{234, 81}. At present, Lagrangian methods are widely used for the disperse-phase simulation since they combine an efficient modeling of the polydisperse phase, a high numerical efficiency, not introducing any numerical diffusion, and an easiness of implementation. Nevertheless, they suffer from important drawbacks. First, they raise the question of the coupling with the Eulerian description of the gas phase. This question is still open since it involves two ways of description that are fundamentally different. Then, if a DSMC is considered, a very high number of statistical particles has to be used for unsteady polydisperse cases. Moreover, in the framework of domain decomposition for parallel computations it is needed to use complex and costful dynamic partitioning methods, to ensure a good load balancing between the different parallel processes. Recent advances have been obtained in this field \cite{92}. Finally, as previously mentioned, Lagrangian methods are restricted to disperse-phase flow only. In order to describe a full spray injection, Lagrangian methods, when they are used, have to be coupled with an Eulerian model for separate-phase flows. As for the coupling with the gas description this raises theoretical and numerical questions. Since the same phase is concerned, this coupling is even more crucial.

Regarding the objective of IFP Energies nouvelles to couple an existing separate-phase two-fluid model with a polydisperse spray model, the aforementioned drawbacks of Lagrangian methods make the use of an Eulerian formalism attractive for the design of a spray model. The Eulerian formalism consists of indirectly solving transport equations for the NDF by solving for selected moments the kinetic equation using a moment method. The use of moment methods results in the loss of some information but for the following two reasons the cost of such methods can potentially be much lower than that of the Lagrangian alternative. The first is due to the fact that the equation is solved for a limited number of unknowns, the second is related to the high level of optimization one can reach, when both phases are solved within an Eulerian framework \cite{49, 88, 86}. Besides, for comparison with data in practice, the principal quantities of interest are the moments of the NDF. Finally, it appears that this kind of method allows a priori a much easier coupling with a separate-phase two-fluid model than Lagrangian methods.

In the literature, two types of Eulerian models for the description of spray polydispersity are provided. The first one consists in discretizing the size phase space into size intervals called “sections” since the work of Tambour and coworkers (see for example \cite{102} and references therein). There exists a large variety of applications and methods such as multi-fluid models for sprays (see \cite{146, 147, 145, 144} extended from sectional models of Tambour, Greenberg et al. and \cite{168, 172, 49} for a review of recent results) or sectional approach for aerosols (see \cite{219, 137} and references therein), also called class methods in \cite{27}. The multi-fluid approach relies on the derivation of a semi-kinetic model from the Williams equation using a moment method for velocity conditioned by size, but keeping the size as a variable \cite{146}. This function is then discretized using a ‘finite-volume’ approach that yields conservation equations for mass, momentum (and possibly other properties such as enthalpy) of droplets in fixed size intervals called ‘sections’ extending the original work of Tambour, Greenberg and collaborators \cite{101, 102} for evaporating sprays. It has lead to very nice realizations. An example of those is presented in Fig. (2). However, partitioning the particle phase into size sections artificially considers several phases, and so multiplies the computational cost.
Figure 2: Particle mass density obtained with the multi-fluid model in a Homogeneous Isotropic Turbulence. The Stokes number of the particles is 1.2. (Left) Results obtained with the Eulerian model. (Right) Results obtained with the Lagrangian model. The computation was optimized to run on 512 processors.

by the actual number of sections. This appears prohibitive for a use in an industrial context in terms of efficiency. This all the more true that the multi-fluid model is shown to be at most first order in the size variable [143] (extended to second order by [145, 69, 70, 59]). Thus, for applications implying a dynamics in the phase space, for example evaporation, the multi-fluid method introduces intrinsic numerical diffusion and then requires fine grids in size phase space. Therefore, in terms of computational cost, the possibility of high order moment method considering only one size section is very attractive. At present, several high order moment methods have been designed. The first one consists of solving the evolution of moments of a presumed NDF (assumed as a log-normal law) [183]. Presumably, this seems very attractive since knowing a priori, the profile of the NDF makes its reconstruction from the moments much easier. However, this approach leads to serious numerical instabilities thus preventing its use for the treatment of an evaporating spray, since during the computation, it might be impossible to reconstruct a log-normal distribution function from the moment set.

The second method uses Direct Quadrature Method of Moment (DQMOM) [159] wherein equations are directly written on the nodes and abscissas of the distribution function [85]. Contrary to the first one, this method is robust. But it suffers from serious accuracy problems in the resolution of the evaporation term, as pointed out in [85].

The second limitation encountered by Eulerian spray models is the difficulty to describe particle trajectory crossing (PTC). Two important parameters in fluid-particle flows are the Knudsen number Kn and the Stokes number St. The Knudsen number represents the importance of particle-particle collisions relative to free transport. For small Knudsen numbers, collisions are preponderant so that the droplet velocity distribution relaxes to a Maxwellian (or equilibrium) distribution: this is the case for dense sprays. On the other hand, for high Knudsen numbers, the flows physics is no longer conditioned by the collision rate, thus the equilibrium distribution is not a good approximate and one must solve the kinetic equation to adequately capture the flow physics. This is the case for dilute sprays. The Stokes number is defined as the ratio of the characteristic response time of the particle to the characteristic time scale of the gas flow. If the Stokes number is small, particles have nearly the same velocity as the fluid. On the other hand, for high Stokes numbers, particles barely feel the fluid and have thus their own dynamics. Consequently in the case of high Knudsen and moderate and high Stokes numbers flows, droplet trajectories may cross. Although naturally described by Lagrangian methods, these trajectories crossings are very difficult to describe with Eulerian methods, as explained in details in this work.

Indeed, most of the Eulerian methods for spray provide a description in a zero Knudsen limit where the droplet velocity distribution relaxes towards a Maxwellian distribution, that is the hydrodynamic limit [11]. Besides in some models, like the multi-fluid model, the particle velocity distribution is assumed to be locally monokinetic. On the other hand, when PTC occurs, the velocity distribution function is
locally bi-modal with values corresponding to the velocities originating from each characteristics.

According to the above discussion on advantages and drawbacks of Lagrangian and Eulerian spray models, it comes that the choice of an Eulerian model for the description of spray polydispersity is the best suited for the application targeted by IFP Energies nouvelles. Nevertheless, this discussion has highlighted two major limitations encountered by Eulerian models: a sufficiently efficient description of spray polydispersity to be used in industrial configurations, and the description of PTC.

The objectives of this PhD are thus the following. First, a high order moment method, i.e considering $N$ moments with $N > 2$, has to be devised to describe an evaporating polydisperse spray efficiently. This involves, to propose a proper treatment of the evaporation term and associated numerical schemes, first in the context of a homogeneous spray, i.e without advection in the physical space. Once a proper closure for the evaporation term is found, this model has to be extended to the advection operator. Designing a finite volume robust advection scheme for the moment sequence is quite a challenge, since [231, 176] have proven that finite volume schemes using independent reconstruction for the moments lead to serious numerical instabilities, when one attempts to access the NDF from the data of the moments. This is due to the fact that the moment vector has to be realizable. Namely, each component of this vector has to be the actual moment of an NDF. The set formed by all the realizable moment vectors is called the moment space. Due to its complex geometry, any scheme based on independent advection of each of the moment is not robust.

Secondly, after assessing the potential of this method in an academic context, another part of this PhD work concerns the extension of this model and associated scheme to an industrial context. As previously mentioned, IFP Energies nouvelles has launched an ambitious project for the development in a RANS framework of numerical tools targeting the description of a full fuel injection in an internal combustion chamber. For that purpose, a separate-phase Eulerian model has been implemented in the IFP-C3D code so far. The next step of this project, as stated in [215, 220], is to implement a spray model able to account for the polydisperse character of the droplet population downstream of the injector. This work requires to take up two challenges. First, the specific numerical schemes for the new Eulerian spray model are designed in an Eulerian framework with fix grids. Yet, the algorithm used in the IFP-C3D code relies on the Arbitrary Lagrangian Eulerian formalism (ALE). This formalism is typically used when moving mesh are involved. In the applications targeted by IFP Energies nouvelles, this enables to cope with the movement of a piston in an automotive combustion chamber. Accordingly, the numerical schemes designed in the context of this PhD have to be extended to the ALE formalism. This method is enforced in the context of engine simulation in the unstructured CFD code IFP-C3D [18]. The second challenge consists in the actual implementation, from scratch, of this spray model in a code as complex as IFP-C3D, ensuring that a new major functionality has been provided, without interfering with and altering the present ones. The first step of this implementation is done in a DNS framework.

Third, one of the objectives of this PhD work is to overcome the second limitation of Eulerian spray models, that concerns PTC. This work is performed on the basis of the development of Quadrature Method of Moments (QMOM) for the description of PTC done in [84].

The final objective concerns the upcoming work devoted to couple the high order size moment method implemented in IFP-C3D with the separate-phase Eulerian model already implemented by [215, 220]. For that purpose, a precise knowledge of both Eulerian spray models and separate phase two-fluid models is required. Thus, a methodology gathering the elementary guidelines for the derivation a consistent model is needed. Very significant advances have been made over the past two decades. One can notably point out the work of Baer and Nunziato [10], paving the way for intense research activity on the description of non-equilibrium interface conditions between the liquid and the gas phase. But to our knowledge no type of comparative review currently exists. The according purpose of this PhD is to bring an humble contribution towards this synthesis work. This work is intended to prepare in the best conditions possible the forthcoming coupling work.

The answers of all these questions are organized in this manuscript as follows. First, the modeling framework considered in this work is presented in Part I, for the design and evaluation of new spray models. The two major limitations of Eulerian models relative to Lagrangian models are detailed in the context of the multi-fluid model. Solutions to each of these limitations are presented in Part II and Part III, respectively. In Part II, we explain how we have designed a high order size moment method for an
efficient description of spray polydispersity, overcoming for this occasion the first limitation. The second limitation is addressed with the design of a high order velocity moment method bases on a QMOM approach, in order to describe PTC. The feasibility to couple the two above-mentioned is also studied. In Part IV, we present the work realized in order to adapt the high order size moment method exposed in Part II to the ALE formalism, and the introduction of this method in the IFP-C3D code. Finally, a study on separate-phase Eulerian two-fluid models is provided in Part V. The purpose of this part is to prepare the further coupling with the spray model by giving a background on separate-phase two-fluid models in order to understand the physical motivations for the implementation of the two-fluid model in the code IFP-C3D.

The kinetic modeling for spray and the gas description are given in Chapter 1. After characterizing the various types of flow regimes, governing equations are given for both the disperse-liquid and the gas phase in a detailed modeling framework. In order to conduct precise evaluation of the new spray models proposed in this PhD, a simplified modeling framework is defined for both the liquid and the gas phase. The existing spray resolution methods are presented in Chapter 2, where we notably highlight the link between the kinetic model and the different macroscopic Lagrangian and Eulerian methods. As far as Eulerian methods are concerned, we provide a classification based on the derivation techniques of the principal methods available at present. Chapter 3 is dedicated to the detailed presentation of the multi-fluid model. During his PhD [49], Stéphane de Chaisemartin proposed an evaluation of the multi-fluid model in the purpose of an extension to an industrial context. In this context, with the collaboration of Lucie Fréret, they developed a code dedicated to spray model evaluation, called MUli-Fluid Solver for Eulerian Spray or MUSES3D 1 with initially the single multi-fluid model. Part of this PhD work has consisted in characterizing the description of polydispersity provided by the multi-fluid model through the MUSES3D code. This study has highlighted its capacity to describe the size distribution as well as the size-conditioned dynamics. These results have been published in [126]. The other aspect of this work has been to highlight the limitations of the multi-fluid model relative to Lagrangian, approaches. First, it does not provide a description of polydispersity efficient enough to be envisioned for industrial applications. It is based on a first order method in size with extension to second order at the most, so that a precise description of the size distribution requires a fine grid in size phase space, at the expense of computational cost. Second, it does not allow PTC. This work has been published in the journal Flow, Turbulence and Combustion [126], in a Lectures Series of the Von Karmann Institute [172].

The first Eulerian method designed in the context of this PhD, is presented in Chapter 4. This model, referred to as Eulerian Multi Size Moment (EMSM) model relies on a high order moment method for the size variable. Its derivation, associated to the corresponding assumptions and closures are presented in Chapter 4. The philosophy of this model is different from the multi-fluid since the continuous character of the size variable is now conserved. Chapter 5 presents the design of original numerical tools that achieve a very precise resolution of the size distribution of evaporating sprays, while ensuring the strong stability condition induced by the system. First results by comparison with the multi-fluid model are very satisfactory, and show in particular that the EMSM model can treat any distribution function, giving a positive answer to the difficulty highlighted in [85]. This work has been published in the SIAM Journal of Applied Mathematics [173] and presented during the SIAM International Conference on Numerical Combustion, Monterey, USA (2008) [127].

The second achievement, presented in Chapter 6, has been the design of a high order finite volume scheme for the advection of the size moments, preserving the integrity of the moment set. Let us underline the challenge of this work, since this issue has already been discussed by several authors, for example [231, 176] without reaching a fully satisfactory solution. This work, with simple validation test cases, has been partially published in [172], and was presented during the ICCLASS Conference, Vail, USA (2009) [128]. Third, in order to in order to assess the potential of the EMSM model on more challenging test case, its associated numerical schemes have been implemented in the MUSES3D code, preserving its principal features: genericity, accuracy, and optimization through High Performance Computing (HPC) techniques. This is the object of Chapter 7. The corresponding results allow to draw positive conclusions

1http://www.projet-plume.org/fr/relier/muses3d
in terms of precision and cost, about the potential of the EMSM model in an industrial context. This work has been submitted in Journal of Computational Physics [129].

The second limitation, highlighted in the context of the multi-fluid model, is addressed. As for the previous chapter, a high order moment method is considered, for velocity moments this time. This model referred to as Eulerian Multi Velocity Moment (EMVM) model, relies on a QMOM approach, as explained in [84]. The first aspect of this PhD work contributes to the research on high order advection schemes for the type of systems derived in Chapter 9. A mathematical study of the closed one-dimensional system is conducted in collaboration with Marc Massot and Christophe Chalons, from EM2C laboratory. This work has been submitted in the journal Communication in Mathematical Sciences [125]. Secondly, the theoretical gap between one-dimensional and multi-dimensional case is investigated. The difficulty is due to the fact that the quadrature problem does not have a unique solution any more. The two-dimensional case only is considered in this work, since the extension to three-dimensions does not bring any additional difficulties. Results of this study are exposed in Chapter 9. A third aspect of this work is to consider the possibility to couple the advances brought by the multi-fluid and EMVM models in a comprehensive model called the Eulerian Multi-Fluid and Velocity Moment (EMFVM) model, explained in Chapter 10. As done for the EMSM a numerical strategy for the EMFVM model is designed to implement it in the MUSES3D, code. Its validation work through challenging test cases has been published in the journal Flow, Turbulence and Combustion [126], in two proceedings of the Summer Program 2008 at Stanford [51, 87] and in a special issue of the Comptes Rendus Mécanique [50]. Meanwhile, we have considered the coupling of the high order moment methods for both size and velocity, referred to as Eulerian Multi Size and Velocity Moments (EMSMVM) model, for which we have considered suitable numerical tools towards their implementation.

The extension of the EMSM model to an industrial framework is discussed in the last part. This work, aiming at introducing a new functionality in the IFP-C3D code, consists in two aspects. First, since the general algorithm of the IFP-C3D code is based on the ALE algorithm, a theoretical study is conducted on the adaptation of the EMSM model numerical tools to the ALE formalism. In this new context, we show, in Chapter 13, that we are able to preserve the accuracy order of the schemes designed in Part II, while ensuring the strong stability conditions imposed by the moment dynamic system. The second aspect concerns the actual implementation of the EMSM model in the IFP-C3D code. The numerical strategy is exposed in Chapter 13. The validation of this work is performed by comparison with the MUSES3D code, used a reference, since the EMSM model has previously been implemented and validated, in Chapter 8. Validation of the model on injection is performed by comparison with the Lagrangian approach and thus demonstrated the feasibility of the EMSM model in such cases. First results of this work were presented during the ICMF Conference, Tampa, USA (2010) [130], and is in preparation the International Journal of Multiphase Flows [131].

A methodology for the derivation of separate two-fluid models is provided in Chapter 15. Two-fluid models are formally obtained by averaging the conservation equations of a single phase system. The various types of averaging processes are presented, with the resulting formal system of equations. The essential difference with single-phase models, is the existence of an interface between phases. The critical quantity that allows to describe the interface dynamics is the liquid volume fraction $\alpha_l$. A classification of two-fluid model is given, based on the type of equilibrium assumptions made between the phases. Finally, the condition to ensure for a two-fluid model to be consistent are finally presented. Then, a short review on two-fluid models is given in Chapter 16, based on the classification established in Chapter 15.
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Part I

Spray modeling and simulation
Introduction

The precise spray flow modeling framework of the study is given in this part. The gas phase description is coupled with a kinetic spray model. This model comes from a statistical description of the disperse liquid phase. It gives the evolution of the spray Number Density Function (NDF). This model provides a mesoscopic level of modeling: it is called kinetic by analogy with the kinetic theory of gases. Indeed, the NDF evolution equation is similar to the Boltzmann equation. The NDF evolution is driven by the physical phenomena applied to the spray. The detailed description of the kinetic modeling framework, as well as the droplet model needed for its closure, are provided in Chapter 1. Furthermore, in order to evaluate a model, as done in this work with the Eulerian Multi Size Moment (EMSM) and Eulerian Multi Velocity Moment (EMVM) models, a modeling framework is defined in Chapter 1.

The spray equation of this kinetic model cannot be resolved at the scale of industrial application, given the associated cost. Macroscopic methods for its simulation have to be introduced. These methods can use a Lagrangian approach or an Eulerian approach. They are reviewed in Chapter 2. Among them, the multi-fluid model appears as the state of the art in terms of spray polydispersity description. Therefore, Chapter 3 is dedicated to its characterization work, and also the highlight of its limitations that has motivated the work presented in Part II and Part III.
Chapter 1

Kinetic modeling for disperse spray in gaseous flow

The two-phase flow modeling framework is detailed in this chapter. The present work aims at assessing a method for the disperse-phase simulation. The spray is thus considered to be dilute, i.e. with a volume liquid fraction $\alpha = 10^{-4}$, to moderately dense, $\alpha = 10^{-2}$, as established by the classification done in [193]. It is essential to note that the type of flow considered is specific to dilute regimes, contrary to two-fluid models, exposed in Chapter 16, where no specification is given for $\alpha$. In this framework, droplets are assumed to be point particles. The gas flow just around the droplets as well as the liquid flow inside the droplets are not resolved and the coupling with the gas phase is done through source terms in the gas phase equations. Besides, a statistical description based on a kinetic equation for the spray NDF is considered. In this kinetic formulation, the effect of the gas on the spray only depends of local gas properties. Long-distance interactions between gas and liquid are thus neglected. The governing equations for the gas and liquid phases are given in this chapter, with the simplified framework in which studies are conducted in this PhD. Droplet models needed to close the source terms of the kinetic equation are provided. The kinetic formulation is then extended to the class of aerosol, referring to low inertia set of particles with a mean velocity equal to the gas one. Finally, the scope of studied particle flow regime is given, as well as the general assumptions.

1.1 Gas phase description

For the gas description, the Navier Stokes equations for a multi-species reactive flow are considered. Two strategies can be envisioned for their derivation. These Eulerian equations can be obtained through mass, momentum and energy balance on a control volume. This derivation can be found for example, for a general mono-species non-reactive case in [31], and in [197] for reactive multi-species flows. Another more mathematical way to obtain these equations consists in deriving this fluid level of description from the kinetic theory of gases, [94, 75, 167]. It leads to a mixed hyperbolic-parabolic system, its mathematical structure being studied in [95].

These gaseous phase equations are given in the framework of a two-phase flow, with a dispersed liquid phase. This liquid phase is assumed to be dilute enough so that its influence on the gas phase can be described by a source term addition in the gas phase equations. We decide to clearly explicit the non dimensional equation, to underline the reference quantities arising. These quantities will also drive liquid dimensionless equation derivation, in Section 1.2.

1.1.1 Gas equation system

The conservative form of the Navier Stokes system describes mass, species, momentum and energy conservation. The influence of the liquid phase is taken into account through mass, momentum and energy
source terms.

The conservation of mass is given by:

$$\partial_t \rho_g + \nabla \cdot (\rho_g \mathbf{u}_g) = S_{\text{fuel}},$$  \hspace{1cm} (1.1)

where $\rho_g$ is the gas density, $\mathbf{u}_g$ the velocity and $S_{\text{fuel}}$ the mass source term from the liquid phase evaporation.

Regarding species conservation, we have, for the $k^{th}$ species:

$$\partial_t Y_k + \nabla \cdot (\rho_g \mathbf{u}_g Y_k) = -\nabla \cdot (\rho_g \mathbf{u}_k^{\text{diff}} Y_k) + \dot{\omega}_k + S_k^{\text{species}},$$  \hspace{1cm} (1.2)

where $Y_k$, $\mathbf{u}_k^{\text{diff}}$, and $S_k^{\text{species}}$ are the mass fraction, the diffusion velocity, and the liquid evaporation mass source term of species $k$, respectively. The term $\dot{\omega}_k$ is the reactive rate of species $k$. By definition, one has:

$$Y_k = \frac{\rho_k}{\rho_g}, \quad \rho_g \mathbf{u}_g = \sum_{k=1}^{n_s} \rho_g \mathbf{u}_k Y_k, \quad \mathbf{u}_k^{\text{diff}} = \mathbf{u}_k - \mathbf{u}_g,$$  \hspace{1cm} (1.3)

where $\rho_k$ and $\mathbf{u}_k$ are respectively the density and the hydrodynamic velocity of species $k$, and $n_s$ the number of species. It yields:

$$\sum_{k=1}^{n_s} Y_k = 1, \quad \sum_{k=1}^{n_s} \rho_k \mathbf{u}_k^{\text{diff}} = 0, \quad \sum_{k=1}^{n_s} S_k^{\text{species}} = S_{\text{fuel}}.$$  \hspace{1cm} (1.4)

Discussions about the closure of $\mathbf{u}_k^{\text{diff}}$ can be found in [197] or [75]. As in [49] a Fick’s law closure, neglecting the Soret effect is used:

$$\mathbf{u}_k^{\text{diff}} Y_k = -D_k \nabla \mathbf{x}(Y_k),$$  \hspace{1cm} (1.5)

where $D_k$ is the diffusion coefficient of species $k$ into the mixture.

The momentum conservation is given by:

$$\partial_t (\rho_g \mathbf{u}_g) + \nabla \cdot (\rho_g \mathbf{u}_g \otimes \mathbf{u}_g) = -\nabla \cdot (P_g) + \nabla \cdot (\mathbf{T}) + S_{\text{mom}},$$  \hspace{1cm} (1.6)

with $\mathbf{T}$ the viscous stress tensor. This tensor is closed in the context of the Navier-Stokes equations for Newtonian fluids [31].

We consider here, as done in [200, 49], an equation for sensible enthalpy, $h_s = \int_{T_\text{th}}^{T_g} C_{p,g} \, dT$ in order to eliminate the chemical term due to the formation enthalpy of species:

$$\partial_t (\rho_g h_s) + \nabla \cdot (\rho_g \mathbf{u}_g h_s) = -\nabla \cdot (\mathbf{q}) + \partial_t (P_g) + \mathbf{T} : \nabla \mathbf{x}(\mathbf{u}_g) + \dot{\omega}_T + S_{\text{enth}},$$  \hspace{1cm} (1.7)

$$\mathbf{q} = -\lambda_g \nabla \mathbf{x} T_g + \rho_g \sum_{k=1}^{n_s} h_k D_k \nabla \mathbf{x} \cdot (Y_k),$$  \hspace{1cm} (1.8)

where $h_k$ is the enthalpy associated to the species $k$.

The final gaseous phase system of equations reads:

$$\partial_t \rho_g + \nabla \cdot (\rho_g \mathbf{u}_g) = S_{\text{fuel}},$$

$$\partial_t (\rho_g Y_k) + \nabla \cdot (\rho_g \mathbf{u}_g Y_k) = \nabla \cdot (\rho_g D_k \nabla \mathbf{x} (Y_k)) + \dot{\omega}_k + S_k^{\text{species}},$$

$$\partial_t (\rho_g \mathbf{u}_g) + \nabla \cdot (\rho_g \mathbf{u}_g \otimes \mathbf{u}_g) = -\nabla \cdot (P_g) + \nabla \cdot (\mathbf{T}) + S_{\text{mom}},$$

$$\partial_t (\rho_g h_s) + \nabla \cdot (\rho_g \mathbf{u}_g h_s) = -\nabla \cdot (\mathbf{q}) + \partial_t (P_g) + \mathbf{T} : \nabla \mathbf{x}(\mathbf{u}_g) + \dot{\omega}_T + S_{\text{enth}}.$$
1.1.1 Reference quantities and dimensionless formulation

In order to introduce the dimensionless equations, we define the reference velocity $U_0$ and length $L_0$ as well as physical constants for a reference physical mixture $\rho_\infty, \mu_\infty, P_\infty, C_{p,\infty}, C_{v,\infty}$. The dimensionless parameters read:

$$
\bar{x} = \frac{x}{L_0}, \quad \bar{u}_g = \frac{u_g}{U_0}, \quad \bar{t} = \frac{t}{\tau_g}, \quad \bar{\rho}_g = \frac{\rho_g}{\rho_\infty},
$$

$$
\bar{\mu}_g = \frac{\mu_g}{\mu_\infty}, \quad \bar{P}_g = \frac{P_g}{P_\infty}, \quad \bar{C}_{p,g} = \frac{C_{p,g}}{C_{p,\infty}}, \quad \bar{C}_{v,g} = \frac{C_{v,g}}{C_{v,\infty}}, \quad (1.9)
$$

where $\tau_g = \frac{L_0}{U_0}$ is the characteristic time scale of the flow.

To derive the dimensionless equations, we define a normalization Reynolds number based on the reference quantities, as well as an another formulation for the viscosity [200]:

$$
Re_0 = \frac{\rho_\infty L_0}{\mu_\infty}, \quad \mu_g^* = \frac{\bar{\mu}_g}{Re_0}. \quad (1.10)
$$

In the context of this Thesis, these quantities are essential, since they will be reused to define the dimensionless quantities of the spray model.

Besides, in order to close the momentum equation, we define the reference Mach number $M$, and the ratio $\gamma_\infty$ between the reference heat capacities:

$$
M = \frac{U_0}{\sqrt{\gamma_\infty P_\infty}}, \quad \gamma_\infty = \frac{C_{p,\infty}}{C_{v,\infty}}. \quad (1.11)
$$

Finally, the system is also driven by:

$$
Sc_k = \frac{\mu_g}{\rho_g D_k}, \quad Pr = \frac{C_{p,g} \mu_g}{\lambda_g}, \quad Le_k = \frac{\lambda_g}{\rho_g C_{p,g} D_k}. \quad (1.12)
$$

The Schmidt number $Sc_k$ for the species $k$, compares the mechanical diffusivity $\mu_g/\rho_g$ of the species to the mass diffusivity $D_k$, whereas the Prandtl number $Pr$ compares the mechanical diffusivity to thermal diffusivity $\lambda_g/\rho_g C_{p,g}$. The mass and thermal diffusivities are compared via the Lewis number, $Le_k = Sc_k/Pr$. In order to obtain a simple form of the dimensionless system of equations, similar to the original one, we introduce the quantities:

$$
D_k^* = \frac{\bar{P}_g}{\bar{\rho}_g Re_0 Sc_k}, \quad \lambda_g^* = \frac{C_{p,g} \bar{\mu}_g}{Re_0 Pr}, \quad (1.13)
$$

$$
q^* = -\lambda_g^* \nabla_T T_g + \bar{P}_g \sum_{k=1}^{n_s} h_k D_k^* \nabla X(Y_k). \quad (1.14)
$$

For the sake of simplicity, the same variables are used in the original equations and the nondimensionalized ones:

$$
\partial_t \rho_g + \nabla \cdot (\rho_g u_g) = S_{\text{fuel}},
$$

$$
\partial_t (\rho_g Y_k) + \nabla \cdot (\rho_g (u_g Y_k)) = \nabla \cdot (\rho_g D_k^* \nabla X(Y_k)) + \dot{\omega}_k + S_{\text{species}},
$$

$$
\partial_t (\rho_g u_g) + \nabla \cdot (\rho_g u_g \otimes u_g) = \frac{1}{\gamma_\infty M^2} \nabla \cdot (P_g) + \nabla \cdot (T) + S_{\text{mom}},
$$

$$
\partial_t (\rho_g h_s) + \nabla \cdot (\rho_g u_g h_s) = -\nabla \cdot (q^*) + \gamma_\infty \frac{1}{\gamma_\infty} \partial_t (P_g) + M^2 (\gamma_\infty - 1) \nabla \cdot (u_g) + \dot{\omega}_T + S_{\text{enth}}. \quad (1.15)
$$
1.2 Kinetic spray modeling

The dispersed-phase assumption for the liquid, applicable for dilute sprays with volume fraction $\alpha$ falling within the range $10^{-4} < \alpha < 10^{-2}$, allows the use of the so-called ‘kinetic’ spray model. This model is based on the Williams equation, [228, 229]. Although this represents a mesoscopic level of description, it is called ‘kinetic’ by analogy with the microscopic kinetic theory of gases. Indeed, the assumptions made for the spray droplets [83], are similar to the ones made for the gas molecules when deriving the kinetic model. These assumptions are recalled here. The model describes the transport of the NDF and its evolution, due to the physical phenomena like evaporation, heat transfer or particle interactions applied to the spray, as external forces. The source terms responsible for this phase space evolution of the NDF are analyzed here. Due to the above dispersed-phase assumption, the liquid influence on the gas is obtained through source terms in the gas phase equations. The expressions for such source terms are provided in the framework of kinetic spray description.

1.2.1 Particle flow regimes

Within the dilute limit assumption made here, the dynamics of a gas-particle flow is ruled by two major effects. First, in the absence of gas phase, the particles behave like a granular flow. The flow can then be parameterized by the Knudsen number $Kn$ introduced in this chapter. This number represents the importance of particle-particle collisions relative to free transport, and is the equivalent of the Knudsen number defined from the gas kinetic theory [213]. Therefore, the flow behaviour is characterized by $Kn$ like in the gas kinetic theory. The particle flow can be considered a continuous flow as long as $Kn << 1$. In such cases, the flow can be described by the Navier-Stokes equations, or by the Euler equations for even lower Knudsen number $Kn < 0.01$. On the contrary, when $Kn > 0.1$, the rate of collisions is not significant enough to ensure that the flow is at equilibrium, i.e the velocity distribution function is Maxwellian, or at a state close to equilibrium (assumption done for the derivation of the Navier-Stokes equations). In such cases, the particle flow must be described from the Boltzmann equation by other techniques [213]. The various types of description adopted according to the values of the Knudsen is represented in Fig. (1.1).

![Figure 1.1: Domain of Knudsen](image)

Secondly, adding the fluid phase introduces new physical phenomenon, and drag is the most important effect to be taken into account. It is characterized by two dimensionless numbers. For an isolated particle in a uniform fluid, the particle Reynolds number $Re_p$ determines the net force of the fluid on the particle. The other parameter is the Stokes number $St$ which is the ratio of the characteristic time response of the particle to the characteristic time scale of the fluid flow. If the Stokes number is small enough ($St << 1$), the particles will have nearly the same velocity as the fluid. On the other hand, for large Stokes numbers, particles barely ‘feel’ the fluid, so that their trajectory is hardly influenced by the fluid. A precise description of particle regimes according to their Stokes number is not the objective...
1.2 Kinetic spray modeling

1.2.2 Williams-Boltzmann kinetic equation: framework and derivation

We present herein the framework which allows the derivation Williams “kinetic” equation for spray, see for example [228, 229].

1.2.2.1 Fundamental assumptions

We recall that we focus here on a dispersed liquid phase, i.e. a spray constituted of isolated droplets. We assume that the primary break-up has already occurred. Consequently, in order to simulate a full injection process in an automotive or aeronautics combustion chamber, this model needs to be coupled with a model for separated two-phase flow computing the primary break-up and giving the initial conditions of the spray, i.e., droplet sizes and velocities. These initial conditions of the spray can also be obtained by experimental results or modeled, [9]. This issue is essential in the framework of full injection computations.

In order to entirely describe the spray, we need to compute the trajectory of each particle by solving a dynamical equation. It would then be necessary to take into account all the possible interactions of the particle with the gas and with the other particles. If we consider the size and velocity evolution of one droplet, the phase space is of dimension \( N \times 2 \dim \). In many applications, the order of magnitude of \( N \) is \( 10^9 \), preventing to realize such computations.

We thus adopt a statistical point of view, introducing a multiple-particle joint PDF \( f_N(t, x_1, x_2, ..., x_n, u_1, ... u_N) \) defined from the ensemble of all realizations of the spray. We further assume droplet independence, that can be linked with the molecular chaos assumption in the kinetic theory of gases. In this framework, one has:

\[
\begin{align*}
    f_N(t, x_1, x_2, ..., x_n, u_1, ... u_N) &= f_1(t, x_1, u_1)f_1(t, x_2, u_2)...f_1(t, x_n, u_N),
\end{align*}
\]  

(1.16)

where \( f_1 \) is the single-particle joint PDF. We thus only need to compute the single-particle joint PDF, \( f_1(t, x_1, u_1) \). We finally define the number density function (NDF), \( f(t, x, u) \), as the sum over all the spray droplets of the single-particle joint PDF. We then want to solve the evolution of the NDF of the spray.

1.2.2.2 Williams-Boltzmann Equation

The droplets are assumed to be spherical, and are characterized by their position, \( x \), their size \( \phi \), their velocity \( u \) and their temperature \( T \). The number density function depends on these variables and on time, the quantity \( f^S(t, x, \phi, u, T)dt dx d\phi du dT \) being the probable number of droplets with, at time \( t \), a position in \([x, x + dx]\), a size in \([\phi, \phi + d\phi]\), a velocity in \([u, u + du]\) and a temperature in \([T, T + dT]\). The particle size can be described either by their volume \( V \), surface \( S \) or radius \( r \), with the following relation:

\[
    f^S dS = f^r dr = f^V dV.
\]  

(1.17)

It has been shown in [145], that using the droplet surface as the variable for particle size is a good choice in the development of the multi-fluid model from the kinetic description in the framework of evaporating sprays. As explained in Chapter 4, it also proves to be a good choice for the development of the high order size moment method for the description of polydispersity. We therefore use surface \( S \) as the size variable in the following development. The number density function \( f \), without any superscript, will then be associated to the droplet surface. The NDF function of the spray follows a transport equation, first introduced in [228], and is similar to a Boltzmann equation:

\[
    \partial_t f + \nabla_x \cdot (uf) + \nabla_u \cdot (Ff) - \partial_S(Rf) + \partial_T(Ef) = \Gamma + Q,
\]  

(1.18)

where:
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- \( \partial_t f + \nabla_x \cdot (uf) \) represents the free transport of the spray;
- \( F = d_t(u) \) is the acceleration applied on droplets per unit mass;
- \( R = -d_t(S) \) is the rate of change of the size \( S \) of droplets, or evaporation term;
- \( E = d_t(T) \) is the rate of change of droplet temperature due to heat transfer;
- \( \Gamma \) is the rate of change of distribution function \( f \) due to collisions;
- \( Q \) is the rate of change of \( f \) through particle formation by secondary break-up process.

One can note the level of description of the disperse-phase kinetic model. The influence of the gas on the spray is modeled through the terms \( F, R \) and \( E \). These terms depend on the gas temperature, velocity and composition at the position of the droplet, and therefore are dependent on space and time.

The relationship presented in Eq. (1.18) is the general formulation of the Williams-Boltzmann equation that is typically presented in the introduction of spray modeling. Nevertheless, in the context of this PhD, we focus on the following terms of Eq. (1.18): the free transport term, the external force term and the evaporation term. Isolating these effects will enable us to efficiently design numerical schemes for their resolution. Therefore, a simplified version of the Williams-Boltzmann equation is the basic kinetic equation verified by \( f(t, x, S, u) \), that has been studied throughout this research work:

\[
\partial_t f + \nabla_x \cdot (uf) + \nabla_x \cdot (Ff) - \partial_S(Rf) = \Gamma.
\]  

(1.19)

It is important to remember that this simplified framework is not due to a limitation of the proposed models. It is instead a critical step in the design of efficient Eulerian methods for spray resolution. Contrary to initial impressions of simplicity that one may harbour, these terms are the most challenging ones to solve when using high order moment methods. Indeed, recent publications point out intrinsic difficulties for the description of polydispersity through evaporation \[85]\, and for the description of particle trajectory crossing (PTC) \[84]\. With high order moment method, models for collision and coalescence have been designed and proven to be very satisfactory \[87, 147, 85]\. The term of heat transfer, written with the same formalism as the evaporation term, can be solved with the tools explained in Chapter 5.

1.2.3 Spray equation closure

The evolution of the spray NDF in the phase space \((S, u)\) is considered here. The terms in the spray equation leading to this evolution and representing physical phenomena are based on classical models for isolated droplets. The droplet models compatible with the kinetic description of the spray are provided here.

1.2.3.1 Drag Force

Among all the terms contained in the term of force applied by unit mass \( F \) (gravity and buoyancy effects, drag force, virtual mass effect, Basset force, lift force) described in \[49]\, we will focus on the drag term \( D_r \). Indeed, as shown in \[69]\, in a gas-liquid flow, where \( \rho_g/\rho_l \) is of the order of \( 10^{-2} \) down to \( 10^{-3} \), the only external forces that need to be accounted for are drag force and gravity. Furthermore, in order to work in a simple modeling framework, we neglect gravity in the studies presented in this work.

The general expression for the drag force is given by \[193, 208]\:

\[
D_r = \frac{1}{8} \rho_g C_D S \|u_g - u\| \|u_g - u\|,
\]  

(1.20)
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that the particles are spherical, and we focus only on the variation of $C_D$ with the Reynolds number based on the relative velocity:

$$\text{Re}_p = \frac{\rho g S^{1/2} ||\mathbf{u}_g - \mathbf{u}||}{\sqrt{\pi} \mu_g}.$$  \hfill (1.21)

Two flow regimes can be considered: first the Stokes flow regime where the drag coefficient varies inversely with Reynolds number, for $\text{Re}_p < 1000$; second the inertial range regime where the drag coefficient approaches a nearly constant value, see [44] for details. Within the Stokes regime, for low relative velocity ($\text{Re}_p < 1$), the drag coefficient is given by the Stokes law, proposed by C.G. Stokes in 1851:

$$C_D = \frac{24}{\text{Re}_p}, \quad \text{Re}_p < 1.$$  \hfill (1.22)

Two more regimes are identified:

$$C_D = \frac{24}{\text{Re}_p} \left(1 + \frac{\text{Re}_p^{2/3}}{6}\right), \quad \text{Re}_p < 1000, \quad \text{Re}_p = 0.45, \quad 1000 < \text{Re}_p < 3.5 \times 10^5. \hfill (1.23)$$

In the case of a Stokes law, the drag force term can be written:

$$D_i = m_p \frac{18 \pi \mu_g}{\rho_l S} (\mathbf{u}_g - \mathbf{u}) = m_p \frac{(\mathbf{u}_g - \mathbf{u})}{\tau_p},$$  \hfill (1.24)

where

$$\tau_p = \frac{\rho_l S}{18 \pi \mu_g}$$ \hfill (1.25)

is the velocity response time. The variable $\tau_p(S)$ represents the time required for a droplet of size $S$ to respond to a change in gas velocity.

1.2.3.2 Evaporation term

We present here the closure considered to obtain the size evolution rate.

$$[\dot{m}_p]_s = -d_t \left(\frac{\rho_l S^{3/2}}{6 \sqrt{\pi}}\right) = -\rho_l \frac{S^{3/2}}{4 \sqrt{\pi}} d_t S = \rho_l \frac{S^{1/2}}{4 \sqrt{\pi}} R.$$  \hfill (1.26)

We neglect, in Eq. (1.26), the dilatation of the droplet, so that $\rho_l$ is constant. Therefore, we need to compute the vapor mass flux to obtain the $R$ expression.

In the limit of no chemical reaction, $R$ reads [208]:

$$R = 4\pi \frac{\rho_l}{\rho_i} S h_c D_{y_F} \ln(1 + Bm),$$  \hfill (1.27)

where $Bm$ is the Spalding mass transfer number, $S h_c$ is the convective Sherwood number and $D_{y_F}$ is the Fick’s law binary coefficient. The definition of these terms as well as the demonstration of this result can be found in [49]. In the the context of this PhD, a constant droplet-temperature model is chosen, since droplet heating is not considered. If this model is considered without taking convective corrections into account, it leads to the $D^2$ law [97, 210], where the square of the droplet diameter $D$ has a linear regression in time:

$$d_t(D^2) = -\xi.$$  \hfill (1.28)

The coefficient $\xi$ does not depend on the droplet diameter, but depends on local gas conditions. The absence of relative velocity yields $S h_c = 2$. The rate of change of size $R$ is thus given by:

$$R = 8\pi \frac{\rho_l}{\rho_i} D_{y_F} \ln(1 + Bm).$$ \hfill (1.29)

More details about this law can be found in [49].
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1.2.3.3 Collisions
Collision kinetic modeling for spray is detailed in [225, 144]. Its derivation is similar to Boltzmann equation derivation for rarefied gases, see [34, 35]. We assume binary collisions, that is verified if the spray is moderately dense. As mentioned in Section 1.2.2, these collisions will be used only in one case study, in Section 9.1.1 to show that the high order velocity moment method applies to a particle flow experiencing collisions. In this work, we will assume that the collision term is closed. For example, using the Bhatnagar-Gross-Krook (BGK) approximation [15], the collision term becomes:

$$\Gamma = \frac{1}{\tau_c} (f_{eq} - f),$$  \hspace{1cm} (1.30)

where $\tau_c$ is the characteristic collision time of the droplet flow, and $f_{eq}$ the equilibrium distribution function.

1.2.4 Non-dimensional formulation
In order to obtain the liquid source terms for the dimensionless gas system in Eq. (1.15), we present the main elements used in deriving the liquid dimensionless formulation, focusing on the $D_r$ and $R$ coefficients, given in Eq. (1.24) and Eq. (1.29) respectively. The liquid dimensionless formulation is driven by the gas phase one and thus we use the same reference quantities, see Section 1.1.2. Given the presence of particles, we also introduce a reference size $S_0$ for the droplet size variable and then a dimensionless surface $\bar{S} = S/S_0$, and a reference droplet density $n_0 = N_0/L_0^{N_{dim}}$, for a physical space with $N_{dim}$ dimensions. Thus, in addition to the gas characteristic time $\tau_g$, another reference time can be defined:

$$\tau_{drop} = \frac{S_0}{L_0 U_0}.$$  \hspace{1cm} (1.31)

A dimensionless number $R_{drop-gas}$ can then be defined:

$$R_{drop-gas} = \frac{\tau_{drop}}{\tau_g} = \frac{S_0}{L_0^2},$$  \hspace{1cm} (1.32)

that will naturally arise in the dimensionless droplet terms, due to the cohabitation of these gas and liquid reference quantities. In this framework, the dimensionless number density function $\bar{f}$ can be written, for a $N_{dim}$-space dimension domain:

$$\bar{f}(t, \bar{x}, \bar{S}, \bar{u}) = f(t, x, S, u) \frac{U_0^{N_{dim}} S_0}{n_0}.$$  \hspace{1cm} (1.33)

The dimensionless formulation for the coefficients $D_r$ and $R$ is obtained as described below:

$$D_r = \frac{L_0}{U_0^2} D_r,$$
$$K = \frac{L_0}{U_0 S_0} R.$$  \hspace{1cm} (1.34)

We finally obtain the following forms:

$$D_r = \frac{u_g - u}{St},$$
$$K = \frac{1}{R_{drop-gas}} 4\pi \frac{\rho_g}{\rho_l} Sh_c D_{wp}^* \ln(1 + Bm),$$  \hspace{1cm} (1.35)

The Stokes number, introduced in Section 1.2.1 occurs in the dimensionless drag term and reads:

$$St = \frac{mS_{\bullet}}{18\pi \mu_g L_0^2} = \frac{\tau_p}{\tau_g},$$  \hspace{1cm} (1.36)
and characterizes the influence of the gas of particles in terms of drag force. The expressions of \( \mu^* \) and \( D_{y\mu}^* \) are given in Eq. (1.10) and Eq. (1.13), respectively.

For collisions, the collision operator writes, in dimensionless formulation:

\[
\mathbf{T} = \frac{\mathbf{F}_c - \mathbf{F}}{\text{Kn}},
\]

(1.37)

where the Knudsen number \( \text{Kn} \), also introduced in Section 1.2.1 occurs and reads:

\[
\text{Kn} = \frac{\tau_c}{\tau_g}.
\]

(1.38)

It characterizes the rate of collision occurring in the particle flow relative to the gas dynamics.

### 1.2.5 Extension to aerosols

As mentioned in Section 1.2.1, we will show that the methods designed in Part II can be applied to the case of aerosol. It corresponds to particles with a Stokes number close to zero, \( \text{St} \to 0 \), so that their trajectory are influenced by the small scale fluctuations of the Brownian motion. As a result, the kinetic equation satisfied by the NDF is slightly different from the Williams-Boltzmann equation and contains a new term representing the effects of the Brownian motion, which creates dispersion in the velocity distribution function. This kinetic equation is called the Fokker-Planck equation, and reads:

\[
\partial_t f + \nabla_x \cdot (u f) - \partial_S(R f) = \frac{1}{\tau_g} \nabla_u \cdot [(u - u_g)f + \tau_p Q \nabla_u f].
\]

(1.39)

The left-hand side is similar to the Williams-Boltzmann equation with transport in physical space and evaporation. The first term of the right-hand side corresponds to the classical Stokes drag. The second term of the right-hand side represents the effect of Brownian motion on the droplets. \( Q \) is the matrix of the temporal correlation of forces due to Brownian motion. If \( \mathbf{F} = (F_1, F_2, F_3)^t \) is the force due to Brownian motion in three dimensions, then \( Q_{ij}(t) = \int_0^\infty F_i(s) F_j(s + \tau) \, d\tau \). Its dimensionless expression writes : \( \sigma = \frac{Q_{ij}}{U_i^2} \).

As it is classical in statistical physics, a Langevin equation can be associated to the previous Fokker-Planck equation, which in the “viscous limit” or for large times compared to \( \tau_g \), when the inertial term in the equation of motion can be disregarded, reduces to a spatial diffusion as studied in the original works of Einstein and Smoluchowski [38]. Since we rather work with NDF and consider the equation (1.39) as the fundamental model of our particles/droplets, we will obtain the spatially diffusive regime as a singular perturbation using a Chapman-Enskog type of expansion. For the sake of clarity, let us thus rewrite Eq. (1.39) as :

\[
\partial_t f + \nabla_x \cdot (u f) - \partial_S(K f) = \frac{1}{\epsilon} \mathcal{J}(f), \quad \mathcal{J}(f) = \nabla_u \cdot [(u - u_g)f + \sigma \nabla_u f],
\]

(1.40)

where we wrote \( \text{St} = \epsilon \), and dropped the evaporation term as it does not play any role in this development. The differential operator \( \mathcal{J} \) appears to be a singular perturbation for Eq. (A.1) in the case \( \epsilon \to 0 \). The NDF is solved in this case using a Chapman-Enskog development (see classical references of kinetic theory of gases [100, 79, 42, 213]), that is to say that \( f \) is decomposed into powers of \( \epsilon \). This development can be found in Appendix A in one-dimensional case. This development performed up to the first order of the parameter \( \epsilon \) leads to the following equation called the Schmoluchovski equation [89].

\[
\partial_t \rho_p + \nabla_x \cdot (\rho_p u_g) - \partial_S(K \rho_p) = \epsilon \nabla_x \cdot (\sigma \nabla_x \rho_p + \rho_p D_p u_g), \quad D_p = \partial_t + u_g \nabla_x .
\]

(1.41)

where the flux at first order in \( \epsilon \) delivers a diffusion term as well as an acceleration term which can be related to a normalized pressure gradient in the framework of an incompressible flow for the gaseous
phase and which will not be considered in the following for the sake of clarity of the exposition. This allows us to write the following equation on the total number density conditioned on size, \( \rho_p(t,x,S) \), called the Smoluchowski equation \[89, 38]\:

\[
\frac{\partial \rho_p}{\partial t} + \nabla_x \cdot (\rho_p u_g) - \partial_S(K\rho_p) = \epsilon \nabla_x \cdot (\sigma \nabla_x \rho_p),
\] (1.42)

which is valid for large time scales compared to \( \tau_p \).

In the context of this PhD, we show that the numerical tools designed for evaporation and transport can be applied to solve the left-hand side of Eq. (1.41). Therefore, we will consider this part of the equation and the acceleration and diffusion terms can be further solved in the context of an operator splitting algorithm. The equation considered here is then:

\[
\frac{\partial \rho_p}{\partial t} + \partial_x(\rho_p u_g) - \partial_S(K\rho_p) = 0.
\] (1.43)

### 1.3 Gas/liquid coupling: flow regime characterization

#### 1.3.1 Source terms for the gas phase

The kinetic spray modeling derived above, allows computation of the source terms arising in the gaseous equations, Eq. (1.9), accounting for the influence of the dispersed liquid phase on the carrier gaseous phase. These terms represent the variation of mass density, for the mixture and for individual species, due to spray vaporization; the variation of momentum of the spray, due to spray vaporization and to external forces; and finally the variation of enthalpy per unit mass, due to spray vaporization and heat transfer.

\[
S_{\text{fuel}} = \iiint \rho_l R d_S(V) f dS d\mathbf{u} dT,
\]

\[
S_{\text{species}}^k = \iiint \Omega_{\text{surf}}^k \rho_l R d_S(V) f dS d\mathbf{u} dT,
\]

\[
S_{\text{mom}} = \iiint \rho_l \mathbf{u} R d_S(V) f dS d\mathbf{u} dT + \iiint \rho_l V F f dS d\mathbf{u} dT,
\]

\[
S_{\text{enth}} = \iiint \rho_l C_{p,l} T R d_S(V) f dS d\mathbf{u} dT + \iiint \rho_l V C_{p,l} E f dS d\mathbf{u} dT,
\] (1.44)

where \( V(S) = S^{3/2}/(6\sqrt{\pi}) \) is the volume corresponding to the size \( S \). Moreover, \( \Omega_{\text{surf}}^k \) is the flux fraction for species \( k \), from liquid surface to gas. In our study the droplets are mono-component, thus \( \Omega_{\text{surf}}^k = 0 \) or \( \Omega_{\text{surf}}^k = 1 \). One has to note that to obtain the expression \( S_{\text{enth}} \), we assume that no reaction is happening at the droplet surface. We therefore consider that droplets evaporate before burning \[49\].

The two-way coupling is illustrated here, the gas influence over the spray resulting in \( F \) and \( R \) coefficients, depending on both gas and liquid local properties. The influence of the spray over the gas is taken into account by the source terms of Eq. (1.44).

#### 1.3.2 One-way coupling

Taking into account two-way effects, i.e. influence of the spray on the gaseous carrier phase, may be of great importance for several application fields. Indeed if, e.g. the spray is dense, it may significantly modify the mass and momentum of the gas. For combustion applications, two-way coupling is necessary in order to take into account the vaporization of the droplets into the gaseous phase before burning. Nevertheless, we restrict ourselves in this study to one-way coupling. Indeed in this work our objective is to evaluate various levels of description of spray derived from the kinetic modeling, and to show the
feasibility of the corresponding models. This evaluation aims at precisely characterizing the methods, their derivation from a given kinetic model, and the numerical scheme used. Two-way effects, as well as droplet models, are done at the kinetic level of description, and the evaluation of their efficiency to reproduce a complex physics is out of the scope of this study. Furthermore, analyzing and understanding the difficulties related to the spray resolution method itself is a necessary first step in the evaluation of the whole two-phase flow description.

This evaluation will be done through comparisons with the Eulerian multi-fluid model, derived from the same kinetic model. In the case of the multi-fluid method, its efficiency has been validated in [49], and is taken as a reference. Accomodating two-way coupling will introduce a bias resulting from the difficulties in coupling Eulerian and Lagrangian descriptions. Furthermore, the comparison of two-way effects modeling in Lagrangian and Eulerian descriptions can take advantage of the present study in order to focus only on coupling effects.

Finally, the important point we wish to reiterate is that this restriction is definitely not related to any limitation of the proposed models, wherein a two way coupling can be accounted, see [170, 144, 148]. This restriction is purely imposed, by the deliberate focus on developing a simple framework for precise model characterization.

### 1.3.3 Range of particulate flow studied

As shown in Section 1.2.4, the range of particulate flows studied are characterized by their Stokes and Knudsen numbers. We detail below the types of flow targeted in the context of this PhD thesis. First, the entire ranges of Stokes numbers are addressed.

- The models dedicated to describe spray polydispersity, i.e. the multi-fluid model presented in Chapter 3, and the EMSM model designed in this PhD and presented in Chapters 4, 5 and 6, rely on a monokinetic assumption for the velocity distribution function, see Chapter 2. Accordingly, they are intended to describe low St number flow St << 1. However, in Chapter 3, it is proven that, thanks to the properties of the numerical scheme used for physical transport, these models can be extended to the case of higher Stokes number. The singularities engendered by the monokinetic assumption are proven to be well captured by the numerical schemes, and comparisons with Lagrangian simulation and experimental results are highly satisfactory even for moderate Stokes numbers, [49].

- Entire range of Stokes numbers are addressed in the high order velocity moment method (Chapters 9 and 10), which aims at overcoming the monokinetic assumption and at simulating particle trajectory crossing (PTC).

When it comes to the range of Knudsen numbers:

- High Knudsen numbers will almost always be considered, in order to justify the no collisions assumption. Therefore, by default and unless the opposite is stated, collision-less flow is considered. However it must be emphasized that this is not dictated by any limitation of the models. This is primarily because we choose to work in the framework containing the critical processes (i.e evaporation, physical transport, and to a smaller extend drag) for which the breakthroughs brought by our models are assessed.

- The primary interest of the EMVM model is to simulate high Knudsen flows where the equilibrium assumption cannot be done. However, all types of Knudsen flow can be simulated in the context of this model. The purpose of Section 9.1 is to demonstrate that the collision term can be solved, by solving a term that is closed by the BGK model.
Chapter 2

Overview of the resolution strategies for spray dynamics

This chapter discusses the choice of the resolution method for the spray among different available strategies. A natural choice for spray resolution method is a Lagrangian method where we track particles in the flow, considered as representing physical droplets. Moreover, we introduced in Chapter 1 the kinetic description of spray. Other Lagrangian methods consist then in tracking statistical particles in connection with Eq. (1.19). This widely used Lagrangian approach has proven its great efficiency to simulate complete spray dynamics without introducing any numerical diffusion, [71, 193, 6, 201, 179, 204]. However, given the encountered limitations of Lagrangian methods in terms of physics and computing discussed here, Eulerian spray descriptions represent an interesting complementary tool, given its easier coupling with the gas phase description, and its easier optimization through parallel computing, making it an interesting choice for High Performance Computing (HPC) [19, 141]. We summarize here the main Lagrangian approaches, highlighting their level of modeling in order to study their connection with the kinetic level of description. We then present the main derivation strategies leading to Eulerian moment approaches, along with the associated assumptions. We distinguish between methods explicitly presuming the profile of the size distribution and quadrature methods. Within this first class of methods, for which the literature is the most abundant, two families of models are isolated, relative to their treatment of the size variable. The first performs a discretization of the size phase space with Finite Volume procedures. On the contrary, the second family keeps the size variable continuous. The spray computations presented in this work are done in the context of Direct Numerical Simulation (DNS), and thus coupled to a DNS of the gas phase.

2.1 Lagrangian methods

We propose in this section to first go through the main approaches of spray Lagrangian particular descriptions, highlighting the associated level of descriptions and their link for non-collisional spray, i.e in the infinite Knudsen number. We study here DNS framework, all the scales of the gas flow are thus resolved. When considering a modeled turbulent carrier phase, extra effort has to be done to describe particle turbulent dispersion. We do not tackle this issue in this work as we focus on DNS, and we refer to [47] for a review of the turbulent dispersion modeling approaches. Finally, we point out the limitations of such methods.

2.1.1 Description of Lagrangian techniques

The first Lagrangian method associated to the mesoscopic dispersed-phase description is the Discrete Particle Simulation (DPS). In this framework, each Lagrangian numerical particle represents a physical droplet. A system of ODE is thus solved to obtain the evolution of the droplet parameters, size and velocity for the $k^{th}$ droplet. This approach, called a two-phase DNS, has been introduced in [203]. Most
of the first numerical studies were dedicated to solid particle dispersion, [211, 73]. The extension to evaporating droplets in turbulent flows has been provided in [165, 201, 179], and has been used in combustion applications in [164, 202, 180]. This method, is mainly used in DNS configuration, where all the droplets contained in the physical domain can be tracked.

The second approach is a statistical approach, where numerical particles are different from physical droplets. The statistical Lagrangian description can be used in two different contexts.

- First it can be used instead of a DPS method in a configuration where the high number of physical droplets prevents to use one numerical particle for each droplet, given the high computational cost associated. In this framework, the numerical particle, also called parcel, represent several physical droplets. This description has been introduced for fuel spray in [193], extending the work of [71]. This method is referred in [47] as the discrete element method, and as a multicontinua method in [208], where the parcels are defined as classes of droplets. The computational cost of this method is obviously linked to the chosen number of tracked parcels. The cost of the method is thus well controlled, and it is therefore broadly used to compute industrial configurations. This method is implemented for instance in the KIVA code, [6], and is used in many industrial computational codes at present. We refer to this method in this work as Stochastic Parcel (SP) method, as done in [193].

- On the other hand, the statistical Lagrangian method can be seen as a resolution method of the Williams kinetic equation. This approach is called Direct Simulation Monte-Carlo method (DSMC), and is originally introduced in [16] for rarefied gas. This approach aims at describing the evolution of the spray NDF moments, and thus a high number of statistical particles are needed to obtain a converged solution. In this case, several numerical particles may be needed to represent one physical droplet. The numerical particle has a weight associated, adapted to the needed refinement. This method provides directly the ensemble average, in terms of initial condition, and then the reconstructed Eulerian fields correspond to the same level of information than the one provided by a Eulerian method.

In cases without collision, the difference between the two methods, is only the level of refinements provided. Indeed, the convergence expected in the DSMC method demands a high number of statistical particles, leading to a higher refinement level than in DPS. On the contrary, the SP method aims at coarsening the DPS description. The number of statistical parcels is thus set by the computational cost limitation, without drawing any links with kinetic level of description.

### 2.1.2 Lagrangian limitations, need and challenges for Eulerian methods

At present, Lagrangian methods are widely used for the disperse-phase simulation since they combine an easy modeling of the phase polydispersity, a high numerical efficiency, not introducing numerical diffusion, and an easiness of implementation. Nevertheless, they suffer from some shortcomings, in terms of modeling and computing.

The first type of problems, when using Lagrangian methods, is the coupling between the Lagrangian particles and the Eulerian description of the gaseous phase. Moreover, with the solver Eulerian Lagrangian Spray Atomization (ELSA) [54], but also with the project of IFP Energies nouvelles, efforts are done toward the simulation of a whole injection process. This requires a spray model for the description of the droplet population that occurs after the atomization processes. This requires also a separate two-fluid model like the models presented in Part V for the description of the separate-phase area close to the injector. These models are based on an Eulerian approach, and again rise the issue of coupling with a Lagrangian approach for the disperse-phase. Yet, if not impossible, this coupling could be done a priori much easier if one considers an Eulerian approach for the disperse-phase also. Furthermore, in the framework of domain decomposition for parallel computations, Lagrangian approaches need the use of complex and costly dynamic partitioning methods, in order to ensure a good load balancing between the numerous parallel processes. One can nevertheless highlight recent advances in this field [92].

Eulerian methods for disperse-phase modeling, derived from the kinetic model exposed in Chapter 1,
provide thus a very promising complementary tool to Lagrangian methods, since they can easily be coupled with the gas phase and their coupling with a Eulerian two-fluid method for separate-phase modeling is much more conceivable than for a Lagrangian method. Moreover, Eulerian methods are well-suited for massively parallel computations.

But if Eulerian models appear to be a potential answer to the shortages of Lagrangian methods, they nevertheless face two major stumbling blocks, in comparison with Lagrangian methods. The first one lies in the description of polydispersity, which is naturally done by Lagrangian methods, but far from being plain-sailing in an Eulerian framework, since its cost may be prohibitive, even with parallel computations capabilities. The second obstacle lies in the ability to describe particle trajectory crossing (PTC) in the case of high Knudsen numbers. This is also naturally done by Lagrangian methods, but is a serious issue for Eulerian methods, since the classical methods locally considers only a the mean particle velocity (a monomodal velocity distribution) and do not account for multi-modal velocity distribution. It is at the price of the resolution of these two obstacles that Eulerian methods for spray can become a serious alternative to Lagrangian methods.

2.2 Eulerian resolution methods

The alternative to Lagrangian particle tracking is the resolution of spray Eulerian global quantities, as number or mass density, momentum. These Eulerian methods can be seen as moment methods derived from the kinetic equation Eq. (1.19). We propose to present here the main derivation strategies and resulting methods in the framework of spray. We highlight in this presentation the key issues of Eulerian spray modeling in combustion context, that are velocity and size distribution description. Indeed these two issues condition the ability of Eulerian methods to describe polydispersion and out-of-equilibrium velocity distribution, i.e, droplet trajectory crossing description. The derivation strategies are presented in a laminar framework, in order to highlight the key points of the moment equation derivation, without introducing extra modeling complexity. We then discuss the extension to turbulent flows.

2.2.1 Derivation strategies for a DNS resolution

The full resolution with finite volume of the kinetic equation, Eq. (1.19), named by O’Rourke the full spray equation method [193], can difficultly be used given its cost related to the high number of phase space dimensions. Indeed in a 3-D case, the phase space is of dimension seven (3 for space, 3 for velocity, 1 for size). Nevertheless, in many cases the knowledge of the full kinetic description of the spray is not needed, and it is sufficient to know the evolution of global quantities, the NDF moments. For a given function $\psi(y)$, the $k^{th}$ order moment $m_k$ is defined by:

$$m_k = \int_y y^k \psi(y) \, dy.$$  \hfill (2.1)

Therefore, for the NDF we introduce the moment $M$:

$$M_{k,l,m,n} = \int_S \int_u S^k u_x^l u_y^m u_z^n \, dS \, du$$  \hfill (2.2)

of order $k$ in size, $(l, m, n)$ for each component of the velocity, respectively.

The evolution of these spray global quantities can therefore be derived from the Williams kinetic equation Eq. (1.19), in the following way:

$$\int_S \int_u \text{Eq. (1.19)} S^k u_x^l u_y^m u_z^n \, dS \, du.$$  \hfill (2.3)

Nevertheless, one has to notice that the moment equation derivation leads to a loss of information and that, without any peculiar assumption, the system of equations for moments is not closed, even if the kinetic model was. Indeed, some quantities cannot be expressed in function of the set of moments resolved; for example with regard to velocity moments, the equation for the $p^{th}$ order moment (with
2.2 Eulerian resolution methods

$\rho(l + m + n)$ introduces the moments of order $p + 1$. Therefore taking one first order moment $M_{0,1,0,0}$ introduces the second order moments $M_{0,2,0,0}, M_{0,1,1,0}, M_{0,1,0,1}$. Assumptions have then to be done on the form of the NDF to close the moment evolution system. For most of the spray Eulerian methods, the derivation of the moment system, along with its associated closures can be divided into two steps. First a form for the NDF in velocity is presumed for each fixed size, leading to the derivation of an intermediate closed system of conservation laws, the semi-kinetic system. The second step is devoted to the size-phase space treatment, and there exist several methods introducing different types of conservation law systems and closures. However, we can also find methods using a one step moment equations derivation with quadrature-based approximations of the NDF, obtaining the unclosed moments by quadrature formula. These two classes of methods are shown in Fig. (2.1).

![Figure 2.1: Two classes of Eulerian models derived from the kinetic equation.](image)

### 2.2.2 Presuming NDF profile

For modeling purposes, the basis of several Eulerian spray resolution methods is to presume the form of the velocity distribution at the kinetic level. Two levels of assumptions are done. The first assumption is that the velocity distribution profile is independent from the size variable. The NDF can thus be written:

$$f(t, x, S, u) = n(t, x, S) \phi(u - u_p(t, x, S)),$$

where $u_p$ is the mean velocity, conditioned by size. One has to notice that at this level, the model is still size-conditioned, i.e., the mean values depend on the size of the droplets. From this approximation, we can derive a system of moment equations for the spray taking the moments in velocity of order zero:

$$M_{0,0,0,0} = n,$$

$$M_{0,1,0,0} = nu_x,$$

$$M_{0,0,1,0} = nu_y,$$

$$M_{0,0,0,1} = nu_z,$$

in the following way:

$$\int u \text{Eq. (1.19)} \, du,$$

$$\int u \text{Eq. (1.19)} \, du.$$

(2.5)

It gives the following semi-kinetic system:

$$\partial_t n + \nabla_x \cdot (nu_p) = \partial_S (n\tilde{R}),$$

$$\partial_t (nu_p) + \nabla_x \cdot (nu_p \otimes u_p + P) = \partial_S (n\tilde{R}u_p) + n\tilde{D}t,$$

(2.6)

where the notation $\tilde{(\cdot)}$, defines the mean quantities:

$$\tilde{g}(t, x, S) = \int u g(t, x, S, u) \phi(u - u_p(t, x, S)) \, du,$$

(2.7)

$P$ is a tensor equivalent to a pressure term, describing the velocity dispersion of the droplets:

$$P = \int u n \phi(u - u_p) (u - u_p) \otimes (u - u_p) \, du.$$

(2.8)
In the DNS framework, the function \( \phi \) is taken as a Dirac delta-function:

\[
f(t, x, S, u) = n(t, x, S) \delta(u - u_p(t, u, S)).
\]  \hspace{1cm} (2.9)

In this context, there is no velocity dispersion around the mean value and \( P = 0 \). Furthermore, the quantities \( \langle \cdot \rangle \) are the point-wise values of the functions at \( u = u_p \):

\[
\hat{R} = R(u_p) = R_p, \quad \hat{D}_r = D_r(u_p) = D_{r,p}.
\]  \hspace{1cm} (2.10)

Once a closure has been established for the velocity distribution, two types of approaches exist for the resolution of the size variable, see Fig. (2.2).

- The size phase space is discretized into small intervals or samples wherein the size NDF \( n \) is presumed. In this case, only one moment per section, corresponding to droplet mass, is solved.
- The size variable is kept continuous. In that case, several size moments are solved, and the size NDF, for which the profile may be presumed, is reconstructed from the data of the moments.

![Figure 2.2: Resolution methods for the treatment of the size phase space](image)

### 2.2.2.1 Size discretization

**Two-fluid model** The two-fluid model, for dispersed liquid case framework, is based on a presumed PDF in velocity. It must be taken great care of the fact that this two-fluid model is fundamentally different from the two-fluid model for the separate-phase, presented in Chapter 15 and Chapter 16. Indeed, disperse-phase two-fluid models are dedicated to dilute and disperse droplet flow, whereas separate-phase ones do not assume the topology of the liquid phase flow. This model is studied in [65, 187]. It can be derived from the semi-kinetic model, realizing an integration over the whole size phase space, see Fig. (2.3)

\[
\int_S n(t, x, S) \delta(S - S_p(t, x)) dS,
\]  \hspace{1cm} (2.11)

assuming [69]:

\[
n(t, x, S) = n(t, x) \delta(S - S_p(t, x)).
\]  \hspace{1cm} (2.12)
2.2 Eulerian resolution methods

It gives the following evolution for the number and the mass density, as well as the momentum:

\[
\begin{align*}
\partial_t n + \nabla_x \cdot (nu_p) &= 0, \\
\partial_t (\alpha \rho_l) + \nabla_x \cdot (\alpha \rho_l u_p) &= -\dot{m}_p, \\
\partial_t (\alpha \rho_l u_p) + \nabla_x \cdot (\alpha \rho_l u_p \otimes u_p) &= -\frac{1}{St} \alpha \rho_l (u_p - u_g) - \dot{m}_p u_p,
\end{align*}
\]

where \(\alpha\) is the liquid volume fraction and \(\dot{m}_p\) is the mass flux due to evaporation. In this framework, a mean size can be defined for the droplets by the following formula:

\[
r = \left(\frac{3\alpha}{4\pi n}\right)^{1/3}.
\] (2.13)

Nevertheless, the information on the size distribution and on the size-velocity correlation is lost in this derivation. Closures are thus needed for the terms \(\dot{m}_p, \alpha\). In this framework, the droplet interaction terms, needed to account for secondary breakup, collisions and coalescence, cannot be included directly but can only be treated by rough approximations.

![Discretization in S](image)

**Figure 2.3:** Final models in the context of a size discretization

An extension of the two-fluid model consists in realizing a sampling of the distribution and to define \(N\) samples by:

\[
n(t, x, S, u) = \sum_{i=1}^{N} f(t, x) \delta(S - S_{p,i}(t, x))\delta(u - u_{p,i}(t, x)),
\] (2.14)

each sample having its mean size, \(S_{p,i}\) and velocity, \(u_{p,i}\). The system of equations for each sample is derived in the way used for the classical two-fluid method, presuming the shapes of the velocity and size distributions. It thus results in \(N\) systems of equations similar to Eq. (2.13). This sampling is illustrated in Fig. (2.4). Nevertheless, one has to notice that the sampled sizes are not interacting and thus the description of the phenomena inducing coupling in the size phase space, as coalescence or secondary breakup, are not taken into account. This model allows fast computation but only accesses a mean droplet size. Moreover, in the context of a monokinetic assumption for the velocity distribution function, no PTC can be described.

**Multi-fluid model** The multi-fluid method, introduced in [102] and characterized in [146], proposes to conserve information on the size distribution as well as on the size-velocity correlations, discretizing the size phase space. The semi-kinetic system Eq. (2.6) is averaged on fixed size intervals \([S^j, S^{j+1}]\), \(j \in [1, N_s]\) called sections, where \(N_s\) is the number of sections. We thus solve the evolution of moments of
the NDF in each section, the sections being coupled by exchange of mass and momentum, see Fig. (2.5) and Fig. (2.2).

For each section $j$, a system of conservation law for the mass and momentum, given by:

\[
\begin{align*}
    m^{(j)}(t, x) &= \int_{S^{(j)}} \rho_t \frac{S^{3/2}}{6\sqrt{\pi}} n(t, x, S) \, dS, \\
    m^{(j)}(t, x) u_p^{(j)}(t, x) &= \int_{S^{(j)}} \rho_t \frac{S^{3/2}}{6\sqrt{\pi}} n(t, x, S) u_p(t, x, S) \, dS,
\end{align*}
\]  

(2.15)
is derived from the semi-kinetic system:

$$\int_{S(j)}^{S(j+1)} \rho_i \frac{S^{3/2}}{6\sqrt{\pi}} \text{Eq. (2.6)} \, dS.$$  \hfill (2.16)$$

The detailed equations for the multi-fluid model are given in Chapter 3, and we just give here the key elements concerning its derivation. As far as closures are concerned, the size phase space discretization allows to take into account evaporation or droplet interactions phenomena coupling droplets of different sizes. The number distribution in one section, \(n(t, u, S), S \in [S(j), S(j+1)]\), is unclosed as we only solve one moment in size of this distribution. We thus presume the profile of \(n\) in a given section, as a function of the droplet geometry only:

$$n(t, x, S) = n^{(j)}(t, x) \kappa^{(j)}(S), \quad S \in [S(j), S(j+1)].$$  \hfill (2.17)$$

The size distribution function is generally approximated by a piecewise constant function, \(\kappa^{(j)} = \text{cte}\). In our framework \(\kappa^{(j)}\) is constant relative to the droplet surface variable. It must be noticed that, in general, the form of \(\kappa^{(j)}\) depends on the choice for the size variable, and will be different for the droplet volume, surface, or radius. Meanwhile, the velocity \(u_p(t, x, S)\) is assumed to not depend on size in a section: \(u_p^{(j)}(t, x)\). This is known as the fundamental sectional assumption, \([102, 146]\). Unlike the presumed size distribution method, the form of the size distribution is assumed only within a section in the multi-fluid model. This model thus describes the polydispersion as well as the size velocity correlation, a key issue in evaporating spray simulations.

However, the main drawback of this method is the cost associated to the resolution of \(N_s\) systems of conservation laws, needed to obtain the evolution of the sections. Indeed, it has been shown that the multi-fluid model is a first order method regarding evaporation \([145]\), and thus a high number of sections, typically ten to twenty, may be needed to obtain a precise description of the evaporation process. This drawback can be avoided by using methods of higher order for the description of evaporation in multi-fluid framework. A second important limitation, comes from the description of same section droplet trajectories crossing, that can not be done with standard multi-fluid method, as with all presumed velocity PDF based Eulerian method. These two limitations are the basis of this PhD. They will be developed in Chapter 3.

### 2.2.2.2 Preservation of the continuous character of the size variable

The other way to obtain a description of the size distribution is to preserve the continuous characteristic of the size variable, and thus to directly solve the NDF. But until now, all these methods are based on presumed size NDF, as done in \([9, 183]\). The idea is to presume a form for the size distribution and to solve the evolution of a set of moments of this distribution. Nevertheless, this approach suffers from severe problems coming from both the evaporation process and the coupling with the velocity conditioned by size. Indeed it is necessary to presume a form of the spray NDF, for instance a log-normal form, and to resolve the evolution of this log-normal parameters. Nevertheless, the form of the NDF is not conserved through evaporation: an initially log-normal distribution evaporating has no reason to stay a log-normal distribution. Therefore severe singularities occur in the equations governing the evolution of the log-normal parameters.

### 2.2.3 Quadrature approach

As we mentioned in Section 2.2.1, an alternative to the presumed velocity PDF Eulerian method for the simulation of spray is the Direct Quadrature Method of Moments (DQMOM), introduced in \([159]\). In this framework, the NDF of the spray is assumed to have the form:

$$n(t, x, S, u) = \sum_{n=1}^{\kappa} \omega_n \delta(S - S_n) \delta(u - u_n),$$  \hfill (2.18)$$
and a system of conservation laws is derived directly for the weights and abscissas $(\omega_n, S_n, u_n)$:

\[
\begin{align*}
\partial_t \omega_n + \nabla_x \cdot (\omega_n u_n) &= a_n, \\
\partial_t (\omega_n S_n) + \nabla_x \cdot (\omega_n S_n u_n) &= b_n, \\
\partial_t (\omega_n S_n u_n) + \nabla_x \cdot (\omega_n S_n u_n \otimes u_n) &= c_n,
\end{align*}
\]  

(2.19)

where the source terms $(a_n, b_n, c_n)$ are obtained from the source terms of the Williams equation Eq. (1.19), writing conservation equations on a set of chosen moments. It results in a $5N \times 5N$ linear system giving these source terms $[150]$.

The DQMOM method, along with the multi-fluid method, have been compared to a Lagrangian description in the framework of a 1-D vaporizing and coalescing laminar spray $[85]$. It has been shown that the DQMOM method, first introduced in the context of aerosol dynamics and aggregation-breakage processes, can be implemented for a vaporizing spray described by a Williams equation, Eq. (1.19), as also tackled in $[83]$. The DQMOM reveals to be very efficient to describe spray coalescence, more efficient than the multi-fluid due to its limited numerical diffusion in the size phase space. As far as evaporation is concerned, the method is shown to be robust but the importance to treat precisely the problem of the evaporative flux due to droplet disappearance is highlighted. An efficient solution to this problem, common to several moment methods for fluid-particle flows, is tackled in $[173]$.

Finally, up to now, the DQMOM fails to treat droplet trajectory crossings, $[84]$.

Figure (2.6) offers a general synthetic overview of these models.
2.2 Eulerian resolution methods

Figure 2.6: General overview of spray models based on a kinetic description
Chapter 3

Multi-fluid model: principles, achievements, limitations

The Eulerian multi-fluid model is presented in this chapter. It corresponds to a low order moment method in size and velocity, associated with a size discretization. The formalism and the associated assumptions were originally introduced in [146], extending the ideas of [102]. The multi-fluid model is the first robust model able to describe spray polydispersity. Its numerical efficiency for DNS computations has been assessed in the PhD of Stéphane de Chaisemartin who has shown impressive achievements [49]. The study of the multi-fluid has been essential in the context of this PhD for three reasons. The assessment of its limitations have been the motivation of the research work devoted to design the Eulerian Multi Size Moments (EMSM) and Eulerian Multi Velocity Moments (EMVM) models, presented in Part II and Part III respectively. Secondly, some of the numerical methods designed for the multi-fluid model and presented here are the basis for some numerical schemes designed for the EMSM and EMVM models. These methods are detailed in this chapter and will be referred to in other chapters. Finally, the configurations of the tests cases considered to assess the potential of the multi-fluid model are presented here.

The remainder of this chapter is the following. The multi-fluid model with its assumptions is presented in section Section 3.1, with a discussion on the consequences on its mathematical structure. The numerical methods are presented in Section 3.2. Particular attention is devoted to the splitting strategies and the advection schemes since they are the basis of numerical methods designed for the EMSM and the EMVM models. Then Section 3.3 discusses the achievements brought by the multi-fluid model. Finally, its two major limitations are discussed on Section 3.4. This work has been published in [126].

3.1 Model and assumptions

3.1.1 Semi-kinetic system of conservation law

The general form of the semi-kinetic system has been given in Eq. (2.6). We highlight here the main assumptions and give its form under an equilibrium assumption with no dispersion for the velocity distribution. In this framework, the closure of the system is obtained through the following assumptions:

[H1] For a given droplet size, at a given point \((t, x)\), there is only one characteristic averaged velocity \(u_p(t, x, S)\).

[H2] The dispersion in the distribution function around the mean velocity \(u_p\) is zero in each direction, whatever the point \((t, x, S)\).

It is equivalent to presume the following NDF conditionned by droplet size:

\[
f(t, x, S, u) = n(t, x, S)\delta(u - u_p(t, x, S)), \quad (3.1)
\]
that is to reduce the support of the NDF to a one-dimensional sub-manifold parametrized by droplet size. The semi-kinetic system is then closed, and Eq. (2.6) becomes:

\[ \partial_t n + \nabla_x \cdot (n u_p) = \partial_S (n R_p), \]
\[ \partial_t (n u_p) + \nabla_x \cdot (n u_p \otimes u_p) = \partial_S (n R_p u_p) + n D_{r,p}. \] (3.2)

with, as defined in Eq. (2.10), \( R_p = R(u_p) \) and \( D_{r,p} = D_t(u_p) \). The expressions for the terms \( R \) and \( D_t \) are given in Eq. (1.29) and Eq. (1.24). It must be noticed that the two descriptions at the kinetic level and at the moment level are equivalent as long as two following conditions are satisfied. First, the NDF conditioned by droplet size stays mono-kinetic, i.e. satisfies Eq. (3.1) and associates one single velocity at a fixed position and time for a given droplet size. Second, the solution of the system of conservation equations remains regular. Indeed, the solution of Eq. (3.2) can become singular, even if the initial condition is regular, as explained in Section 3.1.3.

3.1.2 Multi-fluid system of conservation laws

In order to obtain the classical multi-fluid system of conservation law, the phase space is discretized. We choose a discretization \( 0 = S^{(1)} < S^{(2)} < \ldots < S^{(j)} < \ldots < S^{(N_s+1)} \) for the droplet size phase space and we average the obtained system of conservation laws over each fixed size intervals \([S^{(j)}, S^{(j+1)}]\), called section. The set of droplets in one section can be seen as a fluid for which conservation equations are written. The sections exchange mass and momentum, and heat, if temperature is considered. The average in each section consists in taking one moment in size, of order 3. In one section consists in taking one moment in size, of order 3, inside each section. The set of droplets in one section can be seen as a fluid for which conservation equations are written. The sections exchange mass and momentum, and heat, if temperature is considered. The average in each section consists in taking one moment in size, of order 3/2 in surface, which is proportional to the droplet mass. The system of conservation laws gives us the evolution of the vector of moments of the distribution function in the phase space \((t, u, S)\):

\[ (M_{3/2,0,0,0}, M_{3/2,1,0,0}, M_{3/2,0,1,0}, M_{3/2,0,0,1})^T, \] (3.3)

where the first index of the moment \( M_{k,l,m,n} \) denotes the order in size, and the three following refers to the three components of the velocity, in three dimensions. The order 3/2 in size \( M_{3/2,0,0,0} \) corresponds to the mass density of droplets and it has been chosen because of its relevance to the evaporation and combustion processes. The evolution of these moments gives the evolution of mass and momentum of the spray. To close the system, the following assumptions are introduced:

[H3] In one section, droplet velocity do not depend on the size of the droplets.

[H4] The form of \( n \) as a function of \( S \) is supposed to be independent of \( t \) and \( x \) in a given section, thus decoupling the evolution of the mass concentration of droplets in a section from the repartition in terms of sizes.

These assumptions are equivalent to presume the NDF in velocity and size inside each section:

\[ u_p(t, x, S) = u_p^{(j)}(t, x), \]
\[ n(t, x, S) = m^{(j)}(t, x) \kappa^{(j)}(S), \]

where \( m^{(j)} \) is the mass concentration of droplets in the \( j \)th section, given by:

\[ m^{(j)}(t, x) = \int_{S^{(j)}} S^{(j+1)} \quad \frac{S^{3/2}}{2 \sqrt{\pi}} n(t, x, S) dS, \] (3.4)

which gives us, for the form \( \kappa^{(j)} \) in one section:

\[ \int_{S^{(j)}} \frac{S^{3/2}}{2 \sqrt{\pi}} \kappa^{(j)}(S) dS = 1. \] (3.5)
As mentioned in [146], there exist several possibilities to choose \( \kappa^{(j)} \) depending for example on whether a form for the NDF constant is radius is chosen, i.e. \( \kappa^{(j)}_R = \text{constant} \), or a form for the NDF constant is surface is chosen, i.e. \( \kappa^{(j)}_S = \text{constant} \). We expose the second formulation. The formulation for \( \kappa^{(j)}_R = \text{constant} \) can easily be figured out, thanks to the following relation, stating that the number density is conserved:

\[
\kappa^{(j)}_R \, dR = \kappa^{(j)}_S \, dS,
\]

leading to:

\[
\kappa^{(j)}_R = \kappa^{(j)}_S \, 8\pi R.
\]

We have, through Eq. (3.5),

\[
\kappa^{(j)}_R = \frac{6\sqrt{\pi}}{\rho_l} \frac{5/2}{(S^{(j+1)})^{3/2} - (S^{(j)})^{3/2}},
\]

We derive the evolution of the set of moments written in Eq. (3.3) from the semi-kinetic system Eq. (2.6):

\[
\int_{S^{(j)}} S/6\sqrt{\pi} \text{Eq. (2.6)} \, dS,
\]

and we obtain, under the assumptions [H1] to [H4]:

\[
\partial_t m^{(j)} + \nabla \cdot (m^{(j)} u^{(j)}_p) = -(E^{(j)}_1 + E^{(j)}_2) m^{(j)} + E^{(j)}_1 m^{(j+1)} m^{(j+1)},
\]

\[
\partial_t (m^{(j)} u^{(j)}_p) + \nabla \cdot (m^{(j)} u^{(j)}_p \otimes u^{(j)}_p) = -(E^{(j)}_1 + E^{(j)}_2) m^{(j)} u^{(j)}_p + E^{(j)}_1 m^{(j+1)} u^{(j+1)} m^{(j+1)} u^{(j+1)} + m^{(j)} D_{r,p}^{(j)},
\]

where we define the averaged drag term in the \( j^{th} \) section:

\[
D_{r,p}^{(j)}(t, x) = \frac{1}{m^{(j)}} \int_{S^{(j)}} \rho_l \frac{S/6\sqrt{\pi}}{\text{Eq. (2.6)}} D_{r,p}(t, x, S, u_p) n(t, x, S) \, dS.
\]

Since we have chosen to express the drag term with a Stokes closure, the dependence of \( D_{r,p}^{(j)} \) in the variable \( S \) is \( 1/S \). The expression of \( D_{r,p}^{(j)} \) becomes:

\[
D_{r,p}^{(j)} = \frac{u_p(t, x) - u_p^{(j)}(t, x)}{\text{St}_0 S^{(j)}},
\]

where \( \text{St}_0 \) is the Stokes number associated to the characteristic size \( S_0 \) defined in Section 1.2.4:

\[
\text{St}_0 = \frac{\rho_l S_0}{18\pi \mu_g}.
\]

Besides, \( S^{(j)}_p \), the characteristic droplet surface of section \( j \) seen by the gas, given from the form of \( \kappa^{(j)} \), reads:

\[
S^{(j)}_p = \frac{3((S^{(j+1)})^{3/2} - (S^{(j)})^{3/2})}{5((S^{(j+1)})^{3/2} - (S^{(j)})^{3/2})}.
\]

Regarding the evaporation terms, \( \int_{S^{(j)}} S/6\sqrt{\pi} R_p n \, dS \), an integration by part is conducted to separate the exchange terms between successive sections, given by:

\[
E^{(j)}_1 = \rho_l \frac{S^{(j+1)}}{6\sqrt{\pi}} R_p^{(j)} \kappa^{(j)},
\]

\[
E^{(j)}_2 = \int_{S^{(j)}} \rho_l \frac{\partial_S (S^{3/2})}{6\sqrt{\pi}} R_p \kappa^{(j)} \, dS,
\]
that is, using Eq. (3.8),

\[ E_1^{(j)} = \frac{5(S^{(j)})^{3/2}}{2((S^{(j)})^{3/2} - (S^{(j)})^{3/2}))} R_p^{(j)}, \]

\[ E_2^{(j)} = \frac{5((S^{(j+1)})^{3/2} - (S^{(j)})^{3/2}))}{2((S^{(j+1)})^{3/2} - (S^{(j)})^{3/2}))} R_p^{(j)}, \]

(3.16)

with \( R_p^{(j)}(t, x) = R_p(t, x, u_p^{(j)}) \). One can notice that to conduct the integration of Eq. (3.15), \( R_p \) is assumed to be independent of size inside the section. This assumption is legitimate in the context of a \( d^2 \) evaporation law.

From the term \( E_2^{(j)} \), it is possible to compute the fuel mass source term in the gaseous equation, \( S_{\text{fuel}} \). We have:

\[ S_{\text{fuel}} = \int_S \int_u \rho R_p \frac{\partial S}{6\sqrt{\pi}} f dS du, \]

(3.17)

and thus in the multi-fluid framework, the mass source term is given by the sum of the section contributions:

\[ S_{\text{fuel}} = \sum_{j=1}^{N_s} \int_{S(j)}^{S(j+1)} \rho R_p \frac{\partial S}{6\sqrt{\pi}} R_p^{(j)} m^{(j)} dS = \sum_{j=1}^{N_s} m^{(j)} E_2^{(j)}. \]

(3.18)

In the same manner,

\[ S_{\text{mom}} = \sum_{j=1}^{N_s} \int_{S(j)}^{S(j+1)} \int_R \rho_k \frac{\partial S}{6\sqrt{\pi}} R_p u^{(j)} \text{d}(u_p^{(j)} - u_p^{(j)}) dS = \sum_{j=1}^{N_s} m^{(j)} u_p^{(j)} E_2^{(j)}. \]

(3.19)

**Dimensionless formulation**

The multi-fluid model is computed in a dimensionless form, obtained from the dimensionless kinetic equation introduced in Section 1.2.4. We first introduce a reference mass density for droplets \( m_0 \)

\[ m_0 = \rho_\infty \left( \frac{S_0}{N_0} \right)^{3/2} \]

(3.20)

The dimensionless multi-fluid system of conservation laws is given by:

\[ \frac{L_0}{U_0 m_0} \text{Eq.}(3.10)a, \]

\[ \frac{L_0}{U_0 m_0} \text{Eq.}(3.10)b, \]

(3.21)

leading to the same system as Eq. (3.10), with the following dimensionless variable

\[ \frac{m^{(j)}}{m_0}, \]

\[ \frac{u_p^{(j)}}{U_0}. \]

(3.22)

The dimensionless form of the external forces, and the surface change rate in one section are obtained from Section 1.2.4:

\[ \overline{D_{p, \text{p}}^{(j)}(t, x)} = \overline{D_{p, \text{p}}(t, x, S_p^{(j)}, \overline{u_p^{(j)}})}, \]

\[ \overline{R_p^{(j)}(t, x)} = \overline{R_p(t, x, S_p^{(j)}, \overline{u_p^{(j)}})}. \]

(3.23)

(3.24)
The expression of $D_{r,p}R_p$ being given in Eq. (1.35), the dimensionless characteristic Stokes number $S_0$ writes:

$$S_0 = \frac{\overline{p}}{18\mu g S_0} L_0^2$$  \(3.25\)

In dimensionless formulation, $\kappa_S^{(j)}$ becomes:

$$\kappa_S^{(j)} = \frac{5/2}{\overline{p} \left((S_0 + j)^{3/2} - (S_0)^{3/2}\right)}$$  \(3.26\)

so that

$$E_1^{(j)} = -\frac{5(S_0)^{3/2}}{2 \left((S_0 + j)^{5/2} - (S_0)^{5/2}\right)} R_p^{(j)},$$  \(3.27\)

$$E_2^{(j)} = -\frac{5(S_0 + j)^{3/2} - (S_0)^{3/2}}{2 \left((S_0 + j)^{5/2} - (S_0)^{5/2}\right)} R_p^{(j)}.$$  \(3.28\)

In the following of this chapter, and in Part II and Part III, we deal with dimensionless quantities. For the sake of legibility, we will omit the bar sign.

### 3.1.3 Mathematical peculiarity of the monokinetic assumption

In the context of the evaluation of the multi-fluid relevance for industrial applications [49], the first step was to show the ability to design a robust and efficient numerical scheme. This step requires to analyze the mathematical properties of the multi-fluid model conservation laws. This study is all the more important that the physical transport part of the dynamical system for the EMSM model presented in Chapter 4 has the same structure as the multi-fluid model. It will also be referred to in the analysis of the physical transport part structure in the context of the high order velocity moment method.

In the monokinetic multi-fluid framework chosen in this study, Eq. (3.10), the transport term has a peculiar structure known as the pressureless gas system, [21]. Indeed, it is similar to an Euler gas dynamics system of equations, but without any pressure term in the momentum equation:

$$\partial_t m + \nabla_x \cdot (m u_p) = 0,$$  \(3.30\)

$$\partial_t (m u_p) + \nabla_x \cdot (m u_p \otimes u_p) = 0.$$  \(3.32\)

This weakly hyperbolic system can be found for example in astrophysics, when describing the formation of large scale structures in the universe or in the modeling of sticky particles [235]; it has also been presented in [67] for bubbles. The structure of this system comes from the monokinetic assumption for the spray velocity distribution done at the kinetic level, Section 3.1. An interesting property in this framework is the mathematical equivalence between the kinetic and the fluid level of description for smooth solutions, Theorem 1.

Theorem 1 (Bouchut) Let $T > 0$, $m(t, x), u_p(t, x) \in C^1([0, T] \times \mathbb{R}^d)$ and define

$$f(t, x, u) = m(t, x)\delta(u - u_p(t, x)).$$  \(3.31\)

Then $(m, u_p)$ solve Eq. (3.30) in $[0, T] \times \mathbb{R}^d$ if and only if

$$\partial_t f + \nabla_x \cdot (uf) = 0 \quad \text{in} \ [0, T] \times \mathbb{R}^d \times \mathbb{R}^d,$$  \(3.32\)
where \( d \) is the number of physical space dimensions. This equivalence is shown in [21]. Therefore the solutions of the macroscopic system Eq. (3.30) are the solution of the kinetic equation Eq. (3.32) as long as the distribution is monokinetic, Eq. (3.31). Bouchut also showed that the velocity verifies a maximum property.

A key point is thus to know whether an initially monokinetic distribution stays monokinetic as times evolves. These issues are discussed in [117], where a kinetic equation with a Stokes drag force source term is considered:

\[
\frac{\partial f}{\partial t} + \nabla_x \cdot (uf) = -\nabla u \cdot \left( \frac{ug - u}{St} \right),
\]

This work considers on open domain with Lipschitz boundary. In the framework of our study, it is not needed to consider domain boundary, for periodicity reasons. The whole space \( \mathbb{R}^d \) is thus considered. It is shown that, under normalization conditions on the initial velocity field \( u_{p0} \) and on the gas velocity field \( u_g, f \) remains monokinetic, Theorem 2. These conditions are based on the Stokes number.

**Theorem 2 (Jabin)** Assume \( m_0 \in L^1(\mathbb{R}^d) \) and

\[
\begin{align*}
    m &\in L^\infty ((0, \infty], L^1(\mathbb{R}^d)), \\
u_p &\in L^\infty ((0, \infty], W^{1,\infty}(\mathbb{R}^d)), \\
    \|u_{p0}\|_{W^{1,\infty}(\mathbb{R}^d)} &\leq \frac{1}{2\sqrt{St}}, \\
    \|u_g\|_{L^\infty((0, \infty], W^{1,\infty}(\mathbb{R}^d))} &\leq \frac{1}{2\sqrt{St}}.
\end{align*}
\]

Then there exist unique \( m \) and \( u_p \) defined on the time interval \([0, \infty)\), solutions to Eq. (3.30).

A precise framework is thus defined where the equivalence between the kinetic and the fluid level of description stands. If the provided conditions are not fulfilled, this equivalence is no longer valid and singularities may occur at the fluid level of description. These singularities, caused by the breaking of the monokinetic assumption, are called \( \delta \)-shocks. It corresponds to a discontinuity in velocity which leads to Dirac delta function concentrations in density. In fact, for smooth solutions, the equation on the velocity itself is decoupled from the conservation of mass and takes the form of the Burger’s classical equation:

\[
\frac{\partial u_p}{\partial t} + u_p \nabla u_p = 0.
\]

A shock may then arise, leading to the concentration of density at its interface. The breaking of the monokinetic assumption is related to droplet trajectory crossings (PTC). As mentioned in introduction of this manuscript, in the infinite Knudsen limit taken in the applications, cluster of droplets are crossing each other, without colliding. It is associated, in a Eulerian description of the spray, to a bimodal distribution at the kinetic level, leading to two droplet velocities at the same space and time location. In the resolution of the whole problem, as formulated in Eq. (3.10), the drag term will decrease the occurrence of such crossings, attracting droplet velocity toward gas velocity. Nevertheless, for droplets inertial enough, influence of drag is weaker and crossings may still occur. As we already mentioned in the assumption [H1], Section 3.1, at a given point there is only one averaged velocity, preventing the description of droplet crossings. In the two-fluid model, also based on one averaged velocity, the same problem occurs and droplet crossings can neither be described. However, in the multi-fluid model, as presented in assumption [H1], we have one averaged velocity at a given size. Consequently, the polydispersion described in the multi-fluid model allows crossing of droplets provided they do not belong to the same size interval. Nevertheless, equally-sized droplet crossings are out of the limits of the multi-fluid model and can not be described.

This observation has two consequences. First one wants to be able to control droplet dynamics for a given gaseous flow. Indeed for turbulent flows or even for laminar flows with contra-rotative vortices or impinging jets, equally-sized droplet crossings may occur. One would like to be able, through a limitation on the Stokes number of the droplets, to foresee these crossing occurrences. To do so, Theorem 2 is used in 2-D vortical flows to illustrate the conditions leading to droplet trajectory crossings. This study is conducted in Section 3.3.1. Second, a robust numerical method must be developed to cope with the
velocity discontinuities and density concentration arising if equally-sized droplet crossings do still occur at rare occasions in the flow.

Along with the previously described singularities, the system can lead to creation of vacuum. One can note that it is important to be able to cope efficiently with vacuum zones since they represent areas of the flow where no droplet is to be found and are commonly encountered in most applications. Furthermore, the positivity of density and the maximum principle on velocity are preserved. One can note that configurations challenging to compute may arise, even when no singularity occurs, for example due to the concentration of density in an area of the flow. This situation occurs for example when droplets are ejected from the core of vortices and accumulated in weak vorticity areas.

A specific numerical method is consequently needed, for the transport part of the multi-fluid method, requiring:

- to stand high gradients even up to the situation where all the mass density would be concentrated in one cell,
- to preserve the positivity of mass density,
- to reproduce a discrete maximum principle on the velocity,
- to deal with vacuum zones in the computational domain.

Furthermore, the best compromise between robustness, precision and computational cost is required. The development of such a numerical method is presented in Section 3.2.

### 3.2 Multi-fluid numerical methods

The numerical scheme designed for the multi-fluid method must deal with the complex mathematical structure of the governing system of equations, described and illustrated in Section 3.1. Furthermore, the numerical scheme has to present the best compromise between precision and cost, in order to tackle more complex 2-D jet or 3-D configurations, Section 3.3.2, [49]. In order to treat efficiently the different difficulties of the multi-fluid system, that are a complex transport term and stiff source terms, we use an operator splitting, [212, 17, 55]. It allows to design efficient numerical methods for each contribution. Furthermore, one takes advantage of the structured grids used in this study to introduce a dimensional splitting to treat multi-dimensional configurations, leading to a high efficiency. Particular attention is devoted to the description of the splitting algorithm and the physical transport resolution method, since these algorithms are reused for the numerical scheme designed for the EMSM (Section 6.3) and the EMVM models (Section 9.5).

We are however aware of the fact that methods devoted to unstructured grids would be required for industrial realizations. Nevertheless, albeit this work aims at studying the relevance of the multi-fluid method for industrial scale configurations, it focuses on a still academic context. This is a needed first step toward industrial applications, and with a clear gap in terms of configuration complexity compared to the multi-fluid computations provided up to now. Furthermore, this academic context is needed to provide precise analysis and validations of the model, Chapter 4, Chapter 9. Finally, its relative simplicity, allows to rapidly settle a configuration. When extension to industrial configuration is required, one will take advantage of extension methods to unstructured grids proposed in the literature.

#### 3.2.1 Operator splitting

Phenomena involved in our problem are decoupled: transport induces an evolution in the physical space without leading to any change in the phase space, whereas transport in internal coordinate space, i.e., size and velocity through evaporation and drag, induces an evolution without any coupling with the spatial coordinates. It is then interesting to separate them using an operator-splitting method. The multi-fluid system, Eq. (3.10), is then split into two systems, one for the physical space and one for the phase space.
On one hand, the evolution in the physical space for the multi-fluid size section $j$ reads:

$$\partial_t m^{(j)} + \nabla_x \cdot (m^{(j)} u_p^{(j)}) = 0,$$

$$\partial_t (m^{(j)} u_p^{(j)}) + \nabla_x \cdot (m^{(j)} u_p^{(j)} \otimes u_p^{(j)}) = 0.$$  \hspace{1cm} (3.36)

On the other hand, the phase space evolution, in internal coordinate space, reads for section $j$:

$$d_t m^{(j)} = -(E_1^{(j)} + E_2^{(j)}) m^{(j)} + E_1^{(j+1)} m^{(j)},$$

$$d_t (m^{(j)} u_p^{(j)}) = -(E_1^{(j)} + E_2^{(j)}) m^{(j)} u_p^{(j)} + E_1^{(j+1)} m^{(j)} u_p^{(j)} + m^{(j)} D_{r,p}^{(j)}.$$  \hspace{1cm} (3.37)

The operator-splitting method consists in solving alternatively these simpler problems Eq. (3.36) and Eq. (3.37) in order to approximate the solution of the full problem, Eq. (3.10). The easier splitting algorithm is the Lie algorithm [152]: it alternates phase and physical space transport:

- Phase space transport: solve Eq. (3.36) during $\Delta t$,
- Physical space transport: solve Eq. (3.37) during $\Delta t$,

but it only provides first order precision in time. Assuming that the steps are second order in time, the Strang splitting, with the following structure [55]:

- Phase space transport: solve Eq. (3.36) during $\Delta t/2$,
- Physical space transport: solve Eq. (3.37) during $\Delta t$,
- Phase space transport: solve Eq. (3.36) during $\Delta t/2$,

guarantees a second order precision in time.

As mentioned in [152], this Strang splitting can also be obtained with an algorithm based on a Lie splitting. The Lie splitting is composed of two steps of length $\Delta t$. The Strang splitting is constructed with these two steps but it alternates the order in which they are performed:

1. iteration $2n$
   - Phase space transport: solve Eq. (3.36) during $\Delta t$,
   - Physical space transport: solve Eq. (3.37) during $\Delta t$,
2. iteration $2n+1$
   - Physical space transport: solve Eq. (3.37) during $\Delta t$,
   - Phase space transport: solve Eq. (3.36) during $\Delta t$.

This alternated splitting is in fact a classical Strang splitting with a splitting timestep $2\Delta t$. Indeed it can be written:

- Phase space transport: solve Eq. (3.36) during $\Delta t$,
- Physical space transport: solve Eq. (3.37) during $2\Delta t$,
- Phase space transport: solve Eq. (3.36) during $\Delta t$.

The error due to the splitting increases, but the steps are of length $\Delta t$. Furthermore, to advance the solution of $\Delta t$ we need to perform only two steps and not three, and it can lead to a benefit in the computational efficiency of the algorithm.
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3.2.2 Physical space transport resolution: kinetic-based scheme

As mentioned in Section 3.1.3, the transport part of the multi-fluid system of equations has a peculiar structure. Indeed the system for the physical transport of the $j^{th}$ multi-fluid section, Eq. (3.36), is similar to the pressureless gas system Eq. (3.30). In order to explain the choice made for the multi-fluid transport scheme, one first focuses on this pressureless gas system. The kinetic finite volume scheme derived in [24] is presented in a 1-D case. This general presentation gives the basis to derive the numerical method used for the multi-fluid transport. This transport term resolution is presented regardless of the multi-fluid section discretization, as physical transport is local in size phase space.

Finite volume kinetic schemes for pressureless gas system

The general framework of pressureless gas system is used to introduce finite volume kinetic methods, in 1-D and multi-dimensional cases.

**Conservative methods**  We refer to [151, 152, 96], as reference manuals on conservative methods for hyperbolic problems. To introduce finite volume methods, we choose the 1-D system of conservation laws for pressureless gas dynamics:

$$\begin{align*}
    \partial_t m + \partial_x (mu_p) &= 0, \\
    \partial_t (mu_p) + \partial_x (mu_p^2) &= 0.
\end{align*}$$

(3.38)

This system can be written in the form:

$$\partial_t p + \partial_x (g(p)) = 0,$$

(3.39)

where

$$p = \begin{pmatrix} m \\
mu_p \end{pmatrix}, \quad g(p) = u_p p.$$  

(3.40)

In order to cope with the discontinuous solutions arising from the non linear conservation law Eq. (3.39), a finite volume method is well-suited. In fact, finite difference methods can be expected to break down near discontinuities in the solution, where the partial differential equation form of the conservation law, Eq. (3.39) does not hold in the classical sense, but in the sense of distributions. Finite volume methods are based on the integral form of the conservation law, instead of the differential equation. The integral form of Eq. (3.39) is given, for any two points $x_1$ and $x_2$:

$$d_t \int_{x_1}^{x_2} p(t, x) \, dx = g(p(t, x_1)) - g(p(t, x_2)).$$

(3.41)

In the finite volume methods, rather than point-wise approximations at grid points, the domain is broken into grid cells, and the cell average of $p$ is approximated over each grid cell. The classical finite volume discretization gives evaluation at the center of the cells: $0 < x_1 < x_2 < \ldots < x_N$, if $N$ cells are considered. Therefore a cell corresponds to $[x_{i-1/2}, x_{i+1/2}]$, where: $0 \leq x_{1/2} < \ldots < x_{i-1/2} < \ldots < x_{N+1/2}$. The $i^{th}$ cell average $p^n_i$ of $p$ at time $t^n$, is defined by the integral of $p$ divided by the length of the cell:

$$p^n_i = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} p(t^n, x) \, dx.$$  

(3.42)

These values are modified by the flux through the edge of the grid cells:

$$p^{n+1}_i = p^n_i - \frac{\Delta t}{\Delta x} \left( F_{i+1/2} - F_{i-1/2} \right),$$

(3.43)
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where $F$ is called the numerical flux function. This form can be naturally obtained by integrating over time interval $[t^n, t^{n+1}]$ the integral form Eq. (3.41). Therefore the numerical flux function can be seen as an average flux through $x_{i+1/2}$ over the time interval, \([51]:\)

$$F_{i+1/2} = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} g(p(t, x_{i+1/2})) \, dt. \quad (3.44)$$

The primary problem in finite volume methods is to determine good numerical flux functions that approximate the correct fluxes reasonably well, based on the approximate cell averages, the only data available. Note that in order to obtain high order resolution methods, the cell averages are used to reconstruct a piecewise linear function, used to obtain a more precise evaluation of the numerical flux function. It gives a better accuracy for smooth function, nevertheless, it fails near discontinuities where oscillations are generated. Slope limiters are thus used to detect discontinuity and to avoid local extrema creation. In our case, two main slope limiters are used, that gives, for the example of the mass, 

The values of $m$ and $u_m$ are then recovered from $f$ by the formula:

$$m(t^{n+1}, x) = \int_{\mathbb{R}} \left( \frac{1}{u} \right) f(t^{n+1}, x, u) \, du. \quad (3.49)$$

In order to obtain the kinetic conservative scheme for the density and the momentum, we thus integrate the equivalent kinetic equation Eq. (3.48) (left) on the control volume $[x_{i-1/2}, x_{i+1/2}]$ for all the velocities.
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Let us define:

\[ \left( \begin{array}{c}
  m^n_i \\
  q^n_i
\end{array} \right) = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \left( \begin{array}{c}
  m(t^n, x) \\
  q(t^n, x)
\end{array} \right) dx,
\]

with \( q_i^n = m^n_i u_i^n \) and \( q = m u \). With these definitions, the integration Eq. (3.50) of the kinetic equation leads to the following scheme:

\[ \left( \begin{array}{c}
  m_{i+1}^{n+1} \\
  q_{i+1}^{n+1}
\end{array} \right) = \left( \begin{array}{c}
  m_i^n \\
  q_i^n
\end{array} \right) - \frac{\Delta t}{\Delta x} \left( \mathbf{F}_{i+1/2} - \mathbf{F}_{i-1/2} \right),
\]

with the fluxes given by:

\[ \mathbf{F}_{i+1/2} = \left( \begin{array}{c}
  F_{i+1/2}^{(1)} \\
  F_{i+1/2}^{(2)}
\end{array} \right) = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} \int_R \left( \begin{array}{c}
  1 \\
  u
\end{array} \right) u f(t, x_{i+1/2}, u) dt.
\]

In addition, one can compute the integrals over \( \mathbb{R}^+ \) and \( \mathbb{R}^- \) separately, and then the numerical flux can be written in the flux vector splitting form:

\[ \mathbf{F}_{i+1/2} = \mathbf{F}_{i+1/2}^+ + \mathbf{F}_{i+1/2}^-.
\]

These fluxes are obtained under the CFL condition:

\[ \Delta t \sup_x |u_p(x)| \leq \min_i \Delta x.
\]

The comparison with the flux expression for classical finite volume numerical schemes points out that the flux \( g \) is replaced by \( \int_R f(t, x_{i+1/2}, u) du \). Indeed, a kinetic scheme involves the NDF \( f \) of the kinetic description for the resolution of the macroscopic quantities, \( m_i \) and \( u_i \). In order to compute these fluxes, an evaluation of the function \( f \) is needed at some points of the grid. This is done by reconstructing this function from the averaged values \( m^n_i \) and \( q^n_i \). Let us denote \( \tilde{f} \) this reconstructed function. This function is given at Eq. (3.48). For a first order scheme, \( \tilde{f} \) is piecewise constant so that we have:

\[ \mathbf{F}_{i+1/2}^+ = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} \int_R u \left( \begin{array}{c}
  1 \\
  u
\end{array} \right) m_i \delta(u - u_{p_i}^n) du dt = \left( \begin{array}{c}
  m_i^n(u_{p_i}^n)^+ \\
  m_i^n u_{p_i}^n (u_{p_i}^n)^+
\end{array} \right),
\]

For a second order scheme, \( \tilde{f} \) is piecewise linear, with the adequate slopes:

\[ \left\{ \begin{array}{l}
  m^n(x) = m_i^n + D m_v^n (x - x_i), \\
  u_p^n(x) = u_{p_i}^n + D u_{p_v}^n (x - x_i),
\end{array} \right.
\]

with

\[ u_{p_v}^n = u_{p_i}^n - \frac{D u_{p_v}^n (\Delta x)^2}{12 m_i^n}, \quad u_{p_v}^n = \frac{q_i^n}{m_i^n}.
\]

The bar value \( u_{p_i}^n \) is introduced to ensure conservation of momentum, i.e., to satisfy Eq. (3.51). One needs then to evaluate this reconstructed function \( \tilde{f} \), at time \( t \). The interest of this approach is that, since \( \tilde{f} \) is solution of Eq. (3.48) for \( t \in [t^n, t^{n+1}] \), we have \( \tilde{f}(t, x, u) = f(t^n, x - u(t - t^n), u) \). Therefore, the flux of Eq. (3.53) can be transformed by a change of variable leading to an integral over space [24]:

\[ \mathbf{F}_{i+1/2}^+ = \frac{1}{\Delta t} \int_{x_{i+1/2}}^{x_{i-1/2}} \left( \begin{array}{c}
  m^n(x) \\
  m^n(x) u_p^n (x)
\end{array} \right) dx,
\]

\[ u \in \mathbb{R} \text{ and for time } t \in [t^n, t^{n+1}], \text{ that is to say we take the moment of order zero and one in velocity of the kinetic equation: }
\]

\[ \int_{x_{i-1/2}}^{x_{i+1/2}} \int_R \left( \frac{\partial f}{u \partial f} \right) dx du + \int_{x_{i-1/2}}^{x_{i+1/2}} \int_R \left( \frac{u \partial f}{u^2 \partial f} \right) dx du = 0. \]

(3.50)
where \( x_{i+1/2}^L \) is the abscissa of the last droplets reaching \( x_{i+1/2} \) at \( \Delta t \):

\[
x_{i+1/2}^L = x_{i+1/2} - \Delta t \left( \frac{u_p^n \Delta x}{1 + \Delta t D_{u_p^n}} \right),
\]

(3.60)

and

\[
F_{i+1/2}^{-} = -\frac{1}{\Delta t} \int_{x_{i+1/2}}^{x_{i+1/2}^R} \left( \frac{m^n(x)}{m^n(x) u_p^n(x)} \right) dx,
\]

(3.61)

where \( x_{i+1/2}^R \) is the abscissa of the last droplets reaching \( x_{i+1/2} \) at \( \Delta t \):

\[
x_{i+1/2}^R = x_{i+1/2} - \Delta t \left( \frac{u_p^n \Delta x}{1 + \Delta t D_{u_p^n}} \right),
\]

(3.62)

The fluxes, Eq. (3.53), can now be computed, their form depend on the chosen reconstruction. Different reconstructions are described in [24]. In order to ensure the non-negativity of \( m \), one needs that:

\[
|D_{m_i} \frac{\Delta x}{2}| \leq m^n_i,
\]

(3.63)

To guarantee the maximum principle property on the velocity:

\[
v_i \leq u(x) \leq V_i, \quad x \in (x_{i-1/2}, x_{i+1/2}),
\]

(3.64)

where

\[
v_i = \min(u_{p_{i-1}}^n, u_p^n, u_{p_{i+1}}^n), \quad \text{and} \quad V_i = \max(u_{p_{i-1}}^n, u_p^n, u_{p_{i+1}}^n).
\]

(3.65)

We need that:

\[
\begin{align*}
v_i & \leq u_{p_i}^n + \frac{\Delta x}{2} D_{u_p^n} (1 - \frac{D_{m_i} \Delta x}{6m_i^n}) \leq V_i, \\
v_i & \leq u_{p_i}^n - \frac{\Delta x}{2} D_{u_p^n} (1 + \frac{D_{m_i} \Delta x}{6m_i^n}) \leq V_i.
\end{align*}
\]

(3.66)

An additional condition applies to the velocity. This condition enables us to get an explicit expression of the fluxes by assuming that, piecewise, the velocity slope is such that the droplets do not overtake each other. This condition writes : \( \Delta t D_{u_p^n} > -1 \). Therefore, we have the restrictions on the slope of \( u_p \):

\[
\begin{align*}
D_{u_p^n} & \leq \min \left( \frac{V_i - u_{p_i}^n}{1 - \frac{D_{m_i} \Delta x}{6m_i^n} \frac{\Delta x}{2}}, \frac{u_{p_i}^n - v_i}{1 + \frac{D_{m_i} \Delta x}{6m_i^n} \frac{\Delta x}{2}} \right), \\
D_{u_p^n} & \geq \max \left( \frac{u_i - u_{p_i}^n}{1 - \frac{D_{m_i} \Delta x}{6m_i^n} \frac{\Delta x}{2}}, \frac{u_{p_i}^n - V_i}{1 + \frac{D_{m_i} \Delta x}{6m_i^n} \frac{\Delta x}{2}} \right).
\end{align*}
\]

(3.67)

The slope \( D_{m_i} \) is obtain here using a MC limiter to limit the numerical diffusion [49]:

\[
D_{m_i} = \begin{cases} 
\min \left( \frac{m_{i-1}^n - m_i^n}{\Delta x}, \frac{m_i^n - m_{i-1}^n}{\Delta x} \right) & \text{if } m_{i-1}^n < m_i^n < m_{i+1}^n, \\
\max \left( \frac{m_{i+1}^n - m_i^n}{\Delta x}, \frac{m_i^n - m_{i-1}^n}{\Delta x} \right) & \text{if } m_{i-1}^n > m_i^n > m_{i+1}^n, \\
0 & \text{otherwise}
\end{cases}
\]

(3.68)

This is different to what is done in [24] where a minmod limiter was used.
The velocity slope $D_{u^n_i}$ writes:

$$D_{u^n_i} = \frac{1}{2} \left( \text{sgn}(u_{p_{i+1}} - u_{p_i}) + \text{sgn}(u_{p_{i}} - u_{p_{i-1}}) \right) \times \min \left\{ \frac{|u_{p_{i+1}} - u_{p_i}|}{(1 - \Delta x D_{m_i} / 6m_i^2) \Delta x}, \frac{|u_{p_{i}} - u_{p_{i-1}}|}{(1 + \Delta x D_{m_i} / 6m_i^2) \Delta x} \right\},$$

(3.69)

To give the fluxes at the interface $x_{i+1/2}$, let us denote $m_{i+1/2}^L$, $m_{i+1/2}^R$, $u_{i+1/2}^L$, $u_{i+1/2}^R$, the corresponding values of $m^n(x)$ and $u^n_{p}(x)$ at the left and the right of interface $x_{i+1/2}$ between the cells $i$ and $i + 1$:

$$m_{i+1/2}^L = m_i^n + \frac{\Delta x}{2} D_{m_i}^n,$$

$$m_{i+1/2}^R = m_{i+1}^n - \frac{\Delta x}{2} D_{m_{i+1}}^n,$$

$$u_{i+1/2}^L = u_{p_i}^n + \frac{\Delta x}{2} D_{u_{p_i}^n},$$

$$u_{i+1/2}^R = u_{p_{i+1}}^n - \frac{\Delta x}{2} D_{u_{p_{i+1}}^n},$$

(3.70)

so we can have an easy expression for the fluxes:

$$F_{i+1/2}^+ (1) = m_{i+1/2}^L (\alpha_{L_{i+1/2}}^L)^2 \Gamma_{i+1/2}^+ (1),$$

$$F_{i+1/2}^- (1) = m_{i+1/2}^R (\alpha_{R_{i+1/2}}^R)^2 \Gamma_{i+1/2}^- (1),$$

$$F_{i+1/2}^+ (2) = m_{i+1/2}^L (\alpha_{L_{i+1/2}}^L)^2 \Gamma_{i+1/2}^+ (2),$$

$$F_{i+1/2}^- (2) = m_{i+1/2}^R (\alpha_{R_{i+1/2}}^R)^2 \Gamma_{i+1/2}^- (2),$$

(3.71)

with the following definitions:

$$(\alpha_{i+1/2})^L = \frac{(u_{i+1/2}^L)}{1 + \Delta t D_{u_{p_i}^n}}, \quad (u_{i+1/2}^L)_+ = \max(0, u_{i+1/2}^L),$$

$$(\alpha_{i+1/2})^R = \frac{(u_{i+1/2}^R)}{1 + \Delta t D_{u_{p_{i+1}}^n}}, \quad (u_{i+1/2}^R)_- = \min(0, u_{i+1/2}^R),$$

(3.72)

and

$$\Gamma_{i+1/2}^+ = \begin{pmatrix} \Gamma_{i+1/2}^+ \ (1) \\ \Gamma_{i+1/2}^+ \ (2) \end{pmatrix} = \begin{pmatrix} D_{m_i}^n \\ -m_{i+1/2}^L D_{u_{p_i}^n} + (\alpha_{L_{i+1/2}}^L)^n D_{m_i}^n + \frac{\Delta x}{2} D_{m_i}^n D_{u_{p_i}^n} (\alpha_{i+1/2})^L \end{pmatrix},$$

$$\Gamma_{i+1/2}^- = \begin{pmatrix} \Gamma_{i+1/2}^- \ (1) \\ \Gamma_{i+1/2}^- \ (2) \end{pmatrix} = \begin{pmatrix} D_{m_{i+1}}^n \\ -m_{i+1/2}^R D_{u_{p_{i+1}}^n} + (\alpha_{R_{i+1/2}}^R)^n D_{m_{i+1}}^n + \frac{\Delta x}{2} D_{m_{i+1}}^n D_{u_{p_{i+1}}^n} (\alpha_{i+1/2})^- \end{pmatrix}. $$

(3.73)

This kinetic scheme can be summarized as illustrated in Fig. (3.1), with the three steps allowing the scheme derivation and the flux computation: kinetic function reconstruction from average values, analytical kinetic evolution of the reconstruction, average values evolution, through numerical fluxes.

Let us now consider the transport of a passive scalar $\psi$ by the particle mean velocity field $u_p$. The number density function then writes:

$$f^n(t^n, x, u, \psi) = m^n(t^n, x) \delta(u - u_p(t^n, x)) \delta(\psi - \psi_p(t^n, x)).$$
where $\psi_p$ is the mean value of the quantity $\psi$.

The system of equations at the macroscopic level writes:

\[
\begin{align*}
\partial_t \psi + \partial_x (\psi u_p) &= 0, \\
\partial_t (\psi u_p) + \partial_x (\psi u_p^2) &= 0, \\
\partial_t (\psi u_p) + \partial_x (\psi u_p u_p) &= 0,
\end{align*}
\]

so that, except at shock locations, $\psi_p$ verifies a transport equation: $\partial_t \psi_p + u_p \partial_x (\psi_p) = 0$.

Another component is added to the fluxes vector:

\[
F_{i+1/2}^{(3)} = \frac{1}{\Delta t} \int_{t_i}^{t_{i+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \psi \int_{x_{i+1/2}}^{x_{i+1/2}} u \psi \int_{x_{i-1/2}}^{x_{i+1/2}} f(t, x, u) \, du \, dt,
\]

and after the change of variable leading to an integral over space:

\[
F_{i+1/2}^{(3)} = \frac{1}{\Delta t} \int_{x_{i-1/2}}^{x_{i+1/2}} \psi_p^n (x) dx,
\]

where $x_{i+1/2}$ is defined in (3.62). For a first order scheme,

\[
F_{i+1/2}^{(3)} = m_i^n \psi^n_p (u_p^n)_+,
\]

where $\psi^n_p$ is the mean value of $\psi$ in the $i$th cell. For a second order scheme, $\psi$ is reconstructed like in (3.57):

\[
\psi^n_p (x) = \psi^n_{p i} + D \psi^n_p (x - x_i),
\]

where

\[
\psi^n_{p i} = \psi^n_p - \frac{D m^n_p D v^n_p}{12 m^n_i} (\Delta x)^2, \quad \psi^n_p = \frac{(m \psi)^n_i}{m^n_i}.
\]

The flux $F_{i+1/2}^{(3)}$ reads:

\[
\begin{align*}
F_{i+1/2}^{(3)} &= \frac{m^{L}_n}{2} \psi^{L}_{p i+1/2} (\alpha^{L}_i + 1/2) + \frac{\Delta t}{2} (\alpha^{L}_i + 1/2)^2 \Gamma^{L}_{i+1/2}^{(3)}, \\
F^{(3)}_{i+1/2} &= \frac{m^{R}_n}{2} \psi^{R}_{p i+1/2} (\alpha^{R}_i + 1/2) - \frac{\Delta t}{2} (\alpha^{R}_i + 1/2)^2 \Gamma^{R}_{i+1/2}^{(3)},
\end{align*}
\]

and

\[
\begin{align*}
\Gamma^{L}_{i+1/2}^{(3)} &= \frac{m^{L}_n}{2} \psi^{L}_{p i+1/2} (\alpha^{L}_i + 1/2) + \psi^{L}_{p i+1/2} D m^n_p - \frac{2 \Delta t}{3} D m^n_p \psi^{L}_{p i+1/2} (\alpha^{L}_i + 1/2)_+, \\
\Gamma^{R}_{i+1/2}^{(3)} &= \frac{m^{R}_n}{2} \psi^{R}_{p i+1/2} (\alpha^{R}_i + 1/2) + \psi^{R}_{p i+1/2} D m^n_p - \frac{2 \Delta t}{3} D m^n_p \psi^{R}_{p i+1/2} (\alpha^{R}_i + 1/2)_-.
\end{align*}
\]
3.2 Multi-fluid numerical methods

Given the difficulties linked to the multi-dimensional kinetic schemes, and since we aim at computing academic configurations with quadrilateral grids, the **dimensional splitting**, also called alternating direction technique (ADI), see [96] and [152] and references therein, appears as a very interesting alternative. Indeed, it offers:

- an easy implementation,
- a great efficiency, since second order method with linear reconstruction can be used, as we perform a mono-dimensional transport,
- an easy extension to the aimed configurations, i.e. to 2-D, 2-D axisymmetric and 3-D domains. The two last types of configurations are used in [49].

Moreover, since each transport is done with step $\Delta t$, there is no CFL reduction. One can note that this technique cannot be used for unstructured grids, nearly always encountered in industrial realizations. Therefore the study of a numerical scheme, with the greater efficiency in multi-dimensional configurations with unstructured mesh, is still to be done. For example, the detailed analysis of the numerical schemes implemented in the semi-industrial code AVBP, co-developed at IFP Energies nouvelles and CERFACS, provided in [141], shows the necessity to develop a finite volume cell-vertex formulation of the kinetic scheme. Nevertheless, this is not the aim of the present work, where first realizations of the multi-fluid methods are given, providing ideas on the feasibility of such computations.

### 3.2.3 Phase space transport resolution: full ODE system with Radau5, and simplified framework for drag-evaporation resolution

The phase transport step corresponds to the resolution of the ODE system Eq. (3.37). The polydispersion resolution leads to a multi-scale problem. Indeed, droplets of different sizes have different response time to the physical phenomena. The ODE integrator must then be carefully chosen.

As mentioned in Section 1.2, in the context of this PhD, the phase space dynamics is limited to evaporation and drag with simple models, in order to precisely evaluate the resolution models and methods proposed in Part II and Part III. On the other hand, in the context of the PhD of Stéphane de Chaisemartin the phase space transport is solved in a more general context, with more complex models for evaporation and drag force, and possibly heat transfer and particle interactions. An ODE resolution scheme is then used.

#### Radau5 Program

The evolution of the droplet behavior with their inertia can lead to several time scales in the problem, and then to stiffness. The Runge-Kutta implicit methods are particularly well suited for stiff problems, see for example [106]. It is designed to solve equations of the following profile:

$$\frac{d}{dt}(y) = \Psi(t, y),$$

The implicit Runge Kutta method based on Radau quadrature is called Radau IIA. We choose a 5th order version of this integrator. This method is shown to be A-stable in [106]. Furthermore, this method is L-stable, that allows a very fast convergence, with a fast high frequency absorption. This property is of importance for multi-fluid simulations as low inertia droplet velocity relaxes very rapidly to gas velocity, under drag force effect. This Radau IIA method is implemented in the program RADAU5, written by Hairer, see [106]. We refer to [106] and [49] for details.

#### Drag-evaporation simplified framework

One of the achievements of the PhD of Stéphane de Chaisemartin has been to implement the Radau5 algorithm in the MUSES3D code dedicated to spray resolution Chapter 7. Our purpose is to implement the methods explained in Part II and Part III in this code to evaluate their potential. Unfortunately, as explained in Chapter 5, in the context of the high order size moment method, the stability conditions
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Some of the major achievements of the multi-fluid model are presented in this section. These achievements are presented with results obtained in two configurations with the MUSES3D code presented in Chapter 7. The first configuration involves a spray flow in a gaseous velocity field constituted by the Taylor-Green vortices. The second one involves a free-jet in an unsteady flow configuration. The detail of these configurations are presented here. They will be reused to assess the potential of the EMSM and EMVM in the following.

The simulations are conducted with an academic solver, MUSES3D [49, 172], using the models presented in this chapter, and presented in Chapter 7. The Reynolds number based on \( U_0, \nu_0 \) and \( L_0 \) is 1,000, where \( U_0 \) is the injection velocity and \( L_0 \) is the jet width. We consider a characteristic velocity of \( U_0 = 1 \) m/s and \( L_0 = 1.5 \times 10^{-2} \) m, as well as a typical value of \( \nu_0 = 1.6 \times 10^{-5} \) m²/s. The gas and the liquid density are such that \( \rho_l/\rho_g = 565 \). Finally, we denote by \( d_0 \) the the diameter corresponding to the typical droplet surface \( S_0 \) used in the computation of the Stokes number.

imposed by the model prevents the use of an ODE solver for the resolution of the evaporation terms. Therefore, a simplified framework is considered for phase space transport including drag and evaporation. We use, in this approximation, a modified Strang splitting and we will treat separately the two terms in a phase space transport step, alternating the order with iterations:

1. iteration 2n
   • solve evaporation term during \( \Delta t \);
   • solve drag term during \( \Delta t \);

2. iteration 2n+1
   • solve drag term during \( \Delta t \);
   • solve evaporation term during \( \Delta t \).

Drag term We need to solve, for the drag term, the following system:

\[
\begin{align*}
\frac{\partial}{\partial t} m^{(j)} &= 0, \\
\frac{\partial}{\partial t} (m^{(j)} u_p^{(j)}) &= m^{(j)} D_{r,p}^{(j)},
\end{align*}
\]  

(3.83)

with:

\[
D_{r,p}^{(j)} = \frac{1}{St_0 S_{\text{mean}}^{(j)}} (u_g - u_p^{(j)}),
\]

(3.84)

One notes that in the case of a steady gas phase, system Eq.(3.83) can be solved exactly for a stationary gas velocity:

\[
\begin{align*}
m^{(j),n+1} &= m^{(j),n}, \\
m^{(j),n+1} u_p^{(j),n+1} &= m^{(j),n} \left( u_g + (u_p^{(j),n} - u_g) \exp \left( -\frac{\Delta t}{St_0 S_{\text{mean}}^{(j)}} \right) \right).
\end{align*}
\]

(3.85)

But to be general, we will still consider the resolution of the drag term through Radau5.

Evaporation method The numerical method used to solve the evaporation in the context of multi-fluid resolution is based on a \( \theta \)-scheme. Since the method derived for the high order size moment method is completely different there is no interest to present it in the context of of this work. We refer to [144] and [145] for explanations on that scheme.
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3.3.1 Illustration on a two-dimensional vortical flow

This test case shows the ability of the multi-fluid to describe dynamics conditioned by size. We set up the Taylor-Green vortices configuration described above, for the gas phase, and a motionless droplet field Fig.(3.2). The size distribution for the droplets is the constant size distribution represented on Fig.(3.3). The value of the size distribution is set in order that the total droplet mass is initiated at 1 Fig.(3.2)-right. The multi-fluid is run with ten sections, with a characteristic diameter $d_0 = 37.5\mu m$, with a corresponding Stokes number $St_0 = 0.185$. In the context of the size constant size discretization explained in Section 3.1.2, the Stokes numbers of the sections range from $St = 0.167$ for $j = 10$ to $St = 0.01$ for $j = 1$.

Meanwhile, as explained in [49], there exists a critical value of the Stokes number $St_c$ under which particles are not inertial enough to be ejected from the vortices. The theoretical value of $St_c$ is $1/8\pi \approx 0.04$. Above this value, particles can be ejected from the vortices. Crossing trajectories may then occur, so that, in the context of Taylor-Green vortices, the number $St_c$ sets the limit of the validity domain of the equivalence between the kinetic and macroscopic levels of description stated in Section 3.2.2.

One can notice that $St < St_c$ for section 1 whereas $St >> St_c$ for section 10. One expects thus to see a segregation due to droplet size, first in seeing different dynamics according to their size, but also, in seeing that droplets of the first size sections stay in vortices, whereas the other droplets are ejected from them. For this computation we consider a $200 \times 200$ grid, with periodic boundary conditions on each edge. The CFL is set to $1$. The computation is run until $t = 2$, which corresponds to one lap of the vortex.

![Figure 3.2: (left) Taylor-Green configuration for the gas vorticity field, (right) Initial condition for the droplets, composed of a motionless cloud. The droplet mass is represented, which is reconstructed from the first four size moments: $(m_0, m_1, m_2, m_3)$](image)

The mass field for each section is displayed in Fig.(3.4) and Fig.(3.5). For the sake of clarity, we choose to display the mass corresponding to odd-number sections only, from the lowest ($j = 1$ to the highest $j = 9$). Results are shown for two instants, $t = 1$, and $t = 2$.

Focusing on Fig.(3.4), for $t = 1$, one can assess the different of mass field from each section to another. It first shows that droplets belonging to section 1 are captured by the vortices, as predicted. Since the cloud has been initiated between two different vortices areas, the top-left and top-right, they are dragged within each of these vortices, the highest particle number being in the top-left vortex. Concerning the other sections, the observed different dynamics are due to the drag relaxation times, increasing with the section number. Physically, particles are first dragged by the top-left vortex, until they reach the left edge of the domain. Because of periodic boundary conditions, they enter the right vortices (top and bottom). Since they dynamics is opposed to the vortices (their $x$-velocity is negative, whereas the right vortices $x$-velocity is positive), they are decelerated. Therefore, the bigger the particle size is, the deeper
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Figure 3.3: (left) Initial size distribution for the particles. (right) Corresponding mass distribution

the particle penetrate into the vortices. The same explanation goes for Fig. (3.5).

This test case also assesses the capacity of the scheme to capture δ-shocks, some of which appearing already at time $t = 1$. We already mentioned that, when they enter the top-right vertex, droplet have a dynamics opposed to the gaseous velocity field. For example, in Fig. (3.4), accumulation of particles occur at the front of the field when entering the right vortices. One can note the robustness of the advection scheme in these situations.
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Figure 3.4: Eulerian droplet mass at time $t = 1$. Results for section 1, 3, 5, 7, 9. 6 iso-contours for the values $2 \times 10^{-2}, 5 \times 10^{-2}, 0.1, 0.2, 0.3, 0.4$, for sections 3 to 9, and 10 iso-contours from 0 to the maximum value for section 1.
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Figure 3.5: Eulerian droplet mass at time $t = 2$. Results for section 1, 3, 5, 7, 9. 6 iso-contours for the values $2 \times 10^{-2}, 5 \times 10^{-2}, 0.1, 0.2, 0.3, 0.4$, for sections 3 to 9, and 10 iso-contours from 0 to the maximum value for section 1.
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3.3.2 Validation on a free-jet configuration

In order to assess the Eulerian methods we focus on a 2-D free jet. A polydisperse spray is injected in the jet core. The simulations are conducted with an academic solver, coupling the ASPHODELE solver \[200\] with the multi-fluid solver MUSES3D. The ASPHODELE solver couples a Eulerian description of the gas phase with a Lagrangian description of the spray. One of the key features of this simulation tool is to allow, in the framework of one-way coupling, the simultaneous computation of the gas phase as well as both Lagrangian and Eulerian spray descriptions within the same code.

![Figure 3.6: Free-jet configuration at time $t = 20$. (Left) Gas vorticity on a $400 \times 200$ grid. (Right) Polydisperse lognormal distribution discretized with 5 and 10 sections.]

As far as the gas phase is concerned, we use a 2-D Cartesian low Mach number compressible solver. The gas jet is computed on a $400 \times 200$ uniformly spaced grid. To destabilize the jet, we inject turbulence using the Klein method with 10\% fluctuations \[135\]. We use the same characteristic quantities as presented in Section 3.3.1. The gas vorticity is presented in Fig. (3.6)-left. Since we aim at validating the Eulerian models through comparisons to a Lagrangian simulation, and to show the importance of the description of the polydispersity, we restrict ourselves to one-way coupling.

3.3.2.1 Comparison to Lagrangian simulations

In this first case, the lognormal distribution Figure 3.6-right is used for the injected spray. We take as a reference solution for the liquid phase a Lagrangian DPS with particle numbers in the computational domain ranging from 10,000 to 70,000 depending on the case. The number of droplets for each case is determined by stoichiometry. We provide comparisons between the Lagrangian reference and the Eulerian multi-fluid computations by plotting the Lagrangian particle positions versus the Eulerian number density. Using the multi-fluid description, we perform the comparisons for different ranges of droplet sizes and thus for different Stokes numbers, for evaporating and non-evaporating cases.

3.3.2.1.1 Free-jet non-evaporating test case

For the non-evaporating case we use five sections for the multi-fluid simulation (see Fig. (3.6)-right). We have 70,000 Lagrangian particles in the computational domain at the considered time. We first present a comparison for low-inertia droplets and find a very good agreement for the droplets with a Stokes range from 0.011 to 0.12, corresponding to diameters between 9 $\mu$m and 30 $\mu$m, as shown in Fig. (3.7)-left. The multi-fluid model is thus shown to simulate well the dynamics of a polydisperse spray for relatively small Stokes numbers. Droplet dynamics are close to the gas dynamics for this range of sizes, and therefore the model remains in its domain of validity (see Section 3.1). For higher Stokes numbers the droplets are ejected from the vortices and trajectories crossings are likely to occur, breaking the monokinetic multi-fluid assumption described in Section 3.1. Nevertheless, the dynamics are still very well reproduced for high-inertia droplets. The results are plotted in Fig. (3.7)-right for Stokes numbers from 0.48 to 1.1, corresponding to diameters from 60 $\mu$m to 90 $\mu$m.
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One can notice that the number density is concentrated in a few cells in this case and that the numerical method does not encounter any problems to capture the distribution, illustrating its robustness.

Figure 3.7: Non-evaporating polydisperse spray at time \( t = 20 \). (Left) Low-inertia droplets with Stokes 0.011 to 0.12, corresponding to diameters from 9 to 30 \( \mu \text{m} \). (Right) High-inertia droplets with Stokes 0.48 to 1.1, corresponding to diameters from 60 to 90 \( \mu \text{m} \). (Top) Lagrangian particle positions with 40,000 particles over gas vorticity. (Bottom) Eulerian number density on a \( 400 \times 200 \times 5 \) grid.

3.3.2.1 Free-jet evaporating test case

The free-jet case is assessed here with an evaporating spray. For the \( d^2 \) law, we take a constant mass-transfer number \( Bm = 0.1 \). The corresponding non-dimensional evaporation coefficient is \( K = 0.07 \). The results are presented in the same manner as for the non-evaporating case. In order to describe accurately the evaporation process, we take ten sections for the multi-fluid simulation, whereas 30,000 Lagrangian particles are present in the domain at the time considered. As in the non-evaporating case, we find a very good agreement between the Eulerian and the Lagrangian descriptions. For low-inertia droplets, the comparison is shown in Fig. (3.8)-left, with Stokes numbers from 0.011 to 0.12, corresponding to diameters \( d_0 = 9 \mu \text{m} \) to \( d_0 = 30 \mu \text{m} \). For high-inertia droplets, the comparison is shown in Fig. (3.8)-right, with Stokes number from 0.48 to 1.1, corresponding to diameters from 60 \( \mu \text{m} \) to 90 \( \mu \text{m} \).

The polydisperse evaporating free-jet case shows the ability of the multi-fluid method to treat more complex flows, closer to realistic configurations. Using these comparisons, we demonstrate that the multi-fluid model captures size-conditioned dynamics that carry droplets of different sizes to different locations. It is then essential to evaluate the ability of the Eulerian model to capture the evaporation process as a whole.

3.3.2.1.3 Gas-phase fuel mass fraction

Our interest being in combustion applications, a key issue of evaporating spray modeling is the prediction of the gas-phase fuel mass fraction. We thus present comparisons between the gas-phase fuel mass fraction obtained from the Lagrangian and Eulerian descriptions of the spray. These results are found with the same coupled codes used in the previous section, the spray being described on the one hand by the Lagrangian method and on the other hand by the multi-fluid model. These simulations are again done using one-way coupling. As a consequence, the evaporated fuel is not added as a mass source term in the gas-phase equations, but is stored in two passive scalars, one for each description of the spray, that are transported by the flow. The Lagrangian gas-phase fuel mass fraction is obtained through a projection of the droplet evaporation over the neighbor cells of the computational mesh. This procedure is described in [49]. These two fields are plotted in Fig. (3.9). One
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3.3.1 Importance of the treatment of polydispersity

Our objective in this section is to highlight the key role of polydispersity in the description of the dynamics of the droplets. We consider the same free-jet configuration as detailed previously but with a constant size distribution of the injected spray. We compare results obtained using one and ten size sections for the evaporative case. The constant mass-transfer number is set as $\text{Bm} = 0.1$. The corresponding non-dimensional evaporation coefficient is $K = 0.07$. The Stokes number of the droplets in the one-section case is $\text{St} = 1.88 (d_0 = 119 \mu m)$. In the case of ten sections, the Stokes number ranges from $\text{St} = 0.0188 (d_0 = 12 \mu m)$ to 2.86 ($d_0 = 147 \mu m$). Two results are provided, the first shows the spray number density, and the second the gas-phase fuel mass fraction.

When focusing on the number density (Fig. (3.10)), it is obvious that the global evaporation rate strongly depends on the refinement of the description of polydispersity. The evaporation, when considering one section, is highly underestimated in comparison to the evaporation when considering ten sections. This can be understood by considering the transfer coefficients given in Eq. (3.16). For the higher sections, the evaporative coefficients $E_2^{(j)}$ are lower than the global coefficient in the case with one section. The opposite is true for the lower sections. Adding the fact that there is a mass flux from the higher sections to the lower ones leads us to the result of Fig. (3.10). Backing up this conclusion, it can be seen in Fig. (3.11) that the gas-phase fuel mass is higher in the computation with ten sections.

Furthermore, the dynamics observed are quite different from the spray with one section to the spray with ten sections. First, as can be seen in Figure 3.11, when we focus on the free outlet zone, the gas-phase fuel mass fraction is higher with one section than with ten sections, whereas the opposite is true everywhere else in the domain. Indeed, the high evaporation rate has almost made the totality...
of the spray disappear, so that at the very end of the jet, only small droplets with low mass remain. On the contrary, with one section, the spray does not evaporate at as high a rate, which leads to the situation where the remaining liquid mass is much higher with one section than with ten sections. Thus the evaporation rate, proportional to the mass, becomes higher with one section.

A purely dynamic effect is observed in the gas-phase vortex interacting with the droplets whose repartition within the vortex depends on their size. For the one-section case, there is no segregation as a unique size is considered. In particular, there are no droplets at the center of the vortex. In contrast, with ten sections the segregation by size is significant. The bigger droplets are on the outer edge of the vortex, whereas the smaller ones remain near the center. These differences between the two models with respect to polydispersity have far-reaching consequences, since the accurate representation of the spatial distribution of the gas-phase fuel mass fraction is a key requirement for combustion applications.
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In the history of spray models, the multi-fluid represented a breakthrough, as it was able to describe polydispersity without assuming the general form of the size NDF (even though a size NDF is presumed in each section with the function $\kappa^{(j)}$), as well as the size velocity correlation, a key issue in evaporating spray simulations. Moreover, through his PhD thesis, Stéphane de Chaixemartin showed that three dimensional computations were possible with the multi-fluid model in a reasonable time. However, the multi-fluid model still suffers from two major drawbacks, regarding the objective of proposing a serious alternative to Lagrangian methods for industrial computations: the precision of the size distribution, reconstruction, and its inability to describe particle trajectory crossing (PTC).

3.4.1 Accuracy shortage in the description of polydispersity

Cost of the method

The main drawback of the multi-fluid model is the cost associated to the resolution of the $N_s$ systems of conservation laws, needed to obtain the evolution of the droplet mass in the sections. Indeed it has been shown [49] that the multi-fluid model is a first order method in size, with potential extension to second order [145], and thus a high number of sections, with a minimum at ten sections, may be needed to obtain a precise description of the evaporation process. This raises a twofold problem, in terms of theory and of practical computation. First, in terms of applied mathematics, one may want to overcome this low order limitation and thus to design a high order method in size. Moreover, as shown in Fig. (3.11), the results are very different whether one or ten sections are considered. These results tend to show that a minimum number of sections is required to get an acceptable accuracy. Although this number varies according to the physical case studied, the number of 10 sections can be considered a milestone for acceptable polydispersity description. But then the computational cost is multiplied by 10, and is way too prohibitive in an industrial context.

This accuracy shortage has two aspects:

- The first one and most critical is diffusion in the size phase space when evaporation in involved
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- The second one, not exclusive to the multi-fluid model, is diffusion in physical space.

We provide an illustration in a configuration emphasizing this shortage. The Taylor-Green configuration for the gas phase is taken up, with a motionless droplet cloud, but, contrary to Section 3.3.1, here the maximum droplet diameter is \( d_0 = 15 \mu m \), a much smaller value than in Section 3.3.1. This value of maximum droplet diameter is chosen in order that the Stokes number of the biggest droplets \( St = 0.03 \) is still lower than the critical Stokes number \( St_c = 1/8\pi \). Results are provided for different discretizations of the size phase space: 10 and 40 sections. The sprays are evaporating, with an evaporation coefficient \( K = 0.27 \).

**Diffusion in size phase space**

Figures Fig. (3.12) and Fig. (3.13) display the dynamics of the spray equi-distributed between \( t = 0.5 \) and \( t = 2 \), for the multi-fluid model with 10 and 40 sections, respectively. Focusing on the results for the final time, one can first notice that the results are similar for the two types of discretization. However, this is not the expected result. Indeed, Fig. (3.15) exhibits the evolution of the mean particle surface of the total distribution through evaporation, in the analytical case, and for the multi-fluid model with 10 and 40 sections. Although the multi-fluid model with 40 still overestimates the mean particle surface, it is closer to the analytical solution than the multi-fluid model with 10 sections. The explanation for this surprising similarity is given in Fig. (3.14) displaying the resulting mass of particles such as \( S^{(j)} < 0.5 \) (the first 5 sections in the 10 section case, and the first 20 sections in the 40 section case) first, and \( S^{(j)} > 0.5 \) (the remaining sections) then. These results are shown for \( t = 2 \), when, given the value of the evaporation coefficient, there must be almost no particle such as \( S^{(j)} > 0.5 \). If this is the case for the 40 section model, there is still a considerable mass of this droplets in the 10 section case. This resulting mass is due to diffusion in size phase space. The second conclusion to be drawn from Fig. (3.14) is that the dynamics of particles such as \( S^{(j)} < 0.5 \) have the expected behavior, i.e they are more dragged by the gas in the 40 section case than in the 10 section case.

**Size conditioned physical space numerical diffusion**

One the other, hand, still in Fig. (3.14), one can notice that particles such as \( S^{(j)} > 0.5 \) seem to be more dragged in the 10 section case than in the 40 section one. This is actually not due to drag but to numerical diffusion. Indeed, since each section has its own dynamics, local CFL numbers condition the physical transport resolution section by section. In the chosen configuration, the droplets of the lowest section (i.e the smallest droplets) have the highest velocity, because they have the lowest Stokes number. As a result, the higher the section is, the lower its local CFL number is, and the bigger the numerical diffusion is. Therefore, discretization of the size phase space inevitably brings some numerical diffusion. These two types of diffusion, in size phase space and in physical space, overshadow the expected dynamics of the particles such as \( S^{(j)} < 0.5 \). The combination of these effects leads to the observed results in Fig. (3.12) and Fig. (3.13).

**Coupled phase and physical space diffusions**

These two types of diffusion are coupled. Indeed, after a deeper analysis of Fig. (3.12) and Fig. (3.13), although the maximum diameter is taken such that all the particle Stokes number is lower than the critical Stokes number, one can observe a non-negative mass field into the bottom vortices. This reveals the fact that some droplets have been ejected from the top vortices. What happens is that the resolution of the evaporation term results in mass and momentum fluxes between sections, see Section 3.1.2. Accordingly, droplets present in section \( j \) at a given time may originate from sections \( j + p \) \( (p \geq 1) \). Thus, following a droplet trajectory, one will notice that its Stokes number dynamically evolves as it may change section because of its size decrease. This coupling is illustrated in Fig. (3.16), where mass fields of section 1 and 2 are displayed at time \( t = 2 \) in an evaporating case and a non-evaporating case. Numerical diffusion always occurs for particles of the second section. But for the first section, there is no particle ejection in the non-evaporating case, and in the evaporating case, ejection is due to the evaporation flux from
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Figure 3.12: Results for spray dynamics in the gas field made of Taylor-Green vortices. Results for the multi-fluid method for 10 sections. (Top-left) Droplet mass at time $t = 0.5$. (Top-right) Droplet mass at time $t = 1$. (Bottom-left) Droplet mass at time $t = 1.5$. (Bottom-right) Droplet mass at time $t = 2$. The computation is carried out in a $200 \times 200$ grid.

These conclusions call for a method able to reach a good accuracy in description of polydispersity with a reduced number of sections. The EMSM model, presented in Chapter II precisely answers this issue by showing outstanding results without even discretizing the size phase space.
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Figure 3.13: Results for spray dynamics in the gas field made of Taylor-Green vortices. Results for the multi-fluid method for 40 sections. (Top-left) Droplet mass at time $t = 0.5$. (Top-right) Droplet mass at time $t = 1$. (Bottom-left) Droplet mass at time $t = 1.5$. (Bottom-right) Droplet mass at time $t = 2$. The computation is carried out in a $200 \times 200$ grid.
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Figure 3.14: Comparison of the final mass in the two halves of the size phase space between the ten section discretization and the forty section discretization, in the evaporating case. (top) ten section discretization; (left) mass in the first half of the size phase space (section 1 to 5) (right) mass in the first half of the size phase space (section 6 to 10). (bottom) forty section discretization; (left) mass in the first half of the size phase space (section 1 to 20) (right) mass in the first half of the size phase space (section 21 to 40)
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Figure 3.15: Evolution of the mean particle size through evaporation with a $d^2$ law, and comparison with the analytical solution. Black curve: analytical solution; dashed blue curve: high order moment method; blue curve with circles: multi-fluid model with 10 sections; red curve with squares: multi-fluid model with 40 sections.
3.4 Limitations of the multi-fluid model and need for high order moment methods

Figure 3.16: Multi-fluid model with ten sections, at time $t = 2$. Comparison of the final mass in the first and second section between evaporating and non evaporating case. (Top) Evaporating test case; (left): section one, (right): section two. (Bottom) Non evaporating test case; (left): section one, (right): section two.
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3.4.2 The issue of characteristics crossing

The other limitation of the multi-fluid model concerns the description of PTC. One typical configuration for which the multi-fluid model predicts an artificial spatial averaging is when two droplet jets cross for a monodisperse spray. Indeed, at the crossing point, there exist at the same space and time location two velocities leading to a bi-modal velocity distribution that is out of equilibrium, and cannot be represented by the multi-fluid model, because of the monokinetic assumption [H1]. Only different size droplets can experience crossings within the multi-fluid framework. If the multi-fluid model is used to describe dilute (non-collisional) flows, it results in the artificial collisional “zero-Knudsen” limit presented in Fig. (3.17)-left where a δ-shock is created (i.e., mass accumulates on 1-D spatial structures). The presence of δ-shocks is especially problematic for fully two-way coupled systems because mass accumulation at a δ-shock can induce strong (unphysical) changes in the gas-phase fluid dynamics. For this reason, it is necessary to develop Eulerian models for non-equilibrium velocity distributions. The EMVM model, presented in Part III addresses this issue.

Figure 3.17: Mass density for simulation of two crossing jets using the standard multi-fluid approach (left) and the EMVM model (right) for droplets with St = 5.29. Source: Fréret et al. [87].
3.5 Conclusion

This chapter presents the multi-fluid model with its assumptions. The monokinetic approach for droplets belonging to the same section is particularly important since it yields the peculiar pressureless gas formalism for the final system of equations. The critical aspect of this formalism is to generate singularities called $\delta$-shocks as well as vacuum zones, even when starting with regular functions. Adapted numerical strategies to cope with these features have thus been designed. They rely on an operator splitting algorithm between physical and phase transport resolutions. An innovative method, relying on kinetic-based schemes, is designed for physical space transport. Although it can be used in full multi-dimensional schemes, it is presented in the context of dimensional splitting. Indeed it offers an simplified framework that will be used, as a first step, for the development of numerical schemes for the EMSM and EMVM models. Finally, the phase space transport resolution is done with an ODE solver, and since this leads to a multi-scale problem, an implicit Runge-Kutta method is used (Radau5). Another alternative is presented, based on operator splitting within the phase space resolution that will be useful for the EMSM model. The multi-fluid model is successful in describing differentiated droplet dynamics according to their size (i.e., the section they belong to). This is illustrated on a test case in a two-dimensional gaseous vortical flow made of Taylor-Green vortices. This ability of the multi-fluid model to treat polydispersity has also been assessed on a more complex configuration where a free jet is injected in a destabilized gaseous phase. This work has been published in [126]. But this method suffers from two major limitations: this is a first order method in size, leading to substantial diffusion in phase space and thus to a prohibitive computational cost in industrial context; besides it is unable to describe PTC between particles of a same section. It is to overcome these two limitations that the EMSM model, Part II and the EMVM model, Part III, have been designed in the context of this PhD.
Part II

High order size moment method for treatment of spray polydispersity
Introduction

Chapter 3 has demonstrated the capability of the Eulerian multi-fluid model to capture the physics of polydisperse dense evaporating sprays. However, even though this approach has recently been extended to second order by Laurent [145] and Dufour [69, 70] for evaporating sprays, the necessity to discretize the size phase space can be a stumbling block for applications implying a drift velocity in the size phase space such as evaporation, since it introduces intrinsic numerical diffusion and then requires a fine discretization of the size phase space.

On the other hand, Moment methods such as DQMOM introduced by [159] do not encounter this limitation and have proved in [85] to perform quite well for coalescence. But it suffers from important accuracy shortage when evaporation is involved. Nevertheless, this latter method was very interesting in the sense that it was intended to overcome the abovementioned limitation of the multi-fluid model. The motivation of this work has then been to design a moment method in the same framework, providing a precise evaluation of the evaporation term. This model designed in the context of this PhD is the EMSM model. Its key interest relative to all the other Eulerian spray models encountered in literature is to provide a precise description of polydispersity without discretizing the size phase space. This makes it a good candidate in terms of efficiency.

The EMSM model is presented in Chapter 4. Its assumptions, closures and the mathematical challenges for numerical schemes (moment space preservation) are discussed. The numerical scheme is based on an operator splitting algorithm as presented in Section 3.2.1. Therefore, the numerical method, dedicated to the treatment of the evaporation term is discussed in Chapter 5, and the advection scheme in Chapter 6. The EMSM model and associated tools are then tested on challenging tests cases, presented in Section 3.3. This first requires to implement the model in the Multi-fluid Solver for Eulerian Spray, MUSES3D. Chapter 7 presents then the implementation strategy in the MUSES3D code. Finally, results presented in Chapter 8 evaluate the potential of the model.
Chapter 4

Eulerian Multi Size Moment (EMSM) model: modeling and closure properties

This chapter introduces the Eulerian Multi Size Moments (EMSM) model. Its framework, core assumptions and the provided closures are presented. A last section presents the mathematical challenges induced by the resulting dynamics system for the design of numerical schemes.

4.1 Derivation of the model and closure properties

4.1.1 Spray or aerosol: the same issue

The basis kinetic equation for the case of spray is the transport equation in Section 1.2.4 with no collision for the joint size, velocity number density function \( f(t, x, S, u) \)

\[
\partial_t f + \nabla_x \cdot (uf) - \partial_S (Kf) + \nabla_u \cdot (Drf) = 0,
\]

(4.1)

where \( K \) is the evaporation rate, \( Dr \) is the drag force acting on the droplet. As mentioned in Section 1.2.3, the evaporation coefficient \( K \) is given by the classical \( d^2 \) evaporation law \( K(S) = K^0 \mathbb{1}_{[0, +\infty]}(S) \), where \( K^0 \) does not depend on droplet size. The drag term is a Stokes drag term. The techniques developed here for evaporation and transport can also be applied in the context of aerosol particles solution of Eq. (1.43):

\[
\partial_t n + \nabla_x \cdot (nu_g) - \partial_S (Kn) = 0.
\]

(4.2)

4.1.2 Operator splitting strategy

Let us remark, already in the modeling step, that we adopt the operator splitting strategy, defined in Section 3.2.1, between all the operators intervening in Eq. (4.1): advection, evaporation and drag. This is legitimate by the fact that designing schemes for evaporation and advection involves a high level of complexity, see Chapter 5, and Chapter 6. Therefore, solving each term separately is a relevant choice. In order to be consistent with the splitting strategy, we decide to separate the terms already in the presentation of the model.

In addition to the operator splitting, we consider, in the advection step, a dimensional splitting strategy, as presented in Section 3.2.2. This allows us to treat each direction independently. Let us insist that it does not mean that this is the only possible way to design numerical tools for the EMSM model. Nevertheless, this simplified framework allows to focus exclusively on issues linked with moment transport and to propose stable and accurate tools in this context, without the additional difficulties due to fully multi-dimensional schemes.
4.1.3 Drag closure problem and resulting transport scheme

Drag is involved only in the case of spray particles, i.e. with their own inertia. The resulting equation on momentum reads:

$$d_t(m_0 u_p) = D_{r,p}.$$  \hspace{1cm} (4.3)

We now focus on the difficulty induced by expressing the drag term force $D_{r,p}$ in the momentum equation, the momentum being defined by $m_0 u_p$. $D_{r,p}$ writes:

$$D_{r,p} = \int_{S_{\text{min}}}^{S_{\text{max}}} \left( u_g - u \right) n S \, dS.$$  \hspace{1cm} (4.4)

The presence of $S$ at the denominator makes the formulation Eq. (4.4) unclosed. The solution considered here is to defined the momentum as $m_1 u_p$ instead of $m_0 u_p$. The definition of the mean particle velocity $u_p$ thus changes from a number-average velocity to a size-average velocity. Accordingly, the drag terms then writes:

$$D_{r,p} = \int_{S_{\text{min}}}^{S_{\text{max}}} \left( \frac{u_g - u}{St_0} \right) n S \, dS.$$  \hspace{1cm} (4.5)

Finally, an algorithm is here designed for the resolution of the following system for spray:

$$\partial_t(m_1 u_p) + \partial_x(m_1 u_p \otimes u_p) = m_0 \frac{u_g - u_p}{St_0},$$  \hspace{1cm} (4.6)

where $m_1$ is the size moment of order one of the distribution function. For the sake of legibility, from now on, the particle velocity is referred to as $u_p$, irrespective of aerosols or sprays.

4.1.4 Physical transport model

We focus here on the advection term. Accordingly, the basis kinetic equation for the size velocity NDF $f(t, x, S, u)$ writes:

$$\partial_t f + \nabla_x \cdot (uf) = 0,$$  \hspace{1cm} (4.7)

while in the case of aerosols, it writes:

$$\partial_t n + \nabla_x \cdot (nu_g) = 0.$$  \hspace{1cm} (4.8)

Let us note that in the case of aerosols, the internal variables of the NDF $n(t, x, S)$ only contain droplet size.

In the case of sprays, the first step is to reduce the phase space dimension by writing equations on mean quantities relative to velocity, but still conditioned by droplet size. This derivation is exactly the same type of derivation done in the context of the multi-fluid model. In particular, the critical assumption done in that context, the monokinetic assumption is taken up, i.e. $f$ is projected on a distribution with a single velocity conditioned by size Eq. (3.1)

$$f(t, x, S, u) = n(t, x, S) \delta(u - u_p(t, x, S)).$$  \hspace{1cm} (4.9)

The semi-kinetic equations write:

$$\partial_t n + \nabla_x \cdot (nu_p) = 0,$$

$$\partial_t (nu_p) + \nabla_x \cdot (nu_p \otimes u_p) = 0.$$  \hspace{1cm} (4.10)

As done in Section 4.1.5, we consider size moments of system (4.10) and Eq. (4.8). For inertial particles, as the moments are advected with their own velocity and not with the gas velocity, an additional equation
is needed. Since an accurate description of the particle dynamics conditioned by size is beyond the scope
of the paper, this phenomenon will be described, here, by one averaged velocity only. In fact, the velocity
of the particles \( u_p \), is assumed not to depend on particle size. When a size discretization is used, as for
multi-fluid methods [146], this assumption is done in each size interval. Here, a discretization can still be
done, but the interest of the method comes from the possibility to reduce the number of size intervals (till
eventually the case of only one interval) by a better description of each interval through a higher number
of moments. The assumption of a “constant” velocity in each size section can then appear unjustified.
But, as it will be shown in the Chapter 8, the better description of the granulometry through the use of
several moments allows to have a good description of the spray dynamic thanks to an improvement of
the approximation of the drag force.
The moment system of equations then reads:

\[
\begin{align*}
\begin{cases}
\partial_t(m_0) + \partial_x(m_0 u_g) = 0 \\
\partial_t(m_1) + \partial_x(m_1 u_g) = 0 \\
\quad \vdots \\
\partial_t(m_N) + \partial_x(m_N u_g) = 0.
\end{cases}
\end{align*}
\]

4.1.5 Evaporation model

Since we focus in this section on the difficulties associated with evaporation process, we will reduce
this equation to the ‘model’ partial differential equation (PDE) on a homogeneous number distribution
function \( f(t, S) \) which satisfies:

\[
\partial_t n - \partial_S (Kn) = 0, 
\]

4.1.5.1 Flux at zero size

The evaporation coefficient \( K \) also called drift velocity in the case of aerosol, is negative and has been
non-dimensionalized to \(-1\). The method will be first derived for this drift velocity before being extended
to more general one.

It can be noted that this is a transport equation with discontinuous coefficients and that it has well-
defined measure solutions [23]. Roughly speaking, the jump in velocity from zero for negative sizes to
one for positive sizes creates the crossing of characteristics and results in a measure concentration at zero
size. Consequently, it can be shown that the exact solution of equation (4.12) with a positive initial data
\( f^0(S) \) on \([0, +\infty)\) (eventually a positive measure) reads:

\[
n(t, S) = N^0(t) \delta(S) + n^0(S + t), \quad S \geq 0, 
\]

where \( N^0(t) = \int_0^t f^0(S) \, dS \) is exactly the number of droplets/particles which have disappeared at time
\( t \). Thus this number density concentration is well defined mathematically in the sense of duality solution
[23].

The principle of moment methods is to be able to write, potentially using quadrature formulas, a set
of dynamical equations on a set of moments of the NDF. We illustrate this point of view in the context
of the model PDE. For \( N \) a given integer, let \( m \) denote the vector of surface moments:

\[
m = \begin{pmatrix}
m_0 \\
\vdots \\
m_N
\end{pmatrix}, \quad m_k(t) = \int_0^{S_{\text{max}}} S^k n(t, S) \, dS. 
\]

where \( S_{\text{max}} \) is the given maximal size. Using a natural integration by parts, we get the following set of
ordinary differential equations for the evolution of the vector of moments \( m \) :

\[
d_t m = -A m - \phi., 
\]
where besides the flux at zero size $\phi_-$, we introduce the translation nilpotent matrix $A$:

$$
\phi_- = n(t, 0) \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \quad A = \begin{bmatrix} 0 & 0 \\ 1 & 0 & \ddots \\ \vdots & \ddots & \ddots \\ 0 & \cdots & 1 & 0 \end{bmatrix}.
$$

It is important to note that this form of the system is not closed since the value of the flux cannot be found directly from the values of $m$. The knowledge of the value of $f(t, S)$ at the zero boundary for all $t$ is equivalent to fully solving the original “kinetic” problem. These values then have to be provided as functions of $m(t)$, which constitutes the challenge. The problem we just raised is similar if one wants to use a DQMOM method, since the source terms for the evolution of abscissas and weights are found from the equations of the moments and the DQMOM dynamics is then completely related to a choice for the form of the flux $f(t, 0)$ in terms of moments or abscissas and weights [85].

The measure concentration at zero size has no impact on higher moments than the total number density and does not result in any complex behavior, except that the flux of disappearing droplet which concentrate in a Dirac delta function at zero size results in a modification of the whole set of moments through the coupling matrix $A$.

### 4.1.5.2 Possible extension to a multi-fluid context

In fact, the question of evaluating the flux at a given size can be considered in a more general framework. We consider, as in the multi-fluid model, “sections”, a section being defined by a fixed size interval $[S_{\min}, S_{\max}]$. For $N$ a given integer, let $m$ denote the vector of $N$ droplet surface moments which is the same as in (4.14) but with $m_k(t) = \int_{S_{\min}}^{S_{\max}} S^k n(t, S) dS$. The size phase space can be discretized into several sections [146, 145]. The moment dynamics then read:

$$
d_t m = -Am - \phi_- + \phi_+,
$$

$$
\phi_- = n(t, S_{\min}) \begin{pmatrix} 1 \\ S_{\min} \\ \vdots \\ S_{\min}^N \end{pmatrix}, \quad \phi_+ = n(t, S_{\max}) \begin{pmatrix} 1 \\ S_{\max} \\ \vdots \\ S_{\max}^N \end{pmatrix}.
$$

Solutions have already been proposed in order to define reasonable fluxes up to order two by taking moment vectors of dimension one [146, 145] or two [70, 145]. These solutions have been proposed in the framework of size phase space discretization. Yet, the core interest of this present work is to exhibit a new scheme for which there is no need to discretize the size phase space into sections to obtain very good accuracy.

### 4.2 Finite moment space property and finite Hausdorff moment problem

#### 4.2.1 Moment space

For the sake of simplicity, we consider the non-dimensional size interval $[0, 1]$. If $\mathcal{P}$ denotes the set of all probability measures on the Borel sets of the interval $[0, 1]$, then the $N$th-moment space $\tilde{M}_N$ on the interval $[0, 1]$ denotes the set of moment vector of dimension $N$, $\tilde{M}_N \subset [0, 1]^N$:

$$
\tilde{M}_N = \{c_N(\mu) | \mu \in \mathcal{P}\}, \quad c_N(\mu) = (c_1(\mu), \ldots, c_N(\mu))^T, \quad c_k(\mu) = \int_0^1 x^k d\mu(x).
$$
4.2 Finite moment space property and finite Hausdorff moment problem

Let us recall that, since we consider probability measures, we always have \( c_0 = 1 \). This set is convex but has a complex geometry.

However, the major challenge for numerical methods designed for evaporation and transport is to keep the integrity of the moment vector \( c_N \), i.e. to ensure that \( c_N \) belongs to \( \mathbb{M}_N \) at any time of the resolution process. Necessary and sufficient conditions for existence of a non unique resolution process is stated by Wright [231], from the theory of canonical moment [58].

\[
H_{2m+d} = \begin{bmatrix} c_d & \cdots & c_{m+d} \\ \vdots & \ddots & \vdots \\ c_{m+d} & \cdots & c_{2m+d} \end{bmatrix}, \quad \overline{H}_{2m+d} = \begin{bmatrix} c_{1-d} - c_{2-d} & \cdots & c_m - c_{m+1} \\ \vdots & \ddots & \vdots \\ c_m - c_{m+1} & \cdots & c_{2m-1+d} - c_{2m+d} \end{bmatrix},
\]

(4.17)

with \( d = 0, 1; m \geq 0 \). \( \overline{H}_{-1} = \overline{H}_{-2} = \overline{H}_0 = 1 \). The Hankel determinants rely on the more general theory of canonical moment space, described in the following section.

4.2.2 Canonical moment space

For \( c_N \in \mathbb{M}_N \), let \( \mathcal{P}(c_N) \) denote the set of all measures \( \mu \in \mathcal{P} \) with moments up to the order \( N \) equal to \( c_N = (c_1, \ldots, c_N) \) and

\[
c^+_N(c_N) = \max_{\mu \in \mathcal{P}(c_N)} c_{N+1}(\mu), \quad c^-_{N+1}(c_N) = \min_{\mu \in \mathcal{P}(c_N)} c_{N+1}(\mu),
\]

If \( c_N \) is in the interior of \( \mathbb{M}_N \) then \( c^-_{N+1} < c^+_N \) and \( \mathcal{P}(c_N) \) is infinite [58]. A canonical moment sequence \( (p_k)_{k \leq N+1} \) can then be defined by:

\[
p_k = \frac{c_k - c^+_k(c_{k-1})}{c^+_k(c_{k-1}) - c^-_k(c_{k-1})}.
\]

(4.18)

Note that the canonical moments vary in the interval \([0, 1]\) and they remain invariant under a linear transformation of the measure. Moreover, \( p_{N+1} \) is 0 or 1 if and only if \( c_{N+1} \) is at the boundary of \( \mathbb{M}_N \) and \( \mathcal{P}(c_{N+1}) \) is then a singleton. An algorithm is given in [58] in order to go from moments to canonical moments and conversely.

In our case, since we are dealing with number density functions over an interval \((S_{\min}, S_{\max})\). Let us first denote \( \mathbb{M}_N(S_{\min}, S_{\max}) \) the \( N \)th-moment space corresponding to this interval. For any non zero moment vector \( \mathbf{m} = (m_0, m_1, \ldots, m_N)^t \in \mathbb{R}^{N+1} \), we define the vector of normalized moments \( \mathbf{m} \in \mathbb{M}_N(S_{\min}, S_{\max}) \subset \mathbb{R}^N \) by \( \mathbf{m} = (m_1/m_0, \ldots, m_N/m_0)^t \). Let us then denote \( \tilde{\mathbb{M}}(S_{\min}, S_{\max}) \) the \( N \)th-moment space of such moment vectors \( \mathbf{m} \). Moreover, the first canonical moments can be written:

\[
p_1 = \frac{m_1 - S_{\min}m_0}{(S_{\max} - S_{\min})m_0}, \quad p_2 = \frac{m_0m_2 - m_1^2}{(m_1 - S_{\min}m_0)(S_{\max}m_0 - m_1)},
\]

\[
p_3 = \frac{(S_{\max}m_0 - m_1)(m_1 - S_{\min}m_0)m_3 - (m_2 - S_{\min}m_1 - S_{\min}^2m_0)m_2 - S_{\min}^3m_0^2}{(S_{\max} - S_{\min})(m_0m_2 - m_1^2)(-m_2 + (S_{\max} + S_{\min})m_1 - S_{\max}S_{\min}m_0)}.
\]

In the case of \( S_{\min} = 0 \) and \( S_{\max} = 1 \), the canonical moments expression becomes:

\[
p_1 = \frac{m_1}{m_0}, \quad p_2 = \frac{m_0m_2 - m_1^2}{m_1 - m_0}, \quad p_3 = \frac{(m_0 - m_1)(m_1m_3 - m_2^2)}{(m_0m_2 - m_1^2)(m_1 - m_2)}.
\]

(4.19)
so the actual moments reads:

\[ m_1 = m_0 p_1, \]
\[ m_2 = m_0 p_1 [(1 - p_1)p_2 + p_1], \]
\[ m_3 = m_0 p_1 [(1 - p_1)(1 - p_2)p_2 + [(1 - p_1)p_2 + p_1]^2]. \]

The geometry of the space of the canonical moments vectors is much more simpler than the one of the moments since it is then the cube \([0, 1]^N\). The canonical moments are then very useful in order to check the belonging to the moment space.

### 4.2.3 Some solutions to the Hausdorff finite moment problem

The Hausdorff finite moment problem for the moments \( \mathbf{m} \) is: finding a positive real valued function \( n_{\mathbf{m}} \) defined on \([S_{\min}, S_{\max}]\) such that

\[
\mathbf{m} = \int_{S_{\min}}^{S_{\max}} n_{\mathbf{m}}(x) \begin{pmatrix} x^0 \\ x^1 \\ \vdots \\ x^N \end{pmatrix} dx.
\]

As seen in the previous Section, if \( \mathbf{m} \) belongs to the interior of \( \mathbb{M}_N(S_{\min}, S_{\max}) \), there is an infinity of solutions.

Similar problems were tackled in different ways in the context of solving the problem (4.12). With the use of only one moment, a fixed profile can be used [146], like a constant, leading to an at most first order method in term of the size discretization [143, 145]. Note that the moment of interest is then the moment of order 3/2 and the positivity of such moment is sufficient in order to stay in the moment space. Two kinds of extension of such methods were developed. First, in [145], \( N \) moments were used, with some polynomial functions for \( n_{\mathbf{m}} \), in order to obtain a \( N^{th} \) order method. But the moment space of positive polynomial functions is only a sub-space of the moment space and a modified method is introduced in this article in the case of two moments, using a reconstruction with a bi-affine function instead of an affine one. An other extension were developed in [70] with the use of moments of order 0 and 3/2. It is then shown that a function of the type \( \exp(ax + b) \) can be used and a preservation of the moment space was also taken for.

Here, some reconstructions are introduced for an arbitrary number of moments in link with the structure of the moment space.

**Lower principal representation**  For any point in the interior of the \( N \)th-moment space \( \mathbb{M}_N(S_{\min}, S_{\max}) \), with \( N = 2s - 1 \), it can be shown that there exists a unique lower principal representation (i.e. for which the moment \( m_{N+1} \) is minimal; \( m_0, \ldots, m_{N+1} \) then belongs to the boundary of \( \mathbb{M}_{N+1}(S_{\min}, S_{\max}) \)) under the form of a sum of \( s \) weighted Dirac delta function, the support or roots of which are in \((S_{\min}, S_{\max})\). This support can be shown to be the root of some orthogonal polynomials associated to Hankel determinants [58]. It is this lower principal representation that is used in quadrature method of moments (Q MOM) introduced in [175] and further used in the DQ MOM [159].

Then, for any \( \mathbf{m} \in \text{Int}(\mathbb{M}_N(S_{\min}, S_{\max})) \), there exists one unique representation of the vector of moments by using weights \( (\omega_i)_{i \in [1, n]} \) and abscissas \( (S_i)_{i \in [1, n]} \) such that:

\[
\mathbf{m} = \begin{pmatrix} m_0 \\ m_1 \\ \vdots \\ m_N \end{pmatrix} = \begin{pmatrix} \sum_{i=1}^s \omega_i S_i \\ \sum_{i=1}^s \omega_i S_i^2 \\ \vdots \\ \sum_{i=1}^s \omega_i S_i^N \end{pmatrix},
\]

(4.22)
The corresponding number density function is then:

\[ n_m(S) = \sum_{i=1}^{n} \omega_i \delta(S - S_i). \] (4.23)

Abscissas \( S_i \) are the roots of the polynomial \( P = X^n + \sum_{k=0}^{n-1} \sigma_k X^k \) with the \( \sigma_k \) given by:

\[
\begin{bmatrix}
  m_0 & m_1 & \ldots & m_{s-1} \\
  m_1 & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  m_{s-1} & \ldots & \ldots & m_{2s-1}
\end{bmatrix}
\begin{bmatrix}
  \sigma_0 \\
  \sigma_1 \\
  \vdots \\
  \sigma_{n-1}
\end{bmatrix}
= -
\begin{bmatrix}
  m_s \\
  m_{s+1} \\
  \vdots \\
  m_{2s}
\end{bmatrix}.
\]

The weights are then solutions of a linear system. A Product Difference (PD) algorithm is given in [175] to compute these weights and abscissas.

Such a reconstruction is used for quadrature formulas [159]. But it cannot be used to solve our evaporation problem, since it requires to find the value of the flux \( n_m \), which is a punctual value of the NDF.

**NDF reconstruction through the Maximum Entropy formalism** A smooth approximated NDF can be obtained by the Maximum Entropy (ME) reconstruction [177]. The ME method yields a smooth distribution which maximizes the following Shannon entropy from information theory:

\[ \mathcal{H}[f] = -\int_{S_{\min}}^{S_{\max}} f(x) \ln f(x) dx. \]

The existence of such ME distribution is shown in [214] as soon as the vector of moments \( m \) belongs to the interior of the moment space \( M_N(S_{\min}, S_{\max}) \). This is a standard constrained optimization problem, leading to the following explicit representation of the ME approximate:

\[ \tilde{n}_{ME}(x) = \exp \left( -\sum_{j=0}^{N} \xi_j x^j \right). \] (4.24)

to be supplemented by the condition (4.21). It can be seen as a generalization of the reconstruction used in [70] except that the considered moments were moments of order 0 and 3/2 instead of integer moments here. The coefficients \( \xi_0, \ldots, \xi_N \) are the Lagrange’s multipliers. We then just need to minimize the following convex potential:

\[ \Delta = \int_{S_{\min}}^{S_{\max}} \left[ \exp \left( -\sum_{j=0}^{N} \xi_j x^j \right) - 1 \right] dx + \sum_{j=0}^{N} \xi_j m_j. \]

Indeed, its stationary points are given by

\[ \frac{\partial \Delta}{\partial \xi_i} = 0 \Rightarrow \int_{S_{\min}}^{S_{\max}} x^i \exp \left( -\sum_{j=0}^{N} \xi_j x^j \right) dx = m_i. \]

Numerically, a Newton method is used, as in [177]: starting from initial choices \( \xi = (\xi_0, \ldots, \xi_N)' \), updated \( \xi \)'s are defined from

\[ \xi^+ = \xi - H^{-1}(m^0 - <X>) \]

where \( <X> = (<x^0>^\xi, \ldots, <x^N>^\xi)' \) is the vector of approximated moments, with

\[ <x^k>^\xi = \int_{S_{\min}}^{S_{\max}} x^k \exp \left( -\sum_{j=0}^{N} \xi_j x^j \right) dx. \] (4.25)
and $H$ is the Hessian matrix defined by $H_{i,j} = \frac{\partial^2 \Delta}{\partial \xi_i \partial \xi_j} = \langle x^{i+j} \rangle_{\xi}$ for $i, j = 0, \ldots, N$.

The used numerical procedure is the same as in [177]. In this paper, they found that a double-precision 24-point Gaussian quadrature method very efficiently produces the demanded accuracy for $\langle x^k \rangle_{\xi}$. The quadrature points are computed once for the interval $[0, 1]$ and a change of variable is used for all the integrals in order to come back to this interval. Because $H$ is symmetric positive definite, a classical Choleski decomposition is used in order to solve the linear system [198]. A number of iterations from 4 to 15 is needed for the Newton method to converge, with an accuracy of $10^{-6}$ on the normalized moments, from the initial value $\xi = (-\ln(m_0)/(S_{\max} - S_{\min}), 0, \ldots, 0)^T$ corresponding to a constant reconstruction preserving the moment of order 0. This number of iterations depends on the distance to the boundary of the moment space: the closest the moment vector is to this boundary, the largest this number of iterations is. Since this issue is not treated in [177], we propose to treat it in the next paragraph in details. Finally such a reconstruction provides a value for the flux at zero size and thus a closure for problem (4.15) in terms of the moment vector.

An example is given in Fig. 4.1-bottom in case $N = 3$ and we propose a comparison in Fig. 4.1-top left with a one moment (of order 3/2) constant reconstruction in 12 sections, like in [146] and a reconstruction in Fig. 4.1-top right using two moments and a bi-affine shape on each 4 sections, like in [145]. Let us note that the numerical method using the constant by part reconstruction needs 12 moments, while with the affine by part reconstruction one we need 8 moments and with the ME reconstruction we need 4 moments. The accuracy of the resulting approaches will be analysed in Chapter 5 where all the results and discussion are gathered.

![Figure 4.1: Smooth NDF (solid line) and the constant reconstruction using its moments of order 3/2 on 12 sections (top-left figure, dashed line) or the bi-affine reconstruction using its 2 first moments on 4 sections (top-right figure, dashed line) or ME reconstruction using its 4 first moments (bottom figure, dashed line).](image-url)
4.2 Finite moment space property and finite Hausdorff moment problem

4.2.4 Behavior at the frontier of the moment space

Let us note that such an algorithm can lead to numerical difficulties due to ill-conditioned $H$ matrices appearing in two cases. Such a bad condition number is encountered for moment vectors too close to the boundary of the moment space and results in highly oscillating $\xi$ coefficients in the ME approximation for a reasonable number of moments. It can also appear in the case of a large vector of moments as a consequence of the peculiar high-dimensional geometry of the moment space. However, in the present contribution, we will remain low-dimensional, typically considering up to 6 moments, for which the algorithm will prove to be very efficient as long as we stay away from the frontier of the moment space. Since distributions at the frontier of the moment space consist in a sum of Dirac delta functions for which the ME reconstruction is not possible, we have to clarify the distance between such measure distributions and the closed subset of the interior of the moment space for which our formalism is operational, and eventually to make the link between the frontier and such a subset.

A first piece of answer is provided with Figure 4.2. Indeed, for a reconstruction with 4 moments, the ME reconstruction can be done, even for moment vector quite close to the boundary of the moment space. For three values of the first normalized moment, 0.1, 0.5 and 0.9, we compare a 2D-cut of the moment space in the $(m_2, m_3)$ plane (the three traces of these cuts in the $(m_1, m_2)$ plane are presented in Figure 4.2 bottom-right) with the set of moments in this place which can be attained with the ME formalism within an error for the moment vector evaluation below 1% with the presented Gaussian quadrature approach. In fact the quasi-totality of the moment space can be covered using such an approach.

![Figure 4.2](image)

Figure 4.2: Cut of the moment space in the $m_2$-$m_3$ plan (bounded by solid lines) and cut of the moment space numerically attained with an error smaller than 1%, with the ME reconstruction using the Gaussian quadrature for the computation of the integrals (bounded by dashed lines) for $m_1 = 0.1$ (top-left figure), $m_1 = 0.5$ (top-right figure) and $m_1 = 0.9$ (bottom-left figure); (bottom-right figure) projection of the moment space boundary in the $m_1$-$m_2$ plan (solid lines) and representation in this plan of the cuts (dashed lines).
4.3 Mathematical challenges of the system

However, there is a second numerical difficulty when approaching the frontier of the moment space and it comes from the lack of accuracy of the Gaussian quadrature for the computation of the integrals used in the algorithm through equation (4.25). It is quite obvious when seeing the type of reconstruction obtained in such cases (see Section 5.5.1 and Appendix B.2). Moreover, using a more precise integration method for the evaluation of the Hessian matrix allows ME reconstructions for moment vectors close at least till 1% of the boundary (that is to say, at least when all canonical moment are in the interval $[0.01, 0.99]$). Thus, it becomes clear that we are able to reach almost the entire moment space with the proposed formalism and we can even quantify the small subset for which a ME formalism is out of reach. Within this context, the last question to be answered is how to use the algorithm proposed in this paper for this small subset, where distribution functions become Dirac distributions. We provide a final answer to this question in Appendix B.2, where such distributions are also illustrated for the sake of completeness.

4.3 Mathematical challenges of the system

As mentioned in Section 4.1, although the high order size moment method can be coupled with a multi-fluid approach leading to the size phase space discretization, the core interest of this method lies in its capacity to describe polydispersity without discretizing the size phase space, by keeping the continuous character of the size variable. Corollary, if the high order size moment method is coupled to a size discretization, the level of accuracy of this method with a very reduced number section (two for example) is unreachable by the multi-fluid model within reasonable computation time, see Section 5.5.

Nevertheless, this very promising ability of the presented model goes hand in hand with some mathematical difficulties in the structure of the system of equations for evaporation, system (4.16), and transport system (4.6). These difficulties require the use of very specific numerical methods. First, similarly to the multi-fluid model, the monokinetic assumption done in the case of sprays introduces the pressureless gas formalism in the transport system. The second difficulty, inherent to high order moment method where we recall that $N$ moments ($N > 2$) are considered, is to ensure, at any time of the resolution method that the moment sequence $\mathbf{m} = (m_0, \ldots, m_N)$ belongs to the moment space. This is of major importance, since, in the evaporation process through Entropy Maximization (see Section 4.2.3), a distribution function is explicitly reconstructed from the data of the vector $\mathbf{m}$. This reconstruction, and then the whole resolution process fails if the moment space is not preserved. We will refer to this condition as the realizability condition.

4.4 Conclusion

This section has been dedicated to the introduction of the model and the underlying assumptions on the basis of a new high order size moment method able to precisely describe a population of spray, soot, or aerosol particles in the context of evaporation transport and drag. This method is fundamentally different from the multi-fluid model presented in Chapter 3. Indeed, contrary to the multi-fluid model which, like any sectional method, introduces a discretization of the size phase space, this high order size moment method preserves the continuous characteristic of the size variable to account for polydispersity. Nevertheless, the high order size moment method can also be used in the context of a size discontinuity preserving then the continuous character of the size variable in a section.

But in the context of the collaboration with IFP Energies nouvelles, the potential efficiency of this high order size moment method showed here represents an outstanding interest. First, the final objective set by IFP Energies nouvelles is to be able to describe a fuel spray in real injection conditions in an internal combustion engine. Therefore computational efficiency is a critical criteria in the selection of the method. Only one size section might be used with the EMSM model for an even more accurate description of polydispersity than with a multi-fluid model with ten sections, as showed in Section 5.5. The computational cost can definitely not be divided by ten, since much more complex algebraic tools are used than in the multi-fluid model, but a method three, four or five times faster for a three-dimensional computation for a better description of polydispersity would already be a dramatic achievement. This estimation is done only considering the reduced framework of evaporation transport and drag. When
other terms are considered, like turbulent interaction terms (since injection occurs at turbulent regime), this gain will skyrocket, since a unique term will have to be considered for the high order size moment method whereas ten terms would have to be considered each time with the multi-fluid model.

But the mathematical difficulties of these systems make compulsory to design specific schemes, in order to cope both with the pressureless gas formalism and the realizability condition. It has been explained, in Section 3.2, that a specific precise scheme for transport, robust relative to occurrences of singularities due to the pressureless gas formalism, relies on a kinetic scheme, and is used apart from the other resolution schemes for phase space evolution.

Here again, two very different strategies are used for evaporation, and transport, since dedicated solvers are used to cope with stability conditions stated in Section 4.3. This is why an operator splitting has been adopted. The two next chapters present the numerical schemes designed for evaporation, Chapter 5, and advection of the moments Chapter 6.

Figure 4.3: Position of the EMSM model in the spray model derived from kinetic description

Figure 4.4: Possibility to use the EMSM model within a sectional method
Chapter 5

A new numerical scheme with flux evaluation for stable and accurate moment dynamics

This chapter presents the numerical scheme for the resolution of the evaporation term derived in Section 4.1.5, first with a constant evaporation rate and then with a general one. This work is inserted in the development of general scheme for the complete NDF equation, physical transport and transport in space phase being treated separately through splitting method [171, 52, 172]. Eventually, validations of the proposed tools are showed on purely evaporative test cases. This work has lead to a publication in SIAM Journal of Applied Mathematics [173] and a presentation during the SIAM International Conference on Numerical Combustion, Monterrey, USA (2008) [127].

5.1 Constant evaporation rate

The case of a constant evaporation law is first studied in order to present the principle of the new numerical schemes. In the following, we will see how this schemes can be extended to more general evaporation laws.

As soon as a reconstruction is done for the NDF from its moments, problem (4.16) could be solved directly with the pointwise value of this reconstruction at $S = S_{\text{min}}$, using a dedicated stiff ODE-solver. But it can be shown that the stability is then not warranted. Indeed, classical ODE solvers, like for example explicit Runge-Kutta scheme or explicit Euler scheme, can not preserve the moment space: at some point, the moments can no more correspond to a positive function (in other words, the corresponding canonical moments defined by Eq. (4.18) do not stay between 0 and 1). This leads to a divergence of the method, see Appendix B.

Before introducing the first key ingredient of the numerical scheme which guarantee this stability, let us underline an invariance property which is strongly related to the linear transport property (4.12).

5.1.1 Invariance property of moment space through evaporation with zero flux

**Lemma 1** As long as the fluxes $\phi_-(\Delta t)$ and $\phi_+(\Delta t)$ remain zero, the evolution of the NDF at the kinetic level is a pure translation in the size phase space and the dynamical evolution of the moments is in closed
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form. Moreover, we have:

\[ m(\Delta t) = \exp(-\Delta t A) m(0), \quad \exp(\Delta t A) = \begin{bmatrix}
1 & 0 \\
\Delta t & 1 \\
\Delta t^2 & 2 \Delta t & \ddots \\
\vdots & C_{i-1}^{t-j} \Delta t^j & \ddots & \ddots \\
\Delta t^N & \ldots & \ldots & N \Delta t & 1
\end{bmatrix}. \]

Let us note that the assumption \( \phi_-(\Delta t) \) remain zero implies that \( f(0, S) = 0 \) for \( S \in [S_{\text{min}}, S_{\text{min}} + \Delta t] \).

This lemma has a strong implication: when the dynamics of evaporation is described by a translation in the size phase space (i.e. no fluxes of droplets appearing or disappearing) and when we choose a set of incremental moments in this “natural” evaporation variable, the moment space is invariant by this dynamics. Thus, it is not necessary to invoke quadrature methods since the dynamics is closed. It is then interesting to characterize the related evolution of the abcissas and weights since we are sure to remain in the interior of the moment space of order \( N \).

**Lemma 2** The evolution equation on the moments can be written in terms of the abcissas and weights in the following form:

\[
\begin{bmatrix}
\sum_{i=1}^{s} \omega_i(\Delta t) \\
\sum_{i=1}^{s} \omega_i(\Delta t) S_i^0(\Delta t) \\
\vdots \\
\sum_{i=1}^{s} \omega_i(\Delta t) S_i^N(\Delta t)
\end{bmatrix} = \begin{bmatrix}
\sum_{i=1}^{s} \omega_i(0) \\
\sum_{i=1}^{s} \omega_i(0) S_i(0) \\
\vdots \\
\sum_{i=1}^{s} \omega_i(0) S_i^N(0)
\end{bmatrix},
\]

where the transport term associated to the exponential has been directly included in the new abcissas \( S_i^*(\Delta t) = S_i(\Delta t) + \Delta t \).

**Proof.** The proof is straightforward once it has been noticed that we have the following equality:

\[
\exp(\Delta t A) = \begin{bmatrix}
\sum_{i=1}^{s} \omega_i(\Delta t) \\
\sum_{i=1}^{s} \omega_i(\Delta t) S_i(\Delta t) \\
\vdots \\
\sum_{i=1}^{s} \omega_i(\Delta t) S_i^N(\Delta t)
\end{bmatrix} = \begin{bmatrix}
\sum_{i=1}^{s} \omega_i(\Delta t) \phi_i(\Delta t) + \Delta t \\
\sum_{i=1}^{s} \omega_i(\Delta t) S_i(\Delta t) + \Delta t \\
\vdots \\
\sum_{i=1}^{s} \omega_i(\Delta t) S_i^N(\Delta t) + \Delta t^N
\end{bmatrix}.\]

5.1.2 Integrated version of the dynamical system

Since the pointwise definition of the boundary fluxes is difficult to evaluate, we change the point of view and try to construct, like in the kinetic schemes for hyperbolic equations, an integral formulation making use of the underlying kinetic equation.

The integral formulation of the preceding system (4.16) of ODE’s is the following one:

\[
\exp(\Delta t A) m(\Delta t) = m(0) + \int_0^{\Delta t} \exp(\eta A) \left(-\phi_-(\eta) + \phi_+(\eta)\right) \, d\eta.
\]

We then want to use the peculiar structure of the integral form of the solution in order to obtain a more convenient form of the fluxes through two arguments: the characteristic solution of the original conservation equation (such as in the kinetic schemes [196]) as well as a moment formulation of the fluxes. This is the purpose of the following lemma.

**Lemma 3** The integral form of the solution can be rewritten:

\[
\exp(\Delta t A) m(\Delta t) = m(0) - \Phi_-(\Delta t) + \Phi_+(\Delta t),
\]

where \( \Phi_-(\Delta t) = \int_0^{\Delta t} \exp(\eta) \phi_-(\eta) \, d\eta \) and \( \Phi_+(\Delta t) = \int_0^{\Delta t} \exp(\eta) \phi_+(\eta) \, d\eta \).
where the fluxes read:

\[ \Phi_-(\Delta t) = \int_{S_{\text{min}}}^{S_{\text{max}}+\Delta t} n(0, \beta) \begin{bmatrix} 1 \\ \beta \\ \vdots \\ \beta^N \end{bmatrix} d\beta, \quad \Phi_+(\Delta t) = \int_{S_{\text{max}}}^{S_{\text{min}}+\Delta t} n(0, \beta) \begin{bmatrix} 1 \\ \beta \\ \vdots \\ \beta^N \end{bmatrix} d\beta. \]

**Proof.** Let us first focus on the flux of disappearing droplets:

\[ \int_0^{\Delta t} \exp(\eta A) \phi_-(\eta) d\eta = \int_0^{\Delta t} n(\eta, S_{\text{min}}) \begin{bmatrix} 1 \\ \eta \\ \eta^2 \\ \vdots \\ \eta^N \\ C_{i-1}^{-1} \eta^{i-j} \\ \cdots \\ \cdots \\ N \eta \\ 1 \end{bmatrix} \begin{bmatrix} 1 \\ \eta + S_{\text{min}} \\ \vdots \\ S_{\text{min}}^N \\ (\eta + S_{\text{min}})^N \end{bmatrix} d\eta. \]

Using on the one side:

\[ \int_0^{\Delta t} \exp(\eta A) \phi_-(\eta) d\eta = \int_0^{\Delta t} n(0, \eta + S_{\text{min}}) \begin{bmatrix} 1 \\ \eta + S_{\text{min}} \\ \vdots \\ \vdots \\ (\eta + S_{\text{min}})^N \end{bmatrix} d\eta. \]

A simple change of variable \( \beta = \eta + S_{\text{min}} \) allows to conclude on the first equality. The treatment of the gain term is readily the same. 

There are several important points that have to be underlined. First, it can be easily shown that in the configuration where the fluxes are both set to zero, the right variable is then \( \exp(\Delta t A) \), which is invariant, the evolution of the moments being then only modified by transport through the multiplication by \( \exp(-\Delta t A) \). The integral form of the ODE system (4.4) then decouples the transport per se from the evolution of the moments through the fluxes.

The second point relates to the numerical scheme to be used in order to resolve the system (4.15). It should be noted that in the situation where \( f(t, S_{\text{max}}) = 0 \), i.e., when there is no flux coming from the upper sections and when \( S_{\text{min}} = 0 \), a flux based on pointwise value of \( f \) only participates in the evolution of the zeroth order moment, since \( S_{\text{min}}^{-1} = 0 \) for \( N \) greater than zero. With this new integral form, we then get another way of integrating the system of ODEs without the need for a pointwise reconstruction for which the stability is not warranted. The integral form allows to remain in the moment space \( M_N(S_{\text{min}}, S_{\text{max}}) \) of order \( N \) as presented in the following proposition.

**Proposition 1** For a given set of moments \( \mathbf{m}(0) = \mathbf{m}^0 \) at time \( t = 0 \) such that \( m_0 > 0 \), we assume that the vector of normalized moments \( \mathbf{m}^0 \) belongs to the interior of the moment space of order \( N \) associated to the interval \( [S_{\text{min}}, S_{\text{max}}] \), that is \( \mathbf{m}^0 \in \text{Int}(M_N(S_{\text{min}}, S_{\text{max}})) \). Then, for any measurable positive function \( f_{\mathbf{m}^0} \) defined on the interval \( [S_{\text{min}}, S_{\text{max}} + T] \) and solution of the Hausdorff finite moment problem (4.21) in the interval \( [S_{\text{min}}, S_{\text{max}}] \), we have

\[ \mathbf{m}(\Delta t) \in \text{Int}(M_N(S_{\text{min}}, S_{\text{max}})), \quad (5.5) \]

as long as \( \Delta t \in [0, T] \).
Proof. We use the integral form (5.4) and notice that

$$m^0 = \int_{S_{\min}}^{S_{\max}} n_{m^0}(\eta) \begin{bmatrix} 1 \\ \eta \\ \vdots \\ \eta^N \end{bmatrix} \, d\eta.$$ 

Consequently, we obtain that:

$$\exp(\Delta t A) m(\Delta t) = \int_{S_{\min}+\Delta t}^{S_{\max}+\Delta t} n_{m^0}(\eta) \begin{bmatrix} 1 \\ \eta \\ \vdots \\ \eta^N \end{bmatrix} \, d\eta.$$ 

This last equality implies that $\exp(\Delta t A) m(\Delta t)$ belongs to the interior of the moment space $\mathbb{M}_N(S_{\min} + \Delta t, S_{\max} + \Delta t)$ so that naturally, $m(\Delta t)$ belongs the moment space $\mathbb{M}_N(S_{\min}, S_{\max})$ and the proof is complete. $
$

The choice of such function $n_{m^0}$ was discussed in the previous section and we use then the ME reconstruction in such a way that the flux can be given by:

$$\Phi_-(\Delta t) = \int_{S_{\min}}^{S_{\min}+\Delta t} \tilde{n}_{ME}(\beta) \begin{bmatrix} 1 \\ \beta \\ \vdots \\ \beta^N \end{bmatrix} \, d\beta.$$ 

(5.6)

Let us remark that, as explained in Section 4.2.3, the ME reconstruction is not easy to obtain for moment vectors closed to the boundary of the moment space. But, as presented in Appendix B.2, when the moment vector becomes closer to a point of this boundary, the ME reconstruction becomes closer and closer to the lower principal representation and to the sole solution of the Hausdorff moment problem corresponding this point, that is to say a sum of Dirac delta functions. Let us denote $\sum_i \omega_i \delta S_i$ one of these functions. Then, the flux can be computed from this reconstruction:

$$\Phi_-(\Delta t) = \sum_i \omega_i \left(1, S_i, \ldots, S_i^N\right)^T,$$

(5.7)

where the sum is taken for all $i$ such that $S_i \in [S_{\min}, S_{\min} + \Delta t]$. It can be seen that this type of flux will allow the preservation of the moment space as it will be shown in the following for the flux (5.6).

5.1.3 Link with abscissas and weights of the lower principal representation

We know that for any $m^0 \in \text{Int}([\mathbb{M}_N])$, there exists one unique lower principal representation of the vector of moments by using weights $(\omega_i)_{i \in [1,n]}$ and abscissas $(S_i)_{i \in [1,n]}$. Since we know that the evolution of the vector of moments takes place in the interior of the moment space $\text{Int}(\mathbb{M}_N)$, we can write:

$$\exp(\Delta t A) \begin{bmatrix} \sum_{i=1}^n \omega_i(\Delta t) S_i(\Delta t) \\ \sum_{i=1}^n \omega_i(\Delta t) S_i^1(\Delta t) \\ \vdots \\ \sum_{i=1}^n \omega_i(\Delta t) S_i^N(\Delta t) \end{bmatrix} = \begin{bmatrix} \sum_{i=1}^n \omega_i(0) S_i(0) \\ \sum_{i=1}^n \omega_i(0) S_i^1(0) \\ \vdots \\ \sum_{i=1}^n \omega_i(0) S_i^N(0) \end{bmatrix} - \Phi_-(\Delta t) + \Phi_+(\Delta t).$$

This formula can be considered as very interesting since it can be readily seen from it that in the presence of zero fluxes, the weights remain unchanged and the abscissas are only translated at the right velocity. The key variable is not $S_i(\Delta t)$ but in fact $S_i(\Delta t) + \Delta t$. This will be confirmed in the next Section where we make the link between the present approach and the DQ MOM approach.

Moreover, this formulation will allow us to emphasize an algorithm for the scheme. It needs the calculation of abscissas and weights from moments. It can be noted that the computation of $m(\Delta t)$ from
\( m(0) \) does not need the separation between flux and transport and could be done, like in [145] or [70], using directly the following formula:

\[
m(\Delta t) = \exp(-\Delta t A) m(0) - \exp(-\Delta t A) \Phi_-(\Delta t) + \exp(-\Delta t A) \Phi_+(\Delta t).
\]

However, the calculation of abscissas and weights is not an expensive operation if we only have \( n = 2 \) or \( n = 3 \) like for the results presented in this paper. Moreover, they can be very useful for more general problems where phenomena like collision have to be taken into account, which can be done through a quadrature method using these abscissas and weights.

### 5.1 Constant evaporation rate

#### 5.1.4 Algorithm of the new scheme

The new scheme introduces a discretization \( 0 = S_0 < S_1 < \cdots < S_K = S_{\text{max}} \) of the distribution function. The initial moments \( m_k(0) \) on each interval \([S_{k-1}, S_k] \), called section as for the classical multi-fluid method, are known. The resolution algorithm corresponding to the integral formula (5.4) is used in order to find the moments in each section after a time \( \Delta t \). This algorithm is:

1. In each section \([S_{k-1}, S_k] \), a reconstruction \( f^k \) is done of the distribution from its moments \( m^k(0) \) by the ME method and the flux \( \Phi^k(\Delta t) \) with the section \( k-1 \) is computed by (5.6) with \( \tilde{n}_{ME} = n^k \).

2. The weights \( \omega^k_i \) and the abscissas \( S^k_i \) corresponding to the moments \( m^k(0) - \Phi^k(\Delta t) + \Phi^{k+1}(\Delta t) \) are computed using the PD algorithm. Since these moments are in fact the moments of \( \sum_j n^j(S)1_{[S_{j-1},S_j]}(S) \) on \([S_{k-1} + \Delta t, S_k + \Delta t] \), the abscissas are in \([S_{k-1} + \Delta t, S_k + \Delta t] \).

3. The moments \( m^k(\Delta t) \) corresponding to the weights \( \omega^k_i \) and the abscissas \( S^k_i - \Delta t \) are computed. It gives an approximation of the moments of \( n(\Delta t, \cdot) \) on \([S_{k-1}, S_k] \).

In practice, a time discretization associated to the CFL like condition \( K \Delta t \leq \Delta S \) is introduced and the previous algorithm governs the time evolution of both the moments in the various sections as well as the associated abscissas and weights.

The cost of this algorithm is essentially the cost of the ME reconstruction in each section by the Newton method and the cost of the PD algorithm. Since the number of moment we will use is small, and since the Newton method generally only requires around five iterations, in order for the moments of the approximated number density function to be at a maximum relative error up to \( 10^{-6} \) from the original moments, the cost of the method is very moderate.

Let us underline once more that such a method has the major advantage, with a very moderate cost, to preserve the moment vector in the singular transport equation with a very stable model for the flux of disappearing droplets/particles. Moreover, after making the link between such a scheme and the DQMOM approach for a better understanding of the novelty of the present contribution, we will see how this algorithm can be easily extended to more general evaporation laws, with the same type of steps.

In the general strategy of operator splitting presented in Section 4.1.2 for the resolution of the complete system Eq. (4.1), the treatment of the evaporation part is not complete if the momentum \( m_1 \) evolution is not treated. A resolution scheme is proposed here, in a 1D case since each direction can be treated independently here. As mentioned in Section 4.1.4, because of the monokinetic assumption Eq. (4.9) in a section and since velocity does not directly interfere in the evaporation part, the same results can then be formulated on these moments like Prop. (1) with the following fluxes:

\[
\Phi_{u,-}(\Delta t) = \int_{S^{(j-1)}+\Delta t}^{S^{(j-1)}+\Delta t} u\beta f(0, \beta, u) d\beta, \quad \Phi_{u,+}(\Delta t) = \int_{S^{(j)}+\Delta t}^{S^{(j)}+\Delta t} u\beta f(0, \beta, u) d\beta
\]

\[
= u^{(j)}_p \int_{S^{(j-1)}}^{S^{(j-1)}+\Delta t} u\beta n(0, \beta, u) d\beta, \quad = u^{(j+1)}_p \int_{S^{(j)}}^{S^{(j)}+\Delta t} u\beta n(0, \beta, u) d\beta
\]

\[
\text{, (5.8)}
\]
Moreover, the assumption of a constant velocity inside a section is done, as for the classical multi-fluid model, see Section 4.1.4. It also induces that the velocity can only evolve through exchanges between the sections. So nothing has to be done in the case where only one section is considered like in the following. However, for the sake of completeness, let us give a numerical scheme able to deal with the velocity evolution.

The resolution of the momentum leads to an additional evolution equation in system (4.15):

\[
\partial_t (m_1^{(j)} u_p^{(j)}) = -m_0^{(j)} u_p^{(j)} - n(t, S^{(j-1)}) S^{(j-1)} u_p^{(j)} + n(t, S^{(j)}) S^{(j)} u_p^{(j+1)},
\]

(5.9)

So that system (5.4) holds, but with a different definition of matrix \( \mathbf{A} \) and fluxes \( \Phi_- \) and \( \Phi_+ \):

\[
\mathbf{A} = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 2 & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & N \\
0 & 0 & 1 & 0 & 0
\end{bmatrix},
\]

where two dimensions have been added to the rank of \( \mathbf{A} \), corresponding to the quantities \( m_0 u_p^{(j)} \) and \( m_1 u_p^{(j)} \).

\[
\Phi_- (\Delta t) = \int_{S^{(j-1)}} n(0, \beta, u) \begin{bmatrix} 1 \\ \beta \\ \vdots \\ \beta^N \\ 0 \\ \beta u_p^{(j)} \end{bmatrix} \ d\beta, \quad \Phi_+ (\Delta t) = \int_{S^{(j)}} n(0, \beta, u) \begin{bmatrix} 1 \\ \beta \\ \vdots \\ \beta^N \\ 0 \\ \beta u_p^{(j+1)} \end{bmatrix} \ d\beta.
\]

The last component of this new system reads:

\[
\begin{bmatrix}
m_1^{(j)} (\Delta t) + \Delta t m_0^{(j)} (\Delta t)
\end{bmatrix} u_p^{(j)} (\Delta t) = m_1^{(j)} (0) u_p^{(j)} (0) - \Phi_{u,-} (\Delta t) + \Phi_{u,+} (\Delta t).
\]

(5.10)

Meanwhile, the second equations of system (4.15) writes:

\[
m_1^{(j)} (\Delta t) + \Delta t m_0^{(j)} (\Delta t) = m_1^{(j)} (0) - \Phi_{-2} (\Delta t) + \Phi_{+2} (\Delta t),
\]

(5.11)

with \( \Phi_{-2} (\Delta t) \) denoting the second component of the vector \( \Phi_- (\Delta t) \).

Then the updated value of \( u_p^{(j)} \) writes:

\[
u_p^{(j)} (\Delta t) = \frac{m_1^{(j)} (0) - \Phi_{-2} (\Delta t)}{m_1^{(j)} (\Delta t) + \Delta t m_0^{(j)} (\Delta t)} u_p^{(j)} (0) + \frac{\Phi_{+2} (\Delta t)}{m_1^{(j)} (\Delta t) + \Delta t m_0^{(j)} (\Delta t)} u_p^{(j+1)} (0).
\]

(5.12)

The quantity \( u_p^{(j)} (\Delta t) \) is a convex sum (because of Eq. (5.11)) of the quantities \( u_p^{(j)} (0) \) and \( u_p^{(j+1)} (0) \), which ensures the stability of the scheme. Moreover, in the particular case of \( u_p^{(j+1)} = 0 \), i.e. when only one section is considered, it comes from Eq. (5.11) that \( \partial_t u_p^{(j)} = 0 \).

### 5.2 Link with a DQMOM approach

For the sake of completeness, let us first recall the DQMOM approach in order to resolve the evaporation dynamics in the size phase space and then adapt it to the particular structure of our problem.
5.2 Link with a DQMOM approach

5.2.1 DQMOM and new DQMOM formalism of the evaporation process

In order to solve the transport equation (4.12) using DQMOM, we consider the following approximation of \( n \):

\[
\bar{n}(t,S) = \sum_{i=1}^{s} \omega_i(t) \delta(S - S_i(t)),
\]

from which we have:

\[
\partial_t \bar{n} = \sum_{i=1}^{s} a_i(t) \delta(S - S_i(t)) - \sum_{i=1}^{s} (b_i(t) - S_i(t) a_i(t)) \delta'(S - S_i(t)),
\]

where we have defined for commodity

\[
a_i(t) = \frac{d_t \omega_i(t)}{\omega_i(t) S_i(t)},
\]

\[
b_i(t) = \frac{d_t (\omega_i(t) S_i(t))}{S_i(t)}.
\]

The evolution of the approximated moments \( \bar{m}_k \) depends linearly on the \( a_i \) and \( b_i \):

\[
d_t \bar{m}_k = \sum_{i=1}^{s} (1-k) a_i(t) S_i^k(t) + \sum_{i=1}^{s} k b_i(t) S_i^{k-1}(t).
\]

However, the variables for which we have the simplest evolution equation are \( \exp(t A) m(t) \), so that it is interesting to look at the system of ODE's satisfied by \( \exp(t A) \bar{m}(t) \).

**Lemma 4** The evolution equation of the translated approximated moments reads:

\[
d_t (\exp(t A) \bar{m}) = \sum_{i=1}^{s} (1-k) a_i(S_i + t)^k + \sum_{i=1}^{s} k b_i(S_i + t)^{k-1}.
\]

Considering the new variables:

\[
b_i^* = b_i + \omega_i + t, \quad a_i = d_t [\omega_i(S_i + t)], \quad S_i^* = S_i + t,
\]

the new constraints of DQMOM defining the source terms are given by:

\[
\sum_{i=1}^{s} (1-k) a_i(S_i^*)^k + \sum_{i=1}^{s} k b_i^* (S_i^*)^{k-1} = -n(t, S_{\text{min}}) S_{\text{min}}^k + n(t, S_{\text{max}}) S_{\text{max}}^k.
\]

**Proof.** Let us first notice that:

\[
d_t [\exp(t A) m] = \exp(t A) (A m + d_t m),
\]

and

\[
(A m + d_t m)_k = \sum_{i=1}^{s} \left[ (1-k) a_i S_i^k + k b_i S_i^{k-1} + k \omega_i S_i^{k-1} \right],
\]

Consequently, we obtain:

\[
(\exp(t A) [A m + d_t m])_k = \sum_{i=1}^{s} \left[ (1-k) a_i (S_i + t)^k + k (b_i + \omega_i + t a_i) (S_i + t)^{k-1} \right],
\]

and the proof is complete. □

Let us emphasize that we obtain exactly the same form of linear system as the one obtained in the classical formulation. However, two advantages are to be underlined. First, we have isolated the transport...
part from the flux part as already mentioned. Second, and it is clearly related, the abscissas appearing in the matrix to be solved do not evolve with transport in time but only change due to the fluxes so that the conditioning of the matrix, for scaled abscissas, can be controlled easily [85].

Finally, it is important to realize that we still have a differential form of the DQMOM system of equations, a remark we already mentioned earlier as far as the moment equations were concerned. In the situation of a zero upper flux and with $S_{\text{min}} = 0$, we see that the flux will only influence the zeroth order moment. The difference between the two approaches can be seen to be the same as the difference between the kinetic schemes (for which we work with a time integrated version of the dynamical system and invoke the kinetic evolution in order to evaluate the fluxes) and the method of lines (for which the integration is only performed in the size variable and where the time is kept a continuous variable, thus leading to a system of ordinary differential equation to be resolved by a standard ODE integrator) in the framework of hyperbolic system of conservation laws [151, 152].

5.2.2 Relation between the two formulations

Instead of working with a differential form of the system of abscissas and weights and plugging it in a LSODE like solver for ordinary differential equations, and encountering difficulties as far as stability is concerned, we make the link between the previous DQMOM formulation and the original integral form of the system developed in the previous Section in the following Lemma.

Lemma 5 Remembering the DQMOM new formulation in differential form (5.19), one can find a first integral for each $k$:

$$
\int_0^{\Delta t} \left[ \sum_{i=1}^S (1 - k) a_i(t') S_i^{k}(t') + \sum_{i=1}^S k b_i(t') (S_i^{k-1}(t')) \right] dt' = \int_0^{\Delta t} \left[ \sum_{i=1}^S \omega_i(t') (S_i^k(t')) \right] dt'.
$$

Proof. Let us define $B = k (S_i^k)^{k-1} dt' \omega_i S_i^k + (1 - k) dt' \omega_i (S_i^k)^k$. It is sufficient to note that:

$$
B = k (S_i^k)^{k-1} [\omega_i dt' S_i^k] - S_i^k dt' \omega_i + (S_i^k)^k dt' \omega_i
$$

$$
= \omega_i dt' (S_i^k)^k + (S_i^k)^k dt' \omega_i
$$

which completes the proof. ■

Thus, we have in fact an exact solution in time of the modified DQMOM differential system (5.17) through equation (5.1) once the fluxes $\Phi_k$ have been evaluated. The link with a DQMOM formulation is then complete and we are also able to fully compare the two approaches and appreciate the novelty of the proposed numerical scheme.

5.3 Evaporation rate depending on size, using a piecewise constant approximation

In this Section, our aim is to treat a general evaporation law of the form

$$
\partial_t n - \partial_S \left( K n \right) = 0,
$$

with a piecewise constant coefficient $K(S)$ which can approximate a continuous but non constant law. This appears naturally when considering more realistic evaporation law like in [146], which continuously depends on droplet temperature; this temperature, continuously depending of the droplet size because of the thermal inertia, is approximated by a piecewise constant function in multi-fluid method developed there, in such a way that the evaporation rate is then also a piecewise constant function. Our goal is to show how this phenomena can be simulated by the algorithm developed in this article.

In order to get a numerical solution based on the evolution of the moments, without lost of completeness, we will consider two size sections $[0, 0.5]$ and $[0.5, 1]$, in which the evaporation is taken constant. So
5.3 Evaporation rate depending on size, using a piecewise constant approximation

far, the method based on moment dynamics has been displayed for a case where the evaporation rate was constant all over the size interval. The algorithm presented in Section 5.1.4 must be modified in order to preserve the moment space. Indeed, in step 3, the abscissas, initially in \([S_{k-1} + \Delta t, S_k + \Delta t]\), are shifted by \(-\Delta t\) so that they lie in \([S_{k-1}, S_k]\) at the end of the algorithm. Let us take in the first section \(K = -1\) and in the second section \(K = -2\). With the previous algorithm, the size abscissas of the first section would then be in \([S_0 + \Delta t, S_1 + 2\Delta t]\), so that at the end they lie in \([S_0, S_1 + \Delta t]\). There is no guarantee that the corresponding vector of moment in \([S_0, S_1 + \Delta t]\) is a vector of moment in \([S_0, S_1]\).

In order to devise the algorithm to solve that problem, we do an analogy with the pressureless gas. Let consider a NDF \(f(\Delta t, S, u)\) depending on the evaporation velocity \(u\). It is solution of the following equation:

\[
\partial_t f + u \partial_S f = 0.
\]

We then state that \(f(t, S, u) = n(t, S) \delta(K(t, S) - u)\), in such a way that \(K\) is a velocity in the size phase space. If we take the 0th and 1st order moment with respect to \(K\) of the kinetic transport equation, we get

\[
\begin{align*}
\partial_t n(t, S) + \partial_S n(t, S)K &= 0, \\
\partial_t n(t, S)K + \partial_S n(t, S)K^2 &= 0.
\end{align*}
\]

(5.21)

With the initial condition that \(K\) is discontinuous, this appears to be a Riemann problem for the density \(n\) and the evaporation rate \(K\) (which is also a velocity). The scheme we use consists in solving a Riemann problem between each size interval and for each time step. Let us notice that the second equation of system (5.21) is not an equation of the initial problem. The evaporation rate just depends on the size and is constant over time. The reason why we artificially transport \(K\) during a time step is because the piecewise approximation on \(K\) generate shocks in the scheme. If \(K\) is not transported, then a shock occurs at the limit between the sections so that it is impossible to know in which section it belongs to. Moreover, it is compatible with a Lagrangian view of the droplets which goes from a section to another. Figure 5.1 displays the solution in the sense of the characteristics that is computed.

![Figure 5.1: Numerical solution in the sense of characteristics. The characteristics of section 1 are represented by dashed lines and the ones of section 2 by dotted lines. The solid line stands for the \(\delta\)-shock. The characteristics close to the border enter the shock.](image)

The first step of the algorithm is exactly the same as for the one described in Section 5.1.4. But on the contrary to the previous algorithm, we don’t have to calculate two fluxes any more \((\Phi^k(\Delta t)\) and \(\Phi^{k+1}(\Delta t)\)), but five:
5.4 Treatment of arbitrary evaporation law

1. the evaporative flux going out of section 1 (corresponding to $\Phi_k(\Delta t)$)

2. the flux of the droplets from section 1 whose characteristics go into the $\delta$-shock

3. the flux resulting from the droplets from section 1 which are in the $\delta$-shock

4. the flux of the droplets from section 2 whose characteristics go into the $\delta$-shock (corresponding to $\Phi_{k+1}(\Delta t)$)

5. the evaporative flux entering section 1 but not going into the $\delta$-shock

By adding these fluxes computing the corresponding weights and abscissas and shifting them at the correct evaporation rate, we are able to construct the solution of the Riemann problem. The velocity of the $\delta$-shock is given in

$$u = \begin{cases} \frac{K^+(0.5)\sqrt{f^+(0.5)+f^-(0.5)}+K^-(0.5)\sqrt{f^+(0.5)-f^-(0.5)}}{2} & \text{if } f^-(0.5) \neq f^+(0.5), \\ \frac{K^+(0.5)+K^-(0.5)}{2} & \text{if } f^-(0.5) = f^+(0.5). \end{cases}$$ (5.22)

5.4 Treatment of arbitrary evaporation law

Here, our aim is to treat a general evaporation law of the form

$$\partial_t n - \partial_S (Kn) = 0,$$ (5.23)

for which the form of the evaporation coefficient is given as a function of $\dot{S}$ in general form $K = K(S)$. Our aim in this Section is to directly generalize the algorithm defined in Section 5.1.4 to this kind of arbitrary but smooth evaporation laws in a sense that will be defined in the following.

First, we will evaluate the characteristics and show that some restrictions have to be imposed on the profile of function $K$ from both the modeling and the mathematical point of view. The key issue is the behavior near zero size. Let us make the following set of assumptions on the evaporation law. We assume that we deal with real evaporation, that is, $K(S) > 0$ for $S > 0$ and since droplets/particles of negative size do not evaporate, we assume $K(S) = 0$, $S < 0$. Consequently, there are two cases. The first one is the case of a discontinuous evaporation coefficient, where we assume that $K(S)$ is globally Lipschitz on the interval $[0, S_{\text{max}}]$ and admits a limit at zero size which is positive. This yields measure solution with a measure concentration of droplet number density at zero size. The second case, where $K(S)$ is globally Lipschitz on every compact subset of the interval $[0, S_{\text{max}}]$, includes the continuous one, where $K(0) = 0$, as well as cases with infinite values at zero size (the typical example is the $d^2$-law with (5.23) written for the radius of the droplets $R$, in such a way that $K(R) = \frac{c}{8\pi R}$).

5.4.1 Change of variable characteristics

In this context, let us consider the characteristic curves defined by

$$\frac{d\Xi}{dt} = K(\Xi).$$ (5.24)

For any $S_0 > 0$, with the considered regularity of $K$, they are defined for all $t$ as long as the curve does not crosses $S_0$. We then define $\gamma(S)$ a primitive of the function $1/K(S)$; it is a bijection of $[S_0, S_{\text{max}}]$ onto its range. We also define $\Psi(\gamma)$, a function such that $f(t, S)\,dS$ and $\Psi(t, \gamma)\,d\gamma$ define the same measure on their respective intervals; this implies that $\Psi(t, \gamma) = K(S) f(t, S)$ and

$$\partial_t \Psi - \partial_\gamma \Psi = 0.$$(5.25)

We then obtain the usual transport equation (4.12). However, two key questions arise, the first one concerns the behavior of the evaporation law around zero size and the second, related to the first, do the droplet disappear in finite time due to evaporation, or do their size approach zero asymptotically?
5.4 Treatment of arbitrary evaporation law

It is clear that the disappearance in finite time of the droplet occurs if the limit of $K$ as $S$ approaches zero is positive and even infinite. Assuming that the evaporation law behaves like $a S^\alpha$ in the neighborhood of zero, the limiting value of $\alpha$ is 1. For $\alpha = 1$, the size of one droplet approaches zero asymptotically and exponentially. For any positive $\varepsilon$, $\alpha = 1 + \varepsilon$ leads also to an asymptotic decrease towards zero, nevertheless algebraically, whereas $\alpha = 1 - \varepsilon$ leads to a disappearance of droplets in finite time. This kind of behavior was observed already in [85]. However, the problem of the flux of droplet number at zero size has only to be treated when $\alpha = 1 - \varepsilon$. Consequently we restrict our study to this case. In such a case we can take $\gamma$ as the primitive of $1/K$ which is zero at $S = 0$; this yields a one to one correspondence between $S$ and the characteristic variable $\gamma$, for $S \in [0, S_{\text{max}}]$. Finally, the theory presented before can easily be extended to the characteristic system in the $\Psi$ variable instead of $f$.

Examples: $K(S) = e/S$, $S = S^2/2$, this is the case of the droplet radius with $e = 1/8\pi$ and $\gamma$ is the droplet surface. $\varepsilon = 1/2$, $a = 1$, $\Xi(t) = (\Xi(0))^{1/2} - t/2)^2$ which leads to an evaporation time of 2 if the initial size is 1, $\gamma = 2S^{1/2}$.

5.4.2 Algorithm of the new scheme

The algorithm presented in Section 5.1.4 can be generalized to arbitrary evaporation laws, still assuring the preservation of the moment space, in the following way: a discretization $0 = S_0 < S_1 < \cdots < S_N = S_{\text{max}}$ of the support $[0, S_{\text{max}}]$ is introduced. Let us assume that the moments $m^k(t)$ on each interval $[S_{k-1}, S_k]$ and at time $t$ are known. The moments at time $t + \Delta t$ is computed by:

1. In each section $[S_{k-1}, S_k]$, a reconstruction $f^k$ is done of the distribution from its moments $m^k(0)$ by the ME method. Let then the characteristics $\Xi_k$ by:

$$\frac{d\Xi_k}{dt} = K(\Xi_k), \quad \Xi_k(0) = S_k. \quad (5.26)$$

An ODE solver can be used to obtain $\Xi_k(\Delta t)$. The flux $\Phi^k(t + \Delta t)$ with the section $k - 1$ is computed by:

$$\Phi_(t + \Delta t) = \int_{S_{k-1}}^{\Xi_{k-1}(\Delta t)} n^k(\beta) \begin{bmatrix} 1 \\ \beta \\ \vdots \\ \beta^N \end{bmatrix} d\beta. \quad (5.27)$$

2. The weights $\omega_{i,k}$ and the abscissas $S_{i,k}$ corresponding to the moments $m^k(t) - \Phi^k(t + \Delta t) + \Phi^{k+1}(t + \Delta t)$ are computed using the QD algorithm. Since these moments are in fact the moments of $\sum_i n^i(S) I_{|[S_{i-1}, S_i]}(S)$ on $[\Xi_{k-1}(\Delta t), \Xi_k(\Delta t)]$, the abscissas are in $[\Xi_{k-1}(\Delta t), \Xi_k(\Delta t)]$.

3. Let then define the characteristics $Y_{i,k}$ by:

$$\frac{dY_{i,k}}{dt} = -K(Y_{i,k}), \quad Y_{i,k}(0) = S_{i,k}. \quad (5.28)$$

The moments $m^k(t + \Delta t)$ corresponding to the weights $\omega_{i,k}$ and the abscissas $Y_{i,k}(\Delta t)$ are computed. The abscissas $Y_{i,k}(\Delta t)$ necessarily belong to the interval $[\xi_{k-1}, \xi_k]$, so that $m^k(t + \Delta t)$ belongs to the moment space corresponding to this interval. It gives then an approximation of the moments of $n(t + \Delta t, ..)$ on $[S_{k-1}, S_k]$.

This algorithm is valid for a CFL-like condition $\max_S(K(S))\Delta t < \Delta S$. In fact, it is still valid for a less restrictive condition: $\Xi_k(\tau) \in [S_k, S_{k+1}]$ for $\tau \in [0, \Delta t]$.

Moreover, one can notice that it is also valid for discontinuous evaporation rate (as soon as each discontinuity is at the boundary of a section $[\xi_{k-1}, \xi_k]$). This situation can appear in multi-fluid method, for evaporation law depending on the temperature of the droplet, this temperature being taken constant inside a section but being able to vary between the sections.
5.5 Results

5.5.1 Constant evaporation law

The method described in Section 5.1.4 is tested on three kinds of initial distributions: a smooth one, presented in Fig. (5.2), a discontinuous one, presented in Fig. (5.5) and a distribution corresponding to moments close to the boundary of the moment space $M_2$ in Fig. (5.8) (it is the ME-reconstruction corresponding to canonical moments $p_1 = 0.8$, $p_2 = 0.01$ and $p_3 = 0.5$, see Appendix B.2). A discretization into sections is introduced and the moments inside each section are computed for the initial distribution in order to initialize the simulation with our moment method. The evolution of the obtained moments can be compared with the moments of the exact solution (4.13). Moreover, since, at each time step a ME reconstruction $\tilde{n}_{ME}(S)$ of the distribution is performed, we can easily compare such an approximated distribution from the data of moments to the exact distribution, even if the computed variables are the sole moments. Finally, the variable of interest for the spray is its mass density, which corresponds to a moments of order 3/2. This fractional moment is not resolved but can be calculated through the ME reconstruction of the distribution by $\int_0^{S_{max}} S^{3/2} \tilde{n}_{ME}(S) dS$. This variable will be compared with the moment of order 3/2 of the exact solution but also with the one obtained with another numerical method: a multi-fluid method of order two derived in [145].

In Fig. (5.2), one can see the evolution of the smooth distribution. A simulation is also done with the scheme previously described with only 1 section and 4 moments. The time step is here $\Delta t = 0.025$ but it can be seen that the accuracy results do not depend of the time discretization. The ME reconstruction as well as the peaks showing the abscissas and the weights corresponding to the moments are drawn. One can see that the ME reconstruction follows very well the exact distribution, with a total evaporation at approximatively the same time (see the scales of the figures). Moreover, the error on the moments is
smaller than one percent of each initial moment as shown in Fig. (5.3)-left. This error decreases under 0.2% of each initial moment if two sections \([0, 1/2]\) and \([1/2, 1]\) are used (see Fig. (5.3)-right). With these two sections, the ME reconstruction can almost not be distinguished from the exact solution. Concerning the mass density, the error is smaller than 0.25% for a simulation with the moment method with 1 section and 4 moments and still ten times smaller with 2 sections, as seen in Fig. (5.4). In order to have the same level of accuracy, four sections are needed with the multi-fluid method of order two, that is to say twice as more moments. Moreover, the multi-fluid method giving directly equations on moments of order 3/2 on each section, developed in \([146]\), were also tested, using a constant reconstruction on each section. It can be seen that our new scheme is much more accurate than this method, while using a number of moments three times smaller (like in Fig. (4.1-left).

In Fig. (5.5), one can see the evolution of the discontinuous distribution. A simulation is also done with the moment method with only 2 sections and 4 moments per section. One can see that the method is still able to reproduce a good estimation of this kind of distribution but with a lower level of accuracy. However, the accuracy of the moment is good as shown in Fig. (5.6) for calculations with one or two sections. In fact, except for the moment of order 0, the accuracy is even very good. But the difference between the two discretizations is not as large as for the regular case. Concerning the mass density, the error is smaller than 0.3% for a simulation with the moment method with 1 section and 4 moments and two times smaller with 2 sections, as seen in Fig. (5.4). In order to have the same level of accuracy, six sections are needed with the multi-fluid method of order two in the first case and twelve in the second case, that is to say a number of moments three of two times larger.

In Fig. (5.8), one can see the evolution of the distribution corresponding to moments close to the boundary of the moment space \(\mathbb{M}_2\). The initial distribution is chosen as the ME-reconstruction corre-
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Figure 5.5: Discontinuous NDF (solid), ME reconstructed NDF obtained with the moments computed with the moment method with 2 sections and 4 moments (dashed line) and corresponding peaks, at times $t = 0$, $t = 0.25$, $t = 0.5$ and $t = 0.75$.

Figure 5.6: Evolution of the error on the moments calculated with the moment method with one section (left) or two sections (right) relatively to their initial value.

sponding to canonical moments $p_1 = 0.8$, $p_2 = 0.01$ and $p_3 = 0.5$, as done in Appendix B.2. In this case, the computation of integrals $\langle x^k \rangle_S$, Eq. (4.25), as well as the flux (5.6) are no more done with a Gaussian quadrature, which is not precise enough. Instead, Simpson formula are used here on 1000 sub-intervals of the integration interval; it is too much, but the aim was just to test the method.

The results are very good, since the analytical evolution of the initial distribution and the ME-reconstruction of the moments obtained by the computation can not be distinguished on Fig. (5.8). More precisely, the accuracy on the moments is greater than 2%, as shown in Fig. (5.9).
5.5 Results

Figure 5.7: Evolution of the error on the mass density relatively to its initial value, calculated with the moment method with one or two sections and the multi-fluid method of order 2 with 6 or 8 sections.

Figure 5.8: NDF (solid), ME reconstructed NDF obtained with the moments computed with the moment method with 2 sections and 4 moments (dashed line) and corresponding peaks, at times \( t = 0, t = 0.25, t = 0.5 \) and \( t = 0.75 \).

5.5.2 Discontinuous evaporation law

We assume here that the evaporation rate has a linear profile and writes \( K = K^0 (1 + \alpha S) \), with \( K^0 = 0.5 \) and \( \alpha = 2 \). We show now a comparison between the analytical solution and the numerical solution of Eq. (5.23). Using the change of variable proposed in Section 5.4.1, the solution writes:

\[
    n(\Delta t, S) = \frac{K(\gamma^{-1}(\gamma(S) + \Delta t))}{K(S)} n^0(\Delta t, \gamma^{1}(\gamma(S) + \Delta t)),
\]

(5.29)
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![Figure 5.9: Evolution of the error on the moments calculated with the moment method with one section relatively to their initial value.](image)

where

\[ \gamma(S) = \int_0^S \frac{dS'}{K(S')} = \frac{1}{\alpha K_0} \log \frac{1 + \alpha S}{1 + \alpha} \]  

(5.30)

as we consider the size interval \([0,1]\).

We approximate \(K\) by its averaged values on each interval: 0.75 on the first interval and 1.25 on the second one. Simulation is done with a time step \(\Delta t = 0.025\). Fig. (5.10) displays the analytical and numerical number density at different times. The ME reconstruction as well as the peaks showing the abscissas and the weights are drawn. One can see that the ME reconstruction describes well the exact distribution. Fig. (5.11) displays the error on the moments, compared to the analytical solution with the discontinuous evaporation rate or to the one with the affine evaporation rate. The errors compared to the affine evaporation rate are smaller than 8% of each initial moment; moreover, this error is smaller than 1% for moments of order greater than one. The accuracy is lower than in the case of a uniform evaporation rate, but this is a very difficult case because the rate \(K\) has a large variation and is approximated by piecewise constant function only on 2 sections. This result is quite encouraging and validates our method.

5.5.3 Arbitrary evaporation law

Algorithm of Section 5.4.2 is tested here for different kind of evaporation laws, with always a smooth initial NDF, presented in Fig. (5.2).

5.5.3.1 Smooth evaporation law

The algorithm described in the previous Section is tested on two kinds of coefficient of evaporation: an affine one \(K(S) = 0.5 + S\) and a “square root” one \(K(S) = \sqrt{0.5 + S}\). Let us note \(f_0\) the initial NDF. Using the characteristics, it can be shown that the solution of Eq. (5.23) is then given by :

\[ n(t,S) = n_0(\Xi(t;0,S)) \frac{K(\Xi(t;0,S))}{K(S)}, \]

where \(\Xi(\Delta t;0,S)\) is the solution at time \(\Delta t\) of Eq. (5.24) with \(\Xi(0) = S\). For the affine coefficient of evaporation, it is given by :

\[ \Xi(\Delta t;0,S) = (0.5 + S) \exp(\Delta t) - 0.5, \]

(5.31)

and for the square root one :

\[ \Xi(\Delta t;0,S) = \left( \frac{\Delta t}{2} + \sqrt{0.5 + S} \right)^2 - 0.5. \]

(5.32)
5.5 Results

Figure 5.10: Smooth NDF (solid), ME reconstructed NDF obtained with the moments computed with the moment method with discontinuous evaporation rates with 2 sections and 4 moments (dashed line), and corresponding peaks, at times $t = 0$, $t = 0.17$, $t = 0.33$, $t = 0.5$, $t = 0.67$ and $t = 0.83$.

Figure 5.11: Evolution of the errors on the moments calculated with the moment method with discontinuous evaporation rates, with 2 sections and compared to the analytical solution with the discontinuous evaporation law in absolute value (left) or to the analytical solution with the affine evaporation law (right).

The initial NDF is the smooth one, presented in Fig. 5.2.

The moment method is then applied with only one section and four moments. In practice, a second order explicit Runge-Kutta method is used to solve the ODEs (5.26) and (5.28), the explicit Euler method inducing a double value of the error. Moreover, an analytic solution of such equations, given here by Eq. (5.31) or Eq. (5.32) does not bring more accuracy here. The important property to be verified by the ODE solver is that it is accurate enough to avoid characteristic crossing (which will by always the case with a monotone function $K$).

The evolution of the error on the 4 considered moments are plotted in Fig. (5.12)-left for the affine coefficient of evaporation and in Fig. (5.12)-right for the square root one. It shows a level of accuracy similar to the one obtained with the constant evaporation law in Section 5.5.1.
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Figure 5.12: Evolution of the error on the moments calculated with the moment method with one section for the affine coefficient of evaporation (left) or for the square root coefficient of evaporation (right) relatively to their initial value.

Note: An approximation of the integral of Eq. (5.27) by

\[
(\Xi_{k-1}(\Delta t) - S_{k-1}) n^k(\beta) \begin{bmatrix}
1 \\
\beta \\
\vdots \\
\beta^N
\end{bmatrix}, \quad \beta = \frac{\Xi_{k-1}(\Delta t) + S_{k-1}}{2},
\]

could be envisioned since it is less costly that the computation of this integral by the double-precision 24-point Gaussian quadrature method. But it is not accurate enough to allow the conservation of the moment space, since it is like approximating \( f^k \) by an affine function, which can be negative.

5.5.3.2 Discontinuous evaporation law

Let us now consider a general evaporation law with a piecewise constant coefficient \( K(S) \) which can approximate a continuous but non constant law. This appears naturally when considering more realistic evaporation law like in [146], which continuously depends on droplet temperature; this temperature, continuously depending of the droplet size because of the thermal inertia, is approximated by a piecewise constant function in multi-fluid method developed there, in such a way that the evaporation rate is then also a piecewise constant function. Our goal is to show that our algorithm is able to treat this kind of piecewise constant function.

We assume here that the evaporation rate has a linear profile and writes \( K = K^0(1 + \alpha S) \), like in Section 5.5.2, so that \( n(t, S) \) is given by Eq. (5.29) and Eq. (5.30). The algorithm of Section 5.4.2 can then be applied directly. The precision of such computation, with 2 sections and 4 moments in each section, is presented in Fig. (5.13)-left. The error is smaller of the percent. However, as seen in Fig. (5.13)-right, the accuracy of this kind of approximation of the affine coefficient of evaporation by a piecewise constant one induces an error of 10% on the number and less than 2% for the other moments. But, this is a very difficult case because the rate \( K \) has a large variation and is approximated by piecewise constant function only on 2 sections.

5.5.3.3 Regularity and ‘natural’ variables

A more general formulation of the kinetic equation can be written using a variable \( \phi \) for the droplets size. The NDF is then \( f^\phi(t, x, \phi, u) \). The parameter \( \phi \) denotes for example the volume \( V \) as in [102], the surface \( S \) as in [61] or the radius \( R \) \((f^R dR = f^S dS = f^V dV)\). Let us assume that \( \phi = S^3 \). In the case of a \( d^2 \) evaporation law for a purely evaporative case, the simple solution \( f^S(\Delta t, S) = f^S(0, S + \Delta t) + n^0(\Delta t) \delta(S) \)
becomes for the variable $\phi$:

$$f^\phi(\Delta t, \phi) = \frac{(\phi^{1/\beta} + \Delta t)^{\beta-1}}{\phi^{1-1/\beta}} f^\phi(0, (\phi^{1/\beta} + \Delta t)^{\beta}) + n^0(\Delta t)\delta(\phi).$$

This leads to a singularity as soon as $\beta > 1$, like for the choice of the volume as the size variable.

For the choice of the radius as the size variable, the generalized algorithm described in Section 5.4.2 can be directly applied. The coefficient of evaporation is then $K(R) = 1/(8\pi R)$ and the CFL-like condition can be written $\Delta t < 4\pi(\Delta R)^2$. The evolution of the corresponding moments are plotted in Fig. (5.14) (from the biggest to the lowest, there are the moments of order 0, 1, 2 and 3). It can be seen that computation with one section (but with the exact resolution of the ODEs for the characteristics) is not very accurate. In fact, as seen on Fig. (5.15) it is necessary to use at least 3 sections to have the same

level of accuracy on the number and the mass (moments of order 0 and 3, here) as for the resolution on the equation on the surface, Section 5.5.1. In Fig. (5.16), the evolutions of corresponding analytical NDF and reconstructed NDF are plotted, illustrating the loss of accuracy of the computation with one section.
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when time increases. The conclusion of this test case is that it is more efficient to use the ‘natural’ variable $S$ than other variables like the radius. Indeed, theorems showing the separation between the transport per se in the size phase space and the evolution of moments through the fluxes are only exact for the constant evaporation rate. If the generalized algorithm gives good results, it is however better to be able to work with a variable for which the evaporation rate is constant or close to a constant.

Figure 5.15: Evolution of the error on the moments calculated with the moment method for the equation on the radius, with two sections (left) or three sections (right) and relatively to their initial value.

5.6 Conclusions

An extension of Eulerian multi-fluid method is given here in a purely evaporating case, using ideas from DQMOM Methods and considering at least 4 moments of the NDF in each section instead of one in [146] or two in [145, 70]. Two difficulties have been resolved. The first one is the evaluation of disappearance rate of evaporating spray which is represented by a pointwise value of the NDF whereas the considered variables are its moments. The second one is the derivation of a scheme insuring the preserving of the moment space. This is done through a kinetic scheme whereas classical ODE solvers are unstable. The resulting scheme is shown to be very precise, with a total number of variables smaller than for the previous methods.

The extension of our new scheme to arbitrary evaporation laws is straightforward (see Section 5.4.2). The ideas developed in this paper can easily be extended to two internal coordinates for example for soots, the only limiting point being the ability of the ME reconstruction to work in such configuration; however, this has already been treated in the literature and does not provide additional difficulties [3] except that the study at the boundary of the moment space should be updated to this new configuration and in the context of such a study of the rate of disappearance for moment methods.

This work is inserted in the development of general scheme for the complete NDF equation, physical transport and transport in space phase being treated separately through splitting method [171, 52, 172]. The total number of variable is then important for the total cost of the method since these variables have to be transported in the physical space [128, 129, 172].
Figure 5.16: Smooth NDF in radius (solid), ME reconstructed NDF obtained with the moments computed with the moment method for 1 section and 4 moments (dashed line) or for 2 sections and 4 moments (dotted lines), at times $t = 0$, $t = 0.25$, $t = 0.5$ and $t = 0.75$. 
Chapter 6

Numerical strategy for transport in physical space and drag

In this section, we present the numerical scheme used to discretize the equations of system (4.11) in the case of an aerosol, and its extension to treat the case of a spray. Because of the conservative form of system (4.11), the finite-volume method \[152\] is a natural candidate for its discretization. Moreover, since the computations we present are enforced in a cartesian mesh, we use a dimensional splitting algorithm explained by Strang \[212\], preserving the second order in time of the scheme and also its properties. Thus, for example in a 2D framework, in order to solve the system on a time step \(\Delta t\), the transport in the first direction is solved for \(\Delta t/2\) then the transport in the second direction is solved for \(\Delta t\) and finally, the transport in the first direction is solved for \(\Delta t/2\). An alternated Lie splitting (equivalent to a Strang splitting on 2 time steps) can also be used with the advantage of using the 1D transport algorithm with the same time step in each direction \[49\]. So, without loss of generality, the scheme is then presented in a one dimensional framework.

Usually, high order finite volume methods use some non-constant reconstructions of the variables to evaluate the fluxes between the cells. But, the properties of the scheme are conditioned by the expression of the fluxes. Two difficulties arise here. The first one concerns the way to do the reconstruction of the moments in order to keep the integrity of the moment set. It has been seen that for a high order in space scheme, an independent reconstruction of each moment does not insure that the moment space is preserved \[231, 176\]. This will not inevitably lead to instabilities in the convective transport algorithm, but the physical information about the size distribution is lost. This would ban any coupling with a solver which requires a reconstruction of a distribution function from the moment, like evaporation (Chapter 5), collisions, coalescence. Assuming this being achieved, a second difficulty concerns the computation of the fluxes from the reconstructed quantities. If an approximate time solver is used (Explicit Euler, Runge-Kutta), the fluxes computation will introduce truncature errors for non constant reconstructions, and the preservation of the moment space would not be guaranteed any more. In order to meet this condition, we design a kinetic-based numerical scheme using the ideas developed by Bouchut \[24\]. In this context, we propose a spatial reconstruction of the distribution function meeting the realizability condition everywhere in the cell. The time solver is based on an exact resolution of the PDE in time, leading to the fact that the fluxes introduce no truncature error with respect to the spatial reconstruction. An exact computation of the fluxes is obtained using the fact that the equations on moments can be derived from a kinetic equation. This work has been the object of a proceeding of the ICLASS Conference, Vail, USA (2009) \[128\], and a publication in Journal of Computational Physics \[129\].

We recall here the dynamics system we want to solve:
6.1 General form of the kinetic scheme for moment transport

Like in [24], a kinetic scheme is developed, based on the equivalence between the “macroscopic” equation on the size distribution $n(t, x, S)$:

$$\partial_t n + \partial_x (n u_p) = 0,$$

(6.2)

where $u_p$ is the particle velocity for the spray and the gas velocity for aerosols, which then is a solution of:

$$\partial_t (n u_p) + \partial_x (n u_p^2) = 0,$$

(6.3)

and the kinetic equation on $f(t, x, \xi, S)$:

$$\partial_t f + \partial_x (uf) = 0,$$

(6.4)

with $f(t, x, S, u) = n(t, x, S)\delta(u - u_p(t, x))$. This kinetic equation has the exact solution $f(t, x, S, u) = f(0, x - ut, S, u)$. The strategy to develop the scheme is then the same one as in [24], with the difference that here, the “macroscopic” system of interest (4.11) is not directly (6.2) or (6.2, 6.3) but a system induced by taking the size moments of these equations.

In order to obtain discrete values over a mesh of constant size $\Delta x$, one defines the averages $m_{k,i}^n$ and $u_{p_i}^n$ for inertial particles, with the usual definitions:

$$m_{k,i}^n = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_k(t^n, x) \, dx, \quad k = 0, \ldots, N,$$

(6.5)

$$q_{i}^n = m_{1,i}^n u_{p_i}^n = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_1(t^n, x) u_p(t^n, x) \, dx,$$

(6.6)

Let us denote $m_N = (m_0, \ldots, m_N)^T$ the vector of moments. The discretized equations are obtained in a conservative form by integrating Eq. (6.4) multiplied by $(1, S, \ldots, S^N, \xi)^T$ over $(t^n, t^{n+1}) \times (x_{i-1/2}, x_{i+1/2}) \times \mathbb{R} \times (0, 1)$:

$$m_{N,i}^{n+1} = m_{N,i}^n - \frac{\Delta t}{\Delta x} (F_{i+1/2} - F_{i-1/2}),$$

(6.7)

$$q_{i}^{n+1} = q_{i}^n - \frac{\Delta t}{\Delta x} (G_{i+1/2} - G_{i-1/2}),$$

where the fluxes for the size moments $F_{i+1/2}$ can be decomposed in $F_{i+1/2} = F_{i+1/2}^+ + F_{i+1/2}^-$ with:

$$F_{i+1/2}^\pm = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{u_{i-1/2}}^{u_{i+1/2}} \int_0^1 \begin{pmatrix} 1 \\ S \\ \vdots \\ S^N \end{pmatrix} uf(t, x_{i+1/2}, S, u) \, dS \, du \, dt,$$

(6.8)

and in the same way, the flux for the momentum in the case of inertial particles is $G_{i+1/2} = G_{i+1/2}^+ + G_{i+1/2}^-$ with:

$$G_{i+1/2}^\pm = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{u_{i-1/2}}^{u_{i+1/2}} \int_0^1 S u^2 f(t, x_{i+1/2}, S, u) \, dS \, du \, dt.$$
6.2 First order kinetic scheme

To evaluate the fluxes, the exact solution of the kinetic scheme is used:

$$
\begin{pmatrix}
F_{i+1/2}^+ \\
g_{i+1/2}^+
\end{pmatrix} = \frac{1}{\Delta t} \int^\Delta t 0 \int_{x_{i+1/2} - u \Delta t}^{x_{i+1/2}} \begin{pmatrix}
S \\
m_0(t^n, x_{i+1/2} - ut) \\
m_1(t^n, x_{i+1/2} - ut) \\
\vdots \\
m_N(t^n, x_{i+1/2} - ut) \\
m_1(t^n, x_{i+1/2} - ut)u
\end{pmatrix} S\nu u(\delta(u - u_p(t^n, x_{i+1/2} - ut))) \mathrm{d}S \mathrm{d}u \mathrm{d}t.
$$

Let us develop the computation for $\left(F_{i+1/2}^+ , g_{i+1/2}^+ \right)$. A change of variable between $t$ and $x = x_{i+1/2} - ut$ gives:

$$
\begin{pmatrix}
F_{i+1/2}^+ \\
g_{i+1/2}^+
\end{pmatrix} = \frac{1}{\Delta t} \int_{x_{i+1/2} - u \Delta t}^{x_{i+1/2}} \begin{pmatrix}
m_0(t^n, x) \\
m_1(t^n, x) \\
\vdots \\
m_N(t^n, x) \\
m_1(t^n, x)u_p(t^n, x)
\end{pmatrix} \nu u(\delta(u - u_p(t^n, x))) \mathrm{d}x.
$$

The last expression being valid under the CFL condition: $\Delta t \sup_x |u_p(t^n, x)| \leq \Delta x$. In the same way, the other part of the fluxes are:

$$
\begin{pmatrix}
F_{i-1/2}^- \\
g_{i-1/2}^-
\end{pmatrix} = -\frac{1}{\Delta t} \int_{x_{i-1/2}}^{x_{i+1/2}} \begin{pmatrix}
m_0(t^n, x) \\
m_1(t^n, x) \\
\vdots \\
m_N(t^n, x) \\
m_1(t^n, x)u_p(t^n, x)
\end{pmatrix} \nu u(\delta(x - x_{i+1/2} - u_p(t^n, x) \Delta t)) \mathrm{d}x.
$$

The fluxes are then written with the variables of interest: the moments $m_k$ of the size distribution $n$. The difficulty now is to reconstruct the moment $m_k(t^n, x)$ from the $m_k^n$, in such a way that the moment space is preserved. In order to show how this scheme is built in a simple case, we will first compute the convective fluxes in the context of a first order kinetic scheme. But a first order scheme is not satisfactory, as our goal is to design a scheme with small diffusion. We will finally explain the reconstruction in the context of a second order in space scheme.

### 6.2 First order kinetic scheme

For a first order kinetic scheme, piecewise constant data are reconstructed:

$$
\text{for } x_{i-1/2} < x < x_{i+1/2}, \quad \begin{cases}
m_k(t^n, x) = m^n_{k, x} \\
u_p(t^n, x) = u_{p_i}^n.
\end{cases}
$$
Under the CFL condition $\Delta t \sup |u_p^n| \leq \Delta x$, the expression of the fluxes (6.10,6.12) are straightforward:

$$F_{i+1/2}^+ = m_{N,i}^n(u_{p_i}^n)_+,$$

$$G_{i+1/2}^+ = m_{N,i}^n(u_{p_i}^n)_+,$$  \hspace{1cm} (6.14)

and

$$F_{i+1/2}^- = m_{N,i+1}^n(u_{p_{i+1}}^n)_-,$$

$$G_{i+1/2}^- = m_{N,i}^n(u_{p_{i+1}}^n)_-,$$  \hspace{1cm} (6.15)

with the convention $u_{p,+} = \max\{u_p, 0\}$, $u_{p,-} = \min\{u_p, 0\}$.

With piecewise constant reconstructions, the first order scheme considerably simplifies the reconstruction step as it eludes the problem of preservation of the moment space which arises when non constant reconstruction are considered. Indeed, this first order scheme can be written:

$$m_{N,i}^{n+1} = \left(1 - \frac{\Delta t}{\Delta x}|u_{p_i}^n|\right) m_{N,i}^n - \frac{\Delta t}{\Delta x}(u_{p_{i+1}}^n)_-m_{N,i+1}^n + \frac{\Delta t}{\Delta x}(u_{p_{i-1}}^n)_+m_{N,i-1}^n$$  \hspace{1cm} (6.16)

$$= \int_0^1 \left( \begin{array}{c} 1 \\ S \\ S^N \\ \end{array} \right) \left[ \left(1 - \frac{\Delta t}{\Delta x}|u_{p_i}^n|\right) f_i - \frac{\Delta t}{\Delta x}(u_{p_{i+1}}^n)_-f_{i+1} + \frac{\Delta t}{\Delta x}(u_{p_{i-1}}^n)_+f_{i-1} \right] (S) \, dS,$$  \hspace{1cm} (6.17)

where $f_i$ is a distribution function with the moments of order 0 to $N$ given by $m_{N,i}^n$. Under the CFL condition, the coefficients before each $f_i$ are non negative and then, $m_{N,i}^{n+1}$ is a moment vector. In the case of a spray, the first order scheme also satisfies the maximum principle on the velocity. Other properties, like entropy inequalities or the TVD property on the velocity, can also be proved, see [21].

The first order scheme is easy to design, and robust, but, as it is well known, this scheme brings a lot of numerical diffusion. That is why a second order scheme, with low diffusion, is explained.

### 6.3 Second order kinetic scheme

For the purpose of a second order scheme, a piecewise linear reconstruction is considered. Like in [24], we would like to do that on the droplet number density, $m_0$ and on transported quantities like the velocity. But this cannot be done directly on the normalized moments, independently, since this would lead to a dead end [231]: considering the complexity of the moment space, such reconstruction can not induce moment vectors inside the moment space for all the points of the cell. The solution comes from the fact that, from system (6.1), it can be proven that the canonical moments are transported quantities:

**Proposition 2** Let $u_p(t, x)$ be a $C^1$ function. If the moment vector $(m_0, m_1, \ldots, m_N)$ is a $C^1$ function of $t$ and $x$ belonging to the interior of the moment space and such that

$$\begin{cases}
\partial_t(m_0) + \partial_x(m_0 u_p) = 0 \\
\partial_t(m_1) + \partial_x(m_1 u_p) = 0 \\
\partial_t(m_2) + \partial_x(m_2 u_p) = 0 \\
\vdots \\
\partial_t(m_N) + \partial_x(m_N u_p) = 0.
\end{cases}$$  \hspace{1cm} (6.18)

then the corresponding canonical moments are transported quantities, which means that they verify the transport equation: $\partial_t p_k + u_p \partial_x p_k = 0$.

**Proof 1** According to Corollary 1.4.6 of [58], $p_k$ is a rational fraction of the moments $c_k$. Moreover, since the moment vector is in the interior of the moment space, the denominator can never be equal to zero. Therefore, $p_k(c_k)$ is differentiable relative to each $c_{j,k}$. Thus we have the relation:

$$\partial_t p_k + u_p \partial_x p_k = \sum_{j \leq k} \partial_c p_k [\partial_c c_j + u_p \partial_x c_j].$$  \hspace{1cm} (6.19)
But since the $c_j$ are transported quantities, we have:

$$\partial_t p_k + u_p \partial_x p_k = 0. \quad (6.20)$$

Thus, reconstructing the canonical moments enables to preserve the integrity of the moment set at each point of the cell. Indeed, as they are proven to be transported quantities by system (4.11), they satisfy a maximum principle. They also have the property, as explained in Section 4.2.2, to live in $[0,1]^k$ and not in a subset of it. In the context of this work, we will restrict ourselves on the case $N = 3$. A greater value for $N$ could be considered, but leading to more complex algebra.

### 6.3.1 Reconstruction

The reconstruction writes:

$$m_{0,j}^n = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_0(x)p_1(x) \, dx,$$

$$m_{2,j}^n = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_0(x)p_1(x)[(1 - p_1)p_2 + p_1](x) \, dx,$$

$$m_{3,j}^n = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_0(x)p_1(x)[(1 - p_1)(1 - p_2)p_2p_3 + [(1 - p_1)p_2 + p_1]^2](x) \, dx,$$

$$m_{1,j}^n u_{p,j}^n = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_0(x)p_1(x)u_p(x) \, dx. \quad (6.22)$$

For the first canonical moment, it is easy to see that:

$$p_{1,j} = \frac{m_{1,j}^n}{m_{0,j}^n} - \frac{D_{p_1,j}D_{m_0,j} \Delta x^2}{12}. \quad (6.23)$$

When considering higher order canonical moments $p_{2,j}^n$ and $p_{3,j}^n$, and the velocity, their expression are more difficult to figure out, since high order polynomials must be integrated, (up to order 4 for $p_{2,j}^n$ and $u_{p,j}$, and 6 for $p_{3,j}^n$). The expression of $p_{2,j}^n$ and $p_{3,j}^n$ are written:

$$p_{2,j}^n = a_{2,j} + b_{2,j} D_{p_2,j}, \quad u_{p,j}^n = a_{u_{p,j}} + b_{u_{p,j}} D_{u_{p,j}}, \quad p_{3,j}^n = a_{3,j} + b_{3,j} D_{p_3,j}. \quad (6.24)$$

where $a_{2,j}$ and $b_{2,j}$ are independent of $D_{p_2,j}$, $a_{u_{p,j}}$ and $b_{u_{p,j}}$ are independent of $D_{u_{p,j}}$, and $a_{3,j}$ and $b_{3,j}$ are...
6.3 Second order kinetic scheme

The computation of these coefficients is achieved using Maple (Maplesoft, a division of Waterloo Maple, Inc 2007). Their expression is quite heavy, but, as it is just an algebraic relation, the corresponding CPU cost is low. In a general way, let us write $\overline{p_{k,i}} = a_{k,i} + b_{k,i}D_{p_{k,i}}$ for $i = 1, \ldots, 3$, and $\overline{p_{i}} = u_{p_{i}}^{n} + b_{u,i}D_{u_{i}}$, since $a_{u,i} = u_{p_{i}}^{n}$.

6.3.2 Slope limitation

Once the conservativity of the scheme is ensured, the slopes are determined using limiters in order to satisfy maximum principles for the transported quantities and positivity for the number density. First, for the positivity of number density, the slope $D_{m_{0,i}}$ must verify:

$$|D_{m_{0,i}}| \frac{\Delta x}{2} < m_{0,i}^{n}. \quad (6.34)$$

To guarantee the maximum principle on the canonical moments ($i = 1, 2, 3$):

$$r_{k,i} \leq p_{k,i}(x) \leq R_{k,i}, \quad x \in (x_{i-1/2}, x_{i+1/2}),$$

where $r_{k,i} = \min(p_{k,i-1}, p_{k,i}, p_{k,i+1})$ and $R_{k,i} = \max(p_{k,i-1}, p_{k,i}, p_{k,i+1})$, we must have:

$$\begin{align*}
 r_{k,i} \leq & \quad a_{k,i} + b_{k,i}D_{p_{k,i}} + \frac{\Delta x}{2} D_{p_{k,i}} \leq R_{k,i} \\
 r_{k,i} \leq & \quad a_{k,i} + b_{k,i}D_{p_{k,i}} - \frac{\Delta x}{2} D_{p_{k,i}} \leq R_{k,i}. \quad (6.35)
\end{align*}$$
From (6.23), (6.26) and (6.32), it is easy to see that \(|b_{k,i}| < \Delta x/2\) for all \(i = 1, 2, 3\). The slopes must then verify:

\[
\begin{align*}
D_{p_{k,i}} & \leq \min \left( \frac{R_{k,i} - a_{k,i}}{b_{k,i} + \Delta x/2}, \frac{a_{k,i} - R_{k,i}}{b_{k,i} - \Delta x/2} \right) \\
D_{p_{k,i}} & \geq \min \left( \frac{R_{k,i} - a_{k,i}}{b_{k,i} + \Delta x/2}, \frac{a_{k,i} - R_{k,i}}{b_{k,i} - \Delta x/2} \right).
\end{align*}
\]

In practice, we use the following slope limiter to satisfy all the conditions:

\[
D_m = \frac{1}{2} (\text{sgn}(m_{0,i+1}^n - m_{0,i}^n) + \text{sgn}(m_{0,i}^n - m_{0,i-1}^n)) \times \min \left( \frac{|m_{0,i+1}^n - m_{0,i}^n|}{\Delta x}, \frac{|m_{0,i}^n - m_{0,i-1}^n|}{\Delta x}, 2m_{0,i}^n \right),
\]

\[
D_{p_{k,i}} = \frac{1}{2} (\text{sgn}(p_{k,i+1}^n - p_{k,i}^n) + \text{sgn}(p_{k,i}^n - p_{k,i-1}^n)) \times \min \left( \frac{|p_{k,i+1}^n - a_{k,i}|}{\Delta x + 2b_{k,i}}, \frac{|a_{k,i} - p_{k,i-1}^n|}{\Delta x - 2b_{k,i}} \right).
\]

The velocity can be treated like \(p_2\), with an additional condition linked to the CFL limitation. The chosen slope is then:

\[
Du_j = \frac{1}{2} (\text{sgn}(u_{p_{i+1}}^n - u_{p_i}^n) + \text{sgn}(u_{p_i}^n - u_{p_{i-1}}^n)) \times \min \left( \frac{|u_{p_{i+1}}^n - u_{p_i}^n|}{\Delta x + 2b_{u,p,i}}, \frac{|u_{p_i}^n - u_{p_{i-1}}^n|}{\Delta x - 2b_{u,p,i}}, 1 \right).
\]

### 6.3.3 Fluxes computation

Then we can proceed with the evaluation of the fluxes:

\[
\left( \begin{array}{c} F_{i+1/2}^+ \\ G_{i+1/2}^+ \end{array} \right) = \frac{1}{\Delta t} \int_{x_i}^{x_{i+1/2}} m_0(x) \left( \begin{array}{c} 1 \\ p_1 \\ p_1 [(1 - p_1)p_2 + 1] \\ p_1 [(1 - p_1)(1 - p_2)p_2p_3 + [(1 - p_1)p_2 + p_1]^2] \\ p_1 \end{array} \right) (x) \, dx,
\]

where \(x_{i+1/2}^L\) is the location of the last droplets reaching \(x_{i+1/2}\) at \(\Delta t\).

\[
x_{i+1/2}^L = x_{i+1/2} - \Delta t \frac{(\bar{u}_{p_1} + \frac{\Delta x}{2} D_{u_{p_1}}} {1 + \Delta t D_{u_{p_1}}},
\]

Similarly,

\[
\left( \begin{array}{c} F_{i+1/2}^- \\ G_{i+1/2}^- \end{array} \right) = -\frac{1}{\Delta t} \int_{x_i}^{x_{i-1/2}} m_0(x) \left( \begin{array}{c} 1 \\ p_1 \\ p_1 [(1 - p_1)p_2 + 1] \\ p_1 [(1 - p_1)(1 - p_2)p_2p_3 + [(1 - p_1)p_2 + p_1]^2] \\ p_1 \end{array} \right) (x) \, dx,
\]

with

\[
x_{i-1/2}^R = x_{i-1/2} - \Delta t \frac{(u_{p_1+1} - \frac{\Delta x}{2} D_{u_{p_1+1}})} {1 + \Delta t D_{u_{p_1+1}}}.
\]
The calculation of these fluxes is also achieved using Maple (Maplesoft, a division of Waterloo Maple, Inc 2007). Their expression is quite tedious, but, as it is just an algebraic relation, the corresponding CPU cost is low.

This kinetic based scheme, using the property of the canonical moments, preserves the moment space directly, without the use of an additional projection algorithm. The need to preserve the realizability condition comes from the use of dedicated solvers in the size phase space which require access to a distribution function. In particular, our purpose is to evaporate the droplets, which leads us to couple this scheme to the evaporation solver explained in Chapter 5. In the next section, some one-dimensional validation test-cases are presented.

6.4 Validation by comparison with the analytical solution for a one dimensional transport

6.4.1 Aerosol case

Let us first test the transport at constant velocity of a polydisperse aerosol. The gas velocity is then constant and equal to one everywhere and an aerosol is initially existing in half of the domain \([0, 1]\), the boundary conditions being periodic. Its size distribution has initially a concave shape at \(x = 0\) (part of the sinusoid) and a convex one at \(x = 0.5\) (decreasing exponential) and evolve continuously between these two points:

\[
n(t = 0, x, S) = \begin{cases} 
\lambda(x) \sin(\pi S) + (1 - \lambda(x)) \exp(-10S) & \text{if } x \leq 0.5, \\
0 & \text{otherwise.}
\end{cases}
\]

where \(\lambda(x) = 4(0.5 - x)^2\). The moments of order zero to three of this initial distribution are displayed on Fig. 6.1-left. The constant velocity field is also represented. According to this velocity field, we expect a translation of all the moments at velocity one. That is indeed what we obtain at Fig. 6.1-right, the numerical simulation being performed in a 200 cells grid with a convective CFL equal to one. The first conclusion, that we can draw from this trivial test case is that only numerical diffusion alters...
the accuracy of the moment resolution. We must highlight the fact that this is done without an extra projection algorithm, yet yields a very high precision.

6.4.2 Spray case

In the second test case, a quantitative comparison with an analytical solution of the transport of an evaporating spray of ballistic droplets is performed. For this problem, we choose the same size distribution as before, but now the particles have their own velocity, initiated by:

\[
    u(x) = \begin{cases} 
    0.5 & \text{if } x \leq 0.25, \\
    2 & \text{if } x > 0.25. 
    \end{cases}
\]  

The initial conditions are displayed in Fig. 6.2-left. As we consider ballistic droplets, the particle dynamic is not influenced by any gas. Besides, the droplets are assumed to be evaporated at a rate \( K = 1 \). The velocity discontinuity within the droplet cloud makes it spread into two separate clouds with two distinct velocities. This configuration shows the ability of the method to handle the vacuum zone generated by the separation of the clouds. Moreover, because of periodic boundary conditions, the faster cloud will meet the slower one once it has re-entered on the left side. Figure 6.2-right displays the four analytical size moments, and the size moments given by the calculation at the time \( t = 0.2 \), performed in a 200 cells grid with a convective CFL equal to one. Figure 6.3 display the four moments at times \( t = 0.4 \). We can notice that one, the numerical solution perfectly matches the analytical one, and two, that \textit{a fortiori} the moment space is preserved. The initial distribution breaks into two parts. Vacuum is created at the initial velocity discontinuity. At \( t=0.4 \), the fastest portion catches up the slower one. As we consider a pressureless gas formalism for the particles, nothing prevents the particles from accumulating. However, it must be kept in mind that we do not take collision into account, and the real physical solution would result in a crossing of the clouds, which is represented by the analytical solution. Simulating jet crossing is an issue in Eulerian models and new methods have been recently designed in the literature. After the shock has developed, our model is no more valid and the scheme would have been extended to treat this case, in the same way as it was done in [51] for the multi-fluid model. This is the material of a forthcoming paper.
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![Figure 6.3: Evolution of a spray in a discontinuous velocity field calculated with the moment method, compared to the analytical solution of the problem. Solution at time $t = 0.4$ compared to the analytical solution of the problem represented by symbols.](image)

6.4.3 Order accuracy study

An order accuracy study is performed for the first and second order kinetic schemes for pure advection of a moment set. The initial size distribution has the following profile:

$$n(t = 0, x, S) = \begin{cases} \alpha(x) (\alpha(x) \sin((1 - x)\pi S) + (1 - \alpha(x)) \exp(-10(1 - x) S)), & x \leq 0.5, \\ 0, & x > 0.5, \end{cases} (6.43)$$

where $\alpha(x) = \exp\left(-\frac{(0.25-x)^2}{\sigma^2}\right)$, where $\sigma = 0.12$. The moments are then scaled by $m_0$:

$$m_k(x) \mapsto \frac{m_k(x)}{m_0(x)}, (6.44)$$

so that the moments $m_0$ have a smooth profile, and particularly $m_0$ has a gaussian profile. Such a spatial and size distribution with nonlinear coupling can be considered as general enough for an accuracy study in order to quantify the order of convergence of the proposed scheme. The velocity field is initiated as shown in Fig. 6.4-right. It writes:

$$u(t = 0, x) = \begin{cases} 1 - x, & x \leq 0.5, \\ 0, & x > 0.5, \end{cases} (6.45)$$

The negative slope of its linear profile leads to a compression of the moment field at the rate given by solving the equation $dt/m/m = -\partial_x u = 0.5/(0.5 - 0.5t)$. As the final computational time is 0.5, the final value of the moments is $m_k(t = 0.5, x) = 2m_k(t = 0, x_0)$, where $x$ is the point, at $t = 0.5$, of the characteristic containing the point $(t = 0, x_0)$. The computation is run with $CFL = 1$.

Two types of results are given. The first type gives the final profile of the moments, comparing the results for the first and second order schemes, for the 100 cell grid, with the analytical results, see Fig. 6.5. This clearly shows the gain of accuracy brought by second order scheme in comparison to first order scheme. Grid convergence studies for the first and second order advection schemes are presented in Fig. 6.6. For both the schemes, the profile of $m_0$ obtained using different grid resolutions is compared to the analytical solution. Four different uniform grids have been considered with the number of cells equal to 25, 50, 100 and 200. Figure 6.6-left shows grid convergence for the first order scheme, and Fig. 6.6-right shows grid convergence for the second order scheme. A remarkable result is the low numerical diffusion level of the second order scheme. Generally, numerical diffusion has two origins: the reconstruction step and the flux time integration computation at the cell interfaces in cell center finite volume schemes. The proposed second order kinetic scheme involves an exact time integration of the flux, preventing any
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Numerical diffusion to occur at this level. This comes from the fact that the velocities of the waves of the system are explicitly known at time $t_n$ since they are not modified by any acoustic effect: this result is specific to the pressureless gas formalism considered here.

Table 6.1 and 6.2 show the numerical order results for both schemes and provide detailed results for the four moments. The mean order is the slope of the straight line given by a linear regression of the four error results per moment. For the first order scheme, the numerical order is lower than one (0.76). Such a result is rather classical for such a class of finite volume method (see [224] for example). For the second order scheme, the numerical order for $m_0$ is little lower than two (1.82). Second order is reached for all other moments. Figure 6.7 displays the order curves for the first and second order schemes, highlighting the precision difference between both methods and showing the high level of accuracy reached by the second order method. Such results can be considered as very satisfying compared to other existing methods.

![Figure 6.4: Order accuracy study. Initial conditions. Left: Initial moment field. The plain curves represent, with decreasing ordering in terms of value, the four first moments from the 0th order (highest) to the 3rd (lowest) Right: Initial velocity field](image)

![Figure 6.5: Order accuracy study. Moment profile for the final time, with a 100 cell grid. Comparison of the first and second order scheme with the analytical solution. The plain black curve represents the analytical solution, the dashed blue curve with triangles and the dotted-dashed red curve represent the numerical solution respectively for second and first order scheme. Left: $m_0$. Right: $m_2$.](image)
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Figure 6.6: Order accuracy study. Profile of $m_0$ for the final time. Results are displayed for 200 cells (red triangles), 100 cell (blue squares), 50 (dotted-dashed brown curve), 25 (dashed green curve). Left: first order. Right: second order.

Figure 6.7: Order accuracy study. Error curves with respect to grid refinement in logarithmic scale. The solid line represents the first order scheme, the dotted-dashed represents the second order scheme. The symbols represents the logarithm of the error given by the computation. Left: results for $m_0$; Right: results for $m_3$. 
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<table>
<thead>
<tr>
<th>Grid size</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>0.5176</td>
<td>0.3306</td>
<td>0.1932</td>
<td>0.1077</td>
<td>0.76</td>
</tr>
<tr>
<td>$m_1$</td>
<td>0.5534</td>
<td>0.3673</td>
<td>0.2182</td>
<td>0.1214</td>
<td>0.74</td>
</tr>
<tr>
<td>$m_2$</td>
<td>0.5658</td>
<td>0.3764</td>
<td>0.2247</td>
<td>0.1250</td>
<td>0.73</td>
</tr>
<tr>
<td>$m_3$</td>
<td>0.5686</td>
<td>0.3802</td>
<td>0.2274</td>
<td>0.1268</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 6.1: $L_1$ error and order of accuracy of the first order kinetic scheme.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>0.1216</td>
<td>0.0318</td>
<td>0.0079</td>
<td>0.0028</td>
<td>1.82</td>
</tr>
<tr>
<td>$m_1$</td>
<td>0.1667</td>
<td>0.0436</td>
<td>0.0093</td>
<td>0.0025</td>
<td>2.04</td>
</tr>
<tr>
<td>$m_2$</td>
<td>0.1798</td>
<td>0.0478</td>
<td>0.0102</td>
<td>0.0028</td>
<td>2.01</td>
</tr>
<tr>
<td>$m_3$</td>
<td>0.1864</td>
<td>0.0499</td>
<td>0.0110</td>
<td>0.0034</td>
<td>1.95</td>
</tr>
</tbody>
</table>

Table 6.2: $L_1$ error and order of accuracy of the second order kinetic scheme.

6.4.4 Comparison with other methods present in literature

The ground difference between the scheme developed here for the advection of a moment set and the type of schemes presented in [231] and [176] is that the moment set integrity is preserved by the scheme itself. Thus, no additional numerical test or additional algorithm needs to be performed. This difference is sufficiently important so that no further numerical comparisons are relevant.

In [224], Vikas et. al design a second order quadrature-based scheme for the transport of a velocity moment vector. Whereas they are mainly interested in designing a second order scheme for the transport of velocity moment vectors, their ideas can be applied for the transport of size moments. Let us remark first that, in this article, we tackle the issue of the transport of an evaporating spray. Indeed, evaporation is an essential process to take into account in the description of spray dynamics. Therefore, if the main achievement of this paper concerns a second-order advection scheme preserving the moment set integrity, it is also very important that this scheme can be coupled to the evaporation solver presented in Section 5. However, even if it could be envisioned to couple, through an operator splitting, our evaporation algorithm to the transport algorithm proposed in [224], we still want to make sure that the accuracy is sufficient in order to obtain a global scheme that is competitive with multi-fluid models and methods. The transport presented here is dedicated to structured grids. However, it can be extended to non-structured grids, with some adjustments, as explained in Appendix B.3.

6.5 General algorithm towards implementation in MUSES3D

We detail here the structure of numerical scheme for a complete resolution of Eq. (4.1) (including transport, drag and evaporation) in preparation for its implementation in the MUSES3D code explained in Chapter 7. The three characteristics of this scheme, based on the numerical scheme for the multi-fluid model explained in Section 3.2 are the following. It relies on an operator splitting strategy, allowing separate treatments for the physical transport and the phase space transport. The physical transport resolution scheme, detailed in Section 6.3, is based on the kinetic-based scheme used for the multi-fluid. The phase space transport resolution is itself based on an operator splitting algorithm to treat separately the evaporation term and the drag term.

The operator splitting algorithms explained in Section 3.2 are reused in this context. We recall that its interest is to solve each operator with a dedicated numerical tool, in terms of stability and accuracy. For example, the Lie algorithm reads:

- Phase space transport: solve $\partial_t f - \partial_s (K f) + \nabla_u \cdot (Duf) = 0$ during $\Delta t$,
- Physical space transport: solve $\partial_t f + \nabla_x \cdot (uf) = 0$ during $\Delta t$,

The physical transport resolution is based on the kinetic scheme developed for the multi-fluid model. Yet, as explained in Section 6.3, the actual second order advection scheme for the EMSM reaches a higher
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level of complexity. The reconstruction step, the slopes and the fluxes computation are finally very different in terms of algorithmic than in the context of the multi-fluid model. Reconstruction procedures for the canonical moments will have to be created form scratch, as well as the velocity reconstruction procedure and the fluxes computations. This will requires a heavy computing work.

For the phase space transport resolution, it has been shown in Appendix B.1 than an ODE solver does not ensure the realizability condition applying to the size moment vector during the evaporation term treatment. Therefore, within the phase space transport resolution, the evaporation and drag operators are splitted. The evaporation term is solved with the dedicated numerical scheme presented in Chapter 5. Concerning the drag term, there are two options to treat it, as explained in Section 3.2. Since only drag is involved, one can either analytically solve the ODE, as suggested in Section 3.2. Or, one can rely on the resolution through the Radau5 solver, since drag is not the critical step for the insurance of the realizability condition. This last option is taken. In conclusion, the phase space transport requires to set the splitting algorithm, and to include the tools presented in Chapter 5, and design the interface between these new functions and the existing functions of the MUSES3D code.
Chapter 7

Introduction of the EMSM model in MUSES3D

The two previous sections introduced an interesting new numerical strategy for the Eulerian Multi Size Moments (EMSM) model. The following step is to assess the potential of this method on academic but challenging cases (presented in Section 3.3.1 and Section 3.3.2), in order to justify its extension to an industrial context. This is why the numerical tools developed for the EMSM model in Chapter 5 and Chapter 6 are implemented in the Multi-Fluid Solver for Eulerian Spray designed by MUSES3D. The MUSES3D code, designed by Stéphane de Chaisemartin and Lucie Fréret, is an academic platform with a high level of genericity, dedicated to evaluate Eulerian spray models. Moreover, its algorithmic strategy combined with precise numerical schemes leads to a very low level of numerical diffusion for Eulerian resolution methods. The purpose of this chapter is to present the computing strategy in order to implement the EMSM in the MUSES3D code preserving as much as possible its genericity, and performance in terms of numerical diffusion. The chapter is organized as follow. In a first part, a synthetic presentation of the code highlights the precise locations where modifications or contribution have to be made. A second part exposes the actual implementation work.

Notation: The various kinds of structure considered in the MUSES3D code are denoted with the following convention:

- arrays are written with normal characters,
- derived data types as well as the subroutines are written in italic characters,
- routines are written in italic bold charaters,
- module names are written in bold characters.

7.1 Presentation of MUSES3D

7.1.1 General characteristics

The MUSES3D code is a generic platform dedicated to the evaluation of Eulerian spray models. Physical transport is solved with finite volume schemes, and is coupled with phase space solvers through an operator splitting algorithm. The numerical schemes studied in the context of this PhD are exposed in Section 3.2, and an complete review can be found in [49]. The design of these schemes as well as their implementation strategy in the code allow to run computations with \( CFL = 1 \), ans so to reach an excellent level of spatial accuracy relative to Eulerian models.

The second major characteristic is its generic structure, that allows to consider, within the same code, various types of resolution methods, numerical schemes, model frameworks, various computational
domains and configurations. Initially containing the single multi-fluid model, the MUSES3D code has been written so that its enrichment with new resolution methods, can directly be brought in its structure. This has the advantage of focusing on the sole coding work of the method itself, inheriting the various model frameworks, and the configurations for test cases, for example. The code also proposes various numerical schemes when considering the same model. For example the dimensionalized splitting algorithm may take different forms. Furthermore, albeit dimensionalized splitting clearly represents the most efficient way for multi-dimensional configurations, fully multi-dimensional schemes have been designed in the solver for the multi-fluid model. The other reason advocating this essential modularity, is that only a dedicated numerical scheme might be stable for a given model: this is typically the case for the EMSM with the evaporation scheme presented in Chapter 5. Since the evaluation of resolution method is progressive, with an increasing level of physical complexity, the code provides various model framework with different levels of complexity. Once the model and the numerical schemes are implemented they can be tested on several computation domains, like for example 2-D, 2-D axisymmetric and 3-D cases. The code also provides the possibility to assess the methods on several configurations, among them the one involving Taylor-Green vortices for the gaseous phase, with periodic boundary conditions and the free jet configuration, presented in Section 3.3, and that we will reuse to evaluate the EMSM model.

Finally the MUSES3D code has been optimized through High Performance Computing (HPC) techniques, allowing to evaluate the multi-fluid method efficiency in a parallel framework, and also to address more realistic configurations, as explained in[49]. This parallel framework is transparent for the implementation of a new spray model.

7.1.2 Numerical scheme implementation

7.1.2.1 Splitting strategy

As explained in Section 3.2.1, the whole numerical strategy developed in the MUSES3D code relies on an operator splitting algorithm. This is an essential feature for genericity, since it allows to use dedicated resolution schemes for a given operator. Three types of splitting algorithms are presented in Section 3.2.1, all implemented in the code. The choice procedure of the splitting algorithm detailed in [49] is independent from the phase space transport and physical transport. To be fully generic vis-a-vis to further implementations this splitting strategy is combined with a modular computing structure where the different numerical schemes are contained in separate modules. This general structure is illustrated in Fig. (7.1). In the figures displayed in this chapter, the modules are framed and the routines are written in normal characters.

![Operator Splitting algorithm](image)

**Figure 7.1: General splitting structure.**

7.1.2.2 Physical transport resolution

The resolution of physical transport is handled by a general modular structure exclusively devoted to finite volume schemes. The achievement in MUSES3D is to be able to easily implement any conservative
scheme in the form
\[
U^{n+1}_{i} = U^{n}_{i} - \frac{\Delta t}{\Delta x}(F_{i+1/2} - F_{i-1/2}),
\]
(7.1)
at least for first, and also second order method in space and time. The resolution scheme, explained in Section 3.2.2, is specially suited for advection models, like the multi-fluid and the EMSM models, involving the pressureless gas formalism, see Section 3.1.3. This resolution strategy brings into play the successive steps of a finite volume resolution scheme:

- the slope computation step provides the values of the quantities present in the expression of the reconstructed variables Eq. (3.57):
  \[
  \begin{align*}
  m^{n}_{i}(x) &= m^{n}_{i} + D_{m^{n}_{i}}(x - x_{i}), \\
  u^{n}_{p_{i}}(x) &= \bar{u}^{n}_{p_{i}} + D_{u^{n}_{p_{i}}}(x - x_{i}),
  \end{align*}
  \]
  (7.2)
  which are the slopes and the values of \( \bar{u}^{n}_{p_{i}} \), the modified averaged velocity in order to ensure conservation of momentum.

- The reconstruction step computations provides the actual value of the reconstructed quantities on the cell interface.

- The flux computation step provides an explicit value of the fluxes \( F_{i+1/2} \) Eq. (3.53) and \( F_{i-1/2} \).

- The update procedure eventually computes the conservative terms at time \( t^{n+1} \) by adding the fluxes.

In addition, a dimensionalized splitting algorithm is considered, see Section 3.2.2, so that these steps can be considered in a one-dimensional case. Fulfilling genericity requirement, the numerical tools corresponding to each of these steps are contained in distinct modules. The interest of this structure is obvious, since it allows to target and modify the needed procedure independently from the others.

For the time integrator, two possibilities are offered: Explicit-Euler or Runge-Kutta techniques. The choice of the time solver is independent of the finite volume resolution. We will consider here only the Explicit-Euler solver, the extension to the Explicit Runge-Kutta scheme being straightforward. The modular structure of the physical transport resolution method is illustrated in Fig. (7.2).

7.1.2.3 Phase space transport resolution

For the reasons given in Section 3.2.3, phase space transport, in the context of the multi-fluid model, is solved using the Radau5 solver first proposed by Hairer [105] and detailed in [49]. Concretely, this program solves the equation:
\[
d_{t}Y = \Phi(t, Y).
\]
(7.3)
The initialization of vector \( Y \) is done in the module Transp_phase, since it only requires the data of the moments. The actual Radau5 solver being very complex and written in a different language from the code one (Fortran 77, whereas the code is written in Fortran 90), it has been chosen to encapsulate it into a Fortran 90 interface that can be easily called (i.e with an easier set of input arguments, and argument type checking) : this routine is called driver_radau, is calls the Radau5 solver, contained in another module. Finally, a strategy has to be built in order to compute the source term \( \Phi \) preserving its modular character. The source term computation involves physical data, such as the evaporation coefficient or the drag coefficient. Besides, as previously mentioned, the code provides various physical models. They are thus contained in a module dedicated to the computation of the source term of Eq. (7.3), spray_eq. The call to the physical models of spray_eq from the routine driver_radau is handled by the interface
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This synthetic description of the code numerical structure highlights the precise location of the needed modifications to bring in order to implement the EMSM model. Concerning the physical transport resolution, referring to Fig. (7.1) and Fig. (7.2), the implementation work will concern the hierarchical level of the modules **Slope_tools**, **Recons_tools**, **Flux_tools** and **Update_tools**. We point out here the remarkably low hierarchical level of intervention (the 4th level according to the Fig. (7.1) and Fig. (7.2)), resulting from the well designed strategy of genericity. The intervention procedure for phase space transport is more challenging, since, as seen in Chapter 5, the Radau5 solver cannot be use to treat the evaporation term in the context of the EMSM model since it does not ensure the realizability condition for the moment set. For genericity purposes again, it has been decided, as explained in Section 6.5, to use an operator splitting algorithm between the drag and the evaporation term. The actual implementations are discussed in Section 7.2.
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7.1.3 Treatment of boundary conditions

In order to ensure an easy increase of numerical schemes implemented and of type of configurations simulated, the treatment of boundary conditions is isolated from the scheme implementation. In total, four different types of boundary conditions are available in the code: injection, periodicity, symmetry and free outlet. In an injection case, the content of the ghost cells at the boundary is read in a file that is created in the initialization of the run. Treating injection case with the EMSM model will require to adapt the creation procedure of this file in this new context. On the other hand, a general procedure, \texttt{extract\_field}, handles periodicity, symmetry, or free outlet boundary conditions and couple them to the advection scheme. This coupling is fully generic and is transparent for our implementation work. An important consequence is that we benefit from the HPC structure designed in [49] for the treatment of boundary conditions.

7.1.4 Data Types

The high level of genericity achieved in the treatment of numerical schemes and boundary conditions goes hand in hand with a data structure common to all the spray models used. The achievement done in the MUSES3D code and explained here, is the ability to conserve the same data structure, irrespective of the spray model and associated numerical schemes. This is possible through, first, the definition of derived data types, and, second, operator overloading.

The whole data structure is based on the single type of field, \texttt{Field} defined in Alg. (1):

\begin{algorithm}
\caption{Field data structure}

\begin{verbatim}
structure Field 
  array sizemom, velmom 
end structure Field
\end{verbatim}
\end{algorithm}

The array \texttt{sizemom} contains the size moments considered in the model. Typically, the size moments considered in the EMSM model will be in this array. On the other hand, the array \texttt{velmom} contains all the velocity moments considered. These are the momentum quantities. Let us remark the mass moment of the multi-fluid model, although a size moment, is included in \texttt{velmom}. This will make conditional loops easier to define between the multi-fluid and the EMSM models, as it is shown in the following. Four categories of fields can be distinguished:

- The basis field, the field \texttt{Spray}, containing the discrete values of the moments in each computational cell, has five dimensions, so that \texttt{array} reads:

\begin{equation}
array(N_x, N_y, N_z, N_S, N_{\text{mom}}),
\end{equation}

where \((N_x, N_y, N_z)\) covers the physical domain, \(N_S\) stands for the number of size sections in the multi-fluid context, and \(N_{\text{mom}}\) is the number of considered moments. The values of \(N_{\text{mom}}\) differs whether the array of size or velocity moment is considered. In the case of size moments, \(N_{\text{mom}} = N_{\text{mom,\_size}}\), and in the case of velocity moments, \(N_{\text{mom}} = N_{\text{mom,\_vel}}\).

- The numerical flux \texttt{Flux}, the slopes of the reconstructed quantities \texttt{Slope} and the reconstructed quantities \texttt{Recons}, are, contrary to \texttt{Spray}, fields of six dimensions. They write:

\begin{equation}
array(N_x, N_y, N_z, N_S, N_{\text{mom}}, N),
\end{equation}

where, for \texttt{Flux} and \texttt{Slope}, the new values \(N\) stands for the number of transported dimension within the scheme of transport in physical space. In the case of a fully multi-dimensional scheme, \(N\) is the number of dimensions of the domain. In the case of a dimensionized splitting, where we will exclusively work into for the implementation of the high order moment method for spray polydispersity, \(N = 1\). For the structure \texttt{Recons}, \(N\) is equal to twice the number of transported dimensions i.e in our case, \(N = 2\).
• The ghost cell values $\text{Bound}_{\text{spray}}$, associated to the spray boundary conditions. The array that constitute it is of rank four, as it writes:
\[
\text{array}(N_1, N_2, NS, N_{\text{mom}}),
\]
where $(N_1, N_2)$ is the two-dimensionalized space extracted from the three-dimensionalized space of the domain relative to the orientation of its orthogonal vector. Thus $(N_1, N_2)$ is $(N_x, N_y)$ for the $z$-direction boundary.

• The numerical flux, slopes and reconstruction for the boundary conditions. They respectively write $\text{Bound}_{\text{Flux}}$, $\text{Bound}_{\text{Slope}}$ and $\text{Bound}_{\text{Recons}}$. The array that constitutes this kind of structure is of rank five, as it writes
\[
\text{array}(N_1, N_2, nS, N_{\text{mom}}, N).
\]

Three different fields are therefore defined according to their arrays dimension: $\text{Field}_{\text{6d}}$, $\text{Field}_{\text{5d}}$, $\text{Field}_{\text{4d}}$. The different structures of MUSES3D are summarize here:

\begin{verbatim}
type(field_5d) :: spray
type(field_4d) :: Bound_spray
type(field_5d) :: Recons, Slope, Flux
type(field_5d) :: Bound_Recons, Bound_Slope, Bound_Flux
\end{verbatim}

In order to handle these structures, dedicated procedures are defined completing:

• structure allocation/deallocation,
• structure arithmetical operations,
• structure read/write operations,
• structure initialization.

In the code, the definition of the derived types and their dedicated procedures are written in a same module $\text{field\_class}$. The structure $\text{Spray}$ has a particular status as it has to be initialized and also, in case of injection, boundary condition have to be stored. Therefore a module $\text{spray\_class}$ contains the definition of the structure $\text{Spray}$ as well as its dedicated procedures. Since the initialization procedure is done only in the multi-fluid context, the possibility to initialize moments for in the context of the EMSM model has to be brought in the module $\text{spray\_class}$.

The major interest of defining fields generic to any model is that the data structure used in the numerical schemes and boundary conditions is independent of the model, so that the data structure will be transparent during the implementation of the EMSM. The high level of genericity reached by the MUSES3D code requires a generic structure for each of these elements: the numerical schemes the boundary conditions and the data structure. But also, the interactions between these elements, illustrated in Fig. (7.4) have to be defined in a generic manner. An example of a generic interaction is provided in Algo. (2) displaying the general structure of the finite volume scheme for physical transport resolution (the slope computation is included in $\text{Reconstruction}$).

### 7.1.5 Code coupling for gas-liquid interaction

The code MUSES3D performs spray simulation, the gas field being stationary. A natural evolution for the solver was to be coupled with a gas solver to realize two-phase flow simulations, with an unstationary gas field. This has been achived by Stéphane de Chaismartin during his PhD, creating a multi-fluid library used by the gas solver ASPHODELE developed by J. Reveillon and co-workers [200]. This coupling has enabled some beautiful computations. Let us cite comparisons between Eulerian and Lagrangian models on a free jet configuration, a 3D computation in a Homogeneous Isotropic Turbulence (HIT) configuration, [49, 88].
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The previous section has highlighted the fields of intervention in order to implement the EMSM model into the MUSES3D code. This work can be split into three tasks: moment initialization, phase space transport resolution, and physical transport resolution.

**Notation:** For the sake of legibility, the profil of the arrays contained in the derived data types, which is noted in Section 7.1.4 array(1 : Nx,1 : Ny,1 : Nz,1 : NS,1 : Nmom,1 : N) is written, in the algorithm illustrations under a simplified form. Indeed, given the framework described in Section 3.2, the physical transport is done in the context of a dimensionalized splitting, so there is only one transported dimension implying that \( N = 1 \) and only one space dimension is mapped. Moreover, only one size section in considered, so \( NS = 1 \). Thus, without loss of generality, the slope and the flux arrays are noted array\(_i\)(1 : Nmom), denoting the value of array in the \( i^{th} \) cell of the transported dimension.

### 7.2.1 Moment Initialization

In order to do quantitative comparisons between results given by the two models, and thus to validate the implementation of the high order moment method, the size moments have to be initialized so that the corresponding reconstructed mass is equal to the mass initialized for the multi-fluid model. Therefore, let us first focus on the moment initialization in the context of the EMSM model. The size distribution function \( f_{\text{size}} \) and the total droplet mass, \( \text{mass} \), are set by the user as parameters. Since the distribution \( f_{\text{size}} \) and the parameter mass are not correlated, the initialization takes two steps:

- the first steps corresponds to the computation of the moments of \( f_{\text{size}} \):

\[
m^{(j)}_{3/2} = \int_{S(j)} \gamma^{(j)} S^{3/2} f_{\text{size}} dS, \tag{7.8}
\]
then, the value of \( m_{3/2} \) is adjusted relative to mass, i.e. \( m_{3/2} = \alpha m_{3/2} \), with \( \alpha \) such as

\[
\alpha = \frac{\text{mass}}{\int_0^1 S^{3/2} f_{\text{size}} \, dS}.
\]  

(7.9)

The actual initialization of the mass moment is illustrated in Algo. (3). The moment initialization is done in the field \( \text{Spray} \). Let us note that, as discussed in Section 7.1.4 for computation with the multi-fluid model, only the array \( \text{velmom} \) is considered, so that \( N_{\text{mom},\text{sizes}} = 0 \). The mass moment is thus considered as the first component of the moment velocity array.

**Algorithm 3** Initialization of the mass moment of the multi-fluid model

**procedure** \( \text{Spray}\_\text{init}(\text{Spray}) \)

... 
% Moment of \( f_{\text{size}} \)
for \( j = 1, N_S \) do
\[
\text{mom\_vel}(1,j) = \text{Int}(f_{\text{size}}, 3/2, S(j), S(j+1))
\]
end for

% Adjustment to mass
\( \alpha = \frac{\text{mass}}{\sum j \text{mom\_vel}(1,j)} \)
for \( j = 1, N_S \) do
\[
\text{mom\_vel}(1,j) = \alpha \times \text{mom\_vel}(1,j)
\]
end for

... 
**end procedure** \( \text{Spray\_init} \)

In the context of the EMSM model, several size moments of the distribution function are initialized and are contained in the vector \( \text{mom\_sizes} \). The initialization procedure is based on the procedure for the multi-fluid model, but in this case, only one section is considered. Moreover, the switch between the two types of initialization is based on the value of the parameter \( N_{\text{mom},\text{sizes}} \). This is illustrated in Algo. (4). The initialization of the momentum vector is unchanged from what is done in the multi-fluid context.

**Algorithm 4** Initialization procedure with the two possible types of initialization

**procedure** \( \text{Spray\_init}(\text{Spray}) \)

... 
if \( N_{\text{mom\_sizes}} > 0 \) then
\[
\alpha = \frac{\text{mass}}{\text{Int}(f_{\text{size}}, 3/2, 0, 1)}
\]
for \( k = 1, N_{\text{mom\_sizes}} \) do
\[
\text{mom\_sizes}(k) = \text{Int}(f_{\text{size}}, k, 0, 1)
\]
\[
\text{mom\_sizes}(k) = \alpha \times \text{mom\_sizes}(k)
\]
end for
else
% Mass moments, cf Algo. (3)
end if
... 
**end procedure** \( \text{Spray\_init} \)

### 7.2.2 Phase transport resolution

As explained in Section 7.1.2, it has been decided to create, within phase space transport algorithm, an operator splitting algorithm between evaporation and drag for resolution with the EMSM model.
This splitting operator is of a high hierarchical level in phase space transport algorithm structure. Therefore, it is included in the module \texttt{Transp\_phase}. The routine \texttt{phase\_tr\_mms} parallel to the routine \texttt{phase\_tr\_mf}. The structure of this routine is shown in Algo. (5).

\begin{algorithm}
\caption{General structure of the routine \texttt{phase\_tr\_mms}}
\begin{algorithmic}
\Procedure{phase\_tr\_mms}{mom\_sizes,mom\_vel}
\State $N\text{step} =$ number of steps of the splitting algorithm
\State \ldots
\If{(Lie type splitting)}
\State $d_{t_{\text{evap}}} = (1,0)$
\State $d_{t_{\text{drag}}} = (0,1)$
\EndIf
\If{(Strang-type splitting)}
\State $d_{t_{\text{evap}}} = (0,1,0)$
\State $d_{t_{\text{drag}}} = (0,0.5,0,0.5)$
\EndIf
\If{(Modified Strang-type splitting)}
\If{evaporation first}
\State $d_{t_{\text{evap}}} = (1,0)$
\State $d_{t_{\text{drag}}} = (0,1)$
\EndIf
\Else
\State $d_{t_{\text{evap}}} = (0,1)$
\State $d_{t_{\text{drag}}} = (1,0)$
\EndIf
\EndIf
\For{$i = 1,N\text{step}$}
\If{evaporation}
\State call \texttt{evap\_emsm}(mom\_sizes,mom\_vel,$d_{t_{\text{evap}}}(i)$)
\EndIf
\If{drag}
\State $t_{\text{end}} = t_0 + d_{t_{\text{drag}}}(i)$
\State \% Computation of $Y$
\State call \texttt{driver\_radau}($Y$, $t_0$, $t_{\text{end}}$)
\State mom\_vel = $Y$
\EndIf
\EndFor
\EndProcedure
\end{algorithmic}
\end{algorithm}

Since the resolution of the evaporation, term necessitates all the numerical tools presented in Chapter 5, the question of its introduction and its interface with the code arises. Concerning its introduction, we take benefit form the modular organization and include a new module dedicated to the resolution of the evaporation term in the context of the EMSM model : \texttt{Evaporation\_emsm}.

The complimentary work is now to create routines ensuring communication with the code structure. Since the evaporation resolution procedure is called already in the module \texttt{Transp\_phase} (see Algo. (5)), a first interface with this module is done through the routine \texttt{evap\_emsm}. Yet, information concerning the physics of the flow, gathered in the module \texttt{spray\_eq}, is needed, in order to compute the evaporation term $K$. Therefore, a second routine, \texttt{evap\_mixte}, establishes an interface between the modules \texttt{spray\_eq} and \texttt{Evaporation\_emsm}.

The ultimate physical data which is crucial to provide a good description for is the mass fraction of evaporated liquid in the vapor phase. This data will then condition the flame structure occurring in combustion case [49]. The computation of this data is done in the multi-fluid model and has to be done as well for the EMSM. This computation is included in the module \texttt{Evaporation\_emsm}. Since the
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computation of $Y_F$ is not systematical and is chosen by the user, a corresponding flag is inserted in the routine `evap_mixture`, illustrated in Algo. (6). In the case of a computation of the optional argument $Y_F$, the evaporated mass, evap_mass, is computed in addition to the resulting size and velocity moments.

**Algorithm 6** Evaporation with the high order moment method

```plaintext
procedure evap_mms(mom_sizes, mom_vel)
    % Compute the evaporation coefficient
    % Computation of $R_{si}$ using physical correlation
    call drop_model(t)
    % Check if need to compute $Y_F$
    if present $Y_F$ then
        call evap_mixture(mom_sizes, mom_vel, R, evap_mass)
        evap_mass = evap_mass / Δt
    else
        call evap_mixture(mom_sizes, mom_vel, R)
    end if
    % Computation of evaporated fuel mass fraction
    $Y_F$ = evap_mass
end procedure
```

The vector $Y$ has to contain the first four size moments $(m_0, m_1, m_2, m_3)^T$, and the components of the momentum $m_1 u_p$. Inversely, an update procedure has to compute the values of the moments from the output value of $Y$ at the end of the resolution. This is handled directly in the routine `phase_tr_mms`, as shown in Algo. (5). The computation of the sources terms, requiring the value of physical parameters, is done in the module `spray_eq`. The interface routine created, `mms_eq`, has a structure similar to the corresponding interface in the case of the multi-fluid model. The structure update of the code structure needed by the implementation of the EMSM model is illustrated in Fig. (7.5).

7.2.3 Physical transport resolution

The context for physical transport resolution is clearer than phase space transport since, as seen in Section 7.1.2, the implementations directly integrate the successive step of a finite volume scheme. A direct consequence is that it allows the new developments to benefit from the existing parallel computing algorithm based on Domain Decomposition [49]. The intervention concerns the modules `Slope_tools`, `Flux_tools`, `Update_tools`. Let us focus now on the actual developments to be made in these modules, with respect the scheme presented in Section 6.3 in comparison with the existing schemes presented in Section 3.2.2.

7.2.3.1 Inventory of the new functions to code

In the reconstruction step, except the $zero^{th}$ order moment that is treated the same way as the mass moment in the multi-fluid approach, all the slope computations scheme have to be coded:

\[
\begin{align*}
    p_1(x) &= \overline{p_1} + D_{p_1,i}(x - x_i) \\
    p_2(x) &= \overline{p_2} + D_{p_2,i}(x - x_i) \\
    p_3(x) &= \overline{p_3} + D_{p_3,i}(x - x_i) \\
    u_p(x) &= \overline{u_p} + D_{u_p,i}(x - x_i),
\end{align*}
\]

(7.10)

this involves to compute the bar values that ensure that the scheme is conservative, and the slope computation. This step concerns the canonical moments which do not intervene in the multi-fluid resolution, but also the velocity as the momentum is defined as $m_1 u_p = m_0 p_1 u_p$ in the EMSM model, formally different from the expression $m_0 u_p$ since it involves the reconstruction of $p_1$ in addition to
7.2 Implementation of the high order moment method

The implementation of the high order moment method involves the reconstruction of $m_0$ in the computation of the velocity slope. The new reconstruction schemes for these variables go hand in hand with the design of new dedicated fluxes computation schemes for these variables. These two steps require then a considerable work, contrary to the update step, where only a slight modification has to be done in order to account for the presence of size moments in the array $\text{mom\_sizes}$, and of the different definition of the momentum in the case of the EMSM model.

### 7.2.3.2 Implementation of the new functions

The computation of the size moment slopes and of the velocity slope are treated in different routines. The main routine for slope computation, $\text{slope\_comp}$, calls routines dedicated to size moment slope computation, $\text{size\_slope}$, and to velocity computation, $\text{vel\_slope}$. With this structure only velocity moment reconstruction are concerned in the context of the multi-fluid model, whereas in the context of the EMSM model, the additional quantities, the canonical moments, are reconstructed in the routine for size moments. The coding of the structure for the size moment computation has been initiated by Stéphane de Chaisemartin, and completed during this PhD. The structure, of the velocity, moment has been adapted to handle both cases of multi-fluid and EMSM models. The updated structure of $\text{slope\_comp}$ is represented in Algo. (7). As shown in Algo. (7), the major motivation for differentiating the treatment of size moments from velocity moments is the difference of their input argument vectors signature.

Like in the slope computation, the structure for the size flux computation distinguishes size moments and velocity moments. Algo. (8) displays the new structure of the flux computation routine $\text{flux\_comp}$. Since it involves polynomial of increasing degree with the order the canonical moment considered, the flux computation function for canonical moments becomes rapidly heavy.

Eventually, the update procedure, contained in the module $\text{Update\_tools}$, computes the new value of array at the end of the timestep. The new procedure, adapted to the case of the high order moment method is shown in Algo. (9). Contrary to the multi-fluid case, where the momentum is defined by $m_{3/2}u_p$, in the case of the high order moment method, it is defined by $m_1u_p$. This is taken into account in the routine $\text{field\_comp}$. The implementation of the high order moment method for phase...
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Algorithm 7 Slope computation algorithm

procedure slope_comp(Slope, Mean, Spray)
    for i = 1, N_x (N_y or N_z) do
        if N_mom_sizes > 0 then
            call size_slope(Slope%sizes_i(:,), Mean%sizes_i(:,), Spray%sizes_i(:,), Spray%sizes_i-1(:,), Spray%sizes_i+1(:,))
        end if
        if N_mom_vel > 0 then
            call vel_slope(Slope%vel_i(:,), Mean%vel_i(:,), Spray%vel_i(:,), Spray%vel_i-1(:,), Spray%vel_i+1(:,), Slope%sizes_i(:,), Mean%sizes_i(:,), Spray%sizes_i(:,))
        end if
    end for
end procedure slope_comp

Algorithm 8 Flux computation

procedure flux_comp(Flux, Spray, Slope, Recons, Mean)
    ...
    for i = 1, N_x (N_y or N_z) do
        if N_mom_sizes > 0 then
            call size_flux(Flux%sizes_i(:,), Spray%sizes_i(:,), Mean%sizes_i(:,), Slope%sizes_i(:,), Slope%vel_i(:,), Recons%vel_i(:,), Spray%vel_i-1(:,), Slope%sizes_i-1(:,), Mean%sizes_i-1(:,), Slope%vel_i-1(:,), Recons%vel_i-1(:,))
        end if
        ...
        if N_mom_vel > 0 then
            call vel_flux(Flux%vel_i(:,), Recons%vel_i(:,), Recons%vel_i-1(:,), Slope%vel_i(:,), Spray%sizes_i(:,), Spray%sizes_i-1(:,), Mean%sizes_i(:,), Mean%sizes_i-1(:,), Mean%vel_i(:,), Mean%vel_i-1(:,), Slope%sizes_i(:,), Slope%sizes_i-1(:,))
        end if
    end for
end procedure flux_comp
space transport can be seen in Fig. (7.6).

Algorithm 9 Update procedure

procedure field_comp(Spray\textsuperscript{n}, Spray\textsuperscript{n+1})
for \( i = 1, N_x(N_y, N_z) \) do
  if \( N_{mom\_sizes} > 0 \) then
    % EMSM model update
    % Update of size moments
    Spray\textsuperscript{*}\%sizes\(_i\) = Spray\textsuperscript{n}\%sizes\(_i\)
    call euler(Spray\textsuperscript{*}\%vel\(_i\))
    Spray\textsuperscript{n+1}\%sizes\(_i\) = Spray\textsuperscript{*}\%sizes\(_i\)
    ...
    % Update of velocity
    Spray\textsuperscript{*}\vel\(_i\)(2 : N\textsubscript{mom\_vel}) = Spray\textsuperscript{n}\%sizes\(_i\)(2) \* Spray\textsuperscript{*}\vel\(_i\)(2 : N\textsubscript{mom\_vel})
    call euler(Spray\textsuperscript{*}\vel\(_i\))
    Spray\textsuperscript{n+1}\vel\(_i\)(2 : N\textsubscript{mom\_vel}) = Spray\textsuperscript{*}\vel\(_i\)(2 : N\textsubscript{mom\_vel}) / Spray\textsuperscript{n+1}\%sizes\(_i\)(2)
    ...
  elseif \( N_{mom\_sizes} = 0 \) then
    % multi-fluid update
    ...
  end if
end for

end procedure field_comp

7.3 Conclusion

This chapter presents the challenges and the computing strategy for the implementation of the EMSM in the MUSES3D code. In a first part, a synthetic presentation of the code highlights the critical aspects to consider. Then, on the basis of the existing structure and of the numerical constraints brought by the numerical tools designed for the EMSM model the principal choices for implementation of the new model are explained. They respect the genericity of the MUSES3D code, and, as it can be assessed in Chapter 8, they preserve its property of low numerical diffusion. Finally, although this issue is not addressed in this PhD, the implementation method benefits from the HPC algorithm designed in [49].
Figure 7.6: Implementation of EMSM model in the structure for physical transport. The dashed line distinguishes the different modules. The dotted borders locate the contributions. The signe MF denotes the multi-fluid model.
Chapter 8

Numerical validation with MUSES3D

The purpose of this chapter is to assess the potential of the EMSM model through academic test cases conducted with MUSES3D (Chapter 7). In Chapter 6, one-dimensional results have already validated the numerical schemes for evaporation and advection of the moments. The results presented here validate their implementation in MUSES3D, see Chapter 7. The accuracy and efficiency in terms of CPU cost of the EMSM model relative to the multi-fluid model is appraised in the context of the two configurations presented in Section 3.3.1 and Section 3.3.2: the Taylor-Green configuration for the gaseous phase, and the free jet configuration.

Finally, let us notice that this is the first step of validation realized on an academical code, in a framework of structured grids, pure Eulerian formalism relative to the Arbitrary Langrangian Eulerian (ALE) formalism presented in Chapter 13. Moreover, computation are run with low numerical diffusion since the schemes for physical transport allow computations with a convective CFL up to 1. This is the preliminary and necessary step towards implementation in the industrial IFP-C3D code, involving additional difficulties in terms of modeling and computing, see Chapter 13 and Chapter 14.

8.1 Dynamics of an evaporating spray in a two-dimensional Taylor-Green configuration for the continuous phase

Here, we focus on a case where the analytical gaseous velocity field corresponds to the Taylor Green vortices. For the computation we have chosen a $200 \times 200$ grid cell, in order to ensure that we have a sufficiently detailed description of the field. As in the earlier cases, the CFL number is equal to one. The initialisation of the spray corresponds to a stationary cloud overlapping two different vortex areas. Periodic boundary conditions are set on the edge of the domain. In the following discussion, in order to do comparisons with the multi-fluid model, the quantity describing the liquid is the particle mass, that is to say the order $3/2$, reconstructed from the actual solved moments: $(m_0, m_1, m_2, m_3)$.

The initially motionless droplet cloud is dragged by the gas. We recall the gaseous configuration and the initial condition for the moments on Figures (8.1)-left and (8.1)-right. The initial NDF as well as the corresponding mass distribution function are also recalled in Fig. (8.2).

A cloud of aerosol particles is first initialized in the domain. The dimensional time is given by $\tau_g$ and the computation is run until non dimensional time $t = 2$. In this configuration, $\tau_g$ is the time taken by a particle moving at $U_0$ to cross the domain. Two sets of computations are launched, one for the high order moment method and the other one for the multi-fluid model with ten sections. The results of the multi-fluid model are used as the reference to validate our method.

The particle Stokes number of the distribution is $0.017$ for the high order moment method, and ranges from $2.810^{-3}$ to $0.045$ for the multi-fluid model with ten sections. The spray evaporation rate is set to
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Figure 8.1: (left) Taylor-Green configuration for the gas vorticity field, (right) Initial condition for the droplets, composed of a motionless cloud. The droplet mass is represented. It is reconstructed from the first four size moments: $(m_0, m_1, m_2, m_3)$

Figure 8.2: (left) Initial size distribution for the particles. (right) Corresponding mass distribution
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$K = 0.27$. Due to the cloud initial location, two parts of it are dragged by two different vortices. That is why the main part of the cloud is dragged in the top-left vortex, whereas a smaller part of the cloud is dragged in the top-right vortex. Is it shown in [49] that the critical Stokes number for the wellposedness of this problem is $St_c = 1/8\pi$. This value is the number under which the particles stay in the vortices so that their characteristics do not cross. Above $St_c$, particle inertia makes them being ejected from the vortices. However, although the particles Stokes number are less than $St_c$, it can be seen in both cases that some particles crosses: this is a pure numerical diffusion effect on the particle velocity.

The general notice is that the level of comparison is very good. Indeed, results at $t = 0.5$ and $t = 1$ are very similar between the two methods. At time $t = 1.5$ and $t = 2$, the fact that the droplets are dragged faster in the case of the high order moment method comes from the computation of the drag term. In both models, the Stokes number writes $St_0 \overline{S}$, where $St_0$ is defined in Section 3.1.2 and $\overline{S}$ is the average droplet surface of the distribution. As indicated in Fig. (8.2)-right, the sections with the highest mass are between $\overline{S} = 0.4$ and $\overline{S} = 0.6$. In the case of the the high order moment method, $\overline{S} = m_1/m_0 = 0.3487$. In terms of dynamics, our model only considers the particle mean velocity. Meanwhile, ten sections are considered for this case in the multi-fluid model, which amounts to ten different fluids with their own velocity. The spray dynamics conditioned by size is thus better solved in the multi-fluid model. Nevertheless, in order to assess the accuracy of the models in terms of mean dynamics of the droplets, some studies have been performed on the evolution of the mean droplet size through evaporation. First, Fig. (8.7))-left displays the evolution of the droplet mass through evaporation of a motionless cloud. It can be concluded that the multi-model, with ten sections, is not as accurate as the high order moment method. Further comparisons and conclusions can be found in [173]. In a second study, the evolution through evaporation of the mean particle size, given by both the models, are compared. It can be seen in Fig. (8.7)-right that the high order moment method is more accurate than the multi-fluid model in assessing the dynamical value of $m_1/m_0$. This means that, the term of mean drag, and thus the mean particle velocity is better solved by the high order moment method than the multi-fluid model. Remarkably enough, even with 40 sections, the multi-fluid model does not give as good results as the high order moment method.

![Figure 8.3: Results for spray dynamics dragged by the gas field made of Taylor-Green vortices. Results for the high order moment method. (left) Droplet mass at time $t = 0.5$. (right) Droplet mass at time $t = 1$. The computation is carried out in a 200 × 200 grid.](image)

The critical question of time efficiency has been addressed in a study comparing the computation time required for the high order moment method and for the multi-fluid model with ten sections, on that configuration described above. Three different computations are launched, first on a 50, then on a 100 × 100 and finally on a 200 × 200 cell grid. For each computation, the total CPU time is assessed. Moreover, in order to evaluate the relative importance of the phase space and physical space transport, the time spent in each and every routine is recorded. Table (8.1) displays the results of the analysis on
8.1 Spray in a two-dimensional Taylor-Green configuration

Figure 8.4: Results for spray dynamics dragged by the gas field made of Taylor-Green vortices. Results for the high order moment method. (left) Droplet mass at time $t = 1.5$. (right) Droplet mass at time $t = 2$. The computation is carried out in a $200 \times 200$ grid.

Figure 8.5: Results for spray dynamics dragged by the gas field made of Taylor-Green vortices. Results for the multi-fluid method for ten sections. (left) Droplet mass at time $t = 0.5$. (right) Droplet mass at time $t = 1$. The computation is carried out in a $200 \times 200$ grid.

the total computation time and the relative time spent for the resolution of transport in phase space and physical space, respectively. This analysis points out the time efficiency of the high order moment method, which is about 3.6 faster than the multi-fluid method. This is a real achievement, given the quality of the comparison of the results displayed at Fig. (8.3), Fig. (8.4) for the high order moment method and Fig. (8.5), Fig. (8.6). The second result provided is that the relative importance of phase space transport decreases as the cell number increases. Moreover, Table (8.2) compares the number of variables solved for each operator resolution, for both models. For phase transport, six variables must be solved in the case of the high order moment method (the four size moments and the two components of the velocity), while $\tilde{n}_{ME}$, the reconstructed NDF is obtained from the moments by an iterative solver. On the other hand, three variables per section, the mass (denoted $n_{3/2}$ as it is proportional to the size moment of order $3/2$) and the two components of the velocity, are explicitly solved in the case of the multi-fluid model, which amounts to thirty variables in total. For physical transport, six variables...
8.1 Spray in a two-dimensional Taylor-Green configuration

Figure 8.6: Results for spray dynamics dragged by the gas field made of Taylor-Green vortices. Results for the multi-fluid method for ten sections. (left) Droplet mass at time $t = 1.5$. (right) Droplet mass at time $t = 2$. The computation is carried out in a $200 \times 200$ grid.

Figure 8.7: (Left) Evolution of the droplet mass of a motionless cloud through evaporation with a $d^2$ law, and comparison with the analytical solution. Black curve: analytical solution; triangles: high order moment method; dashed red curve: multi-fluid model with ten sections. (Right) Evolution of the mean particle size through evaporation, and comparison with the analytical solution. Black curve: analytical solution; dashed blue curve: high order moment method; blue curve with triangles: multi-fluid model with ten sections; red curve with circles: multi-fluid model with 40 sections.

must be solved in the case of the high order moment method, whereas, the same thirty unknowns must be solved in the case of the multi-fluid model. It also gives the ratio between the computation times of the multi-fluid and the high order moment method. It comes from Table (8.2) that the phase space transport is, on average, 4.4 times faster in the EMSM model than the multi-fluid model, while the physical transport is, in average, 3.6 times faster. This can be understood by the fact that, in phase space transport velocity variables are only impacted by drag and not by evaporation, so that they do not require the same computation time as the moments. For physical transport the algebraic relation for the computation of slopes and fluxes of the moments and momentum, heavier than in the multi-fluid model, explain why we do not reach a time ratio of 5 as Table (8.2) could have led to expect. The time ratio is a bit lower, 3.6, but still very significant. Extrapolating from these results, we can legitimately expect that this ratio will become higher in three dimensions, and that our new method will be much faster than the multi-fluid model, especially since most of the computation time will be devoted to physical transport. We also notice that the phase space transport can easily be parallelized. As a result, our new
method proves to be very attractive for three-dimensional configurations. These very satisfactory results demonstrate the efficiency of the EMSM model relatively to the multi-fluid model.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Phase</th>
<th>Physical</th>
<th>Total (s)</th>
<th>Phase</th>
<th>Physical</th>
<th>Total (s)</th>
<th>Phase</th>
<th>Physical</th>
<th>Total (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMSM</td>
<td>49.6%</td>
<td>50.4%</td>
<td>52</td>
<td>43%</td>
<td>57%</td>
<td>318</td>
<td>34.5%</td>
<td>65.5%</td>
<td>2140</td>
</tr>
<tr>
<td>MF</td>
<td>56.79%</td>
<td>43.21%</td>
<td>205</td>
<td>47.25%</td>
<td>52.75%</td>
<td>1269</td>
<td>38.39%</td>
<td>61.61%</td>
<td>8461</td>
</tr>
<tr>
<td>Ratio time</td>
<td>4.5</td>
<td>3.4</td>
<td>3.9</td>
<td>4.4</td>
<td>3.7</td>
<td>4</td>
<td>4.4</td>
<td>3.7</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Table 8.1: Computation time comparison between the high order moment method (EMSM) and the multi-fluid method (MF). Phase denotes the relative time (in pourcent of the total time) spent for phase space transport (evaporation and drag). Physical denotes the relative time (in pourcent of the total time). Total denotes the total computation time (in seconds)

<table>
<thead>
<tr>
<th>Phase</th>
<th>EMSM</th>
<th>MF</th>
<th>Ratio time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0, m_1, m_2, m_3, +\tilde{n}_{ME}$, $u, v$</td>
<td>$10 \times (m_{3/2}, u, v)$</td>
<td>$= 30$ variables</td>
<td>4.4</td>
</tr>
<tr>
<td>Physical</td>
<td>$m_0, m_1, m_2, m_3, +\tilde{n}_{ME}$, $u, v$</td>
<td>$10 \times (m_{3/2}, u, v)$</td>
<td>$= 30$ variables</td>
</tr>
</tbody>
</table>

Table 8.2: Comparison of the number of variables for the high order moment (EMSM) and the multi-fluid (MF), for phase space and physical space transport. The last column represents the approximate ratio of the computational time spent for the multi-fluid model to the time spent for high order moment method, in the phase and physical transport respectively

### 8.2 Two-dimensional free-jet configuration in an unstationnary gaseous phase

In this third test case the high order moment method is assessed on a 2-D Cartesian free jet. A polydisperse spray is injected in the jet core with the size distribution represented in Fig. (8.2)-left. The simulations are conducted with an academic solver, coupling the ASPHODELE solver, developed at CORIA by Julien Reveillon and collaborators [200], with the Eulerian solver MUSES3D [49, 172] developed at EM2C Laboratory, using the models and the numerical scheme presented in these articles. The ASPHODELE solver couples a Eulerian description of the gas phase with a Lagrangian description of the spray.

This free jet case is computed with an evaporating spray having an evaporation coefficient $K = 0.07$. The particle Stokes number is 0.275 for the high order moment method, corresponding to a diameter $d_0 = 75\mu m$, and ranges from St = 0.047 to St = 0.75 for the multi-fluid model with ten sections, corresponding to diameters from $d_0 = 5\mu m$ to $d_0 = 85\mu m$. In order to correctly describe the evaporation process with the multi-fluid model, ten sections are considered, whereas only one section is required in the computation using the high order moment model. The computation runs until $t = 20$. Figure (8.8) displays the final mass fields for the spray, at times $t = 10$, 15 and 20. The level of comparison between the two resulting fields is very good. One can nevertheless notice a slight difference. In the case of the multi-fluid model with ten sections, the spray evaporates less.
8.3 Conclusion

Since, our primary interest is in combustion applications, the paramount objective of evaporating spray modeling is prediction of the gas-phase fuel mass fraction. Therefore we present comparisons between the gas-phase fuel mass fraction obtained from the high order moment model and multi-fluid descriptions of the spray. These simulations were once again accomplished using one-way coupling. As a consequence, the evaporated fuel is not added as a mass source term in the gas-phase equations, but is stored in passive scalars for the gas. The two fields are plotted in Fig (8.9). These results confirm the quality of the previous results. The present comparison, by showing clear similarity between the two model, highlights the efficiency of the Eulerian high order moment model and the associated numerical schemes in describing polydisperse evaporating sprays. These results are a first significant step towards combustion computations with full two-way coupling.

Figure 8.8: Total number density of the polydisperse evaporating spray. (Top) Results at time $t = 10$. (Medium) Results at time $t = 15$. (Bottom) Results at time $t = 20$. (Left) High order moment method. (Right) Multi-fluid model with ten sections. The computation is carried out in a $400 \times 200$ grid.

8.3 Conclusion

The results exposed in this section demonstrate the potential of the high order size moment method for the description of the dynamics of a polydisperse spray in terms of accuracy and also efficiency. Consequently they validate the numerical schemes developed for phase space transport and physical transport presented in Chapter 5 and Chapter 6 and their implementation done in the MUSE3D.
8.3 Conclusion

Figure 8.9: Comparison of the gas-phase fuel mass fraction. (Top) Results at time $t = 10$. (Medium) Results at time $t = 15$. (Bottom) Results at time $t = 20$. (Left) High order moment method. (Right) Multi-fluid model with ten sections. The computation is carried out in a $400 \times 200$ grid.

code, see Chapter 7. Two critical questions had to be answered to obtained this quality of result. The first was to ensure the realizability condition for the moments, in the treatment of evaporation, term, and during the advection scheme. This last issue has been the subject of some publications [231, 176]. Here, we propose an advection scheme preserving the integrity of the moment set per se. The second critical issue of our study was the efficiency in terms of CPU cost of our method relative to the multi-fluid model. It has been assessed, relatively to the multi-fluid model with 10 sections, on a study case of spray dynamics in a Taylor-Green configuration for the gaseous phase, and has given very satisfactory results. Moreover, comparisons in a free jet case with unstationary whirling gas phase show a very good level of similarity between the EMSM model and the multi-fluid model with 10 sections. This results can be found in [129].

It must nevertheless be kept in mind that these tests, performed with an academic code, are only a first step towards the implementation for spray resolution in industrial configurations. In this PhD framework the objective is to implement this method in the IFP-C3D code, with two major differences with the MUSES3D code. First, the code IFP-C3D is unstructured. Then its resolution algorithm is based on the ALE formalism. An important work has to be done in order to adapt the numerical schemes for high order size moment method in this new context, coping with the two critical conditions: the realizability condition and the stability through $\delta$-shock appearance. This work is explained in Chapter 13 and Chapter 14.
Part III

High order velocity moment method for treatment of high Knudsen number flows
Introduction

This part investigates the possibility, for a Eulerian spray model, to describe Particle Trajectory Crossings (PTC). This constitutes the answer to the second of the two limitations formulated in Section 3.4 of Eulerian spray models relative to Lagrangian models.

Chapter 9 presents the Eulerian Multi Velocity Moment model, referred to as the EMVM model. It relies on the same idea as the Eulerian Multi Size Moment model (EMSM model) explained in Part II, i.e. a high order moment method. Advection of velocity moments up to third order are considered, and methods to express the unclosed terms are discussed.

In Chapter 10, the coupling of the EMVM model with the multi-fluid or the EMSM model is presented, leading, for the first time, to Eulerian spray models able to describe both polydispersity and PTC. These new models are named, first, the Eulerian Multi-Fluid and Velocity Moment (EMFVM) model, second, the Eulerian Multi Size and Velocity Moment model.

In order to evaluate the EMFVM model, on challenging test cases such as the case presented in Section 3.3, it has to be implemented in the MUSES3D code. Its implementation strategy is then described in Chapter 11.

Finally, Chapter 12 displays and discusses the corresponding results.
Chapter 9

Eulerian Multi Velocity Moment (EMVM) model: modeling, mathematical properties, and numerical scheme

In the context of this work, a particle flow is characterized by two dimensionless numbers, the Knudsen and the Stokes numbers Kn and St, as explained in Section 1.2.1. In the limit of small Knudsen number, collisions are dominant and the particle velocity distribution function is very near the equilibrium distribution. In this context, in the so-called hydrodynamic limit \[123\], it is possible to describe the flow by velocity moments up to second order. The larger Knudsen number case is by far the most challenging case as the equilibrium distribution is no longer a good approximation and, eventually, one must solve the Boltzmann equation to adequately capture the flow physics of a non-equilibrium granular particle flow. For wall-bounded flows, non-equilibrium effects can be important near the walls, because the velocity distribution function is composed of incoming and outcoming particles in such a way that velocity is far from equilibrium.

Moreover, the greater the Stokes number is, the smaller the impact of the fluid on particles is. Then, for large enough Stokes and Knudsen numbers, particle trajectory crossing (PTC) will occur. Locally, the velocity distribution will be bimodal, with values corresponding to the velocities originating from each side of the plane. These effects are naturally considered by Lagrangian methods. But, in the vast majority of cases, when it comes to Eulerian methods, equilibrium closure for velocity moments will predict δ-shocks \[21\] in the local number density when in fact no such behavior is present in the flow \[57\]. It is necessary to extend the moment closure to eliminate this unphysical behavior brought by the inaccurate equilibrium assumption.

The range of Knudsen, Stokes and Reynolds numbers is very wide in real gas-particle flow. However, the case of high Stokes number is isolated, since our aim is to isolate the critical role of non-equilibrium effects in moment closures, and to investigate their treatment using quadrature-based moment closures. Moreover, within this assumption, velocity fluctuations due to gas-phase turbulence can be neglected.

In order to provide a closure for velocity moment of order greater than two, the quadrature method of moments (QMOM) is envisaged. It was introduced by \[175\] as a closure for population balance equations (PBE) involving a number density function (NDF) \(f(t, \mathbf{x}, \xi)\) with independent variable \(\xi\) representing the particle volume or mass. As seen in Chapter 2, the PBE that governs the NDF is difficult to resolve numerically, and thus moment methods are used. But in most cases, the derived moment equations are not closed and a closure step is required. Using QMOM, the moments are expressed in terms of a finite
set of N weights \( n_\alpha(t, x) \) and abscissas \( \xi_\alpha(t, x) \). defined such that:

\[
m_k = \sum_{\alpha=1}^{N} n_\alpha \xi_k^\alpha, \quad k = 0, \ldots, 2N - 1.
\]

(9.1)

The key feature of QMOM is the inversion algorithm used to find the weights and abscissas from the moments. Indeed, a direct non-linear solver is poorly conditioned. However, the algorithm proposed in [175] using the Product-Difference (PD) algorithm overcomes this difficulty by replacing the non-linear solver with a computationally efficient eigenvalue-eigenvector problem that is well-conditioned even for large \( N \). Using this algorithm, it is possible to solve a spatially dependent NDF using standard flow codes to transport the moments [160, 161, 82, 227, 237]. Unfortunately, the PD algorithm only works for uni-variate distribution functions, but not for bi-variate where \( f(t, x, \xi, \mu) \) depends on two internal coordinates. In order to overcome this limitation, one can directly work with transport equations of the weights and abscissas (direct quadrature method of moment or DQMOM). This method works well when \( \xi \) and \( \mu \) are passive scalars. For non-equilibrium gas-solid flows such as those considered in this work, DQMOM can be used with the velocity moments to rewrite the moment transport equations in terms of transport equations for the weights and abscissas. The resulting transport equations, in the absence of collision, have the form of the pressureless gas dynamics equation [21]. Although the DQMOM formulation works well in most of the flow domain, it fails at points where singularities occur, making the velocity abscissas change discontinuously [56]. Remarkably, a quadrature-based moment closure for the velocity distribution function is robust at such points [56, 57]. However, for multi-dimensional velocity distributions the key challenge of inverting the moments to find the weights and velocity abscissas remains.

This chapter is organized as follows. The first section presents the complete dynamic system treated in this chapter. Then it points out the mathematical issues faced for its resolution: the characterization of the entropic solution of the advection problem and the multi-dimensional quadrature of velocity moment vector. Section 9.2 focuses on the one dimension advection case where a mathematical analysis of the closed system is provided, as well as a numerical scheme. This work has been published in [125]. Section 9.3 addresses the issue of extending the QMOM to a multi-dimensional configuration and presents the adopted quadrature strategy in two dimensions. Section 9.4 focuses on the resolution of the interaction and source terms present in the basis kinetic equation. Section 9.5 exposes the numerical strategy for the complete system in two dimensions. Eventually, some basis results of impinging jet are presented in Section 9.6. This work has partially been published in [172].

9.1 Kinetic description of dilute gas-particle flows and moment transport equations

9.1.1 Moment dynamic system

We consider here only dynamic effects of a monodisperse flow, experiencing drag and collision monitored by its Stokes and Knudsen number respectively. Consider then the following kinetic equation for the velocity distribution function \( f(t, x, u) \) of dilute monodisperse solid particles in gas phase:

\[
\partial_t f + \nabla_x \cdot (uf) + \nabla_u \cdot (D_r f) = \Gamma,
\]

(9.2)

where \( u \) is the particle velocity, \( D_r \) is the drag term and \( \Gamma \) is the particle-particle collision term.

In this section, we will assume that the collision term is already closed, using the Bhatnagar-Gross-Krook (BGK) approximation [15], see Section 1.2.3. The collision term reads:

\[
\Gamma = \frac{1}{Kn}(f_{eq} - f),
\]

(9.3)
9.1 Kinetic description of dilute gas-particle flows and moment transport equations

where \( f_{eq} \) is the equilibrium (Maxwellian) distribution. In 2 dimensions, \( f_{eq} \) is given by:

\[
f_{eq}(\mathbf{u}) = \frac{M_{0,0}}{2\pi\sigma_{eq}} \exp\left(\frac{-u^2}{2\sigma_{eq}}\right),
\]

where \( \sigma_{eq} \) is the equilibrium variance and we recall that \( v = u - u_p \). Although for real particles, collisions are usually unelastic, for the sake of simplicity, we will consider here that \( \sigma_{eq} \) is conserved. Indeed, our primary aim is to show that the high order velocity moment method can be coupled to a collision term, the study of the collision terms being a secondary work. Note that the Knudsen number \( Kn \) is proportional to the collision time \( \tau_c \), so that the velocity distribution function is equal to \( f_{eq} \) when \( Kn = 0 \). In the opposite limit, the particles are collision-less and the velocity distribution function will be determined by the remaining term in Eq. (9.2), and hence can be far from equilibrium.

The drag term is approximated by the Stokes closure \( D_r = \frac{1}{St} (u_g - u) \).

In this work, we consider dynamic equations on velocity up to third order, and up to two dimensions. Let us then introduce the notations used throughout this chapter:

- \( M_{l,m} \) denotes the velocity moment vector, in two dimensions:
  \[
  M_{l,m} = \int u_1^l u_2^m f d\mathbf{u}, \quad l + m \leq 3,
  \]

- \( W_{N_{dim}} \) denotes the velocity moment vectors in \( N_{dim} \) dimension(s),
- \( W_{N_{dim}}^* \) denotes the vector of controlled moments,
- \( \beta \) denotes the number of quadrature nodes,
- \( V_\beta \) denotes the set of weights and abscissas of the quadrature,
- \( V_\beta^q \) denotes the set of weights and abscissas of the quadrature in the frame of the Cholesky decomposition
- \( W_{N_{dim}} \) denotes the set of velocity moments up to third order in \( N_{dim} \) dimensions,
- \( \mathcal{W}_{N_{dim},1} \) denotes the set of representable moments by the set of weights and abscissas in \( N_{dim} \) dimensions.

In one dimension four moments are considered:

\[
W_1 = (M_0, M_1, M_2, M_3).
\]

The system of equations verified by \( W_1 \) writes:

\[
\begin{align*}
\partial_t M_0 + \partial_x M_1 &= 0, \\
\partial_t M_1 + \partial_x M_2 &= 0, \\
\partial_t M_2 + \partial_x M_3 &= 0, \\
\partial_t M_3 + \partial_x M_4 &= 0.
\end{align*}
\]

where the terms \( M_4 \) is unclosed.

In two dimensions ten moments are considered:

\[
W_2 = (M_{0,0}, M_{1,0}, M_{0,1}, M_{2,0}, M_{1,1}, M_{0,2}, M_{3,0}, M_{2,1}, M_{1,2}, M_{0,3}).
\]
9.2 Quadrature-based method in one-dimension

Considering now the transport equations for the moments of Eq. (9.2)

\[
\begin{align*}
\partial_t(M_{0,0}) + \partial_x(M_{1,0}) + \partial_y(M_{0,1}) &= 0, \\
\partial_t(M_{l,m}) + \partial_x(M_{l+1,m}) + \partial_y(M_{l,m+1}) &= D_{l,m}^1, \ l + m = 1, \\
\partial_t(M_{l,m}) + \partial_x(M_{l+1,m}) + \partial_y(M_{l,m+1}) &= D_{l,m}^2 + C_{l,m}^2, \ l + m = 2, \\
\partial_t(M_{l,m}) + \partial_x(M_{l+1,m}) + \partial_y(M_{l,m+1}) &= D_{l,m}^3 + C_{l,m}^3, \ l + m = 3.
\end{align*}
\]

(9.9)

The terms \(D_{l,m}^1, D_{l,m}^2, D_{l,m}^3\) denote the drag terms, and \(C_{l,m}^2, C_{l,m}^3\) denote the collision terms. Some unclosed terms appear in Eq. (9.9): \(M_{l+1,m}\) and \(M_{l,m+1}\), and the drag terms. Finding a robust and accurate closure for these terms is one of the issues discussed in this chapter.

9.1.2 Resolution strategy and challenges for the advection term resolution

As done in Part II we present the closures and the numerical scheme in the context of the operator splitting algorithm described in Section 3.2.1. This enables us to focus on resolution strategies for each of the transport, drag, and collision operator. Here particularly, it allows to isolate the advection term, which is by far the term that brings the greatest issues.

Indeed, two questions have to be answered. First, in order to design precise numerical schemes for advection, the analysis of the mathematical structure of system (9.9) has to be done, as well as the characterization of the entropic solution in case of singularities. This study is presented in Section 9.2, on a one dimension configuration to begin with, since, as mentioned in the introduction, the quadrature of a mono-variate function is well known. This is not the case for multi-dimensional configurations where the quadrature problem becomes ill-posed. Therefore, the second challenge is to propose an acceptable quadrature method, numerically stable, and being used in actual computations. The answer to this question is found in Section 9.2.6.2.

9.2 Quadrature-based method in one-dimension: mathematical properties of the resulting system and entropy solutions

Numerical algorithms in order to simulate systems of conservation laws such as system (9.7) with the related quadrature-based closure have been proposed in [84] from the work for [24] using naturally kinetic scheme with finite volume methods. Let us also mention the work of [99] independently proposing algorithms based on delta-closure. However, many issues are still to be tackled in order to reach high order numerical schemes that preserve the whole vector of moments. In fact, such models are meant to capture a given level of complexity in the phase space which is fixed in advance by the number of moments and quadrature nodes. In some rare or particular situations, when one controls perfectly such dynamics, it can be guaranteed that the solutions will remain smooth. However, in most cases the numerical schemes have to tackle the possibility of singular solutions when the dynamics complexity goes beyond the one allowed by the model. In such cases the solution of the resulting system of PDEs is the viscosity solution and does not reproduce the exact dynamics in phase space and measure solutions are expected, for which we need a precise framework. More specifically, even if for the pressureless gas system, the work of [21] has set the correct mathematical background in order to define general entropic solutions, such a work has not yet been performed for higher order moment methods in the several cited publications. This is the purpose of the present section, organized as follows. First we characterize the mathematical structure of the system with the quadrature-based closure provided. We then define entropy conditions and provide, for smooth solutions, the one-to-one kinetic-macroscopic relation. We then tackle the Riemann problem and define entropy measure solutions. Two examples of smooth and singular solution are then provided in Section 9.6, for which we rigorously identify the entropic character of the solution and which are then reproduced numerically.
9.2 Quadrature-based method in one-dimension

9.2.1 Quadrature-based velocity moment models for kinetic equations

Consider the solution $f = f(t,x,u)$ of the free transport kinetic equation

$$\partial_t f + u \partial_x f = 0, \quad t > 0, \ x \in \mathbb{R}, \ u \in \mathbb{R}$$

(9.10)

with initial condition

$$f(0,x,u) = f_0(x,u).$$

The exact solution is given by

$$f(t,x,u) = f(0,x - ut, u) = f_0(x - ut, u).$$

Defining the $i$-order moment

$$M_i = \int_v f(t,x,u)u^i du, \quad i = 1, ..., N, \ N \in \mathbb{N},$$

the associated governing equations are easily obtained from (9.10) after multiplication by $\nu^i$ and integration over $\nu$, and write

$$\partial_t M_i + \partial_x M_{i+1} = 0, \quad i \geq 0.$$  

For the sake of simplicity, but without any restriction, we will focus our attention hereafter on the four-moment model

$$\begin{align*}
\partial_t M_0 + \partial_x M_1 &= 0, \\
\partial_t M_1 + \partial_x M_2 &= 0, \\
\partial_t M_2 + \partial_x M_3 &= 0, \\
\partial_t M_3 + \partial_x M_4 &= 0.
\end{align*}$$

(9.11)

It will be convenient to write (9.11) under the following abstract form

$$\partial_t \mathbf{M} + \partial_x \mathbf{F}(\mathbf{M}) = 0,$$

(9.12)

with $\mathbf{M} = (M_0, M_1, M_2, M_3)^t$ and $\mathbf{F}(\mathbf{M}) = (M_1, M_2, M_3, M_4)^t$.

9.2.1.1 Quadrature inside the moment space

This model is closed provided that $M_4$ is defined as a function of $\mathbf{M}$. In quadrature-based moment methods, the starting point to define this closure relation consists in representing the velocity distribution of $f(t,x,u)$ by a set of two Dirac delta functions, that is a two-node quadrature :

$$f(t,x,u) = n_1(t,x)\delta(u - U_1(x,t)) + n_2(t,x)\delta(u - U_2(x,t)),$$

(9.13)

where the weights $n_1(t,x) > 0$, $n_2(t,x) > 0$ and the velocity abscissas $U_1(t,x)$, $U_2(t,x)$ are expected to be uniquely determined from the knowledge of $\mathbf{M}(x,t)$. Dropping the $(x,t)$-dependance to avoid cumbersome notations, such a function $f$ has exact moments of order $i = 0, ..., 4$ given by $n_1 U_1^i + n_2 U_2^i$.

The next step then naturally consists in setting

$$M_4 = n_1 U_1^4 + n_2 U_2^4.$$  

(9.14)

where $n_1$, $n_2$ and $U_1$, $U_2$ are defined from $\mathbf{M}$ by the following nonlinear system :

$$\begin{align*}
M_0 &= n_1 + n_2, \\
M_1 &= n_1 U_1 + n_2 U_2, \\
M_2 &= n_1 U_1^2 + n_2 U_2^2, \\
M_3 &= n_1 U_1^3 + n_2 U_2^3.
\end{align*}$$

(9.15)

At last, it remains to prove that this system is well-posed, which is the matter of the next proposition. We refer to [124, 99, 56] for the proof.
Proposition 3  System (9.12)-(9.14)-(9.15) is well-defined on the convex phase space $\Omega$, also called the moment space, given by

$$\Omega = \{ M = (M_0, M_1, M_2, M_3)^t, M_0 > 0, M_0 M_2 - M_1^2 > 0 \}.$$ 

Moreover, setting $U = (n_1, n_2, n_1 U_1, n_2 U_2)^t$, the function $U = U(M)$ is one-to-one and onto as soon as we set for instance $U_1 > U_2$. Moreover we have $0 < n_1 < M_0$ and $0 < n_2 < M_0$.

Proposition 3 can be extended to the more general case of a $2k$-moment models, $k > 1$. The velocity distribution is represented in this situation by a set of $k$ Dirac delta functions, leading to $M_i = \sum_{j=1}^{k} n_j U_j^i$, $i = 0, ..., 2k - 1$, and $\overline{M_{2k}} = \sum_{j=1}^{k} n_j U_j^{2k}$.

9.2.1.2 Hyperbolic structure inside the moment space

The two-moment model, corresponding to $k = 1$, that is the one-node quadrature, writes

$$\begin{cases}
\partial_t n + \partial_x nU = 0, \\
\partial_t nU + \partial_x nU^2 = 0,
\end{cases}$$

which is nothing but the well-known pressureless gas dynamics system. Recall that this model is only weakly hyperbolic (the jacobian matrix is not diagonalizable) with $v$ as unique eigenvalue, the characteristic field being linearly degenerate. Since there can be areas in the solution where a single quadrature node is sufficient at the frontier of the moment space in order to describe the dynamics, the solution in such zones will satisfy the previous degenerated system of two conservation laws. However for the time being, we will work inside the moment space and leave the behavior at the frontier for the next subsection.

Actually, we will observe in the course of the next section that the four-moment model (9.12) is equivalent for smooth solutions (only) to two decoupled pressureless gas dynamics systems associated with $(n_1, n_1 U_1)$ and $(n_2, n_2 U_2)$ respectively. Then (9.12) is expected to admit two eigenvalues $U_1$ and $U_2$ and to be weakly hyperbolic with linearly degenerate characteristic fields, as stated in the following proposition.

Proposition 4 ([124, 99]) System (9.12)-(9.14)-(9.15) is weakly hyperbolic on $\Omega$ and admits the two eigenvalues $U_1$ and $U_2$, $U_1 \neq U_2$. The associated characteristic fields are linearly degenerate.

Proof 2 For the sake of completeness, we propose here a direct proof of the eigenvalues $U_1$ and $U_2$ of (9.12)-(9.14)-(9.15). By (9.15), we first easily get

$$\begin{cases}
M_0 = n_1 + n_2, \\
M_1 - U_1 M_0 = n_2(U_2 - U_1), \\
M_2 - U_1 M_1 = n_2 U_2(U_2 - U_1), \\
M_3 - U_1 M_2 = n_2 U_2^2(U_2 - U_1),
\end{cases}$$

and then, setting $\sigma_0 = U_1 U_2$ and $\sigma_1 = -(U_1 + U_2)$,

$$\begin{pmatrix} M_0 \\ M_1 \\ M_2 \end{pmatrix} \begin{pmatrix} \sigma_0 \\ \sigma_1 \end{pmatrix} = - \begin{pmatrix} M_2 \\ M_3 \end{pmatrix}.$$  

This system is invertible in the phase space $\Omega$ ($M_0 M_2 - M_1^2 \neq 0$) and uniquely defines $\sigma_0$ and $\sigma_1$ with respect to $M$:

$$\begin{pmatrix} \sigma_0 \\ \sigma_1 \end{pmatrix} = \frac{1}{M_0 M_2 - M_1^2} \begin{pmatrix} M_1 M_3 - M_2^2 \\ M_1 M_2 - M_0 M_3 \end{pmatrix},$$ (9.16)
Then, we have

\[ \begin{align*}
M_4 &= n_1 U_1^4 + n_2 U_2^4 \\
&= n_1 U_1^2 U_1 + n_2 U_2^2 U_2 \\
&= (n_1 U_1^2 + n_2 U_2^2)(U_1 + U_2) - (n_1 U_1^2 + n_2 U_2^2)U_1 U_2 \\
&= -M_3 \sigma_0 - M_3 \sigma_1,
\end{align*} \]

which finally gives \( M_4 \) with respect to \( M \).

The Jacobian matrix \( J = \nabla_M F \) is given by

\[
J = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ a & b & c & d \end{pmatrix} \quad \text{with} \quad \begin{cases} a = \partial_{M_4} M_4, \\ b = \partial_{M_4} M_4, \\ c = \partial_{M_4} M_4, \\ d = \partial_{M_4} M_4. \end{cases}
\]

Using (9.16) and (9.17), the calculations of the last row coefficients eventually lead to

\[
J = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -\sigma_0^2 & -2\sigma_0 \sigma_1 & -2\sigma_0 - \sigma_1^2 & -2\sigma_1 \end{pmatrix}.
\]

Finally, the characteristic polynomial \( p(\lambda) \) of \( J \) is easily shown to equal

\[ p(\lambda) = (\lambda - U_1)^2(\lambda - U_2)^2. \]

This concludes the proof.

Propositions 3 and 4 show that System (9.12)-(9.14)-(9.15) is well-defined and weakly hyperbolic only on \( \Omega \), which gives in particular \( U_1 \neq U_2 \) in the interior of the moment space. At a first sight, this might appear to be restrictive in the sense that one of the main objectives of the model is to allow particle trajectory crossing, that is in particular to deal with initial data consisting of two colliding particle packets such that \( U_1 = U_2 \) at each point initially (see for instance Section 7). Thus, in the last part of the present section, we characterize the behavior at the frontier \( \Gamma \) of the moment space when \( M_0 > 0 \) : \( \Gamma = \{M = (M_0, M_1, M_2, M_3)^T, M_0 > 0, M_0 M_2 - M_1^2 = 0\} \).

9.2.1.3 Behavior at the frontier of the moment space

As mentioned previously, it is rather natural to envision the coexistence, in a single smooth moment solution, of zones where the number of quadrature nodes are different. More specifically, we will examine the coexistence of zones where only one quadrature node is needed (\( U_1 = U_2 \)), that is where \( M = (M_0, M_1, M_2, M_3)^T \) with \( M_0 > 0 \) and \( M_0 M_2 - M_1^2 = 0 \), and zones where \( M_0 M_2 - M_1^2 > 0 \) which are inside the moment space \( \Omega \), whereas the vector of moments are smooth everywhere.

After easy calculations in terms of \( n_1, n_2, U_1 \) and \( U_2 \), the latter equality \( M_0 M_2 - M_1^2 = 0 \) writes

\[ n_1 n_2 (U_1 - U_2)^2 = 0, \]

so that if the vector \((n_1, n_2, n_1 U_1, n_2 U_2)^T\) exists, this actually corresponds to the case \( u := U_1 = U_2 \) (still under the assumption \( n_1 \neq 0 \) and \( n_2 \neq 0 \)) or to the case where one of the weights is zero. We also note that in both cases \( M_k = M_0 u^k \), whatever \( k \) in this case, so that the whole set of moments should be provided once \( M_0 \) and \( M_1 \) are given, in close connection to the case of pressureless gas dynamics. There are in fact two possibilities:

- either \( M = (M_0, M_1, M_2, M_3)^T \) is such that \( M_0 M_3 - M_1 M_2 \neq 0 \) : in this case (9.15) cannot be solved and the vector \((n_1, n_2, n_1 U_1, n_2 U_2)^T\) does not exist,
- or \( M = (M_0, M_1, M_2, M_3)^T \) is also such that \( M_0 M_3 - M_1 M_2 = 0 \) : in this case (9.15) can be solved and we have \( u = U_1 = U_2 = M_1 / M_0 \), together with \( n_1 \) and \( n_2 \) defined by the one-parameter equation \( n_1 + n_2 = M_0 \). As we will see just below, the choice \( n_1 = n_2 = M_0 / 2 \) is the most natural one when we have to deal with an isolated point at the frontier of the moment space.
9.2 Quadrature-based method in one-dimension

In order to justify the choice \( n_1 = n_2 = M_0/2 \), we first observe that both conditions
\[
\begin{align*}
&M_0 M_2 - M_1^2 = 0, \\
&M_0 M_3 - M_1 M_2 = 0,
\end{align*}
\]
are equivalent to conditions
\[
\begin{align*}
e &= 0, \\
q &= 0,
\end{align*}
\]
where we have set
\[
\begin{align*}
e &= M_0 M_2 - M_1^2, \\
q &= (M_3 M_0^2 - M_1^3) - 3M_1 (M_0 M_2 - M_1^2),
\end{align*}
\]
and we consider \( n_1, n_2, U_1 \) and \( U_2 \) as functions of \((M_0, M_1, q, e)\) with \( M_0 > 0 \), and \( e > 0 \))^1. We then propose to study the asymptotic behavior of these functions when \( e \to 0^+ \), considering that \( M_0 > 0, M_1 \) and \( q \) are fixed. Note that
\[
\Gamma = \{(M_0, M_1, e, q)^t, M_0 > 0, e = 0\}.
\]
We get the following result.

**Lemma 6** Let be given \( M_0 > 0, M_1 \) and \( q \). Then we have
\[
\begin{align*}
\lim_{e \to 0^+} n_2 &= \begin{cases} 
M_0 & \text{if } q > 0, \\
0 & \text{if } q < 0, \\
\frac{M_0}{2} & \text{if } q = 0,
\end{cases}
\quad \lim_{e \to 0^+} n_1 = \begin{cases} 
0 & \text{if } q > 0, \\
M_0 & \text{if } q < 0, \\
\frac{M_0}{2} & \text{if } q = 0,
\end{cases}
\quad \lim_{e \to 0^+} U_2 = \begin{cases} 
\frac{M_1}{M_0} & \text{if } q > 0, \\
-\infty & \text{if } q < 0, \\
\frac{M_0}{M_1} & \text{if } q = 0,
\end{cases}
\quad \lim_{e \to 0^+} U_1 = \begin{cases} 
\frac{M_1}{M_0} & \text{if } q > 0, \\
\frac{M_0}{M_1} & \text{if } q < 0, \\
\frac{M_0}{M_1} & \text{if } q = 0,
\end{cases}
\quad \lim_{e \to 0^+} n_2 U_2 = \begin{cases} 
M_1 & \text{if } q > 0, \\
0 & \text{if } q < 0, \\
\frac{M_1}{M_0} & \text{if } q = 0,
\end{cases}
\quad \lim_{e \to 0^+} n_1 U_1 = \begin{cases} 
0 & \text{if } q > 0, \\
M_1 & \text{if } q < 0, \\
\frac{M_0}{M_1} & \text{if } q = 0,
\end{cases}
\end{align*}
\]

**Proof 3** The admissible change of variables \((M_0, M_1, M_2, M_3) \to (M_0, M_1, e, q)\) allows to write after easy calculations
\[
U_1 = \frac{M_1}{M_0} + \frac{q}{M_0} \left( \frac{1 + \text{sign}(q) \sqrt{1 + 4e^3/q^2}}{2} \right), \quad n_2 = \frac{M_0 e (U_1 M_0 - M_1)}{\sqrt{q^2 + 4e^3}},
\]
and if \( q \neq 0 \)
\[
U_1 = \frac{M_1}{M_0} + \frac{q}{M_0} \left( \frac{1 + \text{sign}(q) \sqrt{1 + 4e^3/q^2}}{2} \right), \quad n_2 = \frac{M_0 e}{q} \left( \frac{U_1 M_0 - M_1}{\text{sign}(q) \sqrt{1 + 4e^3/q^2}} \right),
\]
where we have set
\[
\text{sign}(q) = \begin{cases} 
1 & \text{if } q > 0, \\
-1 & \text{if } q < 0.
\end{cases}
\]
It is then an easy matter to get the expected results distinguishing between the three cases \( q < 0, q > 0 \) and \( q = 0 \). It is then clear by a continuity argument that the proposed choice \( n_1 = n_2 = M_0/2 \) when \( e = q = 0 \) is actually natural.

---

^1The definitions of \( e \) and \( q \) naturally comes out after noticing that setting \( \pi_1 = \frac{n_1}{M_0}, \pi_2 = \frac{n_2}{M_0}, \eta_1 = U_1 - \frac{M_0}{M_0} \), \( \eta_2 = U_2 - \frac{M_1}{M_0} \), solving (9.15) is equivalent to solving
\[
\begin{align*}
1 &= \pi_1 + \pi_2, \\
0 &= \pi_1 \eta_1 + \pi_2 \eta_2, \\
e &= \pi_1 \eta_1 + \pi_2 \eta_2, \\
q &= \pi_1 \eta_1 + \pi_2 \eta_2,
\end{align*}
\]
with \( e = (M_0 M_2 - M_1^2)/M_0^2 \) and \( q = ((M_3 M_0^2 - M_1^3) - 3M_1 (M_0 M_2 - M_1^2))/M_0^3 \).
An important consequence of this lemma is that in the half plane $e > 0$, the region close to the frontier \( \Gamma \) for a non-zero \( q \) corresponds to abscissas going to infinity with arbitrary small weights. Moreover, when the velocity distribution at the kinetic level have compact support in the initial distribution, such a property will be preserved throughout the dynamics of the system and we want to be able to switch continuously from two-node to one-node quadrature without pathological behavior on the abscissas and weights.

Let us provide a first example where such a behavior is present. We consider a path in the moment space parametrized by the variable \( x \), such that \( n_1 = x^3, n_2 = 1, U_1 = 1/x \) and \( U_2 = 0 \). As \( x \) approaches zero, the smooth moment vector \( M = (1 + x^3, x^2, x, 1)^t \) has a very regular limit at the frontier of the moment space along the lines presented before with an unbounded abscissa. Indeed we have here \( e = x \) and \( q = 1 - x^3 \) approaches the fixed non-zero value of 1. Note that if we replace the first weight by \( n_1 = x^4, \) we still have an unbounded abscissa even if we converge towards the point \((0,0)\) in the \((e,q)\) plane \((e = x^2, q = x(1-x^4))\).

We thus have to find a framework in a subset of the plane \((e,q)\) such that the limits are better behaved. A natural choice presented above is the line \( q = 0 \) but it is too restrictive. In order to naturally introduce the relevant subset of \( \Omega \), let us consider the other example with \( n_1 = \alpha x^3, n_2 = 1, U_1 = \gamma x^3 \) and \( U_2 = 0 \), with \( \alpha > 0, \gamma > 0, \beta \geq 0 \) and \( \delta \geq 0 \). As \( x \) approaches zero, the moment vector \( M = (1 + \alpha x^3, \alpha \gamma x^3/\beta, \alpha \gamma x^3/\beta + \delta, \alpha \gamma x^3/\beta + \delta + \delta) \) reaches the frontier \( \Gamma \) of the moment space\(^2\). Two cases are interesting: firstly when \( \beta = 0 \), we reach the point \((0,0)\) in the \((e,q)\) plane asymptotically along the line \( q/\epsilon^{1/2} = (1-\alpha)/\alpha^{1/2} \) and no weight is approaching zero, whereas the two abscissas are joining (see formulas in the proof above). Secondly, when \( \delta = 0 \), one of the weights is reaching zero, whereas the two abscissas remain different at a distance of \( \gamma \) at the limit and we reach the point \((0,0)\) in the \((e,q)\) plane asymptotically along the line \( q/(M_0 e) = \gamma \) at the limit \( x \rightarrow 0 \) (see again formulas in the proof above).

We will prove in the following proposition that the proper framework is a symmetric cone in the \((e,q)\) plane centered at the point \((0,0)\) corresponding the \( |q/(M_0 e)| \leq \eta \), where \( \eta \) is a measure of the maximal distance allowed between the two abscissas.

**Proposition 5** We define a regular path in the moment space \( M_x \) which admits a limit as \( x \) goes to zero and is at least \( C^1 \) up to the limit \( M_0 \). Its limit further satisfies \( e_0 = 0 \) and we assume \( M_{0x} > \nu > 0 \), \( |q_x/(M_{0x} e_x)| \leq \eta \), where \( \eta > 0 \). We then have the following properties :

- \( \lim_{x \rightarrow 0} q_x = q_0 = 0 \).
- the weights and abscissas admit limits \( n_{i0} = \lim_{x \rightarrow 0} n_{ix}, U_{i0} = \lim_{x \rightarrow 0} U_{ix} \). If we assume that \( n_{i0} > 0 \) for both \( i \), then \( U_{i0} = U_{20} \), or, if one weight approaches zero, such as \( n_{10} = 0 \) then we have \( |U_{10} - U_{20}| \leq \eta \) and \( \eta \) is then a bound on the distance between the two abscissas.
- \( M_0 = (M_{00}, M_{10}, M_{20}/M_{00}, M_{30}/M_{00}, M_{40}/M_{00})^t \).

**Proof 4** It is first clear that \( \lim_{x \rightarrow 0} q_x = q_0 = 0 \) since \( |q_x| \leq \eta M_{0x} e_x \) and \( e_0 = 0 \). Then, easy calculations give

\[
U_1 - U_2 = \sqrt{\frac{q^2}{M_0^2 e^2} + \frac{4e}{M_0^2}}
\]

so that denoting \( l = \lim_{x \rightarrow 0} |q_x|/(M_{0x} e_x) \geq 0 \), we clearly have \( U_{1x} - U_{2x} \rightarrow l \) when \( x \rightarrow 0 \) and \( \eta \) represents an upper bound for \( U_{10} - U_{20} \). Let us now distinguish between both cases \( l > 0 \) and \( l = 0 \). We first note the following expression for \( q/(M_0 e) \) :

\[
\frac{q}{M_0 e} = (\omega_1 - \omega_2)(U_2 - U_1), \quad \omega_i = \rho_i / M_0, \quad \omega_1 + \omega_2 = 1.
\]

If \( l > 0 \), one can write

\[
|n_{1x} - n_{2x}| = |\frac{q_x}{M_{0x} e_x}| \times \frac{1}{|U_{1x} - U_{2x}|} \times M_{0x},
\]

\(^2\)The corresponding values of \( e \) and \( q \) are \( e = \alpha \gamma^2 x^3 + 2\delta \) and \( q = \alpha \gamma^3 x^3 + 3\delta (1 - \alpha x^3) \).
and this quantity clearly tends to $M_{00}$ as $x$ goes to zero. Which means that one weight approaches zero, $n_{10} = 0$ or $n_{20} = 0$, and the other one $M_{00}$ (recall that $n_{1x} + n_{2x} = M_{0x}$). If $l = 0$, it is clear by the following formula for $U_1$ (see the proof above)

$$U_1 = \frac{M_1}{M_0} + \frac{q + \sqrt{q^2 + 4e^3}}{2M_0e}$$

that $U_{10} = U_{20} = M_{10}/M_{00}$. Using now the definition of $n_1$ and $n_2$ (see again the proof above), one easily get

$$\omega_2 = \frac{n_2}{M_0} = \frac{\sqrt{1 + 4e^3/q^2} + \text{sign}(q)}{2\sqrt{1 + 4e^3/q^2}}, \quad \omega_1 = \frac{n_1}{M_0} = \frac{\sqrt{1 + 4e^3/q^2} - \text{sign}(q)}{2\sqrt{1 + 4e^3/q^2}},$$

so that both weights have limits piloted by the limit of $q/e^{3/2}$.

The last claim $M_0 = (M_{00}, M_{10}, M_{11}/M_{00}, M_{10}/M_{00})^T$ is clear, which completes the proof.

A very important consequence of the previous proposition is the fact that along smooth paths inside the proposed cone which reach the point $(0, 0)$ in the $(e, q)$ plane, the flux introduced in equation 9.12 is regular up to the frontier of the moment space, even if the mapping of $\mathbf{M}$ onto $\mathbf{U}$ is not \footnote{The mapping of $\mathbf{M}$ onto $\mathbf{U}$ will never be smooth at point $(0, 0)$ in the $(e, q)$ plane since the limit of $\mathbf{U}$ will depend on the limit of $q/(M_0e)$, whereas the limit value of $\mathbf{M}$ in the proposed cone is always fixed.}

Proposition 6 For any regular path in the moment space satisfying the assumptions of the previous proposition, that is living in the proper cone in the $(e, q)$ plane and reaching smoothly the point $(0, 0)$, the flux $F(M)$ is continuous up to the frontier of the moment space and $C^1$ at $(0, 0)$ in any direction inside the proposed cone.

Proof 5 The proof is rather straightforward when one has noticed the two equations, the first of which is the expression (9.17) of $\frac{M_4}{M_0} = -\sigma_0 M_2 - \sigma_1 M_3$ as a function of $M_2$, $M_3$, $\sigma_0$ and $\sigma_1$, and the second is the expression of $\sigma_0$ and $\sigma_1$:

$$\begin{pmatrix} \sigma_0 \\ \sigma_1 \end{pmatrix} = \begin{pmatrix} q & M_1 \\ M_0 e & M_0 \end{pmatrix} \begin{pmatrix} M_1 \\ M_0 \end{pmatrix}^2 - \frac{e}{M_0} \begin{pmatrix} 1 \\ q/M_0 e \end{pmatrix} \begin{pmatrix} 1 \\ -2 \end{pmatrix}.$$

Finally, following the same lines for the evaluation of the Jacobian matrix of the flux (see matrix $J$ in section 2.2), it becomes clear that the flux is continuous and continuously differentiable in any direction inside the proposed cone. Besides, it can be easily seen that the expression of the flux as a function of $(M_0, M_1, e, q)^T$ becomes

$$\frac{M_4}{M_0} = -\left(\frac{q}{M_0 e} + \frac{M_1}{M_0} \right)^2 + \left(\frac{q}{M_0 e} + \frac{2 M_1}{M_0} \right) \left(\frac{M_1}{M_0}^3 + \frac{3 M_1}{M_0 M_0^3 e} \right).$$

$M_4/M_0$ tends to $(M_{10}/M_{00})^4$ when $e$ goes to $0^+$ which concludes the proof.

Remark 1 Let us emphasize that in the various configurations we have proposed when the convergence toward the frontier of the moment space does not lie inside the cone $|q_x/(M_{0x} e_x)| \leq \eta$ in the $(e, q)$ plane, the flux can dramatically loose regularity. It can either have a limit without being differentiable or even not have a limit at all. The impact of the previous proposition thus becomes clear and sets the proper framework for solutions which will reach the frontier of the moment space.
Remark 2 In the case $M_0 > 0$, at the frontier of the moment space within the previous proposed framework, we have $e = 0$, $q = 0$; the model is made of the two unknowns $M_0$ and $M_1$ and then degenerates to the usual pressureless gas dynamics which is weakly hyperbolic with a single eigenvalue $u = M_1/M_0$. It should be noticed that for smooth solutions, the last two equations of system 9.11 on $M_2 = M_1^2/M_0$ and $M_3 = M_1^3/M_0^2$ are still satisfied with $M_4 = M_1^4/M_0^3$ coherent with the previous limit obtained for the flux. As a consequence, we can notice, that at least for smooth solutions, the system of partial differential equations (9.11) can describe the dynamics inside and at the frontier of the moment space.

9.2 Quadrature-based method in one-dimension

In this section, we will work in the interior of the moment space and we exhibit natural entropy inequalities for the following small viscosity system associated with (9.11):

\[
\begin{align*}
\partial_t M_0 + \partial_x M_1 &= \epsilon \partial_{xx} M_0, \\
\partial_t M_1 + \partial_x M_2 &= \epsilon \partial_{xx} M_1, \\
\partial_t M_2 + \partial_x M_3 &= \epsilon \partial_{xx} M_2, \\
\partial_t M_3 + \partial_x M_4 &= \epsilon \partial_{xx} M_3,
\end{align*}
\]

which gives in condensed form

\[
\partial_t \mathbf{M} + \partial_x \mathbf{F} = \epsilon \partial_{xx} \mathbf{M}.
\]

Throughout this section, we will consider smooth solutions only. We thus have

\[
\partial_t \mathbf{M} + \mathbf{J} \partial_x \mathbf{M} = \epsilon \partial_{xx} \mathbf{M} \quad \text{with} \quad \mathbf{J} = \nabla_{\mathbf{M}} \mathbf{F}.
\]

Setting $\mathbf{A} = \nabla \mathbf{U} \mathbf{M}$, we then get

\[
\partial_t \mathbf{U} + \mathbf{A}^{-1} \mathbf{J} \partial_x \mathbf{U} = \epsilon \mathbf{A}^{-1} \partial_{xx} \mathbf{U}.
\]

Our objective is to prove that

\[
\partial_t \eta + \partial_x q \leq \epsilon \partial_{xx} \eta,
\]

for a natural choice of couple $(\eta, q)$ given by

\[
\begin{align*}
\eta &= n_1 S(U_1) + n_2 S(U_2), \\
q &= n_1 U_1 S(U_1) + n_2 U_2 S(U_2).
\end{align*}
\]

Here $S$ denotes a convex function from $\mathbb{R}$ to $\mathbb{R}$, and we will especially consider the case where $S(u) = u^{2\alpha}$, $\alpha \geq 0$. Of course, the densities $n_1$, $n_2$ and velocities $U_1$, $U_2$ involved in (9.22) are naturally defined by means of the one-to-one and onto function $\mathbf{U} = \mathbf{U}(\mathbf{M})$. In the following and with a little abuse in the notations, we will consider without distinction $\eta$ and $q$ as functions of $\mathbf{M}$ or $\mathbf{U}$.

We first observe

\[
\begin{align*}
\partial_t \eta + \partial_x q &= \partial_t \eta(\mathbf{U}) + \partial_x q(\mathbf{U}) \\
&= \nabla_{\mathbf{U}} \eta \partial_t \mathbf{U} + \nabla_{\mathbf{U}} q \partial_x \mathbf{U} \\
&= \nabla_{\mathbf{U}} \{ -A^{-1} \mathbf{J} \partial_x \mathbf{U} + \epsilon A^{-1} \partial_{xx} \mathbf{U} \} + \nabla_{\mathbf{U}} q \partial_x \mathbf{U}.
\end{align*}
\]

The following two lemmas, the proofs of which are left to the reader, will be useful in order to estimate the entropy dissipation rate $D$ defined by

\[
D = \nabla_{\mathbf{U}} \{ -A^{-1} \mathbf{J} \partial_x \mathbf{U} + \epsilon A^{-1} \partial_{xx} \mathbf{U} \} + \nabla_{\mathbf{U}} q \partial_x \mathbf{U}.
\]

Lemma 7 The matrices $\mathbf{J}$ and $\mathbf{A}$ are given by

\[
\mathbf{J} = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-U_1^2 U_2 & 2U_1 U_2 (U_1 + U_2) & -2U_1 U_2 - (U_1 + U_2)^2 & 2(U_1 + U_2)
\end{pmatrix}
\]

\[
\mathbf{A} = \begin{pmatrix}
M_1 & 0 & 0 & 0 \\
0 & M_1 & 0 & 0 \\
0 & 0 & M_1 & 0 \\
M_0 & M_0 & M_0 & M_0
\end{pmatrix}
\]
9.2 Quadrature-based method in one-dimension

\[ A = \begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
-U_1^2 & -U_2^2 & 2U_1 & 2U_2 \\
-2U_1^3 & -2U_2^3 & 3U_1^2 & 3U_2^2 \\
\end{pmatrix} \]

and we have

\[ A^{-1}JA = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-U_1^2 & 0 & 2U_1 & 0 \\
0 & -U_2^2 & 0 & 2U_2 \\
\end{pmatrix}. \]

Lemma 8 The gradients \( \nabla_U \eta \) and \( \nabla_U q \) are given by

\[ \nabla_U \eta = \begin{pmatrix}
S(U_1) - U_1 S'(U_1) \\
S(U_2) - U_2 S'(U_2) \\
S'(U_1) \\
S'(U_2) \\
\end{pmatrix}^t, \quad \nabla_U q = \begin{pmatrix}
-U_1^2 S'(U_1) \\
-U_2^2 S'(U_2) \\
S(U_1) + U_1 S'(U_1) \\
S(U_1) + U_1 S'(U_1) \\
\end{pmatrix}^t, \]

and we have

\[ \nabla_U q = \nabla_U \eta A^{-1}JA. \]

Before going on, let us make the following two remarks. We first note that thanks to the first lemma, (9.20) with \( \varepsilon = 0 \) inside the moment space gives:

\[ \begin{cases}
\partial_1 n_1 + \partial_2 n_1 U_1 = 0, \\
\partial_1 n_2 + \partial_2 n_2 U_2 = 0, \\
\partial_1 n_1 U_1 - U_1^2 \partial_2 n_1 + 2U_1 \partial_2 n_1 U_1 = 0, \\
\partial_1 n_2 U_2 - U_2^2 \partial_2 n_2 + 2U_2 \partial_2 n_2 U_2 = 0,
\end{cases} \]

which is equivalent to

\[ \begin{cases}
\partial_1 n_1 + \partial_2 n_1 U_1 = 0, \\
\partial_1 n_1 U_1 + \partial_2 n_1 U_1^2 = 0, \\
\partial_1 n_2 + \partial_2 n_2 U_2 = 0, \\
\partial_1 n_2 U_2 + \partial_2 n_2 U_2^2 = 0.
\end{cases} \tag{9.23} \]

Besides, at the frontier of the moment space, we obtain the pressureless gas dynamics on a single quadrature node. We then observe that for smooth solutions, thanks to the remark at the end of the previous section, the system (9.12) is nothing but either two decoupled or one single pressureless gas dynamics system of equations. We then observe that still with \( \varepsilon = 0, D = 0 \), by lemma 8, in both cases:

\[ \partial_1 \eta + \partial_2 q = 0, \tag{9.24} \]

that is for smooth solution both inside and at the frontier of the moment space.

Let us go back to the case \( \varepsilon > 0 \). We thus have the following equality,

\[ D = \varepsilon \nabla_U \eta A^{-1} \partial_x (A \partial_x U), \]

from which it is natural to isolate \( \varepsilon \partial_x \eta : \)

\[ D = \varepsilon \nabla_U \eta A^{-1} \partial_x (A \partial_x U) = \varepsilon \nabla_U \eta \partial_x U + \varepsilon \nabla_U \eta A^{-1} \partial_x A \partial_x U = \varepsilon \partial_x \eta \nabla_U \eta \partial_x U + \varepsilon \partial_x \nabla_U \eta A^{-1} \partial_x A \partial_x U = \varepsilon \partial_x \eta + \varepsilon (\nabla_U \eta A^{-1} \partial_x A \partial_x U - \partial_x (\nabla_U \eta) \partial_x U). \]

By lemma 8 giving \( \nabla_U \eta \), we easily get

\[ \partial_x (\nabla_U \eta) \partial_x U = n_1 (\partial_x U_1)^2 S''(U_1) + n_2 (\partial_x U_2)^2 S''(U_2). \]
It is now a matter to calculate \( \nabla_U \eta A^{-1} \partial_x A \partial_x U = A^{-1} (\nabla_U \eta)^T \partial_x A \partial_x U \). We first observe that

\[
\partial_x A \partial_x U = \begin{pmatrix}
0 \\
2 n_1 (\partial_x U_1)^2 + 2 n_2 (\partial_x U_2)^2 \\
6 n_1 U_1 (\partial_x U_1)^2 + 6 n_2 U_2 (\partial_x U_2)^2
\end{pmatrix}
\]

so that only the last two components of \( A^{-1} (\nabla_U \eta)^T \partial_x A \partial_x U \) are actually needed. Finally, easy calculations not reported here lead to

\[
A^{-1} (\nabla_U \eta)^T \partial_x A \partial_x U = - \frac{1}{(U_1 - U_2)^2} (2 n_1 (\partial_x U_1)^2 X_1 + 2 n_2 (\partial_x U_2)^2 X_2),
\]

where we have set

\[
\begin{align*}
X_1 &= (U_1 - U_2)^2 \left( 3(S(U_1) - S(U_2)) - 2(U_1 - U_2) S'(U_1) - (U_1 - U_2) S'(U_2) \right), \\
X_2 &= -(U_1 - U_2)^2 \left( 3(S(U_1) - S(U_2)) - (U_1 - U_2) S'(U_1) - 2(U_1 - U_2) S'(U_2) \right).
\end{align*}
\]

The entropy inequality (9.21) is then valid if and only if

\[
\nabla_U \eta A^{-1} \partial_x A \partial_x U - \partial_x (\nabla_U \eta) \partial_x U \leq 0,
\]

that is, setting \( S_i = S(v_i) \), \( S'_i = S'(v_i) \) and \( S''_i = S''(v_i) \), \( i = 1, 2 \),

\[
(U_1 - U_2)^2 n_1 (\partial_x U_1)^2 \left( 6(S_1 - S_2) - 4(U_1 - U_2) S'_1 - 2(U_1 - U_2) S'_2 + (U_1 - U_2)^2 S''_1 \right)
\]

\[
+ (U_1 - U_2)^2 n_2 (\partial_x U_2)^2 \left( -6(S_1 - S_2) + 2(U_1 - U_2) S'_1 + 4(U_1 - U_2) S'_2 + (U_1 - U_2)^2 S''_2 \right)
\]

\[
\geq 0.
\]

A sufficient condition is given by

\[
\begin{align*}
6(S_1 - S_2) - 4(U_1 - U_2) S'_1 - 2(U_1 - U_2) S'_2 + (U_1 - U_2)^2 S''_1 & \geq 0, \\
-6(S_1 - S'_2) + 2(U_1 - U_2) S'_1 + 4(U_1 - U_2) S'_2 + (U_1 - U_2)^2 S''_2 & \geq 0.
\end{align*}
\tag{9.25}
\]

Let us focus for instance on the first inequality (the second one is treated in a similar way), and let us consider the left-hand side as a function of \( U_2 \), for any given \( U_1 \) :

\[ F_1(U_2) = 6(S_1 - S_2) - 4(U_1 - U_2) S'_1 - 2(U_1 - U_2) S'_2 + (U_1 - U_2)^2 S''_1. \]

Differentiation yields

\[
\begin{align*}
F'_1(U_2) &= 4(S'_1 - S'_2) - 2(U_1 - U_2)(S''_1 + S''_2), \\
F''_1(U_2) &= 2(S'''_1 - S'''_2) - 2(U_1 - U_2) S''_1, \\
F'''_1(U_2) &= 2(U_2 - U_1) S''''_1.
\end{align*}
\]

It is then clear that \( F_1(U_1) = F'_1(U_1) = F''_1(U_1) = F'''_1(U_1) = 0 \). Then, provided that \( S'''(u) \geq 0, \forall v \), we easily get by a chain argument based on the sign of the derivative and the monotonicity property that \( F_1(U_2) \geq 0, \forall U_1, U_2 \). We have thus proved the following proposition:

**Proposition 7** Smooth solutions of (9.19) satisfy the entropy inequality (9.21) for any entropy-entropy-flux pair \((\eta, q)\) defined by (9.22) provided that \( u \rightarrow S(u) \) is a smooth function from \( \mathbb{R} \) to \( \mathbb{R} \) with nonnegative fourth-order derivative. In particular, the natural choice \( S(u) = u^{2\alpha} \) with \( \alpha \geq 2 \) is suitable.
Remark 4 Any third-order polynomial may of course be added to the leading term of $S$, without changing the sign of the fourth-order derivative. However, if we focus on (strictly) convex functions $v \rightarrow S(v)$ in order to get a (strictly) convex entropy $\eta = \eta(U)$, only first-order polynomials may be added without changing the convexity property.

Remark 5 In the case $M_0 > 0$, $\varepsilon = 0$, $q = 0$ with the additional conditions associated with the connection between the interior and the frontier of the moment space presented in subsection 9.2.1.3, we clearly have $M_k = M^k_0 / M^{k-1}_0$. In this case, the entropy pairs clearly work also in such a case, for smooth solutions, and admits a smooth behavior at the frontier of the moment space in the cone we have defined previously.

9.2 Quadrature-based method in one-dimension

For smooth solutions, we established in the previous section that the four-moment model (9.11) is equivalent to the following two decoupled pressureless gas dynamics model

$$
\begin{align*}
\partial_t n_1 + \partial_x n_1 U_1 &= 0, \\
\partial_t n_1 U_1 + \partial_x n_1 U_1^2 &= 0, \\
\partial_t n_2 + \partial_x n_2 U_2 &= 0, \\
\partial_t n_2 U_2 + \partial_x n_2 U_2^2 &= 0,
\end{align*}
$$

(9.26)

where $n_1$, $n_2$, $U_1$ and $U_2$ are defined by the nonlinear system (9.15). The aim of this section is to prove a rigorous equivalence result, still for smooth solutions, between this macroscopic model and the free transport kinetic formulation (9.10) when the velocity distribution is given by a set of two Dirac delta functions. This result is nothing but a generalization of the one given in [21] for the usual pressureless gas dynamics model.

Proposition 8 Let $T > 0$ and $n_i(t, x)$, $U_i(t, x)$ in $C^1([0, T] \times \mathbb{R})$ for $i = 1, 2$. Let us define

$$
f(t, x, u) = \sum_{i=1}^{2} n_i(t, x) \delta(u - U_i(t, x)).
$$

Then, $n_i$ and $v_i$ solve (9.11), or equivalently (9.26), in $[0, T] \times \mathbb{R}$ if and only if

$$
\partial_t f + u \partial_x f = 0, \quad \text{in} \quad [0, T] \times \mathbb{R} \times \mathbb{R}
$$

(9.27)

in the distributional sense, that is if and only if for all $\phi \in C_0^\infty([0, T] \times \mathbb{R})$ and $\chi \in C_0^\infty(\mathbb{R})$

$$
\int_0^T \int_\mathbb{R} \sum_{i=1}^{2} n_i(t, x) \left( \partial_t \phi(t, x) + U_i(t, x) \partial_x \phi(t, x) \right) \chi(U_i(t, x)) = 0.
$$

(9.28)

Proof 6 Let us first assume that (9.28) holds true. Since the velocity functions $v_i$ are in particular locally bounded, one can successively choose $\chi \in C_0^\infty(\mathbb{R})$ such that $\chi(u) = u^k$, $k = 0, \ldots, 3$ for all $u = U_i(t, x)$ and then get

$$
\int_0^T \int_\mathbb{R} \sum_{i=1}^{2} n_i(t, x) \left( \partial_t \phi(t, x) + U_i(t, x) \partial_x \phi(t, x) \right) (U_i(t, x))^k = 0
$$

for all $\phi \in C_0^\infty([0, T] \times \mathbb{R})$. Invoking the closure relation (9.15), this clearly gives the four-moment model (9.11), or equivalently (9.26), since $n_i(t, x)$ and $U_i(t, x)$ are smooth functions.

Conversely, let us assume that the partial differential equations of (9.26) are satisfied. Using the mass conservation equations associated with $n_i$, it is then usual to show that for $i = 1, 2$

$$
n_i(\partial_t U_i + U_i \partial_x U_i) = 0,
$$
and then multiplying by $\chi'$ for any smooth function $\chi$,
\[
\partial_t n_i \chi(U_i) + \partial_x n_i \chi(U_i) = 0.
\]

Summing over $i = 1, 2$ and integrating past a test function $\phi \in C_0^\infty([0,T] \times \mathbb{R})$ gives the expected result (9.28). This concludes the proof.

This Proposition allows, as a corollary, to introduce a particular type of solution which will be denoted piecewise free boundary $C^1$ solutions. Such solutions correspond to a discontinuous connection from the interior of the moment space to the frontier through a contact discontinuity for which the Rankine Hugoniot solutions are trivially satisfied as well as the entropy conservation equation (9.24).

**Corollary 1** We consider the following distribution at the kinetic level $f(t, x, u) = \sum_{i=1}^2 n_i(t, x)\delta(u - U_i(t, x))$, where $n_1(t, x) > 0$ and $U_1(t, x)$ are taken as constants (or sufficiently smooth in some time interval), whereas $n_2(t, x)$ is zero except in a compact connected subset $K_0$ at time $t = 0$ of $\mathbb{R}$, where $n_2(0, x) > 0$ and $U_2(0, x)$ are two constants (or sufficiently smooth in some time interval) such that $U_2 \neq U_1$.

The resulting solution at the moment level exhibits two discontinuities at the frontier of the compact set $K_t$ which is the translation of set $K_0$ at velocity $U_2$; however the system 9.26 as well as the entropy conservation equation (9.24) are satisfied in the weak sense, that is the equations are satisfied in the usual sense where the solution is smooth and Rankine-Hugoniot conditions are satisfied at discontinuity points.

**Proof 7** It is clear that the moment solution will satisfy the system of conservation equations everywhere except at the frontier of the $K_t$ set. The Rankine-Hugoniot jump conditions are trivially satisfied at the discontinuities where the mass flux associated to the first abscissa is $n_1(U_1 - U_2)$ in the referential of the discontinuity and leads to zero jump conditions for the part of the flux associated to the first abscissa by continuity, whereas the mass flux associated to the second abscissa is zero, as usual in contact discontinuities, which also allows to conclude. The same path allows to conclude on the fact that for any entropy-flux pair, the conservation equation is satisfied in the weak sense.

Let us underline the fact that in the region where the second weight is zero outside the compact set $K_t$, we have used so far the convention that in such a region where a single quadrature node is to be found, we take the two weights as equal and the two abscissas as equal. The results proposed in the previous corollary are of course independent of such a choice since the point at the frontier of the moment space is isolated. Besides, such a corollary can be extended to as many quadrature nodes as needed as long as the number of nodes allows to describe the dynamics at the kinetic level at any point and time.

Finally, the collision of two particle packets presented in subsection 9.2.5.1 satisfies the assumptions of Corollary 1 and will be an entropic solution.

### 9.2.4 Riemann problems and entropy measure solutions

In this section, we focus on the Riemann problem, which is associated with the initial condition
\[
M(x, 0) = \begin{cases} 
M_L & \text{if } x < 0, \\
M_R & \text{if } x > 0,
\end{cases}
\]

(9.29)

for two constant states $M_L$ and $M_R$ in $\Omega$.

The solution of (9.12)-(9.29) is sought in the form
\[
M(x, t) = \begin{cases} 
M_L & \text{if } x < \sigma_L t, \\
M_L(t)\delta(x - \sigma_L t) & \text{if } x = \sigma_L t, \\
M, & \text{if } \sigma_L t < x < \sigma_R t, \\
M_R(t)\delta(x - \sigma_R t) & \text{if } x = \sigma_R t, \\
M_R & \text{if } x > \sigma_R t,
\end{cases}
\]

(9.30)
which corresponds to the juxtaposition of two Dirac delta functions with mass $M^\delta_\beta$, and position $x - \sigma_\beta t$, $\beta = L, R$, and separated by a constant state $\mathbf{M}_* \in \Omega$. Here, $\sigma_\beta$ denotes a real number and $M^\delta_\beta(t)$ is defined by

$$M^\delta_\beta(t) = \begin{pmatrix} m_\beta(t) \\ m_\beta(t)\sigma_\beta \\ m_\beta(t)\sigma^2_\beta \\ m_\beta(t)\sigma^3_\beta \end{pmatrix}$$

with $m_\beta(t) \geq 0$, $m_\beta(0) = 0$ and $\beta = L, R$.

We introduce the following natural definitions of (entropy) measure solutions.

**Definition 1** Let $\eta = n_1S(U_1) + n_2S(U_2)$ and $q = n_1U_1S(U_1) + n_2U_2S(U_2)$ with $S(u) = u^{2\alpha}$, $\alpha \in \mathbb{N}$.

We say that (9.30) is a measure solution of (9.12)-(9.29) if and only if $\eta(x,t) + \partial_x q = 0$ in $\mathcal{D}'([0,\infty[ \times \mathbb{R})$ for $S(u) = u^{2\alpha}$ with $\alpha = 0, 1, 2, 3$.

We say that (9.30) is an entropic measure solution of (9.12)-(9.29) if and only if $\eta_t + \partial_x q \leq 0$ in $\mathcal{D}'([0,\infty[ \times \mathbb{R})$ for $S(v) = v^{2\alpha}$ with $\alpha = 0, 1, 2, 3$ and $\alpha \geq 2$.

We can prove the following equivalence result.

**Theorem 3** The solution given by (9.30) is a measure solution of (9.12)-(9.29) if and only if

$$\begin{align*}
\sigma_L(M_L - M_*)t - (F(M_L) - F(M_*))t + M^\delta_L(t) &= 0 \\
\sigma_R(M_* - M_R)t - (F(M_*) - F(M_R))t + M^\delta_R(t) &= 0.
\end{align*}$$

The solution given by (9.30) is an entropic measure solution of (9.12)-(9.29) if and only if in addition

$$\begin{align*}
\sigma_L(\eta(M_L) - \eta(M_*))t - (q(M_L) - q(M_*))t + \eta(M^\delta_L(t)) &= 0 \\
\sigma_R(\eta(M_*) - \eta(M_R))t - (q(M_*) - q(M_R))t + \eta(M^\delta_R(t)) &= 0.
\end{align*}$$

for all $S(u) = u^{2\alpha}$ with $\alpha \geq 2$.

**Proof 8** We first recall that $\partial_t \eta + \partial_x q = 0$ in $\mathcal{D}'([0,\infty[ \times \mathbb{R})$ means that for any smooth function with compact support $\varphi \in C_c^\infty([0,\infty[ \times \mathbb{R})$, we have

$$< \partial_t \eta + \partial_x q, \varphi > = < \eta, \partial_t \varphi > - < \varphi, \partial_x \varphi > = -\int_0^\infty \int_{-\infty}^{+\infty} \eta(x,t)\partial_t \varphi(x,t)dxdt - \int_{-\infty}^{+\infty} q(x,t)\partial_x \varphi(x,t)dxdt = 0,$$

where by definition (9.30)

$$\eta(x,t) = \begin{cases} \\
\eta(M_L) & \text{if } x < \sigma_L t, \\
\eta(M^\delta_L(t))\delta(x - \sigma_L t) & \text{if } \sigma_L t < x < \sigma_R t, \\
\eta(M_*) & \text{if } x = \sigma_R t, \\
\eta(M^\delta_R(t))\delta(x - \sigma_R t) & \text{if } x > \sigma_R t, \\
\eta(M_R) & \text{if } x > \sigma_R t.
\end{cases}$$

and

$$q(x,t) = \begin{cases} \\
q(M_L) & \text{if } x < \sigma_L t, \\
q(M^\delta_L(t))\delta(x - \sigma_L t) & \text{if } \sigma_L t < x < \sigma_R t, \\
q(M_*) & \text{if } x = \sigma_R t, \\
q(M^\delta_R(t))\delta(x - \sigma_R t) & \text{if } x > \sigma_R t, \\
q(M_R) & \text{if } x > \sigma_R t.
\end{cases}$$
Here we note that \( q(M^\beta_\beta(t)) = \sigma_\beta \eta(M^\beta_\beta(t)) \) with \( \eta(M^\beta_\beta(t)) = m_\beta(t)S(\sigma_\beta) \), \( \beta = L, R \). For all \( \varphi \in C^\infty([0, \infty) \times \mathbb{R}) \) we thus have

\[
< \partial_t \eta + \partial_x q, \varphi > =

\]

\[
- \int_0^\infty dt \int_{\sigma_L t}^{\sigma_L t} \eta(M_L) \partial_t \varphi(x, t) dx - \int_0^\infty \eta(M^\beta_\beta) \partial_t \varphi(\sigma_L t, t) dt
\]

\[
- \int_0^\infty dt \int_{\sigma_R t}^{\sigma_R t} \eta(M_R) \partial_t \varphi(x, t) dx - \int_0^\infty \eta(M^\beta_\beta) \partial_t \varphi(\sigma_R t, t) dt
\]

\[
- \int_0^\infty(dt) \int_{\sigma_L t}^{\sigma_L t} \eta(M^\beta_\beta) \partial_x \varphi(\sigma_L t, t) dt - \int_0^\infty dt \int_{\sigma_R t}^{\sigma_R t} \eta(M^\beta_\beta) \partial_x \varphi(\sigma_R t, t) dt
\]

\[
that is, using in particular \( q(M^\beta_\beta(t)) = \sigma_\beta \eta(M^\beta_\beta(t)) \).

\[
< \partial_t \eta + \partial_x q, \varphi >=

\]

\[
= \int_0^\infty dt \eta(M_L) \frac{d}{dt} \int_{\sigma_L t}^{\sigma_L t} \varphi(x, t) dx - \int_0^\infty \eta(M^\beta_\beta) \varphi(\sigma_L t, t) dt
\]

\[
- \int_0^\infty dt \eta(M_R) \frac{d}{dt} \int_{\sigma_R t}^{\sigma_R t} \varphi(x, t) dx - \int_0^\infty \eta(M^\beta_\beta) \varphi(\sigma_R t, t) dt
\]

\[
- \int_0^\infty dt \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_l t, t) dt - \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_r t, t) dt
\]

\[
= \int_0^\infty \varphi(\sigma_l t, t) (\sigma_l \eta(M_\beta) - q(M_\beta)) dt + \int_0^\infty \varphi(\sigma_r t, t) (\sigma_r \eta(M_\beta) - q(M_\beta)) dt
\]

\[
- \int_0^\infty \varphi(\sigma_l t, t) (\sigma_l \eta(M_\beta) - q(M_\beta)) dt - \int_0^\infty \varphi(\sigma_r t, t) (\sigma_r \eta(M_\beta) - q(M_\beta)) dt
\]

\[
= \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_l t, t) dt - \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_r t, t) dt
\]

\[
= \int_0^\infty \varphi(\sigma_l t, t) (\sigma_l \eta(M_\beta) - \eta(M_\beta)) - (q(M_\beta) - q(M_\beta)) dt
\]

\[
+ \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_l t, t) dt - \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_r t, t) dt
\]

\[
= \int_0^\infty \varphi(\sigma_l t, t) \frac{d}{dt} (\sigma_l \eta(M_\beta) - \eta(M_\beta)) dt
\]

\[
+ \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_l t, t) dt - \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_r t, t) dt
\]

\[
= \int_0^\infty \varphi(\sigma_l t, t) \frac{d}{dt} (\sigma_l \eta(M_\beta) - \eta(M_\beta)) dt
\]

\[
+ \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_l t, t) dt - \int_0^\infty \eta(M^\beta_\beta) \frac{d}{dt} \varphi(\sigma_r t, t) dt
\]

Then, since \( m_\beta(0) = 0 \) and then \( \eta(M^\beta_\beta(0)) = 0 \), \( \beta = L, R \), it is clear that (9.30) is a measure solution of (9.12)-(9.29) if and only if (9.32) is valid for all \( t \geq 0 \), and an entropic measure solution if and only if in addition (9.33) holds true for all \( t \geq 0 \) and all \( \eta = n_1 S(U_1) + n_2 S(U_2) \) and \( q = n_1 U_1 S(U_1) + n_2 U_2 S(U_2) \) with \( S(u) = u^{2\alpha}, \alpha \geq 2 \).
**Remark 6** Let us recall that $\eta(M^2_2(t)) = m_2(t)S(\sigma_3)$. Since (9.33) is made of equalities when $S(u) = 1$ and $S(u) = u$ (we get in these cases the first two components of (9.32)), the validity of (9.33) for all $S(u) = u^{2\alpha}$, $\alpha \geq 2$, is equivalent to the validity of

$$
\begin{align*}
\sigma_L(\eta(M_L) - \eta(M_+)) - (q(M_L) - q(M_+)) &\leq 0 \\
\sigma_R(\eta(M_-) - \eta(M_R)) - (q(M_-) - q(M_R)) &\leq 0,
\end{align*}$$

(9.34)

for all $S(u) = u^{2\alpha} - \sigma_L^2 \frac{u-\sigma_L}{\sigma_L-\sigma_R} - \sigma_R^2 \frac{u-\sigma_R}{\sigma_R-\sigma_L}$, $\alpha \geq 2$.

### 9.2.5 Examples of entropy solutions

In this section, we propose three particular entropic solutions. The first one models the collision of two particles packets with free boundary $C^1$ smooth solution, that is a solution for which an exact link with the kinetic level is preserved and for which the entropy equation is exactly satisfied. In such a situation the four-moment model does not develop $\delta$-shock Dirac delta functions and is actually able to properly represent the crossing of the two packets which correspond to the dynamics at the kinetic level. The second one models the collision of four particles packets. In this case and as expected since the number of moments is set to four, the entropic solutions involves two $\delta$-shock Dirac delta functions singularities. Whereas the first case corresponds to a connection from the interior of the moment space to the frontier through a contact discontinuity, or free boundary solution, resulting in an isolated point at the frontier, we consider in a third example a smooth connection to the frontier of the moment space, such that the point at the frontier is an accumulation point of a trajectory inside the moment space.

#### 9.2.5.1 ‘Collision’ of two particles packets

We consider a Riemann initial data (9.29) where $M_L = M(U_L)$ and $M_R = M(U_R)$ are such that

$$
U_L = \frac{1}{2} \begin{pmatrix}
\frac{n_L}{n_L U_L} \\
\frac{n_L}{n_L U_L}
\end{pmatrix}
\quad \text{and} \quad
U_R = \frac{1}{2} \begin{pmatrix}
\frac{n_R}{n_R U_R} \\
\frac{n_R}{n_R U_R}
\end{pmatrix}
$$

for two given densities $n_L > 0$ and $n_R > 0$ and velocities $v_L > 0$ and $v_R < 0$. We recall that the function $M = M(U)$ is defined by (9.15). We define

$$
M(x, t) = \begin{cases}
M_L & \text{if } x < U_R t, \\
M_+ & \text{if } U_R t < x < U_L t, \\
M_R & \text{if } x > U_L t,
\end{cases}
$$

(9.35)

with $M_+ = M(U_+)$ given by

$$
U_+ = \begin{pmatrix}
\frac{n_L}{n_L U_L} \\
\frac{n_R}{n_R U_R}
\end{pmatrix}.
$$

Our objective here is to prove that the following Dirac delta functions free solution is an entropy solution of (9.12)-(9.29). Conditions (9.32) and (9.33) write here

$$
\begin{align*}
U_R(M_L - M_+) - (F(M_L) - F(M_+)) &= 0 \\
U_L(M_+ - M_R) - (F(M_+) - F(M_R)) &= 0,
\end{align*}
$$

(9.36)

and

$$
\begin{align*}
U_R(\eta(M_L) - \eta(M_+)) - (q(M_L) - q(M_+)) &\leq 0 \\
U_L(\eta(M_+) - \eta(M_R)) - (q(M_+) - q(M_R)) &\leq 0,
\end{align*}
$$

(9.37)
with \( \eta(U) = n_1 S(U_1) + n_2 S(U_2) \) and \( q(U) = n_1 U_1 S(U_1) + n_2 U_2 S(U_2) \) for all \( S(u) = u^{2\alpha} \) with \( \alpha \geq 2 \).

We will focus only on the first equality of (9.36) and the first inequality of (9.37), the second ones being treated similarly. We clearly have

\[
M_L - M_* = \begin{pmatrix}
  n_L \\ n_L U_L \\ n_L U_{L}^2 \\
  n_L U_{L}^3 + n_R U_{R}^3
\end{pmatrix} - \begin{pmatrix}
  n_R \\ n_R U_R \\ n_R U_{R}^2 \\
  n_R U_{R}^3
\end{pmatrix},
\]

while

\[
F(M_L) - F(M_*) = \begin{pmatrix}
  n_L U_L \\ n_L U_{L}^2 \\ n_L U_{L}^3 + n_R U_{R}^3
\end{pmatrix} - \begin{pmatrix}
  n_R U_R \\ n_R U_{R}^2 \\
  n_R U_{R}^3
\end{pmatrix}.
\]

It is then clear that the first equality of (9.36) holds true. Let us now check that the proposed Riemann solution fulfills the entropy condition. We clearly have

\[
U_R(\eta(M_L) - \eta(M_*)) - (q(M_L) - q(M_*)) =
U_R(n_L S(U_L) - n_R S(U_R)) - (n_L U_L S(U_L) - n_R U_R S(U_R)) = 0,
\]

which allows to prove that the proposed solution is an entropic smooth solution.

### 9.2.5.2 ‘Collision’ of four particles packets

We consider a Riemann initial data (9.29) where \( M_L = M(U_L) \) and \( M_R = M(U_R) \) are such that

\[
U_L = \frac{1}{2} \begin{pmatrix}
  n \\ n U_1 \\ n U_2
\end{pmatrix} \quad \text{and} \quad U_R = \frac{1}{2} \begin{pmatrix}
  n \\ -n U_2 \\ -n U_1
\end{pmatrix}
\]

for a given density \( n > 0 \) and two velocities \( v_2 > v_1 > 0 \). We have

\[
M_L = \frac{1}{2} \begin{pmatrix}
  2n \\ n(U_1 + U_2) \\ n(U_1^2 + U_2^2)
\end{pmatrix} \quad \text{and} \quad M_R = \frac{1}{2} \begin{pmatrix}
  2n \\ -n(U_1 + U_2) \\ -n(U_1^2 + U_2^2)
\end{pmatrix}
\]

\[
F(M_L) = \frac{1}{2} \begin{pmatrix}
  n(U_1 + U_2) \\ n(U_1^2 + U_2^2) \\ n(U_1^3 + U_2^3)
\end{pmatrix} \quad \text{and} \quad F(M_R) = \frac{1}{2} \begin{pmatrix}
  -n(U_1 + U_2) \\ n(U_1^2 + U_2^2) \\ -n(U_1^3 + U_2^3)
\end{pmatrix}.
\]

We define

\[
M(x, t) = \begin{cases}
  M_L & \text{if } x < -\sigma t, \\
  M_L^\prime(t) \delta(x + \sigma t) & \text{if } x = -\sigma t, \\
  M_* & \text{if } -\sigma t < x < \sigma t, \\
  M_R^\delta(t) \delta(x - \sigma t) & \text{if } x = \sigma t, \\
  M_R & \text{if } x > \sigma t,
\end{cases}
\]

with \( \sigma > 0 \), \( M_* = M(U_*) \) given by

\[
U_* = \frac{1}{2} \begin{pmatrix}
  n_* \\ -n_* U_* \\ n_* U_*
\end{pmatrix}, \quad M_* = \begin{pmatrix}
  n_* \\ 0 \\ n_* U_*^2
\end{pmatrix}, \quad n_* > 0, \quad U_* > 0.
\]
and $\mathbf{M}^l_L(t)$, $\mathbf{M}^r_R(t)$ given by

$$\mathbf{M}^l_L(t) = m(t) \begin{pmatrix} 1 \\ -\sigma \\ \sigma^2 \\ -\sigma^3 \end{pmatrix}, \quad \mathbf{M}^r_R(t) = m(t) \begin{pmatrix} 1 \\ \sigma \\ \sigma^2 \\ \sigma^3 \end{pmatrix},$$

with $m(t) \geq 0$. We have

$$\mathbf{F}(\mathbf{M}_*) = \begin{pmatrix} 0 \\ n_* U^2_s \\ 0 \\ n_* U^4_s \end{pmatrix}.$$ 

The generalized Rankine-Hugoniot jump conditions (9.32) write here

$$\begin{cases}
-\sigma(\mathbf{M}_L - \mathbf{M}_*) t - (\mathbf{F}(\mathbf{M}_L) - \mathbf{F}(\mathbf{M}_*)) t + \mathbf{M}^l_L(t) = 0 \\
\sigma(\mathbf{M}_* - \mathbf{M}_R) t - (\mathbf{F}(\mathbf{M}_L) - \mathbf{F}(\mathbf{M}_R)) t + \mathbf{M}^r_R(t) = 0.
\end{cases}$$

that is, equivalently

$$\begin{cases}
2\sigma \mathbf{M}_* - \sigma(\mathbf{M}_L + \mathbf{M}_R) + (\mathbf{F}(\mathbf{M}_R) - \mathbf{F}(\mathbf{M}_L)) + \frac{m(t)}{t} \begin{pmatrix} 2 \\ 0 \\ 2\sigma^2 \\ 0 \end{pmatrix} = 0,
\end{cases}$$

(9.39)

$$\begin{cases}
2\mathbf{F}(\mathbf{M}_*) + \sigma(\mathbf{M}_R - \mathbf{M}_L) - (\mathbf{F}(\mathbf{M}_L) + \mathbf{F}(\mathbf{M}_R)) - \frac{m(t)}{t} \begin{pmatrix} 0 \\ 2\sigma \\ 0 \\ 2\sigma^3 \end{pmatrix} = 0.
\end{cases}$$

This is made of eight equalities and we note that four are trivial (zero equals zero), so that four are left to determine the four unknowns $n_*$, $U_*$, $\sigma$ and $m(t)/t$. We propose below to numerically solve this nonlinear system for a specific set of values for $n$, $U_1$ and $U_2$.

**Remark 7** We conjecture existence and uniqueness of a solution to this nonlinear system. Indeed, the initial condition involves four different velocities while the model is able to represent two different velocities only. More precisely and by analogy with the usual pressureless gas dynamics model (see [24], [21]), velocity $U_1$ is to “bump” into velocities $-U_1$ and $-U_2$ to create a first Dirac delta function. By symmetry, another Dirac delta function is expected.

Regarding the entropy inequalities (9.33), we first remark that for $S(u) = u^{2\alpha}$,

$$\eta(\mathbf{M}_L) = \eta(\mathbf{M}_R) = \frac{n}{2} (S(U_1) + S(U_2))$$

$$\eta(\mathbf{M}_*) = n_* S(U_*),$$

$$\eta(\mathbf{M}^l_L(t)) = \eta(\mathbf{M}^r_R(t)) = m(t) S(\sigma),$$

while

$$q(\mathbf{M}_L) = -q(\mathbf{M}_R) = \frac{n}{2} (U_1 S(U_1) + U_2 S(U_2))$$

$$q(\mathbf{M}_*) = 0.$$

As an immediate consequence, both inequalities in (9.33) are equivalent and the entropy condition is

$$\sigma (n_* S(U_*) - \frac{n}{2} (S(U_1) + S(U_2))) = \frac{n}{2} (U_1 S(U_1) + U_2 S(U_2)) + \frac{m(t)}{t} S(\sigma) \leq 0. \quad (9.40)$$
A concrete example. We propose to take \( n = 1, U_1 = 0.8 \) and \( U_2 = 1.2 \). Numerically solving (9.39) gives \( n^* = 1.88265, U^* = 1.06026, \sigma = 0.87983 \) and \( m(t)/t = 0.22342 \). If the left-hand side of (9.40), which represents the entropy dissipation rate associated with \( S(u) = u^{2\alpha} \), is denoted \( D(\alpha) \), a simple calculation gives for instance \( D(2) = -0.27324, D(3) = -0.86854, D(4) = -1.88678,... \) The proposed solution (9.38) is then actually an entropy measure solution of the four-moment model. Such an exact entropic solution will be used in the following to prove the relevance of the numerical scheme proposed hereafter with respect to the exact solution when singularities are present.

9.2.5.3 Smooth solution connected with the frontier of the moment space

As a last example, we introduce a smooth solution which allows to connect zones inside the moment space with zones at the frontier within the proper framework introduced in subsection 9.2.1.3. Particles are initiated in the domain \([0, 0.5]\). In the domain \([0, 0.1]\), a monomodal velocity distribution is reconstructed, with \( U_1 = U_2 = 1 \), and \( n_1 = n_2 = 0.5 \). On the contrary, a bimodal velocity distribution is reconstructed in the domain \([0.1, 0.4]\), with \( n_1 = n_2 = 0.5 \) and for the abscissas, \( U_1 = 1 + \frac{x-0.1}{0.3} \) and \( U_2 = 1 \). The initial conditions are represented in Fig. 9.1.

The ground difference with the first test case is that the transition between the two zones is smooth, and so the numerical strategy to account for this transition is of major importance. The analytical solution of this problem, in smooth areas, consists of a decoupled transport of each of the quadrature

![Figure 9.1: Moment dynamics in the context of a smooth transition between areas of null and non null dispersion. Initial conditions. Top-left: \( M_0 \). Top-right: \( M_1 \). Bottom-left: weights. Bottom-right: abscissas. The solid line corresponds to \((n_1, U_1)\), the dashed line with circles corresponds to \((n_2, U_2)\).](image-url)
nodes as two independent pressureless gas as showed in system (9.23). This comes from the fact that the number of Dirac delta functions reconstructed from the moments, two in this case, is always sufficient to capture the problem dynamics. The equivalence between the kinetic and macroscopic equations is preserved, and the solution in terms of moments satisfy the entropy equation. Therefore, the solution consists in the superposition of a particle translation at constant velocity $U_2 = 1$, and a particle transport with the following velocity field:

$$U_1 = \begin{cases} 
1 + \frac{x-0.1}{0.3} & x \in [0, 0.1] \\
\frac{1}{2} & x \in [0.1, 0.4] \\
2 & x \in [0.4, 0.5]
\end{cases} \quad (9.41)$$

The analytical solution is displayed in Fig. 9.2. Let us first notice the fronts at $x = 0.2$ and $x = 0.9$ moving with a velocity $u = 1$ and $u = 2$ respectively. The first front corresponds to particles initiated with velocity $u = 1$ between $x = 0$ and $x = 0.1$. The second front corresponds to particles initiated with velocity $u = 2$ between $x = 0.4$ and $x = 0.5$. The square wave between $x = 0.8$ and $x = 0.9$ is the final location of the particles initiated with velocity $u = 2$ between $x = 0.4$ and $x = 0.5$.

The value of $n_1$ between $x = 0.3$ and $x = 0.8$ corresponds to the expansion of the density field due to transport with a linear velocity field with positive slope. The value of the density in that area is the
solution of the equation $\partial_t n_1 + U_1 \partial_x n_1 = -n_1 \partial_x U_1$, which yields $n_1 = 0.3$ at time $t = 0.2$.

According to the initial conditions, both weights have the same profile, the quantities $\frac{M}{U_0}$ and $\frac{q}{m_{0e}}$ are null. At time $t = 0.2$, the weight profiles are different in the interval $[0.3, 0.8]$ corresponding to the expansion of $n_1$. Therefore, $\frac{q}{m_{0e}}$ is non null, as well as $\frac{M}{U_0}$ since the velocities have also different values. Besides, their values can be exactly calculated.

### 9.2.6 Numerical simulations via kinetic schemes

This section is devoted to the discretization of (9.12)-(9.14)-(9.15). As already stated, we use as a building block a natural first-order kinetic scheme already proposed in the literature [124, 99, 56] and briefly recalled here for the sake of completeness.

Let us first introduce a time step $\Delta t > 0$ and a space step $\Delta x > 0$ that we assume to be constant for simplicity. We set $\lambda = \Delta t / \Delta x$ and define the mesh interfaces $x_{j+1/2} = j \Delta x$ for $j \in \mathbb{Z}$, and the intermediate times $t^n = n \Delta t$ for $n \in \mathbb{N}$. In the sequel, $M^n_j$ denotes the approximate value of $M$ at time $t^n$ and on the cell $C_j = [x_{j-1/2}, x_{j+1/2})$. For $n = 0$, we set

$$M^n_0 = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} M_0(x) dx, \quad j \in \mathbb{Z},$$

where $M_0(x)$ is the initial condition.

Let us now assume as given $(M^n_j)_{j \in \mathbb{Z}}$ the sequence in $\Omega$ of approximate values at time $t^n$. In order to advance it to the next time level $t^{n+1}$, the kinetic scheme is decomposed into two steps.

**First step**: transport ($t^n \to t^{n+1}$)

We first set $U^n_j = U(M^n_j)$ and define the function $(x, u) \to f^n(x, u)$ by

$$f^n(x, u) = (n_1)^n \delta(u - (U_1)^n) + (n_2)^n \delta(u - (U_2)^n),$$

for all $(x, u) \in C_j \times \mathbb{R}$, $j \in \mathbb{Z}$.

We then solve the transport equation

$$\begin{cases}
\partial_t f + u \partial_x f = 0, & (x, u) \in \mathbb{R} \times \mathbb{R}, \\
f(t = 0, x, u) = f^n(x, u),
\end{cases} \quad (9.42)$$

the solution of which is given by $f(t, x, u) = f^n(x - ut, u)$. At last, we set $f^{n+1}(x - ut, u) = f^n(x - u \Delta t, u)$.

**Second step**: collapse ($t^{n+1} \to t^{n+1}$)

The first four moments at time $t^{n+1}$ are now naturally defined by setting

$$(M^n_j)^{n+1} = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} \int_{-\infty}^{+\infty} u^i f^{n+1}(x, u) du dx.$$

Then, we have $M_j^{n+1} = ((M_0)_j^{n+1}, (M_1)_j^{n+1}, (M_2)_j^{n+1}, (M_3)_j^{n+1})^T$ for all $j \in \mathbb{Z}$, which completes the algorithm description.

**Remark 8** It is easy to see that this scheme preserves the moment space $\Omega$, see for instance [56].

---

4 In the interval $[0.8, 0.9]$, although $n_2$ should be null (the square wave at velocity $U_2 = 1$ should be bounded between the front $x = 0.2$ and $x = 0.7$) we computed $n_2 = 0.5$ and $U_2 = 2$. We did this to be consistent with the conditions stated in Section 9.2.1.3 when the moment vector lies in the moment space border.
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**Remark 9** Under the natural CFL condition

$$\Delta t \max_{j \in \mathbb{Z}} (|U_1^n|, |U_2^n|) \leq CFL \Delta x,$$

with $CFL \leq 1$, integrating (9.42) over $(t, x, u) \in (0, \Delta t) \times C_j \times \mathbb{R}$ and against $u^i, i = 0, ..., 3$ easily leads to the equivalent update formula

$$M_j^{n+1} = M_j^n - \frac{\Delta t}{\Delta x} (F_{j+1/2}^n - F_{j-1/2}^n), \quad j \in \mathbb{Z},$$

where we have set $F_{j+1/2}^n = ((M_1)_{j+1/2}^n, (M_2)_{j+1/2}^n, (M_3)_{j+1/2}^n, (M_4)_{j+1/2}^n)$ and $(M_i)_{j+1/2}^n = (M_i)_{j+1/2}^{n+} - (M_i)_{j+1/2}^{-}$, and with

$$(M_i)_{j+1/2}^n = (n_1)^{n+}_j \min(0, (U_1)_j^n) (U_1)_j^n 1^{-1} + \min(0, (U_2)_j^n) (n_2)_j^n (U_2)_j^n 1^{-1},$$

$$(M_i)_{j+1/2}^{-} = (n_1)_j^n \max(0, (U_1)_j^n) (U_1)_j^n 1^{-1} + (n_2)_j^n \max(0, (U_2)_j^n) (U_2)_j^n 1^{-1}.$$

**9.2.6.1 Numerical quadrature strategy at the frontier of the moment space**

This paragraph addresses the issue of how to numerically handle the transition between a vector in the interior of the moment space, and a vector lying at its frontier. For an isolated point at the frontier of the moment space $\Gamma$, there is no specific problem since we use a single quadrature node and the quadrature is not a problem. The two problems we have to face are related to the preservation of the cone in which we envision to work in section 2 as well as to deal with finite precision algebra in the neighborhood of the point $(0, 0)$ in the $(e, q)$ plane.

Consequently we introduce two constants in the numerical quadrature we use. First, for finite precision algebra and in order to avoid numerical errors, we only evaluate the two quadrature nodes when $e/M_0^2 > \epsilon_1$, where $\epsilon_1$ is a small number related to machine precision. Under this threshold, the velocity dispersion is considered null $(e = 0)$, and the set of Dirac delta functions are reconstructed as suggested in section 2: $n_1 = n_2 = M_0/2, U_1 = U_2 = M_1/M_0$. 
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As illustrated in Fig 9.3, we choose to represent the quantity \( q \) by solid lines, and \( \eta M_\epsilon \) by lines with circle markers. In such a way, we can approach a zero value while the quantity \( \frac{q}{M_\epsilon} \) grows indefinitely. Without allowing the abscissas distance to grow beyond of fixed limit naturally inherited from the initial solutions at the kinetic level, we will come back to this point in the following result section. For the simulations we present, the parameters are such that: \( \epsilon_1 = 10^{-9} \) and \( \eta = 2 \).

9.2.6.2 Numerical results

This section is devoted to numerical illustrations of solutions to the two Riemann problems and one dedicated solution in order to study the connection to the frontier of the moment space for which we have derived analytical entropic solutions in Section 9.2.5. The solutions to the two Riemann problems involve two and four particle packets. A last result highlights the numerical strategy and the effect of numerical diffusion at the frontier of the moment space for which a free boundary connects a zone where \( e = 0 \) and a zone where \( e > 0 \).

In all the figures, we choose to represent \( n_1 \) and \( U_1 \) by solid lines, and \( n_2 \) and \( U_2 \) by lines with circle markers. In the representation of weights and abscissas, values have to be assigned for \( U_1 \) and \( U_2 \); we thus decide that \( U_1 \) is the maximum of the relative values of velocity.
Two packet collision

Figure 9.2.6.2 represents the initial conditions for the two particle packet case. Figures 9.5 and 9.6 presents the numerical and analytical solutions for the two particle packet case with \( n_L = n_R = 1 \), and \( U_L = 1, U_R = -1 \). The computation is run with a 1000 cell grid on the spatial domain \([0, 1]\), with CFL = 1. The length of each packet is 0.4 \( (n_1 = n_2 = U_1 = U_2 = 0 \text{ for } x \leq 0.1 \text{ and } x \geq 0.9) \) and the two packets start to collide exactly at time \( t = 0 \). Moving in opposite direction once across the other, with the same opposite speed, they then mix together and we note in particular that \( n_1 = n_2 = 1 \) and \( U_1 = U_2 = 0 \) in the mixing zone (see for instance the plots at time \( t = 0.1 \)). As expected, they finally get separated again and we note that a perfect agreement is obtained with the exact entropic solution.

![Initial fields of weights (left) and abscissas (right) for the two particle packet case. The first quadrature node is represented by solid lines whereas the second node is represented by circles.](image)
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Figure 9.5: Numerical and analytical solution for the two particle packet case with \( n_L = n_R = 1 \), and \( U_L = 1, \ U_R = -1 \). Results at \( t = 0.1 \). The red lines represent the analytical solution, the blue lines represent the numerical solution. The solid line corresponds to the higher abscissa, the dashed line with circle to the lower one. Top-left: Numerical results for \( M_0 \) (solid line) and \( M_1 \) (dashed line). Top-right: Numerical results for \( M_2 \) (solid line) and \( M_3 \) (dashed line). Middle-left: Analytical result for weights. Middle-right: Analytical results for abscissas. Bottom-left: Numerical results for weights. Bottom-right: Numerical results for abscissas. The computation is run in a 1000 cell grid, with \( CFL = 1 \).
Figure 9.6: Numerical and analytical solution for the two particle packet case with $n_L = n_R = 1$, and $U_L = 1$, $U_R = -1$. The red lines represent the analytical solution, the solid line corresponds to the higher abscissa, the dashed line with circles to the lower one. Results at time $t = 0.4$. Top-left: Analytical result for weights. Top-right: Analytical results for abscissas. Bottom-left: Numerical results for weights. Bottom-right: Numerical results for abscissas. The computation is run in a 1000 cell grid, with $CFL = 1$. 
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Four packet collision

Figures 9.7 presents the initial conditions. Figures 9.8 and 9.9 present the numerical and analytical solutions respectively for the moments and the weights and abscissas. The computation is run with a 1000 cell grid on the spatial domain [0, 1], at CFL = 1. Here, we observe the presence of two Dirac delta functions as already discussed in Section 9.2.5. We get a very good agreement between exact and numerical solutions for the moments, showing that the numerical solution converges to the analytical one. The disparities encountered between the analytical and numerical solution in the case of the weights and abscissas are due to the fact that the mapping \( U(M) \) is discontinuous at the moment space border.

In area of numerical diffusion \( (x \approx 0.22 \text{ and } x \approx 0.88) \), when the dispersion \( \epsilon \) is under the threshold \( \epsilon_1 \), weights and abscissas are reconstructed as explained in section 2. Concerning the wave propagating at velocity 0.8, the change of weight, theoretically discontinuous, is actually smooth in the numerical case. This is due to the fact that the CFL number is based on the highest value of velocity, which is 1.2 in this studied case. Meanwhile, because of the conservation of the velocity moments, the numerical velocity jump (at \( x = 0.154 \)) happens before the analytical velocity jump (at \( x = 0.18 \)). One can here notice that the quadrature method provides the expected value of velocity in the numerical diffusion zones. The same explanation holds for the different velocity jump locations between the analytical and numerical solution at \( x = 0.82 \) and \( x = 0.845 \). The same phenomenon is responsible for the disparities between the analytical and numerical solutions at the \( \delta \)-shocks locations, at \( x = 0.4 \) and \( x = 0.6 \). Finally, the analytical and numerical waves propagating at velocity 1.2 coincide, since the CFL number, set at 1, is based on this velocity value. The velocity jumps of \( U_1 \) and \( U_2 \) observed at locations \( x = 0.22 \) corresponds to the wave propagating at velocity 1.2 and separating the constants states \( (U_1 = 0.8, U_2 = 0) \) and \( (U_1 = 1.2, U_2 = 0.8) \). The fact that this wave leads to jump for both the abscissas is purely due to the adopted convention for the representation of \( U_1 \) and \( U_2 \). The same explanation holds for the symmetric jump at location \( x = 0.78 \).

Figure 9.10 displays the final profile of the quantities \( \frac{q}{M_0 \epsilon} \) and \( \frac{q}{e^{3/2}} \), which we recall are respectively proportional to the product of weight and abscissa difference, and weight difference. Thus, \( \frac{q}{M_0 \epsilon} \) has significative values in areas where the weights and abscissa differential are important, whereas \( \frac{q}{e^{3/2}} \) reaches high value in areas where the weight ratio is important. Since in the domain, except for the singularities, the weights have the same value, both quantities are equal to zero. At the singularities, since the shocks concern one weight letting the other one unchanged, a weight difference is experienced. Therefore \( \frac{q}{M_0 \epsilon} \) has no zero values at singularities. And as the abscissas are different throughout the domain, \( \frac{q}{e^{3/2}} \) has also no zero values at singularities but is still bounded by the initial maximal difference of abscissas during the coupling of singularities and numerical diffusion.

We have thus provided numerical simulations in the two cases for which we have at our disposal an analytical entropic solution, either in the smooth case, or in the singular case where \( \delta \)-shock measure solutions are present. In the first case, the crossing of the two droplets monokinetic packets is very properly reproduced without numerical diffusion since we work at CFL one, even if this is not symptomatic of the numerical diffusion such methods will encounter with a first order method in realistic configurations [129]. In the second case, the numerical method is able to capture the creation of the measure singular solutions associated to the fact the we have limited the number of quadrature node to two and thus, as in the case of pressureless gas dynamics at a lower level, the proper physical solution, in the infinite Knudsen number limit, where the various droplet packets cross without interacting, differs from the entropic solution of the system of partial differential equations (9.11) obtained through the quadrature-based closure.
Figure 9.7: Initial conditions for the four particle packet case with $n_L = n_R = 1$, and $U_1 = 1.2$, $U_2 = 0.8$. Top-left: $M_0$. Top-right: $M_1$. Bottom-left: weights. Bottom-right: abscissas. The solid line corresponds to the set $(n_1, U_1)$, and the dashed line with circles to the set $(n_2, U_2)$. 
Figure 9.8: Numerical and analytical solutions for the four particle packet case with $n_L = n_R = 1$, and $U_1 = 1.2, U_2 = 0.8$, at $t = 0.1$. Top-left: $M_0$. Top-right: $M_1$. Bottom-left: $M_2$. Bottom-right: $M_3$. The solid lines correspond to the analytical solution, the dashed lines with circles correspond to the numerical solution. The computation is run in a 1000 cell grid, with $CFL = 1$. 
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Figure 9.9: Numerical and analytical solutions for the four particle packet case with \( n_L = n_R = 1 \), and \( U_1 = 1.2, U_2 = 0.8 \), at \( t = 0.1 \). Top-left: Analytical weights. Top-right: Analytical abscissas. Bottom-left: Numerical weights. Bottom-right: Numerical abscissas. The solid line corresponds to the set \((n_1, U_1)\), and the dashed line with circles to the set \((n_2, U_2)\). The computation is run in a 1000 cell grid, with \( CFL = 1 \).

Figure 9.10: Four particle packet case, at time \( t = 0.1 \). Left: ratio \( q/(M_0e) \). Right: ratio \( q/e^{3/2} \).
Free boundary case

The last test case assesses the numerical ability of the method to deal with the transition from the interior to the frontier of the moment space. The initial condition is explained in subsection 9.2.5.3. The ground difference with the first test case is that the transition between the two zones is smooth, and so the numerical strategy to account for this transition is of major importance. The analytical solution has been provided in subsection 9.2.5.3. For numerical simulations, the grid contains 400 cells, and the CFL number is set to 1. The computation is run until $t = 0.2$.

Results are displayed in Fig. 9.11. Let us first focus on the fronts present at $x = 0.2$ and $x = 0.9$ for the analytical solution. Since the CFL number is based on the highest velocity value, which is 2, the corresponding wave is not diffused at $x = 0.9$, contrary to the front located at $x = 0.2$ corresponding to the square wave moving at velocity $U_2 = 1$. Note that in these areas, $n_1 = n_2$, since $c = 0$ or $c < c_1$.

The borders of these areas are clearly seen at $x \approx 0.22$ and $x = 0.8$. The constant profiles for $n_2$ and $n_1$ observed respectively between $x = 0.5$ and $x = 0.7$ and between $x = 0.5$ and $x = 0.8$ correspond to the one observed in the analytical solution. In the area between $x = 0.22$ and $x = 0.5$, the density profiles would be expected to be constant, with the same value as before. Instead of that, one observes a peak value for $n_2$ and a low value for $n_1$, the sum $n_1 + n_2$ begin constant. This result from a coupling between the quadrature method and numerical diffusion. Since the CFL is based on the velocity value $u = 2$, the computed upwind fluxes across interfaces do not contain all the particles of a cell, in the area between $x = 0.22$ and $x = 0.5$. Therefore, a cell $i$ at time $t^n$ containing particles with velocity $U_2 = 1$ and $U_1 = 1 + 2\Delta u$ contains, at time $t^{n+1}$, in addition to these last particles, some particles with velocity $u = U_1 \pm \Delta u$ coming from the cell $i - 1$. But the quadrature method projects this trimodal distribution onto a bimodal distribution. Since for $x$ close to 0.22, $U_1 \rightarrow U_2 = 1$, the quadrature nodes are such that $n_2 \approx 1$ with $U_2 \approx 1$ and $n_1 \ll 1$ with $U_1 = 1 + \Delta u$. This effects also accounts for the small discontinuity of $U_1$ seen at $x = 0.22$. It also explains the fact that $U_2$ is not exactly equal to 1 between $x = 0.3$ and $x = 0.5$, and the profile of $U_2$ between $x = 0.75$ and $x = 0.8$ in a region where $n_2 \ll n_1$. Further and further from $x = 0.22$ the density values tend to their analytical value. Finally, the undershoot of density value at $x = 0.8$ is another consequence of numerical diffusion. This point marks the limit between the linear profile and the constant profile of $U_2$.

Figure 9.12 displays the profile of quantities $\frac{q}{\sqrt{\pi}e^\eta}$ and $\frac{q}{\sqrt{\pi}}$ at time $t = 0.2$. First, it is important to note that the limitation on $\frac{q}{\sqrt{\pi}}$ with $\eta = 2$ has no effect since the maximal value of $|q/(M_0 \epsilon)|$ is exactly 1 from the numerical simulation. Let us underline that in the present case, the numerical scheme allows to preserve the proposed cone associated with a maximal distance between the abscissas which is also respected. Comparing the analytical value of $|q/(M_0 \epsilon)|$ to the numerical resolution in Fig 9.12, it is instructive to observe that the numerical diffusion is creating zones where it can be far from zero, whereas it should be zero in the analytical solution. However, this is done is such a way as to preserve the maximal value foreseen as the maximal distance between the abscissa at time $t = 0$ which is one. Let us also underline that we have rerun this case with various values of $\epsilon_1$ varying from $10^{-9}$ up to $10^{-7}$ without any significant effect on the solution. It can also be noticed that the quantity $q/e^{3/2}$ has large values in the regions of connection between the interior and the frontier of the moment space, but has no reason to be naturally limited as opposed to the previous quantity as it can be seen in Fig. 9.11-bottom left.

As a consequence, it can be seen that we have designed the proper theoretical setting for the transition from the interior of the moment space towards its frontier since the the cone we have defined seems to be automatically preserved by the kinetic scheme we have used. Such a point would be worth a detailed study which is beyond the scope of the present paper.

In this section, we have extended the notion of entropic measure solution of quadrature-based moment method for kinetic equations. Such kinetic equations are frequently encountered in many application fields where a complex dynamics in phase space is involved. Following the contribution of [24] for the pressureless gas dynamics which is the one-node quadrature version of a more general system of conservation laws for quadrature-based moment models, we have been able to provide a few problem test-cases showing that the numerical solution of the resulting system of conservation laws through kinetic schemes reproduces the defined entropic solution as well as the proper theoretical setting for the
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Figure 9.11: Moment dynamics in the context of a smooth transition between areas of null and non null dispersion, at time $t = 0.2$. Top-left: $M_0$. Top-right: $M_1$. The straight lines represent the analytical entropic solution, whereas the dashed lines represent the numerical solution. Bottom-left: weights. Bottom-right: absissas. The solid line corresponds to the set $(n_1, U_1)$, and the dashed line with circles to the set $(n_2, U_2)$.

transition from the interior to the frontier of the moment space. It is an important point for the case of PTC where the solution remains smooth and where the scheme allows to describe the phase space dynamics properly as well as for cases where the complexity of the dynamics in phase space leads to generalized $\delta$-shocks, as observed for pressureless gas dynamics due to the weakly hyperbolic structure of the system of conservation laws. Two stumbling blocks still remains to be treated. First, we would need a uniqueness theory and a convergence analysis in a general framework in order to fully justify the use of the kinetic schemes for the simulation of such models. However, as explained already in [21], the framework of entropic solution is not sufficient in order to provide uniqueness since one can exhibit multiple entropic solutions for measure solutions. Let us underline that it is easy to construct the same type of measure solutions for system (9.12), which is the exact same collision case used by Bouchut, but with a motionless Dirac delta function in density localized at the collision point of the other two incoming “particles”. An infinite set of entropic solution can then be exhibited depending on the nature of the collision. As a consequence, it would be first useful to investigate such a point on the pressureless gas dynamics and then to extend it to the present system of higher order quadrature-based moment models. Besides, the construction of fully high order methods is still an open question and requires further developments. At last, let us mention that most of the results of the present paper do naturally extend to higher order
9.2 Quadrature-based method in one-dimension

Figure 9.12: Moment dynamics in the context of a smooth transition between areas of null and non null dispersion, at time \( t = 0.2 \). Left: ratio \( q/(M_0 \epsilon) \). The dashed line with crosses represents the analytical solution, whereas the solid line represents the numerical solution. Right: ratio \( q/e^{3/2} \).

moment systems, but at the price of algebra complications. In fact, the key point lies in the extension of the proposed study of the behavior of the quadrature at the frontier of the moment space, namely when the two velocities \( U_1 \) and \( U_2 \) become equal. If we consider for instance the 6-moment model and assume that one of the three velocities \( U_1, U_2 \) and \( v_3 \) is smooth while the other two become equal, we are in the same framework as in the present paper. But the case when the three velocities tend to be equal needs to be precised in a future work.
9.3 Extension to two-dimensions

9.3.1 Position of the problem
Here, we want to solve the advection part of system (9.9):

\[
\partial_t (M_{l,m}) + \partial_x (M_{l+1,m}) + \partial_y (M_{l,m+1}) = 0, \quad 0 \leq l + m \leq 3, \tag{9.43}
\]

by finding closure for \(M_{l+1,m}\) and \(M_{l,m+1}\).

As noted in the introduction, closure methods can be found in the literature, such as the QMOM \[175]\], or the DQMOM \[159]\). But, if algorithms used for the QMOM are efficient for one-dimensional systems, yet their extension to higher dimensions is less straightforward. For DQMOM, although it works well in most of the flow domain, it fails at PTC points, which is a problem that does not occur for quadrature-based moment methods. Quadrature-based moment methods distinguish themselves from other moment methods by the use of quadrature weights and abscissas to model unclosed terms in the moment transport equations. Thus, when developing a quadrature method, an important task is to define the algorithm for computing the weights and abscissas from the moments. The total number of nodes for a quadrature in \(N_{\text{dim}}\) dimensions is denoted by \(\beta\). Let \(N_{\text{dim}}\) denote the number of physical space dimensions (which is in this case the number of physical space dimensions). Let \(V_{\beta} = [(n_\alpha, u_\alpha)]\) with \(\alpha \in (1, \ldots, \beta)\) denote the set of weights and abscissas for the \(\beta\)-node quadrature approximation of \(f\). Note that the vector of quadrature nodes \(V_{\beta}\) contains \((1 + N_{\text{dim}})\beta\) unknowns (i.e. \(\beta\) weights, and \(\beta N_{\text{dim}}\) component velocity vectors). To find the components of \(V_{\beta}\), we work with the velocity moments up to third order which are related to the quadrature weights and abscissas by:

\[
M_{l,m} = \sum_{\alpha=1}^{\beta} n_\alpha U_{(\alpha)1} U_{(\alpha)2}^m. \tag{9.44}
\]

In the following, since we work in two dimensions, so that \(N_{\text{dim}} = 2\). As discussed in the beginning of this chapter, in two dimensions, the set of ten moments is defined by:

\[
W_2 = (M_{0,0}, M_{1,0}, M_{0,1}, M_{2,0}, M_{1,1}, M_{0,2}, M_{3,0}, M_{2,1}, M_{1,2}, M_{0,3}). \tag{9.45}
\]

In the method we investigate, we assume that the number of quadrature nodes is the same for each and every direction, and is fixed at 2. Therefore, the total number of nodes in two dimensions is \(\beta = 4\). The moment vector \(W_2\) contains ten moments. On the other hand, 4 nodes, with three unknowns per node (one weight and two abscissas), leads to a total of twelve unknowns.

We denote by \(W_2\) the set of third-order moments in two dimensions. Our purpose is to design a robust method for finding \(V_{\beta}\) from \(W_2\). The inverse operation, finding \(W_2\) from \(V_{\beta}\) is Eq. (9.44), which is called projection, for reasons which will become apparent later. In general, it will not be possible to represent all possible moment sets in \(W_2\) using weights and abscissas in \(V_{\beta}\). We will therefore define the set of representable moments as \(W_2^\dagger \in W_2\).

9.3.2 Proposed quadrature method

9.3.2.1 Cholesky decomposition

We begin to define the mean particle velocity vector:

\[
u_p = \begin{pmatrix} M_{1,0} \\ M_0 \\ M_{0,1} \\ M_0 \end{pmatrix}.
\tag{9.46}
\]
Besides, we define the relative velocity vector as

\[ \mathbf{v} = \mathbf{u} - \mathbf{u}_p. \]  

(9.47)

At equilibrium the velocity distribution function writes:

\[ f(v) = \frac{1}{(2\pi)^{\frac{1}{2}}} \det(\sigma)^{\frac{1}{2}} \exp\left[-\frac{1}{2} \mathbf{v}^T \sigma^{-1} \mathbf{v}\right], \]

(9.48)

where the covariance matrix \( \sigma \), writes:

\[ \sigma = \begin{bmatrix} \sigma_{1,1} & \sigma_{1,2} \\ \sigma_{2,1} & \sigma_{2,2} \end{bmatrix}. \]

(9.49)

So \( \sigma^{-1} \) writes:

\[ \sigma^{-1} = \frac{1}{\det(\sigma)} \begin{bmatrix} \sigma_{2,2} & -\sigma_{2,1} \\ -\sigma_{1,2} & \sigma_{1,1} \end{bmatrix}. \]

(9.50)

The coefficient of the covariance matrix are defined such that:

\[ \sigma_{1,1} = \frac{M_{2,0}}{M_{0,0}} - u_{1,1}^2, \quad \sigma_{1,2} = \frac{M_{1,1}}{M_{0,0}} - u_{p,1} u_{p,2}, \]

(9.51)

\[ \sigma_{1,2} = \frac{M_{1,1}}{M_{0,0}} - u_{p,1} u_{p,2}, \quad \sigma_{2,2} = \frac{M_{0,2}}{M_{0,0}} - u_{p,2}^2. \]

(9.52)

The next step is to introduce a linear transformation \( \mathbf{L} \) to decompose \( \sigma \). The choice of the linear transformation is not unique, but for reasons that we will describe later, we choose to use a variation of the Cholesky decomposition defined such that \( \mathbf{L}^T \mathbf{L} = \sigma \), where \( \mathbf{L} \) is upper triangular:

\[ \mathbf{L} = \begin{bmatrix} \sqrt{\sigma_{1,1}} & \frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1}}} \\ 0 & \sqrt{\sigma_{2,2} - \frac{\sigma_{1,2}^2}{\sigma_{1,1}}} \end{bmatrix}. \]

(9.54)
9.3 Extension to two-dimensions

With this choice we set \( \mathbf{B} = \mathbf{L}^T \) and introduce a two-component vector \( \mathbf{X} = [X_1, X_2]^T \) defined by

\[
\mathbf{X} = \mathbf{B}^{-1}(v), \quad \text{so that} \quad \mathbf{u} = \mathbf{B} \mathbf{X} + \mathbf{u}_p. \tag{9.55}
\]

If we denote the first four moments of \( \mathbf{X} \) by \( m(i)_k, k \in \{0, 1, 2, 3\} \), then they are related to the velocity moments by

\[
m(i)_0 = 1, \quad m(i)_1 = 0, \quad m(i)_2 = 1, \quad m(i)_3 = h_i \left( \mathbf{B}, \mathbf{u}_p, M_{30}/M_{00}, \ldots, M_{63}/M_{00} \right), \tag{9.56}
\]

where \( h_i \) depends, in general, on all four third-order velocity moments \([84] \).

Using the two-node quadrature formulas \([84] \), the moments of \( \mathbf{X} \) can be inverted for \( i \in \{1, 2\} \) to find \((n(i)_1, n(i)_2, X(i)_1, X(i)_2)\):

\[
\begin{align*}
n(i)_1 &= 0.5 + \gamma_i, \quad X(i)_1 = -\frac{1 - 2\gamma_i}{1 + 2\gamma_i} \tag{9.57}, \\
n(i)_2 &= 0.5 - \gamma_i, \quad X(i)_2 = \frac{1 + 2\gamma_i}{1 - 2\gamma_i},
\end{align*}
\]

where \((-1/2 < \gamma_i < 1/2)\)

\[
\gamma_i = \frac{m(i)_3/2}{[m(i)_3]^2 + 4]^{1/2}}. \tag{9.58}
\]

The four-node quadrature approximation is then defined using the tensor product of the one-dimensional abscissas as

\[
\mathbf{V}_4^* = [(n_1^*, X(1)_1, X(2)_1), (n_2^*, X(1)_2, X(2)_2), (n_3^*, X(1)_3, X(2)_3), (n_4^*, X(1)_4, X(2)_4)], \tag{9.59}
\]

where the (as yet) unknown weights \( n_a^* \) must obey the linear equations \([84] \)

\[
\begin{align*}
n_1^* - n_4^* &= n(1)_1 - n(2)_2, \\
n_1^* + n_4^* &= n(2)_2, \\
n_3^* + n_4^* &= n(1)_1.
\end{align*} \tag{9.60}
\]

The right-hand sides of Eq. (9.60) are known, and have the property that \( n(1)_1 + n(1)_2 = 1 \) and \( n(2)_1 + n(2)_2 = 1 \).

The linear system in Eq. (9.60) has rank three. We must therefore add another linear equation to define the four weights. For this purpose, we will use the cross moment \( M_{12} = (X_1 X_2) = 0 \), the value of which follows from the definition of \( \mathbf{B} \). In terms of the weights and abscissas in Eq. (9.59), we have

\[
X(1)_1 X(2)_2 n_1^* + X(1)_2 X(2)_1 n_2^* + X(1)_1 X(2)_1 n_3^* + X(1)_2 X(2)_2 n_4^* = 0. \tag{9.61}
\]

The resulting system can be inverted analytically to find

\[
\begin{align*}
n_1^* &= n(1)_1 n(2)_1 = (0.5 + \gamma_1)(0.5 + \gamma_2), \\
n_2^* &= n(1)_1 n(2)_2 = (0.5 + \gamma_1)(0.5 - \gamma_2), \\
n_3^* &= n(1)_2 n(2)_1 = (0.5 - \gamma_1)(0.5 + \gamma_2), \\
n_4^* &= n(1)_2 n(2)_2 = (0.5 - \gamma_1)(0.5 - \gamma_2). \tag{9.62}
\end{align*}
\]

Note that these weights are always non-negative.
9.3 Extension to two-dimensions

In summary, the weights and abscissas in $V_4$ are found from those in $V_4^*$ using Eq. (9.55) to invert the abscissas and $n_\alpha = M_{0,0} n_{\alpha}^*$. The eight moments controlled in this process are

$$W_2^* = (M_{0,0}, M_{1,0}, M_{0,1}, M_{2,0}, M_{1,1}, M_{3,0}, M_{0,3}).$$

Note that the two third-order moments in $W_2^*$ are a linear combination of the four third-order moments in $W_2$. Hence, $W_2^*$ is a subset of $W_2$ containing eight independent moments (instead of ten). However, given moments in $W_2$ it is straightforward to project them (using the weights and abscissas) into $W_2^\dagger$, i.e., the eight-dimensional moment subspace that can be represented by $V_4$ is $W_2^\dagger$. The overall procedure can be represented as

$$W_2 \rightarrow W_2^* \leftrightarrow V_4^* \leftrightarrow V_4 \leftrightarrow W_2^\dagger \subset W_2,$$

where a projection step is used to define $W_2^\dagger$.

9.3.2.2 Ability to treat areas of null temperature

In the decomposition realized in Section 9.3.2 the matrix $L$ is implicitly assumed to be triangular, i.e. $\sigma_{1,2}^2 < \sigma_{1,1} \sigma_{2,2}$. In this section, a quadrature method is used in cases where $\sigma_{1,2}^2 = \sigma_{1,1} \sigma_{2,2}$ so that $L$ becomes singular. In such cases, since the Cholesky decomposition is not possible, the covariance matrix $\sigma$ is diagonalized. We distinguish between two different cases when the velocity covariance matrix becomes singular: (i) the singularity occurs in one of the two principal directions (i.e., $\sigma_{1,1} = 0$ or $\sigma_{2,2} = 0$), or (ii) it occurs in a non-principal direction. If the singularity occurs in a principal direction (for example let us choose $x_1$), then the diagonalization is trivial. A one-dimensional quadrature is performed on the moments in direction $x_2$ [84]. In direction $x_1$, one weight is set to one in order to conserve the droplet mass, while the other weight and the abscissas are null. If the singularity does not occurs in a principal direction, the general relationship deduced from the fact that the velocity covariance matrix is singular is $\sigma_{1,2}^2 = \sigma_{1,1} \sigma_{2,2}$ with $\sigma_{1,1} \neq 0$ and $\sigma_{2,2} \neq 0$. Letting $\rho = \sigma_{1,1}/\sigma_{1,2}$, the covariance matrix can be written as

$$\sigma = \sigma_{1,2} \begin{bmatrix} \rho & 1 \\ 1 & 1/\rho \end{bmatrix}.$$

The eigenvalues of $\sigma$ are $\lambda_1 = \sigma_{1,1} + \sigma_{2,2}$ and $\lambda_2 = 0$. The inverse transformation matrix for this case is

$$B^{-1} = \frac{1}{\alpha} \begin{bmatrix} \rho & 1 \\ -1 & \rho \end{bmatrix}.$$

Figure 9.14: Principle of the Cholesky decomposition. The final quadrature nodes, in red, are tensorial product of the one-dimensional quadrature nodes (in green) determined in each Cholesky direction.
9.3 Extension to two-dimensions

The parameter $\alpha$ is determined by the fact that $m_i^2 = 1$ in order to use Eq. (9.57) in the direction associated with eigenvalue $\lambda_1$. Hence it comes that $\alpha^2 = \left(\rho \sqrt{|\sigma_{1,1}| + \sqrt{|\sigma_{2,2}|}}\right)^2$, so that $\alpha = |\rho \sqrt{|\sigma_{1,1}| + \sqrt{|\sigma_{2,2}|}}|$. It has though to be distinguished between the cases where $\rho > 0$ and $\rho < 0$, so that $\alpha$ eventually writes:

$$\alpha = \frac{\sigma_{1,1} + \sigma_{2,2}}{\sqrt{\sigma_{2,2}}}, \quad \rho > 0,$$

$$\alpha = \frac{|\sigma_{1,1} - \sigma_{2,2}|}{\sqrt{\sigma_{2,2}}}, \quad \rho < 0.$$

(9.65)

(9.66)

A one-dimensional quadrature is then performed on the moments in this direction [84]. Similar to the first case, in the orthogonal direction, in order to conserve the droplet mass, one weight is set to one, the other weight and the abscissas are null. The weights and abscissas in the canonical basis are defined using the relation $u = \mathbf{B} \mathbf{X} + u_p$.

9.3.3 Discussion of the method relatively to other possible solutions

9.3.3.1 Comparison of the Cholesky decomposition to other methods

In the two-node quadrature method of [56, 57], a different approach was used to fix the weights and abscissas. Essentially, the different lies in selecting the moments that are controlled. In [56, 57], the six moments (in two dimensions):

$$(M_{0,0}, M_{1,0}, M_{0,1}, M_{2,0}, M_{0,2}, M_{3,0} + M_{0,3}),$$

(9.67)

were used. Note that this moment set does not include cross moments of second order, i.e $M_{1,1}$. In contrast, in the formulation presented previously the covariance matrix is exactly reproduced. This of course comes at the expense of transporting more moments (ten instead of six). Note that in the case of [56, 57] the number of moments is equal to the number of unknown weights and abscissas. It might be argued that the new method could be improved for $\beta_{\text{dim}} > 1$ because the number of moments controlled is less than the number of unknowns. Like wise, the eight moments in $W_2^*$ can be augmented by four additional moments: $M_{(2,1)}, M_{(1,2)}, M_{(3,1)}, M_{(1,3)}$ to form an optimal moment set for computing $V_4^*$. In practice, the use of the optimal moment sets introduces two new issues. First, the weights and abscissas must be found numerically by solving a nonlinear system of equations that can be poorly conditioned. Second, the optimal moment sets contain fourth and fifth order moments, all of which would have to be added to $W_2$, i.e more moment transport equations are needed.

The use of optimal moment set has been tested in [84], where it was found that in most cases considered, the nonlinear solver was able to converge (albeit very slowly), but not always. The non-convergence cases typically have weights that are very unequal. However, it was not possible to predict in advance which moment sets would not converge. In all likelihood, the convergence problems will be more acute for $\beta_{\text{dim}} = 3$ given the larger number of moments in the optimal set that are not controlled by the new method. Thus, given that the computational cost is orders of magnitude larger and convergence is not guaranteed, it is unlikely that a nonlinear solver will provide a computationally efficient method for inverting moment sets. This conclusion is consistent with the findings of [232]. In general, since moment inversion in one-dimensional is well established and reliable [175], it will be much more fruitful to increase the number of nodes and the order of moments (i.e computing $\beta = 3^{\beta_{\text{dim}}}$ nodes requires fifth-order moments) to achieve greater accuracy.

Moreover, it can noted that quadrature-based moment closures bear some resemblance to discrete velocity models [29, 93, 190] and to the Lattice-Boltzmann method (LBM) [90, 140]. However, the differences are significant. In LBM the discretizations of velocity space, physical and time are strongly coupled and determine the numerical methods and properties, while quadrature-based moments methods do not directly imply a physical space and time discretization scheme. This can be seen from the
fact that the moment equations closed by quadrature are still written as continuous functions of physical space and time. The principal similarity between quadrature methods and LBM is that both represent velocity phase space by a discrete set of velocities. However, a very significant difference between the two methods is that in LBM the discrete velocities are fixed, while in quadrature methods they are variable fields that vary in space and time according to the local flow physics (the velocities moments). Another difference is the number of unknowns available to control the moments. In LBM, only the weights are used to construct a linear mapping into the moments and so, the maximum number of moments that can be controlled is equal to the number of weights. In contrast, we have seen that by using quadrature four velocity abscissas could, in principle, control twelve moments if all the weights and abscissas were allowed to vary. However, because of the difficulty with inverting the nonlinear mapping between the moments and the quadrature nodes, the full quadrature procedure is untractable. Nevertheless, the partial quadrature method presented here still allows us to control eight moments with only four nodes.

Finally, it can be noticed that the moment-inversion method proposed here is very similar in spirit to the method proposed by [232] for aerosol applications with passive transport of a distribution function. The main difference is that they defined the linear transformation matrix $B$ in terms of the eigenvectors of the covariance matrix. In our case, using a decomposition in terms of eigenvectors would lead to $B = [\text{eig}_1^T, \text{eig}_2^T]$, with $\text{eig}_1$ and $\text{eig}_2$, the eigenvectors, writing:

$$
\text{eig}_1 = \begin{pmatrix}
\frac{\sigma_{1,1} - \sigma_{2,2} - \sqrt{(\sigma_{1,1} - \sigma_{2,2})^2 + 4\sigma_{1,2}^2}}{2} \\
\sigma_{1,2}
\end{pmatrix},
$$

$$
\text{eig}_2 = \begin{pmatrix}
\frac{\sigma_{2,2} - \sigma_{1,1} + \sqrt{(\sigma_{1,1} - \sigma_{2,2})^2 + 4\sigma_{1,2}^2}}{2} \\
\sigma_{1,2}
\end{pmatrix}.
$$

This decomposition has been tested in [84]. However, because the velocity is a dynamic variable, i.e. the space fluxes are computed using the velocity abscissas, the properties of the eigenvectors make them a poor choice. The fundamental difficulty is the fact that the eigenvectors of $\sigma$ do not vary smoothly with its components. In other words, small changes in the correlation structure cause the orientation of the eigenvectors to jump in a discontinuous manner. Thus, at two neighboring spatial locations, the resulting velocity abscissas can be completely different, even though the moments are continuous. As a result, the fluxes computed from the abscissas are then discontinuous, leading to random fluctuations in the moments. In contrast, the Cholesky matrix $L$ varies smoothly with the components of $\sigma$ and, hence, the fluxes are well behaved.

### 9.3.3.2 Comparison between the different types of quadrature using a Cholesky decomposition

The robustness of the quadrature-based moment method relative to other closure methods has been discussed in the previous paragraph. Nonetheless the Cholesky matrix is dependent on the ordering of the covariance matrix, and is thus different for each of the two permutations (in two dimensions) of the coordinates.
Indeed, the square root matrix of $\sigma$, $L$, writes:

$$
L = \begin{bmatrix}
\sqrt{\sigma_{1,1}} & \frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1}}} \\
0 & \sqrt{\sigma_{2,2} - \frac{\sigma_{1,2}^2}{\sigma_{1,1}}}
\end{bmatrix}.
$$

(9.72)

But if the axis system changes, i.e if we permute the x-axis with the y-axis, then the covariance matrix writes

$$
\sigma' = PLP = \begin{bmatrix}
\sigma_{2,2} & \sigma_{1,2} \\
\sigma_{1,2} & \sigma_{1,1}
\end{bmatrix},
$$

(9.73)

where $P$ denotes the permutation matrix in two dimensions. So $L$ is then

$$
L' = \begin{bmatrix}
\sqrt{\sigma_{2,2}} & \frac{\sigma_{1,2}}{\sqrt{\sigma_{2,2}}} \\
0 & \sqrt{\sigma_{1,1} - \frac{\sigma_{1,2}^2}{\sigma_{2,2}}}
\end{bmatrix}.
$$

(9.74)

If we note $B = \text{chol}(\sigma)$, then $B' = \text{chol}(P\sigma P)$. Besides, since $L = B^T B$, it is straightforward to see that $B'P$ is also a Cholesky matrix for $L$, but with $B'P \neq B$. Consequently, the decomposition frame differs according to the axis permutation chosen (in two dimensions there are two possible permutations, in three dimensions there are six possible permutations). In essence, one direction is chosen as the principal direction (which is the first vector here). Therefore, the weights and abscissas reconstruction relies on the choice for the Cholesky decomposition. It would thus be desirable to replace $L$ with a permutation-invariant linear transform.

Secondly, as shown in Section 9.3, all the moments of $W_2$ are not always reached by the Cholesky decomposition. Indeed, the quadrature method only uses two linear combinations of the four third order moments, and therefore, the weights and abscissas reach the moments in $W_2^*$ which is a subspace of $W_2$. The quadrature method is exact up to second order moment. In the case of an equilibrium distribution all the third order moments are null, and the quadrature method is exact for all the moments in $W_2$. But in cases where the distribution is different from an equilibrium distribution, then some errors occur on the third order moments. Certain methods derived from the Cholesky decomposition have been devised to address these two difficulties, and are explained here.

The purpose of this paragraph is to present the tentative methods designed in order to address these problems.

### 9.3.3.3 Symmetric Cholesky method

The basic idea of this method comes from the following statement. If the Cholesky matrix considers a principal direction, for example say $e_x$, through a permutation of axis, it will then consider $e_y$ as the principal direction. The next step is to compute two sets of weights and abscissas, $V_\beta$ and $V'_\beta$, derived from each permutation of the axis respectively. In $n$ dimensions, there are $n!$ possible permutations. We get now a global set of 8 weights and abscissas, $V_{\beta} = [(\frac{1}{2}(n_\alpha + n'_\alpha), \frac{1}{2}(u_\alpha + u'_\alpha))].$ This method amounts to compute arithmetic means of the nodes given by each of the axis permutation, as we can see on the following illustration.

Since no direction is privileged any more, this methods enables to preserve the isotropy of a configuration, see Section 9.6. But when the distribution is no longer gaussian, an error still occurs on the third order moments. That is not surprising as nothing was done to address this problem. Moreover, this method is no more a projection like the Cholesky method.
9.3 Extension to two-dimensions

Figure 9.15: Symmetric Cholesky decomposition. The final quadrature nodes, green squares, are averaged form the nodes of the Cholesky decompositions performed in direction x, red circles, and direction y, blue triangles

9.3.3.4 Symmetric optimised Cholesky method

In the symmetric velocity-moment inversion algorithm, two sets of velocity weights and abscissas are generated, one for each permutation of the $2 \times 2$ covariance matrix, each permutation having weight $\alpha = \frac{1}{2}$. But in the symmetric optimised Cholesky method presented here, these weights can be modified by a factor $\beta_j$ to capture the non equilibrium in the third order moments.

For each permutation, the quadrature representations of these moments are:

$$M_{j,l,m} = \sum_{\alpha=1}^{4} n_{q} U_{j,\alpha,1} U_{j,\alpha,2}.$$  \hspace{1cm} (9.75)

For each permutation $j$, only two linear combinations of the third order moments are exactly reproduced. Thus, we will modify the permutation weights using $\beta_j$ to minimize the quadrature error in the third order moments.

We define the quadrature errors in the third order moments:

$$N_{l,m} = M_{l,m} - \frac{1}{2}(M_{1,l,m} + M_{2,l,m}).$$  \hspace{1cm} (9.76)

The factor of $1/2$ in the second term on the right hand sides of these expressions is the isotropic weight. In order to minimise the error, we will introduce the non equilibrium weights $\beta_j$. The latter are found by minimizing the following constrained objective function:

$$\Phi(\beta_1, \beta_2, \lambda) = \epsilon(\beta_1^2 + \beta_2^2) + \sum_{l=0, m=3-l}^{3} (\beta_1 M_{1,l,m} + \beta_2 M_{2,l,m} - N_{l,m})$$

$$-\lambda(\beta_1 + \beta_2),$$  \hspace{1cm} (9.77)

where $\lambda$ is the Lagrange multiplier that constrains solutions to obey $\beta_1 + \beta_2 = 1$. The term involving $\epsilon$ is needed to treat the special case where all of the differences between the moments computed from 9.76 for the two permutations are null. The solution to this minimization problem yields

$$\beta_1 = \frac{A}{2\epsilon + \beta}, \beta_2 = -\beta_1,$$  \hspace{1cm} (9.78)
9.3 Extension to two-dimensions

where

\[ A = \sum_{l=0, m=3-l}^3 N_l m (M_{1, l, m} - M_{2, l, m}), \]
\[ B = \sum_{l=0, m=3-l}^3 (M_{1, l, m} - M_{2, l, m})^2. \]  

(9.79)

This solution is valid as long as \( 0 \leq \beta_j + 1/2 \leq 1 \). Otherwise, \( \beta_1 = sgn(A)/2 \) and \( \beta_2 = - sgn(A)/2 \). Note that the limits on \( \beta_j \) can be achieved by defining.

\[ \epsilon = \max(\epsilon_0, |A| - B/2), \]  

(9.80)

where \( \epsilon_0 \) is needed for the case \( A = B = 0 \).

This method reduces the error on third order moments, but the computational cost is quite high. For example, for a 50 \( \times \) 50 mesh, the computation lasts twice as long as with the simple Cholesky method. Besides, the operation we do with this method is not a projection like the Cholesky method. Indeed, the set of abscissas obtained is not stable through the projection-inversion algorithm. This means that if we apply the projection-inversion to a set of weights and abscissas, the resulting weights and abscissas are different. Actually, the nodes converge to a set of nodes of an equilibrium distribution. This leads to unaccurate results if sub time steps are involved, which makes the set of nodes evolve artificially.

9.3.4 Kinetic-based numerical scheme

The numerical scheme for physical transport of the velocity moments is presented here. It is based on a dimensional splitting, so that the idea of the scheme presented in Section 9.2.6 can be reused here. The dynamic system for advection reads:

\[ \partial_t W + \partial_x H(W) = 0, \]  

(9.81)

where

\[ W = \begin{pmatrix} M_{0,0} \\ M_{1,m} \\ M_{2,m} \\ M_{3,m} \end{pmatrix}, \quad H(W) = \begin{pmatrix} M_{1+1,m} \\ M_{2+1,m} \\ M_{3+1,m} \end{pmatrix}. \]  

(9.82)

Defining \( W_i \) as the mean value of \( W \) in the cell \( i \), a fractional two-step, first-order explicit, finite volume scheme for Eq. (9.43) reads:

\[ W_i^{n+1} = W_i^n - \frac{\Delta t}{\Delta x} \left[ G(W_i^n, W_{i+1}^n) - G(W_{i-1}^n, W_i^n) \right], \]  

(9.83)

where \( G \) is the corresponding numerical flux function. In this context, for advection in the first direction, it is natural to adopt the following expression for the numerical flux function

\[ G(W_{\text{left}}, W_{\text{right}}) = Q^+(W_{\text{left}}) + Q^-(W_{\text{right}}), \]  

(9.84)

with

\[ Q^+(W_{\text{left}}) = \sum_{\alpha=1}^\beta \left( n_{\alpha} \max(0, U_{(\alpha)1}) \right)_{\text{left}} \begin{pmatrix} U_{(\alpha)1}^l U_{(\alpha)2}^m & l + m = 1 \\ U_{(\alpha)1}^l U_{(\alpha)2}^m & l + m = 2 \\ U_{(\alpha)1}^l U_{(\alpha)2}^m & l + m = 3 \end{pmatrix}_{\text{left}}. \]  

(9.85)
\[ Q^{-}(W_{\text{right}}) = \sum_{\alpha=1}^{3} \left( n_{\alpha} \min(0, U_{(\alpha)1}) \right)_{\text{right}} \left( \frac{1}{U_{(\alpha)1}^{\prime} U_{(\alpha)2}^{\prime}}, \begin{array}{c} l + m = 1 \\ l + m = 2 \\ l + m = 3 \end{array} \right)_{\text{right}}. \] (9.86)

Note that although these expressions have been written for fluxes in the \( x \) direction, the extension to other directions is straightforward. This transport scheme is directly implemented in the MUSES3D code.

### 9.4 Treatment of collision and drag terms

Considering now the part of system (9.9) involving the drag and collision terms:

\[
\begin{align*}
    d_{l}(M_{0,0}) &= 0, \\
    d_{l}(M_{l,m}) &= D_{l,m}^{1}, \quad l + m = 1, \\
    d_{l}(M_{l,m}) &= D_{l,m}^{2} + C_{l,m}^{2}, \quad l + m = 2, \\
    d_{l}(M_{l,m}) &= D_{l,m}^{3} + C_{l,m}^{3}, \quad l + m = 3,
\end{align*}
\] (9.87)

where

\[ C_{l,m}^{2} = \frac{1}{\text{Kn}} \left( \sigma_{eq} \frac{|l - m|}{2} - \sigma(l, m) \right), \] (9.88)

where \( \sigma(l, m) \) is defined such as

\[
\begin{align*}
    \sigma(2,0) &= \sigma_{1,1}, \\
    \sigma(0,2) &= \sigma_{2,2}, \\
    \sigma(1,1) &= \sigma_{1,2} = \sigma_{2,1},
\end{align*}
\] (9.89)

where

\[ C_{l,m}^{3} = \frac{1}{\text{Kn}} (\Delta_{lm} - M_{l,m}), \] (9.90)

where

\[
\begin{align*}
    \Delta_{lm} &= |l - m| u_{p,\text{min}(l,m)} + M_{0,0} u_{p,1}^{l} u_{p,2}^{m}, \quad \text{when } l \neq 0, m \neq 0, \\
    \Delta_{lm} &= (l u_{p,1} + m u_{p,2}) \sigma_{eq} + M_{0,0} u_{p,1}^{l} u_{p,2}^{m}, \quad \text{when } l = 0 \text{ or } m = 0.
\end{align*}
\] (9.91)

Introducing the drag operator brings three unclosed terms \( D_{l,m}^{1}, D_{l,m}^{2} \) and \( D_{l,m}^{3} \) which are closed thanks to the set of weights and abscissas defined through the quadrature methods:

\[
\begin{align*}
    D_{l,m}^{1} &= \sum_{\alpha=1}^{3} n_{\alpha} \left( l D_{l,(\alpha)1} + m D_{l,(\alpha)2} \right), \\
    D_{l,m}^{2} &= \sum_{\alpha=1}^{3} n_{\alpha} \left( l \max(0, l - 1) U_{(\alpha)1} D_{l,(\alpha)1} + m \max(0, m - 1) U_{(\alpha)2} D_{l,(\alpha)2} + l m \left( U_{(\alpha)2} D_{l,(\alpha)1} + U_{(\alpha)1} D_{l,(\alpha)2} \right) \right), \\
    D_{l,m}^{3} &= \sum_{\alpha=1}^{3} n_{\alpha} \left[ l \max(0, l - 2) U_{(\alpha)1}^{2} D_{l,(\alpha)1} + m \max(0, m - 2) U_{(\alpha)2} U_{(\alpha)1} D_{l,(\alpha)2} \\
    &\quad + \frac{lm}{2} \left( U_{(\alpha)3-1} D_{l,(\alpha)1} + 2 U_{(\alpha)3-1} U_{(\alpha)1} D_{l,(\alpha)3-1} \right) \right],
\end{align*}
\] (9.93)
where $D_{t(\alpha)d}$ is defined such as:

$$D_{t(\alpha)d} = \frac{u_{g,d} - U_{(\alpha)d}}{St}. \tag{9.94}$$

Let us focus now on the numerical resolution of these terms. The dynamic system reads:

$$\frac{dW}{dt} = D(W) + C(W), \ W(0) = W^*_i. \tag{9.95}$$

where

$$D(W) = \begin{pmatrix} 0 \\ D_{1,m}^1 \\ D_{1,m}^2 \\ D_{1,m}^3 \end{pmatrix}, \ C(W) = \begin{pmatrix} 0 \\ C_{1,m}^2 \\ C_{1,m}^4 \end{pmatrix}. \tag{9.96}$$

and $W^n_i$ is the initial condition for the moments. A splitting algorithm is still used to solve each part independently.

To compute the first part, we note that the drag term in Eq. (9.9) are equivalent to

$$\frac{dn_\alpha}{dt} = 0, \tag{9.97}$$

$$\frac{dU_{(\alpha)d}}{dt} = D_{t(\alpha)d}. \tag{9.98}$$

Assuming that $u_{g,d}$ does not depend on time, this expression can be explicitly solved to find the changes in the weights and abscissas due to drag:

$$n^*_\alpha = n^n_\alpha, \tag{9.99}$$

$$U^{(\alpha)d} = \exp(-\frac{\Delta t}{St_i}) U^n_{(\alpha)d} + \left[ 1 - \exp(-\frac{\Delta t}{St_i}) \right] u^n_{g,d}. \tag{9.100}$$

where $n^n_\alpha$ and $U^{(\alpha)d}_n$ are the weights and abscissas found from $W^n_i$ using quadrature and $St_i$ is the local Stokes number.

The next step is to compute the contribution due to the collisions:

$$\frac{dW}{dt} = C(W), \ W(0) = W^*_i. \tag{9.101}$$

This can be done explicitly:

$$W^{**}_i = \exp(-\frac{\Delta t}{K\text{n}_i}) W^*_i + \left[ 1 - \exp(-\frac{\Delta t}{K\text{n}_i}) \right] \Delta(W^*_i). \tag{9.102}$$

where $Kn_i$ is the local collision time and $\Delta(W)$ denotes the vector of equilibrium moments. To finish up, quadrature is used to compute $n^{n+1}_\alpha$ and $U^{(\alpha)d}_{n+1}$ from $W^{**}_i$, and $W^{n+1}_i$ is computed using projection.
9.5 General numerical strategy

The numerical scheme for physical transport of the velocity moments is presented here. This scheme is directly implemented in the code MUSES3D, see Chapter 11. On the other hand, the expression of the drag and collision terms, given in Section 9.1.1, allow an explicit resolution. The resolution procedure of these terms is shown for the purpose of the illustrations proving the feasibility to couple the quadrature method with the resolution of source terms. The solution algorithm, as explained in [84], is based on an operator splitting algorithm, which contains the different steps:

1. Initialize the weights and abscissas in $V^*_4$ and the moments in $W^{2\dagger}$,
2. Advance in time $\Delta t$ the moment in $W_2$ using the moment transport equation,
   - advance moments due to fluxes,
   - advance moments due to drag,
   - advance moments due to collisions,
3. Invert the moments in $W_2$ to find the weights and abscissas in $W_2$,
4. Compute the moments in in $W_2^{\dagger}$ using $V_4$ (projection step),
5. Return to step 2.

9.6 Illustration of the EMVM model

9.6.1 Crossing jet

We consider here the case of two crossing jets within the limit of infinite Knudsen and Stokes number. Consequently only advection is considered in this case, which gives a simple illustration of the possibilities offered by the quadrature method. We consider two jets injected from the left and the bottom side of a square $100 \times 100$ domain. Both jets are injected with an absolute velocity of 1. Free outlet conditions are set on the other domain boundaries. The CFL number is set at 1, at the computation last until $t = 1$. The results, displayed for $t = 0.4, 0.6, 0.8$ and 1, are displayed in Fig. (9.16).

This configuration is a typical two-dimensional configuration for which the Eulerian multi-fluid model (and also the EMSM model) predicts an artificial averaging when two droplet jets are crossing without drag nor evaporation, for a monodisperse spray. Indeed, at the collision location, there are, at the same space and time location, two velocities leading two a bi-modal velocity distribution, that is out of equilibrium. The classical multi-fluid model, because of its equilibrium assumption, can not handle this case and predicts an artificial velocity averaging which can be also interpreted as a collision of the two jets as shown in [51, 49, 50]. The EMVM model predicts the exact solution for this simple configuration for which the two jets do not see each other in the chosen infinite Knudsen limit.

9.6.2 Colliding jets

The dynamics of a finite Knudsen number flow is studied here. The critical point is the comparison of the results given by two different types of quadrature-based methods using different decomposition of the covariance matrix: the simple Cholesky decomposition (the first one presented), and the symmetric Cholesky decomposition, permutation-invariant. Computations are run for two values of Knudsen numbers: $Kn = 0.1$ (Fig. (9.17)) and $Kn = 1$ (Fig. (9.18)). Results with the symmetric Cholesky decomposition are displayed on the left column, while results with the simple Cholesky decomposition are on the right column. Three instants are considered: $t = 0.6, t = 0.8$ and $t = 1$. The parameter of the simulation are the same as in the previous paragraph. In the first case for $Kn = 0.1$, where the collision rate is important, the velocity distribution relaxes to an equilibrium distribution fast, so that the resulting distribution is close to a Gaussian distribution. Therefore, results given by the two different decomposition are similar, with some minor distinctions at time $t = 1$. They become obvious for the case of $Kn = 1$, for which the collision rate is much less important. Accordingly, because of the relaxation to
Figure 9.16: Crossing jets, for times $t = 0.4, 0.6, 0.8, 1$
due to collisions, the covariance matrix can be decomposed into non singular Cholesky matrices, but yet the velocity distribution stays far from equilibrium. This is the reason why, two different parts of the flow can be distinguished in Fig. (9.18)-bottom left. One can notice, like in Fig. (9.17), the collision part of the flow, in the direction $y = x$. In addition, because of the persistent non-equilibrium due to the low collision rate, a crossing part can be observed at $x = 0.5$ and $y = 0.5$.

Figure (9.18) gives a clear illustration of how dissimilar of a reconstruction the two quadrature-based can lead to. Nevertheless, results are conform to our expectations for the symmetric method, as it perfectly respects the symmetry of the configuration. This observation conduces us to recognize the limitations of the quadrature-based moment method exposed here in terms of its ability to treat any kind of flow. Moreover, both the computations showed what we could fear about these methods, i.e some velocity abscissas become very high, and they are associated to weights with very small values. It clearly appear in this context that further developments are called for in order to consider any application for industrial cases. Nevertheless, these problems are highlighted in the case where collision effects exist. But, these cases are not in the scope of flows studied in this PhD, see Section 1.3. And it is shown in Chapter 12 that the quadrature-based moment method is legitimate for the spray dynamics studied.

### 9.6.3 Addition of the drag effect

Finally, the drag effect is added to the spray dynamics. Results with the single drag effect are displayed in Fig. (9.19) for different values of $\tau_p$: $St = 0.1$ and $St = 1$. The gas velocity is constant and set to $u_g = [1, 1]^T$. As expected, the spray dynamics is much more influenced by the gas for $St = 0.1$, since small particles are considered, than for $St = 1$, where bigger particles are considered. Notice that the resolution of the drag term does not unphysical abscissas after the reconstruction step, which where the case with the collision term. Eventually, a last computation is run, combining drag and collision effects, for $St = 1$, and $Kn = 1$ and $0.1$, with results displayed in Fig. (9.20). One can thus assess the impact of the collision on the flow field, in comparison with Fig. (9.20).

### Conclusion

This chapter proposes an answer to the second of the two limitations of Eulerian spray models towards Lagrangian models, stated in Section 3.4. This answer, the EMVM model, relies on the transport of velocity moment up to third order, and the use of the QMOM. But there are two challenges. For one-dimensional cases, if the quadrature method is known and robust, no fully high order advection scheme has been designed so far. A partially second order scheme has been proposed in [224], reconstructing the weights resulting from the quadrature. This chapter presents a mathematical analysis of the dynamic system and analyses entropy solutions when singularities occur, in order to pave the way for the design of high order advection schemes. Moreover, the extension of the QMOM to multi-dimensional case needs to bridge the theoretical gap with the one dimension case since the quadrature problem is now ill-posed.

A solution is presented in this chapter, on the basis of the work done in [84]. The model presented here is an extension of the one proposed in [84], since it can treat also treat cases when the velocity distribution degenerates into a mono-modal distribution. Numerical tools for the resolution of spray dynamics with drag and collision is explained, with some illustrations. If the method proposed is a breakthrough, since it allows to describe PTC in multi-dimensional cases in an Eulerian framework, this method has been improved in terms of stability in [233], and extended to the crossing of Gaussian velocity distributions [37].
Figure 9.17: Results for collision with Kn = 0.1. (Top) $t = 0.6$. (Medium) $t = 0.8$. (Bottom) $t = 1$
Figure 9.18: Results for collision with Kn = 1. (Top) $t = 0.6$. (Medium) $t = 0.8$. (Bottom) $t = 1$
9.6 Illustration of the EMVM model

Figure 9.19: Results for drag at $t = 0.8$ and $t = 1$. (Left) St = 1. (Right) St = 0.1

Figure 9.20: Results for drag and collision at $t = 1$. (Left) St = 1 and Kn = 1. (Right) St = 1 and Kn = 0.1
Chapter 10

Model coupling polydispersity and droplet crossing

Chapter 9 presents the EMVM model, with the capacity to account for particle trajectory crossing (PTC). Previously, in Chapter 3 we presented the multi-fluid model, able to account for the polydisperse character of the droplet population. However, its computational cost makes its application in an industrial context hardly conceivable. This is why, in Part II, the EMSM is proved to describe spray polydispersity at a reasonably enough computational cost so that its application in industrial context can be envisaged. These models give positive answers to the limitations of Eulerian models relative to Lagrangian models, formulated in Section 3.4.

Yet each of these answers is independent from the other. This is the reason why, in this present chapter, we investigate the possibility of coupling these models, i.e to be able, within a single model, to describe a polydispersity spray within the limit of high Knudsen number, where PTC may occur. We show that, under assumptions made on the profile of the number density function (NDF), this coupling is possible without bringing any new difficulty in terms of modeling. Two models are presented, the Eulerian Multi-Fluid and Velocity Moment (EMFVM) model, resulting for the coupling between the multi-fluid model and the EMVM model, and the Eulerian Multi Size and Velocity Moment (EMSVM) model, resulting from the coupling of the EMSM model and the EMVM model.

Our purpose is to provide a first evaluation of these models through the MUSES3D code, see Chapter 7. Consequently, the implementation strategy of these models in the algorithm of the MUSES3D code is presented here, insisting on the EMFVM model that has actually been implemented in the code and providing very encouraging first results [51, 87, 126].

As stated in Section 1.2, the basis of our work is the following equation:

\[ \partial_t f + \nabla_x \cdot (uf) + \nabla_u \cdot (D_r f) + \partial_S (Kf) = 0, \] (10.1)

10.1 Presentation of the models and assumptions

Referring to Section 3.1, the multi-fluid model as well as the EMSM model presume the form of the NDF

\[ f(t, x, S, u) = n(t, x, S)\delta(u - u_p(t, x, S)), \] (10.2)

where the velocity distribution is reconstructed by a one-node quadrature that allows to access only the mean particle velocity. Yet, thanks to recent developments, explained in Chapter 9, it has been shown that more complex velocity distributions can be accessed by two-node quadrature. Therefore, a more general NDF is considered in this chapter:

\[ f(t, x, S, u) = n(t, x, S)\phi(t, x, S, u - u_p(t, x, S)), \] (10.3)
where $\phi$ is the velocity probability density function (PDF), such as $\int \phi(t, x, S, u) du = 1, \forall(t, x, S)$ The models presented in this chapter are designed to solve the size-velocity coupled moments up to two dimensions in space:

\[
\mathcal{M}_{k,l,m} = \int_{S_{\text{min}}}^{S_{\text{max}}} \int_R R_{S_k} u_x^l u_y^m f du dS
\]

\[
= \int_{S_{\text{min}}}^{S_{\text{max}}} S_k n(t, x, S) M_{l,m}(t, x, S) dS,
\]

where we recall the expression of $M_{l,m}$ given in Eq. (9.5):

\[
M_{l,m} = \int u_1^l u_2^m \phi du, \quad l + m \leq 3,
\]

The coupled models are presented in the framework of sectional methods, where a size section $[S(j), S(j+1)]$, introduced in Section 3.1, is defined as a subspace of the size phase space. This implies that the size phase space must contain at least two sections. However, in Chapter 5, we shown that the EMSM model does not need to discretize the size phase space, although it can be used in a context of several sections. Since, in the present chapter, we discuss both the multi-fluid and EMSM models, we extend the meaning of section, that is to say that we add to it the possibility of containing the whole size phase space is added. From now on, we set $S_{\text{min}} = S(j)$ and $S_{\text{max}} = S(j+1)$, and the superscript $j$ refers to section $j$. To get an explicit expression of $\mathcal{M}_{k,l,m}$, the following assumption is introduced

[H1] In one section, the velocity distribution is independent of the size variable

This means that, in each section,

\[
M_{l,m}^{(j)}(t, x, S) = M_{l,m}^{(j)}(t, x),
\]

Given this hypothesis, within one section, size and velocity distributions are independent so that the $\mathcal{M}_{k,l,m}$ is a tensorial product of size moment $m_k$ and velocity moment $M_{l,m}$:

\[
\mathcal{M}_{k,l,m}^{(j)} = m_k^{(j)} M_{l,m}^{(j)}
\]

with the convention $M_{0,0}^{(j)} = 1$.

The coupling procedure consists in putting together the capacity to describe polydispersity presented in Chapter 3 and Chapter 4, in a monokinetic context, and the capacity to describe PTC within a monodisperse spray, presented in Chapter 9, in the context of the assumption of independence of the size and velocity distributions in each section. Consequently, in a section, the velocity distribution ‘sees’ a monodisperse distribution, and can be reconstructed using exactly the same quadrature methods explained in section Section 9.2 and Section 9.3. If the size and velocity moments were fully coupled, then the phase space would have an additional dimension (which amounts to three in two dimensions in space), and the quadrature method would be even more complex.

We distinguish, at this stage, the coupling of the EMVM model with the multi-fluid model and the EMSM model.

### 10.1.1 Coupling of the multi-fluid and EMVM models

We couple here the multi-fluid and EMVM models, and designate the resulting model by Eulerian Multi Fluid and Velocity Moments (EMFVM) model. Let us work on a size section, delimited by the interval $[S(j), S(j+1)]$. According to Eq. (10.3), the mass $n_{3/2}^{(j)}$, and the mean velocity $u_p^{(j)}$ are not enough to
reconstruct the NDF any more. We need, as in Section 9.3, a ten moment set, up to third-order velocity moments, as we use four sets a weights and abscissas:

\[
W^{(j)} = \left( n_{3/2}^{(j)}, m_{3/2}^{(j)}M_{1,0}^{(j)}, m_{3/2}^{(j)}M_{0,1}^{(j)}, m_{3/2}^{(j)}M_{2,0}^{(j)}, m_{3/2}^{(j)}M_{1,1}^{(j)}, m_{3/2}^{(j)}M_{0,2}^{(j)}, m_{3/2}^{(j)}M_{3,0}^{(j)}, m_{3/2}^{(j)}M_{2,1}^{(j)}, m_{3/2}^{(j)}M_{1,2}^{(j)}, m_{3/2}^{(j)}M_{0,3}^{(j)} \right),
\]

(10.8)

The moments are defined by:

\[
m_{3/2}^{(j)}M_{l,m}^{(j)} = \int_{S^{(j)}} \frac{\rho l S_{3/2}^{(j)}}{6\sqrt{\pi}} \int u_{x}^{l} u_{y}^{m} f \; dudS.
\]

(10.10)

We derive now the system of equation for the EMFVM model:

\[
\partial_{t} \left( m_{3/2}^{(j)}M_{l,m}^{(j)} \right) + \partial_{x} \left( m_{3/2}^{(j)}M_{l,m}^{(j)} \right) + \partial_{y} \left( m_{3/2}^{(j)}M_{l,m}^{(j)} \right) = \left( E_{1}^{(j)} + E_{2}^{(j)} \right) m_{3/2}^{(j)}M_{l,m}^{(j)}
- E_{1}^{(j+1)} m_{3/2}^{(j+1)}M_{l,m}^{(j+1)} + m_{3/2}^{(j)}F_{l,m}^{(j)},
\]

(10.11)

where the interaction terms between size section \( E_{1}^{(j)} \) and \( E_{1}^{(j+1)} \), as well as the interaction term with the gas phase \( E_{2}^{(j)} \) have exactly the same expression as obtained for the multi-fluid model, see Section 3.1. On the other hand, the drag force \( F_{l,m}^{(j)} \), is expressed exactly the same way as in the context of the EMVM model. It depends on the indexes \( l \) and \( m \) of the velocity moment considered, and writes:

\[
F_{l,m}^{(j)} = l \frac{u_{g,x}M_{l-1,m}^{(j)} - M_{l,m}^{(j)}}{S_{0}S_{p}^{(j)}} + m \frac{u_{g,y}M_{l,m-1}^{(j)} - M_{l,m}^{(j)}}{S_{0}S_{p}^{(j)}},
\]

(10.12)

where the reference Stokes number \( S_{0} \) and the mean size of section \( j \), \( S_{p}^{(j)} \), are defined in Eq. (3.13) and Eq. (3.14) respectively.

The dynamics of the velocity moments is the same as explained Section 9.3, within a size section. The single difference with the EMVM model is that, instead of Eq. (9.44), the quadrature procedure has to verify the following relation:

\[
m_{3/2}^{(j)}M_{l,m}^{(j)} = \sum_{\alpha=1}^{\beta} n_{\alpha}u_{(\alpha,1)}^{l}u_{(\alpha,2)}^{m}, \quad m_{3/2}^{(j)} = \sum_{\alpha=1}^{\beta} n_{\alpha}.
\]

(10.13)

For the evaporation operator, the mass and momentum fluxes in the multi-fluid model are replaced by fluxes of all the moments. Because of the assumption of independence of size and velocity distributions, the physical interaction terms expression introduces no additional difficulty compared to their derivation in the context of the multi-fluid or the EMVM model.

A remarkable consequence from system (10.11) is that the velocity distribution in the section \( j \) can turn from a monomodal to a bimodal distribution, because of the fluxes from section \( j + 1 \).

### 10.1.2 Coupling of the EMSM and EMVM models

We couple here the richness of description brought by the EMSM and EMVM models. The resulting model is designated by Eulerian Multi Size and Velocity Moments (EMSVM) model. As previously recalled, this method can be used in the context of several size sections. We will present it in this context, to be consistent with the presentation of the EMFVM model. Nevertheless, let us recall that
the core interest of this model lies in its capacity to describe polydispersity using a single size section. The moment vector considered reads then:

\[
W^{(j)} = \left( m_0^{(j)}, m_1^{(j)}, m_2^{(j)}, m_3^{(j)}, m_4^{(j)}, M_{0,1}^{(j)}, m_1^{(j)}M_{1,0}^{(j)}, m_1^{(j)}M_{0,1}^{(j)}, m_1^{(j)}M_{1,1}^{(j)}, m_1^{(j)}M_{1,2}^{(j)}, m_1^{(j)}M_{0,2}^{(j)}, m_1^{(j)}M_{0,1}^{(j)}, M_{2,1}^{(j)}, M_{1,2}^{(j)}, m_1^{(j)}M_{1,3}^{(j)} \right),
\]

(10.14)

The moments are defined by:

\[
\mathcal{M}_{k,l,m}^{(j)} = m_k^{(j)} M_{l,m}^{(j)} = \int_{S^{(j)}} S^k \int_u u_x u_y f \, du \, ds.
\]

(10.16)

We recall that the momentum is defined by \( m_1^{(j)}(M_{1,0}^{(j)}, M_{0,1}^{(j)}) \) and not by \( m_0^{(j)}(M_{1,0}^{(j)}, M_{0,1}^{(j)}) \), so that the drag term can be explicitly solved. See Section 6.5 for details on that issue.

The system of equations for the high order size and velocity moment method is then derived:

\[
\begin{align*}
\partial_t m_0^{(j)} + \partial_x \left( m_0^{(j)} M_{1,0}^{(j)} \right) + \partial_y \left( m_0^{(j)} M_{0,1}^{(j)} \right) &= -K(\tilde{n}_{ME}^{(j)}(t, x, S^{(j)})) - \tilde{n}_{ME}^{(j+1)}(t, x, S^{(j+1)}) , \\
\partial_t m_1^{(j)} + \partial_x \left( m_1^{(j)} M_{1,1}^{(j)} \right) + \partial_y \left( m_1^{(j)} M_{0,1}^{(j)} \right) &= -K m_0^{(j)} , \\
+K \left( -\tilde{n}_{ME}^{(j)}(t, x, S^{(j)}) S^{(j)} + \tilde{n}_{ME}^{(j+1)}(t, x, S^{(j+1)}) S^{(j+1)} \right) , \\
\partial_t m_2^{(j)} + \partial_x \left( m_2^{(j)} M_{1,1}^{(j)} \right) + \partial_y \left( m_2^{(j)} M_{0,1}^{(j)} \right) &= -2K m_1^{(j)} , \\
+K \left( -\tilde{n}_{ME}^{(j)}(t, x, S^{(j)}) S^{(j)} - \tilde{n}_{ME}^{(j+1)}(t, x, S^{(j+1)}) S^{(j+1)} \right) , \\
\partial_t m_3^{(j)} + \partial_x \left( m_3^{(j)} M_{1,1}^{(j)} \right) + \partial_y \left( m_3^{(j)} M_{0,1}^{(j)} \right) &= -3K m_2^{(j)} , \\
+K \left( -\tilde{n}_{ME}^{(j)}(t, x, S^{(j)}) S^{(j)} + \tilde{n}_{ME}^{(j+1)}(t, x, S^{(j+1)}) S^{(j+1)} \right) , \\
\partial_t \left( m_{1,m}^{(j)} M_{l,m}^{(j)} \right) + \partial_x \left( m_{1,m}^{(j)} M_{l+1,m}^{(j)} \right) + \partial_y \left( m_{1,m}^{(j)} M_{l+1,m}^{(j)} \right) &= -K m_0^{(j)} M_{l,m}^{(j)} , \\
+K \left( -M_{l,m}^{(j)} \tilde{n}_{ME}^{(j)}(t, x, S^{(j)}) S^{(j)} + M_{l+1,m}^{(j)} \tilde{n}_{ME}^{(j+1)}(t, x, S^{(j+1)}) S^{(j+1)} \right) \\
+I m_0^{(j)} \frac{u_x M_{l-1,m}^{(j)} - M_{l,m}^{(j)}}{S_{U1}} + m_0^{(j)} \frac{u_x M_{l,m-1}^{(j)} - M_{l,m}^{(j)}}{S_{U1}} , \quad 0 < l + m \leq 3. 
\end{align*}
\]

(10.17)

The first four equations, on size moments, are similar to the equations Eq. (4.15) and system (4.6) derived in the context of the EMSM model, whereas the remaining equations on velocity moments correspond to the equations Eq. (9.9) without the collision term, and with the addition of the evaporation term. The single difference with the EMVM model is that, instead of Eq. (9.44), the quadrature procedure has to verify the following relation:

\[
m_1^{(j)} M_{l,m}^{(j)} = \sum_{\alpha=1}^{3} n_{\alpha}^{(j)} U_{(\alpha)1}^{(j)} T_{(\alpha)2}^{(j)} , \quad m_1^{(j)} = \sum_{\alpha=1}^{3} n_{\alpha}^{(j)}.
\]

(10.18)
Because of the independence assumption between the size and velocity moments, the closure of the evaporation terms is done as presented in Section 4.2.3, and the inversion procedure of the velocity moments is done as presented in Chapter 9.

The coupled EMFVM and EMSVM models are presented in the context of the decorrelation assumption between size and velocity distributions. This assumptions provides an important simplification of the problem, preventing the appearance of correlated size-velocity moments. Therefore, no additional difficulty is to mention in terms of the new models. We couple, in this chapter, the advances made in Chapter 5 and Chapter 9. Nevertheless this appears as a major contribution in the field of Eulerian spray models as it shows the feasibility of designing an Eulerian model able to overcome both the limitations underlined in the general introduction, i.e polydispersity and PTC description.

The next step is to evaluate the potential of these methods. For that purpose, Chapter 7 presented the MUSES3D code, a platform dedicated to the evaluation of spray models. The next section presents the numerical and algorithmic strategy adopted to implementation of these models in MUSES3D. Contrary to the modeling part, intrinsic difficulties, brought by the model, have to be solved.

10.2 Numerical and algorithmic strategy towards implementation in MUSES3D

The numerical and algorithmic strategy are presented here for the implementation of the models described in Section 10.1 in the code MUSES3D. During this PhD, the EMFVM has been fully implemented, leading to computations of jets with the same conditions as with a Lagrangian model, presented in [51, 87, 126]. The EMSVM could not be implemented by lack of time. Yet a strategie and a simplified model are exposed.

10.2.1 Strategy for the EMFVM model implementation

The numerical scheme is designed in the spirit of the time splitting algorithm of the code MUSES3D presented in Section 7.1, where physical transport and phase space transport are solved separately. The resolution scheme for physical transport is a first order kinetic-based scheme presented in Section 9.5, similar to the scheme present in MUSES3D, see Section 7.1.2, so that its implementation needs minor changes. Resolution of phase space transport is by far more challenging. As presented in Section 3.2, the resolution method for phase space transport is based on a Radau5 solver, for the multi-fluid model. On the other hand, considering a velocity moment vector introduces the realizability, condition stated in Prop. (3). It has been shown in Chapter 6 that the use of ODE solvers is hardly compatible with the realizability brought by the moment vector, i.e in the case of size moments, they do not preserve the moment space. Nevertheless, because of the wider support of the velocity phase space which is not compact, contrary to the size phase space, fewer conditions have to be verified when working with velocity moments. However, with the following system derived from system (10.11), and just containing the terms of phase space transport:

\[
\frac{dt}{m_{3/2}M_{1,m}^{(j)}} = (E_1^{(j)} + E_2^{(j)})m_{3/2}M_{1,m}^{(j)} - E_1^{(j+1)}m_{3/2}M_{1,m}^{(j+1)} + m_{3/2}F_{1,m}^{(j)},
\]  

(10.19)

the Radau5 solver is not able to satisfy the second of this reduced set of conditions. A counter-example can easily be found, when considering a non evaporative motionless particle cloud dragged by the gas phase at velocity, \(\mathbf{u}_g = [1, 0]^T\). At the end of the first iteration done by the Radau5 solver, \(M_{1,0}^{(j)}\) becomes positive, whereas \(M_{2,0}^{(j)}\) is still negative, leading to a negative velocity dispersion in the first direction. In order to fulfill the realizability condition through Radau5, two modifications have to be provided to the algorithm. The first intervention concerns the initialization of the argument vector \(y\) of the Radau5 solver, that is solved during the procedure. Secondly, at one time during the iterative procedure the
Jacobians of the source term of the Partial Differential Equation (PDE) has to be computed, see [49] for the related explanation. The Jacobian cannot be computed with the usual numerical method of the Radau5 solver. Indeed, it introduces an arbitrary shift in the values of the velocity moments. But this arbitrary shift does not guarantee that the realizability condition to be still ensured. This modification, contrary to the first one, does not bring any numerical difficulty.

For vector \( \mathbf{y} \) initialized the idea is to considered, from second order, velocity moments in the referential frame moving at velocity the mean particle velocity \((M_{1,0}, M_{0,1})\):

\[
m_{3/2}^{(j)} \tilde{M}_{\nu}^{(j)} = \int_{S(t)} S^{3/2} \left( u_{g,x} - M_{1,0}^{(j)} f(u_{g,y} - M_{0,1}^{(j)}) m f(t, S, \mathbf{u}) \right) d\mathbf{u} dS, \quad l + m > 2.
\]

(10.20)

The \( \tilde{M}_{\nu}^{(j)} \) are called centered moments. Up to first order, the moments are unchanged, so that \( \tilde{M}_{0,1}^{(j)} = 1 \), \( \tilde{M}_{1,0}^{(j)} = M_{1,0}^{(j)} \) and \( \tilde{M}_{0,1}^{(j)} = M_{0,1}^{(j)} \). The other centered moments are deduced form the actual moments by the following relations:

\[
\begin{align*}
\tilde{M}_{2,0}^{(j)} &= M_{2,0}^{(j)} - (M_{1,0}^{(j)})^2, \\
\tilde{M}_{1,1}^{(j)} &= M_{1,1}^{(j)} - M_{1,0} M_{0,1}, \\
\tilde{M}_{0,2}^{(j)} &= M_{0,2}^{(j)} - (M_{0,1}^{(j)})^2, \\
\tilde{M}_{3,0}^{(j)} &= M_{3,0}^{(j)} - 3M_{2,0}^{(j)} M_{1,0}^{(j)} + 2(M_{1,0}^{(j)})^3, \\
\tilde{M}_{2,1}^{(j)} &= M_{2,1}^{(j)} - M_{2,0} M_{1,0} - 2M_{1,1} M_{0,1}^{(j)} + 2(M_{1,0}^{(j)})^2 M_{0,1}^{(j)}, \\
\tilde{M}_{1,2}^{(j)} &= M_{1,2}^{(j)} - M_{1,0}^{(j)} M_{0,1} - 2M_{0,1}^{(j)} M_{0,1}^{(j)} + 2(M_{0,1}^{(j)})^2 M_{0,1}^{(j)}, \\
\tilde{M}_{0,3}^{(j)} &= M_{0,3}^{(j)} - 3M_{0,2}^{(j)} M_{0,1}^{(j)} + 2(M_{0,1}^{(j)})^3.
\end{align*}
\]

(10.21)

With the relation between centered moments and actual moments, given in Eq. (10.21), it is possible to write the dynamic system verified by these centered moments from system (10.19). For the sake of legibility, the corresponding system of equations expression can be found in Appendix C.2. These two modifications in the resolution algorithm of the MUSES3D code are explained in Chapter 11.

### 10.2.2 Numerical strategy for the EMSV model

Similarly to the previous case, the numerical scheme is devised in the context of an operator splitting algorithm. The physical transport resolution method is given in Section 9.5, and is thus the same as in the case of the EMFVM model. The schemes for the two models differ when it comes to phase space transport resolution. Indeed, we show, in Section 5.1.2 and Appendix B.1, that an ODE solver (and therefore the Radau5 solver) cannot ensure the realizability condition for the size moment vector. Therefore, within the phase space transport resolution, the evaporation and drag operators are splitted, as explained in Section 6.5. In this context, there are two options to treat the drag term. One can either rely on the resolution through the Radau5 solver, since drag is not the critical step for the insurance of the realizability condition. Or, since only drag with Stokes closure is involved, one can explicitly solve the ODE, as suggested in Section 3.2.

The critical aspect of the scheme is the resolution of the evaporation term (considered here to be expressed by a \( d^2 \)-law, see Section 1.2.3). If only one section is considered, according to system (10.17), the evaporation term does not impact the velocity moments. The difficulty comes when the size phase space is discretized with at least two sections. In this context, the value of the velocity moment of section \( j \) may be changed by the positive flux coming from section \( j + 1 \), like it is already the case for the EMFVM model. In this case, we propose the following simplified resolution scheme. The integral formulation of Lemma 3 is reused, for the size moments:

\[
\exp(\Delta t \mathbf{A}) m^{(j)}(\Delta t) = m^{(j)}(0) - \Phi^{(j)} + \Phi^{(j+1)}
\]

(10.22)
where, in comparison to the terms of Lemma 3, \( \Phi^{(j)}_m = \Phi_- \) and \( \Phi^{(j+1)}_m = \Phi_+ \).

Extending the matrix \( A \) by taking into account the equations on velocity moments \( M_{l,m}^{(j)} \) (like it is done is Section 5.1.4 for the momentum), one obtains a generalization of Eq. (10.23) for the \( M_{l,m}^{(j)} \):

\[
\left[ m_1^{(j)}(\Delta t) + \Delta t m_0^{(j)}(\Delta t) \right] M_{l,m}^{(j)}(\Delta t) = m_1^{(j)}(0)M_{l,m}^{(j)}(0) - M_{l,m}^{(j)}(0)\Phi_2(\Delta t) + M_{l,m}^{(j+1)}(0)\Phi_2(\Delta t) \quad (10.23)
\]

where the notations for the fluxes are explained in Section 5.1.4.

The same behavior as in the multi-fluid multi-velocity model is observed, i.e. the distribution in section \( j \) can change from a monomodal to a bimodal distribution due to the fluxes. The updated values of the velocity moments are convex sums of the initial moments, which, given the convex geometry of the moment space, verifies the realizability condition on the velocity moments.

### 10.2.3 Validation results for the EMSVM model

Our objective here is to do a first evaluation of the numerical tools presented for the EMSVM model. The first test case takes up the one-dimensional spray dynamics case exposed in Section 6.4.2, and shows that droplet crossing simulation is possible while preserving the quality of polydispersity description through evaporation. The second test case involves impinging droplet clouds in two-dimensions, and proves the feasibility of the quadrature in two-dimensions. This is a very important result, since there exist a theoretical gap between quadrature methods for monovariate functions and quadrature methods for multi-variate functions, see Chapter 9.

#### Transport and evaporation of a spray in the infinite Stokes limit

In this first test case, the same configuration as presented in Section 6.4.2 is considered. The objective is to show that the limitations stated in Section 6.4.2 about the non ability of Eulerian model to describe PTC can be overcome by coupling the high order size moment method with the high order velocity moment method model. In practice, the parameters of the simulation are the same, but what differs between the two results is that, in the result display in Section 6.4.2, the solved quantity is the vector:

\[
m = (m_0, m_1, m_2, m_3)^t,
\]

containing only size moments, whereas in this actual test case, the solved quantity is the vector:

\[
\mathcal{M} = (m_0M_0, m_1M_0, m_2M_0, m_3M_0, m_1M_1, m_1M_2, m_1M_3)^t,
\]

containing size and velocity moments. The parameters of the simulation are recalled: the computation is run in a 200 cell grid, the CFL is set at 1 and periodic boundary conditions are set. The initial conditions are recalled, and the results are displayed in Fig. (10.1) and Fig. (10.2), at the same instants as in Section 6.4.2, i.e \( t = 0.2, t = 0.4, t = 0.7 \). The solid lines represent the numerical solution, whereas the markers represent the analytical solution. At the first instant, the result is fully similar to the one in Section 6.4.2, because at the kinetic level of description the velocity distribution is mono-modal, and therefore a monokinetic macroscopic model is equivalent to the kinetic description. This is not the case at \( t = 0.4 \), where the faster cloud overtakes the lower cloud. Since the flow is assumed to be collisionless (with Kn → ∞), the velocity distribution at the kinetic level is bi-modal with two weights at the velocity values of 0.5 and 2, corresponding to the velocity of the clouds. Whereas, this bi-modal distribution could not be accounted for in Section 6.4.2, because of the monokinetic assumption, the Quadrature Method of Moment (QMOM) succeeds at reconstructing these two distinctive velocities, and perfectly reproduces the expected crossing of the two clouds. Meanwhile, the quality of the polydispersity description is preserved, the only source of error being the numerical diffusion, more important than in Section 6.4.2 since the advection scheme employed for the high order velocity moment method is first order in space. The design of a second order scheme requires complex algebra in order to ensure the
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Figure 10.1: Evolution of a spray in a discontinuous velocity field calculated with the multi-fluid multi-velocity model model, compared to the analytical solution of the problem. (left) Initial condition; the plain curves represent, with decreasing ordering in terms of value, the four first moments from the 0th order (highest) to the 3rd (lowest). The plain curves are scaled by the left Y-axis and the dashed curve representing the velocity field, is scaled by the right Y-axis. (right) Solution at $t = 0.2$ compared to the analytical solution of the problem represented by markers. The computation is carried out in a 300 cell grid

realizability condition for the velocity moments, see Chapter 9 for explanations on this subject.

In conclusion, this first test case demonstrates the feasibility of an Eulerian model able to describe PTC, as well as providing efficiency polydispersity description. This result is essential, as it gives a solution to the two limitations of Eulerian models stated in Chapter 3, and consequently bridges the theoretical gap between Eulerian and Lagrangian methods.

Two-dimensional droplet cloud crossing

This test case challenges the extension to two-dimensions of the high order velocity moment method. As seen in Section 9.3, extending the quadrature method from one to two-dimensions amounts to extend the QMOM from mono-variate to multi-variate distribution functions. This transition represents a theoretical gap. This is the reason why a test case is dedicated to validate the quadrature method proposed in Section 9.3. It involves an elementary case of droplet cloud crossing with opposite velocity at CFL = 1, in a $200 \times 200$ cell grid. Figure (10.3)-(top right) displays the initial conditions. The test case involves evaporating droplet clouds, and tests, first the quadrature method for crossing sprays in two dimensions, and also the coupling between transport and evaporation. The distribution function is constant, as illustrated in Section 3.3.2. In addition to the crossing droplet cloud, a third motionless cloud is initialized in the top right corner of the domain in order to evaluate the quality of the resolution of the evaporation term coupled to the description of the crossing, see Fig. (10.3)-(top-left). Results, displayed in Fig. (10.3), show that the quality of polydispersity description is not affected by the velocity moment quadrature. The slight different at time $t = 0.3$ comes from the numerical diffusion due to the Strang dimensional splitting, see Section 3.2.1. This is obviously the very first test, and others with greater complexity will have to be conducted in order to validate the feasibility of this method for potentially industrial configurations. Nevertheless, this test was necessary since the extension from one to two-dimension is far from being trivial, and its results are encouraging and allow us to go further in the validation process.
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Figure 10.2: Evolution of a spray in a discontinuous velocity field calculated with the multi-fluid multi-velocity model, compared to the analytical solution of the problem. Solution at time $t = 0.4$ (left) and $t = 0.7$ (right) compared to the analytical solution of the problem represented by markers. The computation is carried out in a 300 cell grid.
Figure 10.3: Transport and evaporation of droplet clouds with PTC. (Top-left) Initial condition: the cloud at the top-right of the domain is motionless and is held as the reference to evaluate the quality of the evaporation resolution for moving clouds. The computation is carried out in $200 \times 200$ cell grid.
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Conclusion

This chapter concludes the presentation of the modeling work done during this PhD, begun with the design of the EMSM model, and continued with the design of the EMVM model. It provides a theoretical solution to the two limitations formulated in Section 3.4 in the context of the multi-fluid model: an efficient description of polydispersity and the capacity to describe PTC with an Eulerian model. Fig. (10.4) gives an illustration of the nature of the models designed during this PhD, in the present hierarchy of Eulerian spray models.
Chapter 11

Implementation of the EMFVM model in MUSES3D

This chapter presents a synthetic vision of the implementation work of EMFVM model in the MUSES3D code presented in Chapter 7. As for the implementation of the EMSM model, the present developments have to meet three requirements: the preservation of the code genericity, of the algorithm capacity to ensure low diffusion, and its easy adaptation to High Performance Computing (HPC) algorithm of the code. The purpose of this work is the same as for the implementation of the EMSM model: assess its feasibility on challenging test cases. This chapter is organized as follows. At first, based on the exiting structure of the MUSES3D code, an inventory of the needed modifications is proposed. Then the computing implementation strategy is discussed and organized between the three following aspects: data structure and corresponding tools, initialization, numerical scheme.

We recall here the convention chosen for the notations.

Notation: The various kinds of structure considered in the MUSES3D code are denoted with the following convention:
- arrays are written with normal characters,
- derived data types are written in italic characters,
- routines are written in italic bold characters
- module names are written in bold characters.

Notation: For the sake of legibility, the profil of the arrays contained in the derived data types, which is noted in Section 7.1.4 array(1 : Nz,1 : Ny,1 : Nz,1 : Ns,1 : Nmom,1 : N) is written, in the algorithm illustrations under a simplified form. Indeed, given the framework described in Section 3.2, the physical transport is done in the context of a dimensionalized splitting, so there is only one transported dimension implying that $N = 1$ and only one space dimension is mapped. Moreover, only one size section in considered, so $Ns = 1$. Thus, without loss of generality, the slope and the flux arrays are noted array$i(1 : Nmom)$, denoting the value of array in the $i^{th}$ cell of the transported dimension.

11.1 Inventory of needed modifications

In order to fulfill the three conditions formulated in the introduction, and according to the code structure, presented in Chapter 7, five intervention locations are identified:

- The first one concerns the data structure. As seen in Chapter 7, the data structure relies on a single data type, Field, illustrated in Algo. (1). Yet, in the context of the EMFVM, the quadrature
procedure, on the basis of this model, computes abscissas and weights resulting from the quadrature of the velocity moment vector, see Section 9.3. These two arrays have thus to be included in the data structure to run computations with the EMFVM model. Moreover, one has to take into account that the velocity moment set contains four moments in one dimension and ten moments in two dimensions (see Section 9.2 and Section 9.3).

- The corresponding inversion procedure, or quadrature procedure goes hand in hand with the presence of abscissas and weights. We refer to it as inversion algorithm, relative to the projection algorithm performing the inverse work, i.e. computing the moments from the abscissas and weights.

- These new arrays have to be initialized.

- Concerning the numerical scheme for physical transport resolution, Section 9.5 presents and justifies the use of a first order kinetic scheme. Yet, at present, only the second order advection schemes are implemented. The intervention location of finite volume schemes has been clearly identified in Section 7.1.2.

- Chapter 10.2.1 has highlighted some difficulties when directly using the multi-fluid resolution algorithm for phase space transport. An adapted algorithm has then been proposed in order to use the multi-fluid algorithm for resolution with the EMFVM model.

### 11.2 Data structure modification and associated numerical tools implementation

#### 11.2.1 Data structure

Two new aspects, explained in the previous section, concerning the data structure are brought by the EMFVM. The first requires to include arrays of **abscissas** and **weights** in the generic data type Field. This is illustrated in Algo. (11.2.1). In the context of the EMFVM model, the vector sizemom, dedicated to EMSM model, is not used. Moreover, all the developments explained in this chapter are done in the context of third order moment quadrature. The profil of velmom, wgt, and abs is generic and corresponds, as explained in Section 7.1.4, to:

\[
\text{array}(N_x, N_y, N_z, N_S, N_{mom}),
\]

but \(N_{mom}\) has different values for each of the abovementioned arrays:

- For the velocity moment vector, velmom, \(N_{mom} = 4\), for a one-dimensional case, and the components the array are defined this way:

\[
\begin{align*}
\text{velmom}(1) & = M_0, \\
\text{velmom}(2) & = M_1, \\
\text{velmom}(3) & = M_2, \\
\text{velmom}(4) & = M_3.
\end{align*}
\]
In a two dimensions case, \( N_{\text{mom}} = 10 \), and the components of the array are defined this way:

\[
\begin{align*}
\text{velmom}(1) &= M_{0,0}, \\
\text{velmom}(2) &= M_{1,0}, \quad \text{velmom}(3) = M_{0,1}, \\
\text{velmom}(4) &= M_{2,0}, \quad \text{velmom}(5) = M_{1,1}, \quad \text{velmom}(6) = M_{0,2}, \\
\text{velmom}(7) &= M_{3,0}, \quad \text{velmom}(8) = M_{2,1}, \quad \text{velmom}(9) = M_{1,2}, \quad \text{velmom}(10) = M_{0,3}.
\end{align*}
\]

where the \( M_k \) and \( M_{l,m} \) are the velocity moments defined in Chapter 9.

- For the weight array \( \text{wgt} \), \( N_{\text{mom}} = \beta \), where \( \beta \), defined in Chapter 9, is the total number of quadrature points. In two dimensions, \( \text{wgt} \) reads:

\[
\begin{align*}
\text{wgt}(1) &= n_1, \quad \text{wgt}(2) = n_2, \quad \text{wgt}(3) = n_3, \quad \text{wgt}(4) = n_4.
\end{align*}
\]

- For the abscissas array \( \text{abs} \), \( N_{\text{mom}} = \beta N_{\text{dim}} \). The vector \( \text{abs} \) then writes in its fifth dimension:

\[
\begin{align*}
\text{abs}(1) &= U_{(1)1}, \quad \text{abs}(2) = U_{(2)2}, \quad \text{abs}(3) = U_{(3)3}, \quad \text{abs}(4) = U_{(4)4}, \\
\text{abs}(5) &= U_{(1)1}, \quad \text{abs}(6) = U_{(2)2}, \quad \text{abs}(7) = U_{(3)3}, \quad \text{abs}(8) = U_{(4)4}.
\end{align*}
\]

\[ (11.3) \quad (11.4) \quad (11.5) \]

### 11.2.2 Associated numerical tools

As explained in Section 9.3, the critical step of the EMFVM model, derived from the EMVM model, is the inversion algorithm. This algorithm, by far the most challenging to design, goes hand in hand with the projection algorithm. The general structure of the inversion algorithm \textit{inversion}, is presented in Algo.(11), in the two-dimensional case. This algorithm proceeds in three steps. The two first steps are singularity detection steps, corresponding to cases where the Cholesky matrix used in the decomposition of the covariance matrix (see Section 9.3) is singular. A distinction is made between singularities occurring in direction \( x \) or \( y \) with \( \sigma_{1,1} = 0 \) or \( \sigma_{2,2} = 0 \), and the case where the singularity occurs in another direction, when \( \sigma_{1,2}^2 = \sigma_{1,1} \sigma_{2,2} \). The third step corresponds to the quadrature in regular cases.

Within the routine \textit{inversion} calls to different subroutines are made:

- \textit{select_mom} is called in the case where the velocity dispersion is null in the first or second space direction. This routine extracts the set of moments in the direction of non null dispersion form the global moment set.

- \textit{mom_cholD} is called in the same context. This routine performs the one-dimensional Cholesky decomposition in the direction where the dispersion is non null. Its input arguments are selected\textit{mom} and its output are the reduced moments \textit{reduced_mom}.

- \textit{pds_chol} computes the set of weight, and abscissas of the set of reduced moments, in each direction of the Cholesky decomposition.

- \textit{treat_singularity} is called in the case where the velocity dispersion is null in a direction different from the canonical directions of the referential frame, and performs the quadrature on that particular case.

- \textit{mom_chol} is the routine for the two-dimensional Cholesky decomposition

The structure of the projection algorithm is displayed in Algo.(12).

This tools being particular to the EMFVM model, they are included in a dedicated module called \textit{Tools_emvm}.
Algorithm 11 Routine \textit{inversion}

\textbf{procedure} \textit{inversion}(velmom, wgt, abs)  
\textbf{input} velmom  
\textbf{output} wgt, abs  
% Case where $\sigma_{1,1} = 0$  
if $(\text{velmom}(4) \times \text{velmom}(0) - \text{velmom}(2)^2 < \epsilon)$ \textbf{then}  
% The quadrature is done in the second direction  
call \textit{selec_mom}(velmom,2,1,\text{selected_mom})  
call \textit{mom_chol}D(\text{selected_mom},\text{reduced_mom})  
call \textit{pds_chol}(\text{reduced_mom})  
...  
% Computation of wgt abs  
...  
% Case where $\sigma_{2,2} = 0$  
elseif $(\text{velmom}(6) \times \text{velmom}(0) - \text{velmom}(3)^2 < \epsilon)$ \textbf{then}  
% The quadrature is done in the first direction  
call \textit{selec_mom}(velmom,1,2,\text{selected_mom})  
call \textit{mom_chol}D(\text{selected_mom},\text{reduced_mom})  
call \textit{pds_chol}(\text{reduced_mom})  
...  
% Computation of wgt abs  
...  
elseif $(\text{velmom}(5) \times \text{velmom}(0) - \text{velmom}(2) \times \text{velmom}(3) < \epsilon)$ \textbf{then}  
call \textit{treat_singularity}(velmom,abs,wgt)  
else  
% Regular case call \textit{mom_chol}(velmom,\text{reduced_mom})  
call \textit{pds_chol}(\text{reduced_mom})  
...  
% Computation of wgt abs  
...  
end if  
\textbf{end procedure} \textit{inversion}

Algorithm 12 Projection algorithm

\textbf{procedure} \textit{projection}(mom_vel, wgt, abs)  
% Example of a two-dimensional case  
velmom(1) = $\sum_{i=1}^{\beta} wgt(i)$  
...  
velmom(10) = $\sum_{i=1}^{\beta} wgt(i) \times \text{abs}^3(N_{\text{pic}} + i)$  
...  
\textbf{end procedure} \textit{projection}
11.3 Modification of the initialization process

The initialization of the arrays mom, vel, abs and wgt is discussed here. First, referring to Algo. (3), the initialization in the EMFVM case is included in the condition $N_{mom, sizes} = 0$, like the multi-fluid initialization. Then, a flag is introduced in order to distinguish the two types of initialization within the condition $N_{mom, sizes} = 0$.

Since the first component of the velocity vector velmom is identical in the cases of multi-fluid or EMFVM resolution, its initialized is taken up. The abscissas and the weights are then initialized. Finally, the whole velocity moment vector is initialized, through a projection algorithm. This is illustrated in Algo. (13). The code offers the possibility to initialize velocity distribution with dispersion around the mean velocity in each direction. The array dispersion accordingly modifies the value of the corresponding abscissa from the mean velocity (velocity in Algo. (13)).

Algorithm 13 Initialization of Spray%vel, Spray%abs and Spray%wgt

% multi-fluid initialization
if (multi-fluid) then
  
  % EMFVM initialization
else if (EMFVM) then
  
  % Initialization of velmom(1) as done in Algo. (3)
  
  for $i = 1, N_{dim}$ do
    $\text{abs } ((i - 1) \ast \beta + 1 : \beta \ast i) = \text{velocity}(i) + \text{dispersion } ((i - 1) \ast \beta + 1 : \beta \ast i)$
  end for
  $\text{wgt } (1 : \beta) = \text{velmom}(1) / \beta$

  call projection(Spray,wgt,abs)

end if

11.4 Numerical scheme adaptation

11.4.1 Physical transport resolution

The first order scheme designed in Section 9.5 for advection requires only slight modifications in the modules of the successive finite volume scheme steps: Slope_tools, Recons_tools, Flux_tools, Update_tools (see Chapter 7). Indeed, a first order scheme does not involve any slope computation. Therefore the changes concern fluxes computations, and the update procedure. The input argument vector is particularly lighter than in the multi-fluid or EMSM context, since, referring to Section 9.5, it only involves the values of the abscissas and weights on both sides of an interface. The updated flux computation, routine structure is illustrated in Algo. (14).

Some changes are also brought in the update procedure in comparison to the multi-fluid model. In order to ensure the stability of the scheme, the update moment vector is inverted and then projected. Indeed, as discussed in Section 9.3, the moment set realizable through the set of abscissas and weights is a subspace included in the velocity moment space. This final step of inversion-projection ensures that the moment vector velmom is consistent with the set of computed abscissas and weights. The implementation of the EMFVM model for physical transport can been seen in Fig. (11.1).
Algorithm 14 Flux computation
procedure flux_comp(Flux, Spray, Slope, Recons, Mean)

if \( N_{mom, sizes} = 0 \) then
  % multi-fluid model resolution
  if (multi-fluid) then
    ...
    % EMFVM model resolution
  else if (EMFVM) then
    for \( i = 1, N_x \) do
      call vel_flux(Flux\%vel, Spray\%abs, Spray\%wgt, Spray\%abs_{-1}, Spray\%wgt_{-1})
    end for
  end if
  ...
  end if

end procedure flux_comp

Algorithm 15 Update procedure
procedure update_field(Spray\textsuperscript{n}, Spray\textsuperscript{n+1})

if \( N_{mom, sizes} = 0 \) then
  % multi-fluid model resolution
  if (multi-fluid) then
    ...
    % EMFVM model resolution
  else if (EMFVM) then
    for \( i = 1, N_x \) do
      Spray\textsuperscript{n+1}\%vel\_i = Spray\textsuperscript{n}\%vel\_i
      call euler(Spray\textsuperscript{n}\%vel\_i)
      Spray\textsuperscript{n+1}\%vel\_i = Spray\textsuperscript{n}\%vel\_i
      call inversion(Spray, wgt, abs)
      call projection(Spray, wgt, abs)
    end for
  end if
  ...
end if

end procedure update_field
11.4.2 Phase space transport resolution

As seen in Section 10.2, the resolution of phase space transport can rely on the ODE solver Radau5 designed for the multi-fluid model, with some adjustments. Then, two possibilities were then given. One could either create a new routine dedicated to the EMFVM model at the level of the routine \textit{phase\_tr\_mf}. This would have brought the advantage of a clear structure distinguishing the multi-fluid and the EMFVM model resolution. But this would have needed to create a new routine from scratch as well as its interfaces with the module \textit{spray\_eq} used to compute the source term $\Phi$ in Eq. (7.3). The second option has thus been held, consisting in adjusting the multi-fluid algorithm in order to handle the resolution with the EMFVM when needed.

This has required two modifications. The first one has consisted in initializing the vector $Y$ or initial conditions for the Radau5 solver, in Eq. (7.3) with the centered moments defined in Section 10.2. The updated structure of \textit{phase\_tr\_mf} is displayed in Algo. (16). The second modification has consisted in creating routines to analytically compute the Jacobian of the source terms $\Phi$. This has been handled by the routine \textit{mf\_jeq}, the equivalent of \textit{mf\_eq} for Jacobian computation. The output of these two routines, the sources term $\Phi(Y)$, from \textit{mf\_eq}, and its Jacobian from \textit{mf\_jeq}, is then transferred to the routine \textit{driver\_radau}, performing the actual resolution through the Radau5 solver. The structure of the routine \textit{mf\_jeq} is displayed in Algo. (17). The structure update of the code structure needed by the implementation of the EMFVM model is illustrated in Fig. (11.2).

11.5 Conclusion

This chapter is dedicated to the implementation of the EMFVM model in the MUSES3D code. It presents the computing strategy in order to cope with the three requirements formulated in the introduction. The new functionality of the MUSES3D code has allowed to evaluate the EMFVM model on challenging test cases, where the results are discussed in Chapter 12.
Algorithm 16 Transport in phase space

procedure `phase_tr_mf(Spray)`
  ...
  if (EMFVM) then
    call `mom_to_mom_center(Spray,centered_velmom)`
    ...
    call `driver_radau(Y, t_0, t_end)`
    % Update of centered_velmom
    centered_velmom = Y
    ...
    call `mom_center_to_mom(Spray,centered_velmom)`
    ...
    call `inversion(Spray,wgt,abs)`
    call `projection(Spray,wgt,abs)`
    ...
  end if
  ...
end procedure `phase_tr_mf`

Algorithm 17 Jacobians computation

procedure `mf_jeq...`
  % Computation of the Jacobian of the drag and evaporation terms
  call `drop_model(t)`
  ...
  if (evaporation) then
    call `Fill_mat Jac_evap(Jac_evap)`
    Jac(Y) = Jac_evap
  end if
  ...
  if (drag) then
    call `Fill_mat Jac_drag(Jac_drag)`
    Jac(Y) = Jac(Y) + Jac_drag
  end if
  ...
end procedure `mf_jeq`
Figure 11.2: Implementation of EMFVM model in the structure for phase space transport. The dashed line distinguishes the different modules. The dotted border locates the contributions.
Chapter 12

Validation and results

This chapter is dedicated to the evaluation of the Eulerian Multi Fluid and Velocity Moment (EMFVM) model implemented in the MUSES3D code, see Chapter 11. Its implementation in MUSES3D allows to use more challenging test case than the ones presented in Chapter 10. In the first test case, focusing on droplet clouds dynamics in the Taylor-Green configuration for the gaseous phase, the behavior of the quadrature method is assessed where substantial numerical diffusion is present. Eventually, a second test case, involving a free jet, shows the ability of the model to description areas of significant velocity dispersion, i.e when Particle Trajectory Crossings (PTC) occur. The corresponding results lead to a first conclusion about the potential of the method towards further extension to industrial configurations.

12.1 Dynamics of a droplet cloud in a Taylor-Green configuration

The studied configuration is designed to assess the robustness of the high order velocity moment method in a challenging context, since a two-dimensional Taylor-Green configuration for the gas phase is considered. This configuration is illustrated in Fig. (3.2)-left. Two motionless clouds are initialized, one at the top, the other at the bottom of $200 \times 200$ domain, with periodic boundary conditions on its edges. A first case, involving a non-evaporating monodisperse spray, is run in order to assess the single EMFVM method and associate schemes in this particular configuration.

What is particularity interesting is the behavior of the quadrature method in this gas field in a case where numerical diffusion is present. Indeed, in area with very low density, due to numerical approximations, quadrature methods may lead to multi-modal distributions where one node, despite its low weight, has an uncontrolled associated velocity values. These situation can cause unexpected $\delta$-shocks. The computation CFL remains 1, thanks to perfectly well adapted resolution algorithms contained in the MUSES3D code (see Chapter 7). Then, a second test case shows the capacity of the EMFVM model to solve a polydisperse evaporating spray experiencing PTC in this Taylor-Green configuration.

The reader must be aware of the fact that this tests, assessing the model robustness, are a first step towards a full validation of the EMFVM model. Comparison with experiments or validated approach, such as Lagrangian approaches have to be carried out in order to draw definitive conclusions. This is done in Section 12.2.

12.1.1 Non evaporating case

In this first case, the spray is initialized with a Stokes number of $St = 0.31$. Since the particle Stokes number is greater than the critical Stokes number of this configuration $St_c$, the particles will be ejected from the vortices, so that PTC are highly probable.
This first test involves a non evaporating monodisperse spray. The computation is run until the dimensionless time \( t = 2 \). Results of the dynamics of this spray are shown on Fig. (12.1) to Fig. (12.4). Fig. (12.1) presents the successive mass fields until \( t = 1 \), and Fig. (12.3) between time \( t = 1 \) and \( t = 2 \). Fig. (12.2) and Fig. (12.2) displays, for some instants, the x- and y-velocity fields as well as the spray temperature, in the sense defined in Section 9.3. Areas of high value of temperature are significant of velocity dispersion, where crossing trajectories may occur. Dragged by the gaseous Taylor-Green vortices, the clouds begin their movement at \( t = 0.25 \), and one can here notice that they are going to impinge. They begin to cross at time \( t = 0.5 \), according to their y-velocity values in Fig. (12.2)-medium left. This is confirmed by the field of temperature shown in in Fig. (12.2)-bottom left. The particle temperature is defined by the following relation:

\[
T = \frac{\sigma_{1.1} + \sigma_{2.2}}{2}.
\] (12.1)

This temperature associated to the velocity dispersion, should not by confused with the temperature of the liquid, which is not resolved in this work. Since droplet collisions are excluded from this case, a non-zero droplet temperature automatically implies the presence of droplet clouds with different velocities at the same location.

Particles have finished to cross at \( t = 0.75 \), and, since the Stokes number is much higher than the critical Stokes number \( St_c \) (see Section 3.3.1) above which particles are ejected from the vortices, the cloud initialized at the bottom part of the domain finds itself at the top part of the domain. The effect of drag exerted by the vortices has lead to the accumulation of droplets on the two thin layers, at \( t = 0.75 \). At \( t = 1 \), two parts can now be distinguished. The first part one, at the center of the domain, is ejected from the vortices and the corresponding clouds are to cross the same way as at time \( t = 0.5 \). This movement is an oscillatory phenomenon But in addition, a new part is ejected at the right and left edges of the domain. If one focuses on the region such as \( y > 0.5 \), it is important to notice that the y-velocity of the extreme part of the flow field \( (x < 0.2 \text{ and } x > 0.8) \) is positive, and opposed to the y-velocity of the center part of the flow field. This is due to the particle inertia. Indeed, these particles originates from the bottom cloud, with positive y-velocity. During the crossing, they enter the top vortices with negative y-velocity field. But their inertia is high enough so that they are advected to positive y-velocity fields in a time lower that their relaxation time. Therefore, because of periodic boundary conditions, two types of crossing occurs according to Fig. (12.2)-left : in the x- and y-directions. These crossings are seen at time \( t = 1.25 \) and \( t = 1.5 \) in Fig. (12.3). The velocity and temperature field structures at time \( t = 1.5 \) indicate that particles will impinge at \( y = 0 \), and \( y = 1 \). This is confirmed at time \( t = 1.75 \) and \( t = 2 \) and Fig. (12.4)-left highlights the new areas of high temperature predicted at \( t = 1.5 \). Let us finally focuses on the singularities which occur at time \( t = 1.5 \) at \( x = 0.08 \) and \( x = 0.92 \). This singularity occurrence corresponds to the presence of locally three distinct velocities. In one considers the top part of the domain, the velocity distribution is made of the velocity of the branch going toward the top of the domain, and the two velocities of the central layers with an oscillating movement between the tops and the bottom vortices. We will come back to this singularity in the next paragraph.

This test case validates the good behavior of the EMVM model, and particularly of the quadrature method and its implementation in the MUSES3D code. But the major conclusion to be drawn from this test case if the fact that we have for the first time demonstrated that an Eulerian model can account for PTC. Still, this method has two important limitations. The first one lies in the number of different velocity abscissas that can locally be reconstructed. The EMVM model as devised in Section 9.3 transports velocity moments up to third order in velocity. This allows to reconstruct locally only two distinct velocity vectors. In case more than two particles impinge, which happens in our illustration at \( t = 1.5 \), the advection system becomes weakly hyperbolic, like in the pressureless gas formalism, explained in Section 3.1.3, so that a \( \delta \)-shock is engendered. Extensions of the method to fifth or seventh order can be envisaged in order to reconstruct three or four different velocity vectors, if absolutely needed. This limitation is not to prevent the use of the EMVM method in industrial context, since the occurrence probability of a crossing involving three particles with three different velocities can reasonably be considered much lower than the probability occurrence of only two particles. Moreover, Fig. (12.3) demonstrates that the designed kinetic-based numerical schemes are perfectly stable through
these singularities. The following limitation is the most serious. It has been explained in Section 9.3, that different quadrature methods can be proposed, but the choice of the quadrature impacts the solution, which is not acceptable. That is why, on the basis of this work, further studies have been pursued, and some very promising method have been proposed in [233] and [37].

Figure 12.1: Dynamics of a monodisperse spray (St = 0.31) in Taylor-Green vortices, solved with the EMFVM model, until $t = 1$. Corresponding droplet mass density with 6 equi-distributed iso-contours. The computation is run in a $200 \times 200$ cell grid.
Figure 12.2: Dynamics of a monodisperse spray ($St = 0.31$) in Taylor-Green vortices, solved with the EMFVM model. Corresponding x-velocity, y-velocity, and temperature with 10 equi-distributed iso-contours. (Left) results for $t = 0.5$. (Right) results for $t = 1$. The computation is run in a $200 \times 200$ cell grid.
12.1 Dynamics of a droplet cloud in a Taylor-Green configuration

Figure 12.3: Dynamics of a monodisperse spray ($St = 0.31$) in Taylor-Green vortices, solved with the EMFVM model, from $t = 1.25$ to $t = 2$. Corresponding droplet mass density with 6 equi-distributed iso-contours. The computation is run in a $200 \times 200$ cell grid.
Figure 12.4: Dynamics of a monodisperse spray ($St = 0.31$) in Taylor-Green vortices, solved with the EMFVM model. Corresponding x-velocity, y-velocity, and temperature with 10 equi-distributed iso-contours. (Left) results for $t = 1.5$. (Right) results for $t = 2$. The computation is run in a $200 \times 200$ cell grid.
12.1 Dynamics of a droplet cloud in a Taylor-Green configuration

12.1.2 Case of a polydisperse evaporating spray

We take up the same configuration as before with the same initial and boundary conditions but we consider now a polydisperse evaporating spray, described with the EMFVM model. The size phase space is made of five sections, with Stokes number ranging from $St = 0.061$ to $St = 0.46$. The size distribution is illustrated in Fig. (8.2). The evaporation coefficient is set at $K = 0.12$. Fig. (12.5) displays the result for the total mass, at instants $t = 0.5, 1, 1.5$ and $2$, whereas Fig. (12.6) shows results section by section at time $t = 1$. By comparing Fig. (12.5) with the corresponding results exposed at Fig. (12.1) and Fig. (12.3), the first conclusion is the good behavior of the model relative to evaporation, inheriting the stability features of the multi-fluid model. Moreover, the importance of the role of size-velocity correlations in this particular case explains the different of structure of the fields. The stripes appearing in Fig. (12.1)-top left, and which are clear on Fig. (12.1)-bottom right display this size-velocity correlation: each stripe on Fig. (12.1)-bottom right corresponds to one size section.

Fig. (12.6) very nicely describes the size-conditionned dynamics showing that the mass field of the lower sections, when still containing some mass are more developed than the mass field of the higher section containing particles with a higher relaxation time and thus harder to drag.

Figure 12.5: Dynamics of a polydisperse evaporating spray in Taylor-Green vortices, solved with the EMFVM model, for $t = 0.5, 1, 1.5, 2$. Corresponding droplet mass density with 6 equi-distributed iso-contours. The computation is run in a $200 \times 200$ cell grid.
Figure 12.6: Dynamics of a polydisperse evaporating spray in Taylor-Green vortices, solved with the EMFVM model. Corresponding droplet mass density for each size section, from section 1 (top-left) to section 5 (bottom) at time $t = 1$ with 6 equi-distributed iso-contours. The computation is run in a $200 \times 200$ cell grid.
12.2 Free-jet configuration

12.2.1 EMFVM model versus Lagrangian models for free-jet configuration

The configuration chosen for the simulation with the multi-fluid, multi-velocity model is the same free-jet configuration with gas-phase instabilities as described in Section 3.3.2. The unstationary gas-phase velocity field destabilizes the liquid phase, and because spatially separate droplet clouds will interact with different gas-phase vortices, the droplets may impinge at a later time. Nonetheless, the intensity of crossings is relatively low as only a small amount of liquid interacts with the vortices. Indeed, the range of eligible Stokes numbers for which droplet crossing can be observed is small. On the one hand, the Stokes number must be greater than a minimum value, St_{\text{min}}, above which droplets can be ejected from the vortices. On the other hand, the Stokes number must be lower than a maximum value, St_{\text{max}}, above which the liquid phase does not interact with the gas phase. In the free-jet configuration, the range of Stokes numbers is \([0.48, 1.1]\). Nevertheless, this configuration precisely highlights an important property of our model, which is the ability to capture simultaneously regions where the droplet ‘temperature’ (or velocity variance)

\[
\begin{align*}
\frac{1}{2} & \text{tr}(\mathbf{V}) \\
& \text{(top right) Trace of velocity covariance matrix.} \\
& \text{(bottom right) Absolute value of the difference between the two eigenvalues of the velocity covariance matrix.}
\end{align*}
\]

Figure 12.7: Non-evaporating polydisperse spray with high-inertia droplets (Stokes 0.48 to 1.1 corresponding to diameters from 60 to 90 \(\mu\)m) at time \(t = 20\). (Top left) Lagrangian particle positions with 20,000 particles over gas vorticity. (Bottom left) Eulerian number density on \(400 \times 200 \times 5\) grid. (Top right) Trace of velocity covariance matrix. (Bottom right) Absolute value of the difference between the two eigenvalues of the velocity covariance matrix.

For the simulations with the multi-velocity model, the first step is to show a good level of agreement between the Eulerian and Lagrangian simulations for the non-evaporating test case. Fig. (12.7)-left presents a fair comparison between the droplet number density fields with a level of agreement similar to the level obtained in earlier figures. In order to quantify the ability of the method to capture droplet crossing, we have also plotted in Fig. (12.7)-(top right) one-half the trace of the velocity covariance matrix, which amounts to a droplet ‘temperature’ in the case of an isotropic velocity distribution. However, the droplet temperature is defined for all types of velocity distributions, including isotropic and anisotropic ones, and therefore the crossings may be difficult to discern from the temperature field. In order to characterize regions of anisotropy, and thus regions where droplet crossings might be more easily observed, we have also plotted the absolute value of the difference of the two eigenvalues of the velocity covariance matrix in Fig. (12.7)-(bottom right). This figure very beautifully complements the plot in Fig. (12.7)-(top right), indicating that droplet crossings occur throughout the flow field.

Next, we focus a specific region of the flow domain in order to discuss details of the actual droplet velocity field. The region of interest is highlighted in Fig. (12.7)-(bottom right) and contains both a zone with large differences between the two eigenvalues of the velocity covariance matrix and a zone
Figure 12.8: Focus on region of the spray outlined by the rectangle in Fig. (12.7)-(bottom right). (Top) Region whereasignificant and a null field of absolute value of the difference between the two eigenvalues of the velocity covariance matrix coexist. The two types of arrows (solid, bold) represent two different velocities and highlight droplet crossing in the zone where the absolute value of the difference between the two eigenvalues of the velocity covariance matrix is non-zero. In the zone where the droplet temperature is close to zero, the velocity field degenerates to one velocity. (Bottom left) Higher weights associated with the solid arrows. (Bottom right) Lower weights associated with the bold arrows.

where the temperature is null. Figure 12.8-(top) represents the velocity vectors in the first zone. The associated weights are displayed in Fig. (12.8)-(bottom left) for the highest weights and in Fig. (12.8)-(bottom right) for the lowest weights and correspond, respectively, to the solid and bold arrows. As the order of magnitude between the two sets of weights is five, these figures show the ability of the multi-velocity model to capture the fine structure of the droplet jet. It can be easily seen that the two different types of velocity vectors correspond to two droplet clouds dragged by two different gas-phase vortices. Let us note that there can only be (except for very specific cases) two dominant velocity vectors, due to the fact that in the model we invert the velocity moment set using a two-node quadrature for each dimension. In the zero-temperature zone, it can be seen in Fig. (12.8)-(top) that the velocity field consists of a single vector at each point. The important conclusion drawn from these figures is that the multi-velocity model (when carefully implemented) is able to capture both regions of droplet crossings as well as regions of zero temperature.

Finally, we have plotted the results of the multi-fluid, multi-velocity model with evaporation in the case of the polydisperse spray jet in Fig. (12.9). Once again, this figure demonstrates the ability of the proposed method to capture the dynamics conditioned on size as well as evaporation for a range of small to moderate Stokes numbers.
12.2 Free-jet configuration

Figure 12.9: Evaporating polydisperse spray with high-inertia droplets (Stokes 0.48 to 1.1 corresponding to diameters from 60 to 90 µm) at time $t = 15$. (Top) Lagrangian particle positions with 7,000 particles over gas-phase vorticity. (Bottom) Eulerian number density on $400 \times 200 \times 10$ grid.

12.2.2 EMFVM model versus multi-fluid model for crossing jets

In order to illustrate the behavior of the multi-velocity model in the context of a realistic jet, we use the same configuration as in Section 12.2, with the addition of a vertical jet of droplets that will cross the horizontal jet. The gas phase is exactly the same as before and the droplets in the two jets are injected with the same velocity ($U_0$), density and size. The particles in the vertical jet are inertial enough to cross the horizontal jet, even though they are decelerated by the gas. Their Stokes number is 4.05, corresponding to a diameter of 175 µm. For comparison, the same configuration is simulated with a multi-fluid model with one section. In addition, separate simulations with only the horizontal or the vertical jet using the multi-velocity model are presented.

Results from the four simulations are given in Fig. (12.10). The number density of the spray with two crossings jets obtained from the multi-velocity model is shown in Fig. (12.10)-(top right). Results for the vertical jet are shown in Fig. (12.10)-(top left) and for the horizontal jet in Fig. (12.10)-(bottom left). One can see that the simulation of the two crossing jets corresponds to the superposition of the independent simulations of each jet. This behavior clearly illustrates the ability of the multi-velocity model to capture particle crossing. In contrast, the multi-fluid model in Fig. (12.10)-(bottom right) is unable to reproduce this kind of crossing (i.e. it cannot capture the exact solution to the Williams-Boltzmann equation) and instead produces a δ-shock. As discussed in Section 3.4.2, the presence of δ-shocks in a two-way coupled system will produce unphysical gas-phase flow structures.

Conclusion

This series of study configurations have assessed the feasibility of the quadrature method employed to description PTC, in one and also two-dimensions. It also shows the feasibility of an Eulerian model able to account for polydispersity and PTC in the same time. This is an essential result, as it provides the evidence that the two limitations described in Section 3.4 of Eulerian models relative to Lagrangian methods can be overcome. The robustness of QMOM in two-dimensions has been challenged in a Taylor-Green configuration for the gas phase. The critical point were the behaviour of the quadrature with numerical diffusion and also with more than two characteristics crossing at the same point. The latter point resulted, as expected form the study of Section 9.3, in the creation of δ-shocks, while the results turn out to be satisfactory for the first point. However, in more complex configurations as numerical
12.2 Free-jet configuration

Figure 12.10: Total number density of the non-evaporating spray at time $t = 20$. (Top left) Vertical jet with the multi-velocity model. (Bottom left) Horizontal jet with the multi-velocity model. (Top right) Two crossing jets with the multi-velocity model. (Bottom right) Two crossing jets with the multi-fluid model.

diffusion creates locally uncontrolled velocities, it may locally engenders several values of velocities and create artificial $\delta$-shocks, even in flow areas not concerned by any crossing. But the high order velocity moment method can do very nice achievements, as shown in the free test case. It is able to predict areas of high temperature, when crossing occur, and is also able to reconstruct the velocity vectors in a crossing area, as Lagrangian methods would do. This work and these results have led to some publications in \[51, 87, 50\]. They are very encouraging for further developments. Indeed, the application of this kind of methods in industrial cases will require more evolved models. Some very promising methods, based on the quadrature method, have been designed, which do not reconstruct bi-modal distribution any more, but complete Gaussian velocity distributions \[37\]. In conclusion, this chapter has pointed out the breakthrough brought by the quadrature method in the simulation of PTC by Eulerian models.
Part IV

Introduction of the size moment method in the code IFP-C3D
Introduction

The second aspect of this work concerning the implementation of an Eulerian spray model in the industrial code of IFP Energies nouvelles, IFP-C3D, is investigated. The strategy consists in transferring the model for polydisperse spray and the associated numerical schemes exposed in Part II. This requires answering the two following questions. First, the numerical schemes designed in Chapter 5 and Chapter 6 are designed in an Eulerian framework involving fix grids. However the algorithm used in the IFP-C3D code relies on an Arbitrary Lagrangian Eulerian (ALE) approach, with the essential characteristic of involving mesh movement in the resolution. If the evaporation term can be easily transferred in the context of an operator splitting approach, the critical issue consists in adapting the advection scheme to this new context. This implies preserving its property of stability, satisfying the realizability condition for the size moments and capturing δ-shocks in the context of pressureless gas formalism dynamics. This other requirement is accuracy with the design of a second order transport scheme in the ALE context. The second challenge is to define a whole computing strategy in order to properly integrate, from scratch, the Eulerian spray model in the IFP-C3D code.

The answers to this two questions are explained in this part. In the first case, the advection scheme for the moment is adapted to the ALE cell-vertex formalism used in the IFP-C3D code. On the other hand, a new scheme is proposed for the momentum in order to preserve the stability property in the case now where the dynamical variables are defined on the vortices of the mesh. This work is explained in Chapter 13. Then the computing strategy is defined in order to fulfill the three requirements: it has to respect the general algorithm of the IFP-C3D code; it must not introduce regressions, and keep the stability properties of the schemes designed in Chapter 5 and Chapter 6 through evaporation and transport. The accurate behavior of this new functionality implemented in IFP-C3D is assessed through specific test cases and comparisons with DNS computations through the MUSES3D code. Finally the feasibility of the Eulerian spray model is demonstrated for the injection of a polydisperse evaporating spray. This work is explained in Chapter 14. This work has been presented during the ICMF Conference, Tampa, USA (2010) [130], and is the object of an article in preparation in the International Journal of Multiphase Flows [131].
Chapter 13

Adaptation of the moment method to the Arbitrary Lagrangian Eulerian formalism

This chapter focuses on the adaptation of the EMSM model to describe polydispersity to the mesh movement formalism used in the industrial CFD code IFP-C3D. In order to capture polydispersity in a formalism where the size phase space is not discretized, we have designed in Part II, the EMSM model with adapted numerical schemes meeting the requirements of stability and accuracy. Its potential has been assessed in Chapter 8.

But so far, the EMSM model has been devised in an Eulerian formalism, where the mesh is supposed to be fixed. However, in the context of internal combustion engines, the configurations studied at IFP Energies nouvelles may involve a changing computational geometry, due to the potential movement of the piston. Therefore the numerical scheme in the code IFP-C3D is based on a formalism coping with mesh movement: the Arbitrary Lagrangian Eulerian (ALE) formalism. Since the ALE formulation is imposed to us, the task is then to be able to adapt our moment method to this particular configuration, with the desire to keep the order of accuracy of the schemes designed in the Eulerian formalism. The difficulty of this works arises from the strong stability requirements of the moment system, already in a fix grid formalism. Therefore, in a first time we consider only structured meshes.

The remainder of this chapter is the following. In a first part, we derive the equations from a fixed mesh to a moving mesh. The general strategy for the numerical scheme is then explained in this chapter. Section 13.2 is dedicated to the resolution for the gas phase. In Section 13.4 we explain how the realizability condition is met in aerosol dynamics. Finally, in Section 13.5 is explained how the discrete maximum is ensured for the resolution of spray dynamics.

Practically, we want to be able to design, in the ALE formalism, numerical schemes to solve the
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13.1.1 Description of motion

Because of the shortcomings of purely Lagrangian and purely Eulerian descriptions, a technique has been developed that succeeds to a certain extent in combining the best features of both the Lagrangian and the Eulerian approaches. Such a technique is known as the Arbitrary Lagrangian-Eulerian (ALE) description [62]. In the ALE description, the nodes of the computational mesh may be moved with the continuum in normal Lagrangian way, or be held fixed in the Eulerian manner, or be moved in some arbitrarily specified way to give a continuous rezoning capability. Because of this freedom in moving the computational mesh offered by the ALE description, greater distortions of the continuum can be handled than would be allowed by a purely Lagrangian method, with more resolution than is afforded by a purely Eulerian approach.

The Lagrangian viewpoint consists in following the material particles of the continuum in their motion. To this end, one introduces, as suggested in Fig. (13.1), a computational grid which follows the continuum in its motion, the grid nodes being permanently connected to the same material points. The material coordinates $X$, allow us to identify the material configuration $R_X$. The motion of the material points
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relates the material coordinates $X$ to the spatial ones $x$. It is defined by an application $\phi$ such that:

$$\phi : R_X \times [t_0, t_{end}] \to R_x \times [t_0, t_{end}],$$

$$(X, T) \mapsto \phi(X, T) = (x, t)$$

which allows to link $X$ and $x$ by the law of motion and to deduce the material velocity, namely:

$$x = x(X, T), \ t = T, \ v_X(X, T) = \partial_t x|_X,$$

which explicitly states the particular nature of $\phi$. The vector $u$ can refer either to the liquid or gaseous velocity. The spatial coordinates $x$ depend both on the material particle $X$, and time $t$, and, second, physical time is measured by the same variable $t$ in both material and spatial domains.

However, in the ALE description of motion, neither the material configuration $R_X$ nor the spatial one $R_x$ is taken as a reference. Thus, a third domain is needed: the referential configuration $R_\chi$, where the reference coordinates, $\chi$ are introduced to identify the grid points. The relation between these configuration is shown in Fig. (13.2). The referential domain $R_\chi$ is mapped into the spatial domain by $\Phi$. The mapping $\Phi$ from the referential domain to the spatial domain, which can be understood as the motion of the grid points in the spatial domain, is represented by:

$$\Phi : R_\chi \times [t_0, t_{end}] \to R_x \times [t_0, t_{end}], \chi, t) \mapsto \Phi(\chi, t) = (x, t),$$

Figure 13.1: Lagrangian description of motion. Source Donea [62]

Figure 13.2: Lagrangian description of motion. Source Donea [62]
and its gradient is defined by:

$$
\partial_{(X,t)} \Phi = \begin{pmatrix}
\nabla_X X & v_X \\
0 & 1
\end{pmatrix},
\quad J = \nabla_X X, \quad v_X(X,t) = \partial_t x|_X,
\tag{13.6}
$$

where $v_X$ is the mesh velocity. We define also the quantity $J(X,t) = \det(\nabla_X X) = \det(J)$, which is the dilatation rate of a volume $d^3x$ with time. The functions $\phi$ and $\Phi$ are sufficient to be able to write equations in $R_X$ from equations written in $R_x$. Nevertheless, if we want to fully characterize the relationship between the three frames of reference, it is interesting to introduce the function $\Psi$ or more precisely its inverse $\Psi^{-1}$ defined by:

$$
\Psi^{-1}: R_X \times [t_0, t_{end}] \rightarrow R_X \times [t_0, t_{end}]
\quad (X,T) \mapsto \Psi^{-1}(X,T) = (X,t),
\tag{13.7}
$$

and its gradient is defined by:

$$
\partial_{(X,t)} \Psi^{-1} = \begin{pmatrix}
\nabla_X X & u_X \\
0 & 1
\end{pmatrix},
\quad u_X(X,t) = \partial_t x|_X,
\tag{13.8}
$$

and is interpreted as the particle velocity in the mesh frame. The relation between velocities $u$, $v_X$ and $u_X$ can be obtained by differentiating $\phi = \Phi \circ \Psi^{-1}$:

$$
\partial_{(X,t)} \phi(X,t) = \partial_{(X,t)} \Phi(\Psi^{-1}(X,t))\partial_{(X,t)} \Psi^{-1}(X,t)
\tag{13.9}
$$

or, in its matrix format:

$$
\begin{pmatrix}
\nabla_X X & u \\
0 & 1
\end{pmatrix}
= \begin{pmatrix}
\nabla_X X & v_X \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\nabla_X X & u_X \\
0 & 1
\end{pmatrix},
\tag{13.11}
$$

which yields, after block multiplication:

$$
u = v_X + \nabla_X x \cdot u_X.
\tag{13.12}
$$

This equation is rewritten as

$$
w = v_X - v_X = \nabla_X x \cdot u_X.
\tag{13.13}
$$

defining the convective velocity $w$ that is the relative velocity between the material and the mesh.

The convective velocity $u$ should not be confused with $u_X$. As stated before, $u_X$ is the particle velocity as seen from the mesh frame reference $R_X$, whereas $w$ is the particle velocity relative to the mesh as seen from the spatial frame reference $R_x$ (both $u$ and $u_X$ are variations of coordinate $x$). Physically, if $u_X = \mathbf{0}$, then the particle is motionless in $R_X$, and therefore, it is also motionless in $R_x$. But if $u_X \neq \mathbf{0}$, then $u_X$ is the particle velocity seen by the mesh. But if this mesh expands at the rate $\nabla_X x > 1$ (respectively compresses at the rate $\nabla_X x < 1$), then seen from $R_x$, the particle velocity is multiplied by this expansion rate of the mesh (respectively by the compression rate of the mesh).

In fact, equation (13.13) implies that $w = u_X$ if and only if $\partial_t x|_X = \mathbf{1}$, that is, when the mesh motion is purely translational, without rotations or deformations of any kind.

In the ALE formulation, the freedom of moving the mesh is very attractive. It helps to combine the respective advantages of the Lagrangian and Eulerian formulations. This could however be overshadowed by the burden of specifying grid velocities well suited to the particular problem under consideration. Consequently, the practical implementation of the ALE description requires that an automatic mesh displacement prescription algorithm be supplied.
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13.1.2 Equations in a moving frame

The conservation equations in the ALE formalism are derived starting from the Eulerian viewpoint. There are two different final formulations (one in conservative form and one in non conservative form) depending on whether the dilatation rate $J$ is considered. The first one that does not use the dilatation rate is non conservative and is called the quasi-Eulerian description. The second uses the dilatation rate and is conservative. The starting point for both of the methods is the time derivative of integrals over moving volumes.

13.1.2.1 Quasi-Eulerian description

Consider a material volume $V_t$ bounded by a smooth closed surface $S_t$ whose points at time $t$ move with the material velocity $u = u(x, t)$ where $x \in S_t$. A material volume is a volume that permanently contains the same amount of particles. The material time derivative of the integral of a scalar function $f(x, t)$ over the time-varying material volume $V_t$ is given by the following well-known expression, often referred to as Reynolds transport theorem (see for example [31] for a detailed proof):

$$\frac{d}{dt} \int_{V_t} f(x, t) \, dV = \int_{V_t \equiv V_t} \partial_t f(x, t) \, dV + \int_{S_t \equiv S_t} f(x, t) u \cdot n \, dS,$$  \hspace{1cm} (13.14)

which holds for some functions $f(x, t)$. The volume integral in the right-hand side is defined over a control volume $V_c$ (fixed in space) which coincides with the moving material volume $V_t$ at the considered instant $t$, in time. Similarly, the fixed control surface $S_c$ coincides at time $t$ with the closed surface $S_t$ bounding the material volume $V_t$. In the surface integral, $n$ denotes the unit outward normal to $S_t$ and $u$ is the material velocity of points of the boundary $S_t$. The first term in the right-hand side of Eq. (13.14) is the local time derivative. The boundary integral represents the flux of the scalar quantity $f$ across the fixed boundary of the control volume $V_c \equiv V_t$.

Noting that:

$$\int_{S_c} f(x, t) u \cdot n \, dS = \int_{V_c} \nabla_x \cdot (f u) \, dV,$$  \hspace{1cm} (13.15)

one obtains the alternative form of Reynolds transport theorem:

$$\frac{d}{dt} \int_{V_t} f(x, t) \, dV = \int_{V_t \equiv V_t} \partial_t f(x, t) + \nabla_x \cdot (f u) \, dV.$$  \hspace{1cm} (13.16)

The ALE integral form of the conservation equations is Reynolds transport theorem applied to an arbitrary volume $V_t = V(\phi(x), t)$ whose boundary $S_t = \partial V_t$ moves with the mesh velocity $v_X$:

$$\partial_t |_X \int_{V(\phi(x), t)} f(x, t) \, d^3x = \int_{V_t} \partial_t f(x, t) \, d^3x + \int_{S_t} f(x, t) v_X \cdot n \, d^2x.$$  \hspace{1cm} (13.17)

Combining (13.17) and (13.14), one obtains:

$$\partial_t |_X \int_{V(\phi(x), t)} f(x, t) \, d^3x + \int_{S_t} f(x, t)(u - v_X) \cdot n \, d^2x = \frac{d}{dt} \int_{V_t} f(x, t) \, dV.$$  \hspace{1cm} (13.18)

In order to obtain the differential form of the equation we need to relate the time derivative in the material, spatial and mesh frame references. Let a scalar physical quantity be described by $f(x, t)$, $f^*(X, t)$ and $f^{**}(X, t)$ in the spatial, mesh, and material frame references.

Using the mapping $\phi$, the spatial description $f(x, t)$ and the material description $f(X, t)^{**}$ can be related as:

$$f(X, t)^{**} = f(\phi(X, t), t).$$  \hspace{1cm} (13.19)
Resolving the composed derivative of $f(\phi(X,t),t)$ relative to time, one obtains:

$$\partial_tf^{**} = \partial_tf + \nabla_x f. u. \tag{13.20}$$

Similarly, using the mapping $\Psi$, the mesh description $f^*(x,t)$ and the material description $f(X,t)^{**}$ can be related as:

$$f(X,t)^{**} = f^*(\Psi^{-1}(X,t),t). \tag{13.21}$$

Resolving the composed derivative of $f(\Psi^{-1}(X,t),t)$ relative to time, one obtains:

$$\partial_tf^{**} = \partial_tf + \nabla_x f. u. \tag{13.22}$$

This equation relates the material and mesh time derivative. However constitutive relations are naturally expressed in the spatial configuration. Thus, using the definition of $u_x$ given in Eq. (13.13), the previous equation may be rearranged into:

$$\partial_tf^{**} = \partial_tf + \nabla_x f. w. \tag{13.23}$$

Let $\alpha$ be a quantity per unit mass of the fluid, and let us consider that $\alpha$ verifies the equation:

$$\rho \frac{d\alpha}{dt} = \rho(\partial_t\alpha|_x + u. \nabla_x \alpha) = \nabla_x \cdot \sigma + S, \tag{13.24}$$

where $\sigma$ is the stress tensor for $\alpha$ and $S$ the source term for $\alpha$.

The ALE form of the above conservation equation is obtained by considering the time derivative of $\alpha$ not at constant $x$ anymore, but at constant $\chi$. This leads to replace in the convective term the material velocity $u$ with the particle velocity relative to the mesh $w = u - v_\chi$:

$$\rho \frac{d\alpha}{dt} = \rho(\partial_t\alpha|_\chi + w. \nabla_\chi \alpha) = \nabla_\chi \cdot \sigma + S. \tag{13.25}$$

**13.1.2.2 Description using the dilatation rate**

In order to derive this version of ALE formulation, the starting point is the integral Eq. (13.18). The volume $V(\phi(\chi,t))$ over which the integral is calculated has a dependence relative to time. This derivation consists in writing the integral over a fixed volume, and therefore to perform the change of variable $x = \Phi(\chi,t)$, with a fixed $\chi$. If we consider $\chi$ at time $t = 0$, then the resulting volume, over the mesh frame reference, writes $V_\chi(\chi,0)$. Doing this variable changes leads to the change of elementary volume $d^3x = det(\nabla_x \chi)d^3\chi$ where the quantity $det(\nabla_\chi x) = J$ which is namely the dilatation rate. Equation (13.18) rewrites, for the quantity $\alpha$ per unit mass:

$$\partial_t|_\chi \int_{V_\chi(\chi,0)} J\alpha(x,t) \, d^3x + \int_{S_i} \alpha(x,t)(u - v_\chi) \cdot n \, d^2x = 0. \tag{13.26}$$

Now that $V_\chi(\chi,0)$ does not depend on time, it is possible to invert the time derivative with the integral:

$$\int_{V_\chi(\chi,0)} \partial_t J\alpha(x,t)|_\chi \, d^3x + \int_{S_i} \alpha(x,t)(u - v_\chi) \cdot n \, d^2x = 0. \tag{13.27}$$

Noting that

$$\int_{S_i} \alpha(x,t)(u - v_\chi) \cdot n \, d^2x = \int_{V(\phi(\chi,t))} \nabla_x \cdot (\alpha(x,t)(u - v_\chi)) \, d^3x, \tag{13.28}$$
and performing the change of variable on this integral leads to the final form of the integral equation for $\alpha$:

$$\int_{V(x,0)} \partial_t J \alpha(x, t) d^3 x + J \nabla_x \cdot (\alpha(x, t)(u - v_X)) d^3 x = \int_{V(x,0)} J \nabla_x \cdot \sigma + JS d^3 x. \quad (13.29)$$

As a new quantity (the dilatation rate) has been introduced, an additional equation, on the dilatation rate has to be introduced meanwhile, for the system to be closed. This equation is obtained considering the evolution of the volume $V(\Phi(x, t))$ with time. Using the Reynolds theorem leads to:

$$\partial_t \int_{V(\Phi(x, t))} d^3 x = \int_{\partial V(\Phi(x, t))} v_X \cdot n d^2 x = \int_{V(\Phi(x, t))} \nabla_x \cdot v_X d^3 x. \quad (13.30)$$

Performing the change of variable $x = \Phi(x, t)$ on both sides of the integral leads to:

$$\int_{V(x,0)} \partial_t J d^3 x = \int_{V(x,0)} J \nabla_x \cdot v_X d^3 x. \quad (13.31)$$

In their differential form, the equations in this version in the ALE formulation read:

$$\partial_t J = J \nabla_x \cdot v_X$$

$$\partial_t J \alpha(x, t) |_{X} + J \nabla_x \cdot (\alpha(x, t)(u - v_X)) = 0. \quad (13.32)$$

This form is preferable than the first one as it enables to clearly see how the dynamic equations are coupled with the evolution of the mesh. Therefore we use this form to design the numerical scheme.

Applying to system (13.1), system (13.2) the modification displayed in order to derivate a system in the ALE formulation, leads to:

$$\partial_t (J) |_{X} - J \nabla_x \cdot (v_X) = 0,$$

$$\partial_t (J \rho_g) |_{X} + J \nabla_x \cdot (\rho_g w_g) = 0,$$

$$\partial_t (J \rho_g u_g) |_{X} + J \nabla_x \cdot (\rho_g u_g w_g) + J \nabla_x (P) = 0,$$

$$\partial_t (J \rho_g E_g) |_{X} + J \nabla_x \cdot (\rho_g E_g w_g) + J \nabla_x (P u_g) = 0,$$

$$\partial_t (J m_0) |_{X} + J \nabla_x \cdot (m_0 w_p) + J K \tilde{u}_{ME} = 0,$$

$$\partial_t (J m_1) |_{X} + J \nabla_x \cdot (m_1 u_p w_p) + J K (k - 1) m_{k-1} = 0,$$

$$\partial_t (J m_1 u_p) |_{X} + J \nabla_x \cdot (m_1 u_p w_p) + J K m_0 u_p = \frac{J m_0(u_g - u_p)}{St_0},$$

where the coefficient $k$ ranges in $[1, N]$, and where $w_g = u_p - v_X$ is the gas velocity relative to the mesh, and $w_p = u_g - v_X$ is the particle velocity relative to the mesh.

In order to design numerical schemes for the resolution of the moment dynamics, two difficulties arise, like in the Eulerian case:

- The realizability condition for the moments has to be preserved. This condition has been defined in Section 4.3. Let us recall that it states that one must be able, at any time, to reconstruct a distribution function from the moment vector $(m_0, m_1, \ldots, m_N)^T$. What makes it difficult to meet is the fact that not every $N + 1$ component vector can be associated with a distribution function and that the geometry of the moment space is complex.
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13.2.1 Outline of peculiarities introduced by the ALE formalism

In the field of fluid dynamics, the majority of ALE computer codes are based on finite volumes, which is the case here. Nevertheless, in structural mechanics area, the other field where the ALE method is popular, codes are based on finite elements. Writing a numerical scheme in ALE formulation requires to face new difficulties not encountered in the case of fixed grids. As already mentioned, the basis and the main advantage of the ALE method is to couple the Lagrangian and Eulerian descriptions. This involves to have a mesh update procedure that assigns mesh node velocities or displacement at each time step. There basically exist two mesh update strategies: mesh regularization and mesh adaptation. The objective of mesh regularization is of geometrical nature. It consists in keeping the computational mesh as regular as possible during the whole calculation, thereby avoiding excessive distortions and squeeze of the computing zones and preventing mesh entanglement. This procedure decreases the numerical errors due to mesh distortion. These mesh updating procedures are classified depending on whether the boundary-motion is prescribed a priori or its motion is unknown. The interested reader can consult [112, 156, 111]. On the other hand when using mesh adaptation technique, the objective is to optimize the computational mesh to achieve an improved accuracy, possibly at low computing cost (the total number of elements in a mesh remains unchanged throughout the computation, as well as the element connectivity). Mesh refinement is typically carried out by moving the nodes towards zones of strong solution gradient, such as localization zones in large deformation problems involving softening materials. See for example [8]. In fluid dynamics, the most obvious influence of an ALE formalism is that the convective term must account for the mesh motion. Thus the convective velocity \( \mathbf{w} \) replaces the material velocity \( \mathbf{u} \), which appears in the convective term of Eulerian formulations. It is interesting to note that the mesh motion may increase or decrease the convection effects by impacting the diffusion on the solution (we will come back to that later). In the standard fluid dynamic case already, stabilizations techniques need to be implemented. This is even truer when it comes to the very sensitive system of moment dynamics. The rest of the specificities of ALE formalism concerns boundary conditions. In fact boundary conditions are related to the problem, not to the description employed. Thus the same boundary conditions, be it in Eulerian or Lagrangian formalism, are implemented. That is, along the boundary of the domain, kinematical and dynamical conditions must be defined. The peculiarity of the ALE form does not lie on boundary condition themselves, but on their enforcement on moving grids. Some strategies can be found in the problems of free surfaces [113, 28] and fluid-structure interactions [157, 192]. The last specificity, we can put in the class of boundary conditions, concerns the notion of geometric conservation laws for unsteady flow computation on moving and deforming finite element or finite volume grids. This notion has been studied in [76] [103]. The basic requirement is that any ALE computational method should be able to predict exactly the trivial solution of a uniform flow. The ALE equation of mass balance is usually taken as a starting point to derive the geometric conservation law. Assuming uniform fields of density \( \rho \) and material velocity \( \mathbf{u} \), it reduces to the continuous geometric conservation law:

\[
\partial_t \left| \int_{V(t, \mathbf{x})} \mathbf{x} \, d^3 x \right| = \int_{V(t)} \mathbf{w} \cdot \mathbf{n} \, d^2 x. \tag{13.34}
\]

Integrating Eq. (13.34) in time from \( t^n \) to \( t^{n+1} \) renders the discrete geometric conservation law (DGCL):

\[
|\Omega_e^{n+1}| - |\Omega_e^n| = \int_{t^n}^{t^{n+1}} \left( \int_{V(t)} \mathbf{w} \cdot \mathbf{n} \, d^2 x \right) \, dt, \tag{13.35}
\]

stating that the change in volume of each element from \( t^n \) to \( t^{n+1} \) must be equal to the volume swept by the element boundary during the time interval. Assuming that the volumes \( \Omega_e \) in the left-hand side of...
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Eq. (13.35) can be computed exactly, this amounts to requiring also the exact computation of the flux in the right-hand side. This poses some restrictions on the update procedure for the grid position and velocity. However, the link between DGCLs and the stability of ALE and accuracy of ALE schemes is still a controversial topic of current research.

13.2.2 Dimensional and operator splitting numerical scheme inspired from IFP-C3D

The previous section was a brief outline of the conditions in order to reach an optimized level of accuracy for CFD codes involving a moving computational geometry. But the question to answer in our case is more upstream as we are interested in the feasibility study of applying moment method to an ALE formulation. When the crucial difficulty of stability is solved, then it will be possible to address meshing strategies afterwards. Therefore the purpose of this section is to show to what extend we are able to export the stability and accuracy properties of the schemes designed for the EMSM model in Section 6 from the Eulerian to the ALE formalism.

In this context, we restrict ourselves to cartesian meshes to show some results for the design of first and second order in time and space schemes for the transport of moments. Meanwhile, the continuous phase (gas) is solved with second order in space scheme. The general algorithm is based on the one implemented in the code IFP-C3D. It is indeed in this code that the moment method has to be finally implemented. All the schemes presented in the following are written and tested in a dedicated one-dimensional code.

In one space dimension, the system can easily be rewritten in the mesh frame reference, as $dx = Jd\chi$:

$$
\begin{align*}
\partial_t (J) \big|_\chi - \partial_\chi (u_\chi) &= 0, \\
\partial_t (J \rho_g) \big|_\chi + \partial_\chi (\rho_g w_\chi) &= 0, \\
\partial_t (J \rho_g u_\chi) \big|_\chi + \partial_\chi (\rho_g u_\chi w_\chi) + \partial_\chi (P) &= 0, \\
\partial_t (J \rho_g E_\chi) \big|_\chi + \partial_\chi (\rho_g E_\chi w_\chi) + \partial_\chi (P u_\chi) &= 0, \\
\partial_t (J m_0) \big|_\chi + \partial_\chi (m_0 w_p) + J K \tilde{n}_{ME} &= 0, \\
\partial_t (J m_k) \big|_\chi + \partial_\chi (m_k w_p) + J (k-1)m_{k-1} &= 0, \\
\partial_t (J m_1 u_p) \big|_\chi + \partial_\chi (m_1 u_p w_p) + J K m_0 u_p &= J m_0 \frac{(u_g - u_p)}{S_{St}}.
\end{align*}
$$

Remark: Obtaining these kinds of conservative equations in three dimensions in space is much more tedious, as the relation between $\nabla_x$ and $\nabla_\chi$ is matricial and $J$ does not coincide with its determinant any more. The derivation in three dimensions is done in Appendix D.2.

The formulation (13.36) turns out to separate acoustic waves of the gas from kinematic waves. Therefore, the basic idea of ALE approaches is to perform a splitting of Eq. (13.36), within a time-step $\Delta t$. Indeed, because of the different nature of the waves introduced in the equation systems for the gas and the particles in system (13.36), each step is solved with dedicated solvers for each phase. This approach is fully accurate when the kinematic waves speed is negligible compared to the acoustic waves speed. This hypothesis is not obvious in the context of injection in Diesel engines, where the highest speeds of injection can now reach more than $600 m s^{-1}$. Nevertheless, this is the strategy adopted in the IFP-C3D code [18].
13.2 Numerical scheme

We use a Lie fractional time-step algorithm decomposed in three steps. The first step (phase A) corresponds to the resolution of the source terms of the system, which in our case are the evaporation and the drag term:

\[
\frac{\partial}{\partial t}(J)|_{\chi} = 0, \\
\frac{\partial}{\partial t}(J\rho g)|_{\chi} = 0, \\
\frac{\partial}{\partial t}(J\rho g u_g)|_{\chi} = 0, \\
\frac{\partial}{\partial t}(J\rho g E_g)|_{\chi} = 0, \\
\frac{\partial}{\partial t}(Jm_0)|_{\chi} = J K \tilde{n}_{ME}, \\
\frac{\partial}{\partial t}(Jm_0)(u_g - u_p) = 0, \\
\frac{\partial}{\partial t}(Jm_1u_p)|_{\chi} = - J K m_0 u_p + J m_0 \frac{(u_g - u_p)}{St_0}.
\]

(13.37)

The second step (phase B) is called the Lagrange step, taking into account only acoustic effects due to the gaseous pressure, which is the only source of acoustic effects as the spray is treated as a pressureless gas. The system solved in during that step reads:

\[
\frac{\partial}{\partial t}(Jg)|_{X_g} - \partial_X(u_g) = 0, \\
\frac{\partial}{\partial t}(Jg\rho g)|_{X_g} = 0, \\
\frac{\partial}{\partial t}(Jg\rho g u_g)|_{X_g} + \partial_X(P) = 0, \\
\frac{\partial}{\partial t}(Jg\rho g E_g)|_{X_g} + \partial_X(P u_g) = 0, \\
\frac{\partial}{\partial t}(Jp)|_{X_p} - \partial_X(u_p) = 0, \\
\frac{\partial}{\partial t}(Jp m_k)|_{X_p} = 0, k = 0..N \\
\frac{\partial}{\partial t}(Jp m_1 u_p)|_{X_p} = 0.
\]

(13.38)

\(J_g\) denotes the dilatation due to the gaseous velocity field and \(J_p\) the dilatation due to the liquid velocity field. This step corresponds to the resolution of two p-systems, one for each the gaseous and the liquid phase. As the mesh nodes moves at the speed of each phase, two virtual meshes coexist at the end of this step. This is possible as there is no coupling term in this computational step. The presence of a coupling term would cause a problem with this approach as the quantities form each phase intervening in would be defined on two different meshes.

In the last step (phase C), the convective terms are solved in an Eulerian formalism. The two virtual meshes, output of the Lagrange phase, are moved to their common final location corresponding to a displacement with the velocity \(u_\chi\). With \(U_g = (\rho, \rho u_g, \rho E_g), U_p = (m_k, k=1..N, m_0 u_p)\), and the subscript \(m \in g, p\) either refering to the gas or the particles. The dynamical system during phase C reads:

\[
\frac{\partial}{\partial t} J_m|_{\chi} + \partial_X w_m = 0, \\
\frac{\partial}{\partial t} J_m U_m|_{\chi} + \partial_X U_m w_m = 0.
\]

(13.39)

Combining the equations of system (13.39), we obtain the componentwise advection equation. One gets:

\[
\frac{\partial}{\partial t} U_m + \frac{w_m}{J_m} \partial_X U_m = 0, \quad w_m = u_m - u_\chi.
\]

(13.40)
At the discrete level, the transport velocity for the gas should be taken equal to $u_m^* - u_\chi$, where $u_m^*$ is the output of phase B. This ensures that after phase A and B, the mesh has moved exactly at velocity $u_\chi$. The projection step is merely a remap of the variables contained in $U_m$, at the velocity relative to the referential domain.

The quantities are expressed in this final mesh, which is the reason why this step is also called the projection step, or the rezoning step.

We divide the domain, $[0, Z]$ into $N$ cells $[x_{i-1/2}, x_{i+1/2}]$, each cell having its own size $\Delta x_i$. The inner cells are numbered from 1 to $N$. We also define two ghost cells labeled 0 and $N+1$. The thermodynamical quantities are defined on the cells, so for example $\rho_i$ is defined as:

$$\rho_i = \frac{1}{\Delta x_i} \int_{x_{i-1/2}}^{x_{i+1/2}} \rho(x) \, dx.$$

The velocities are defined on the nodes, we write them:

$$u_{g,i-1/2}, u_{g,i+1/2}, u_{p,i-1/2}, u_{p,i+1/2}, u_{\chi,i+1/2}, u_{\chi,i-1/2}.$$

Moreover we denote by $(J_m, U_m)$, $(J_A, U_A)$, $(J_B, U_B)$, $(J_C, U_C) = (J_m^{n+1}, U_m^{n+1})$ the values of $(J_m, U_m)$ respectively at time $t = n\Delta t$, at the end of phase A, at the end of phase B, and at the end of phase C which are also the updated values at time $t = (n+1)\Delta t$.

### 13.3 Resolution for the gas phase

In the configuration studied, insofar as a one-way coupling is between the gas and the particles, no source term associated to the gas is taken into account. The operator associated with phase A is thus identity.

#### 13.3.1 Lagrangian phase

For the gas, the Lagrangian step corresponds to the resolution of a p-system, with the treatment of the acoustic waves. In order to avoid small time steps leading to high computational costs, an implicit time integration is an essential requirement.

From the mass conservation equation, we first use mass conservation in a material volume: $(J_g, \rho_g)^B = (J_g, \rho_g)^A = \rho_g^A$, since $J_g^A = 1$. Extracting this relation in the three other equations leads to:

$$\partial_t \tau - \frac{1}{\rho} \partial_x u_g = 0, \quad \tau = 1/\rho_g,$$

$$\partial_t u_g + \frac{1}{\rho} \partial_x P = 0,$$

$$\partial_t E_g + \frac{1}{\rho} \partial_x Pu = 0. \quad \text{(13.41)}$$

System (13.41) only takes into account the acoustic waves. Let us calculate the eigenvalues of this system. Indeed, the eigenvalues of the system are $0, \pm \rho_g c$, where $c$ is the speed of sound in the gas phase.

System (13.41) can be rewritten:

$$\partial_t W + A(W)\partial_m W = 0, \quad \text{(13.42)}$$

where the matrix $A(W)$ reads:

$$A = \begin{bmatrix} 0 & -1 & 0 \\ -\rho_g^2 c^2 & 0 & 0 \\ -u_\chi \rho_g^2 c^2 & P & 0 \end{bmatrix}. \quad \text{(13.43)}$$

Its characteristic polynomial writes: $\theta = -X(X - \rho_g c)(X + \rho_g c)$. The eigenvalues of $A$ are then $0, \rho_g c, -\rho_g c$. 

Before discretizing these equations, let us remark that the total energy \( E_g \) is not well defined on the grid, as the internal energy is defined on a cell, and the kinetic energy on a node. We will then work with the gas internal energy \( e_g \), the equation of which is deduced from a combination of the equations of system (13.41). We assume that all the quantities are \( C_1 \), and so that no shock-wave occurs. This assumption is relevant as we consider the spray downstream the injector, with a substantially lower velocity in comparison to its injection velocity. Besides, we are not interested in the description of the shockwaves in the gas. The equation of internal energy \( e_g \) is extracted from the equation on total energy and momentum:

\[
\frac{\partial t}{\partial t} e_g + \frac{1}{\rho_g} \frac{\partial \chi}{\partial u_g} = 0.
\]

But:

\[
\frac{\partial t}{\partial t} \tau - \frac{1}{\rho_g} \frac{\partial \chi}{\partial u_g} = 0.
\]

So we get:

\[
\frac{\partial t}{\partial t} e_g + p \frac{\partial \tau}{\partial t} = 0.
\]

The numerical scheme used to solve system (13.41) is a simplified version of the standard acoustic Godunov scheme [98], which can be interpreted as a relaxation scheme [46]. The discretized equations read:

\[
s_i^B - s_i^A = \frac{\Delta t (u_{g,i+1/2}^* - u_{g,i-1/2}^*)}{\rho_{g,i} \Delta x_i^A} = 0,
\]

\[
\psi^B_{g,i+1/2} - \psi^A_{g,i-1/2} + \frac{\Delta t (P_{i+1}^* - P_i^*)}{\rho_{g,i} \Delta x_i^A} = 0,
\]

\[
e_{g,i}^B - e_{g,i}^A + P_i^B (s_i^B - s_i^A) = 0,
\]

where

\[
\psi_{g,i+1/2}^* = \psi_{g,i+1/2}^B - \frac{P_{i+1}^B - P_i^B}{2a},
\]

\[
P_i^* = P_i^B - a \frac{\psi_{g,i+1/2}^B - \psi_{g,i-1/2}^B}{2}.
\]

The parameter \( a \) is homogeneous to \( \rho_g c \), the Lagrangian speed of sound in the gas. However, it can shown that \( a \) must be subjected to the subcharacteristic condition \( a > \max_{i} (\rho_g c)_i \).

The resulting non-linear matrix equation is inverted by the Newton method.

### 13.3.2 Eulerian phase

The outcome of the Lagrange step is now the input data for the projection step.

**Notation:** In the following, to keep the formulas quite clear, we are going to omit the superscript B denoting quantities computed at the end of phase B. Consequently quantities written without a time superscript implicitly refer to the end of phase B. There is one exception, concerning the cell volume \( \Delta x_i \), always taken at time \( t = n \Delta t \). For the sake of clarity, we will use \( \Delta x_i \) to refer to \( \Delta x_i^B \), omitting the superscript \( n \).

Let \( \psi \) refer to a cell-defined quantity. As \( \psi \) is a solution of a conservative equation, a finite volume discretization is appropriate for its discretization. Integrating the second equation of system (13.39) over the \( i^{th} \) cell, we get the discretized equation:

\[
\psi_i^{n+1} \Delta x_i^{n+1} = \psi_i \Delta x_i - \Delta t \left( \left( \psi w_g \right)_i^*_{n+1/2} - \left( \psi w_g \right)_i^*_{n-1/2} \right).
\]

(13.47)
The cell volume of the mesh associated to the gas phase is $\Delta x_{g,i} = J_{g,i} \Delta x_i$ at the end of the Lagrange step, and $\Delta x_{g,i}^{n+1} = J_{g,i}^{n+1} \Delta x_i^n$ at the end of the Eulerian phase. In the following the expression of the cell volume is expanded relative to the dilatation coefficient. This makes the impact on the mesh dilatation clearer in the equations. Thus Eq. (13.47) rewrites:

$$\psi_i^{n+1} = \psi_i - \frac{\Delta t}{\Delta x_i} ((\psi w_g)_{i+1/2} - (\psi w_g)_{i-1/2}).$$  (13.48)

The values $(\psi w_g)_{i+1/2}$ and $(\psi w_g)_{i-1/2}$ are computed using a first order upwind scheme:

$$(\psi w_g)_{i+1/2} = \psi_i w_{g,i+1/2}^{+} + \psi_{i+1} w_{g,i+1/2}^{-}.$$  (13.49)

The discretized equation on the dilatation rate $J_g$ writes:

$$J_{g,i}^{n+1} = J_{g,i} - \frac{\Delta t}{\Delta x_i} (w_{g,i+1/2}^{-} - w_{g,i-1/2}).$$  (13.50)

From the equations (13.47) and (13.50) one can derive the stability condition of that basic first order scheme.

Expressing $J_{g,i}$ relative to $J_{g,i}^{n+1}$ in Eq. (13.47) leads to:

$$(J_g \psi)_i^{n+1} = (J_g \psi)_i - \frac{\Delta t}{\Delta x_i} (w_{g,i+1/2}^{-}(\psi_{i+1} - \psi_i) - w_{g,i-1/2}^{+}(\psi_{i-1} - \psi_i)).$$  (13.51)

Finally:

$$\psi_i^{n+1} = \psi_i \left[ 1 + \frac{\Delta t}{J_{g,i}^{n+1} \Delta x_i^n} (w_{g,i+1/2}^{-} - w_{g,i-1/2}^{+}) \right] - \frac{\Delta t}{J_{g,i}^{n+1} \Delta x_i^n} w_{g,i+1/2}^{-} \psi_{i+1} + \frac{\Delta t}{J_{g,i}^{n+1} \Delta x_i^n} w_{g,i-1/2}^{+} \psi_{i-1}. \quad (13.52)$$

In order to have a convex sum of $\psi_i, \psi_{i+1}, \psi_{i-1}$, the term $1 + \frac{\Delta t}{J_{g,i}^{n+1} \Delta x_i^n} (w_{g,i+1/2}^{-} - w_{g,i-1/2}^{+})$ must be positive. This leads to the CFL criterion:

$$\frac{\Delta t}{J_{g,i}^{n+1} \Delta x_i^n} \max_{i \in Z} |w_{g,i+1/2}^{-} - w_{g,i-1/2}^{+}| \leq 1. \quad (13.53)$$

or, expressing $J_{g,i}^{n+1}$ relative to $u_x$:

$$\frac{\Delta t}{\Delta x_i^n + (u_{x,i+1/2} - u_{x,i-1/2}) \Delta t} \max_{i \in Z} |w_{g,i+1/2}^{-} - w_{g,i-1/2}^{+}| \leq 1. \quad (13.54)$$

The resolution of the momentum equations are more tedious, as the first thing is to define the quantity $(\psi u_g)_{i+1/2}$. This is not a priori obvious as $\rho_g$ and $u_g$ are not defined on the same domain. We define the momentum on the nodes. This means that we solve the momentum on a dual mesh with respect to the regular one. The dual cell centers are the nodes of the regular cells, and the dual cell interfaces are the regular cell centers. Using a weighted average by $\rho_g$ on each side of the node. For the gas, phase, this writes:

$$(\rho_g u_g)_{i+1/2} = u_{g,i+1/2} \frac{(J_g \rho_g)_i + (J_g \rho_g)_{i+1}}{J_{g,i} + J_{g,i+1}}. \quad (13.55)$$

The discretized equation leads, for the gas:

$$J_{g,i}^{n+1} (\rho_g u_g)_{i+1/2} = J_{g,i} (\rho_g u_g)_{i+1/2} - \frac{\Delta t}{\Delta x_i^n} \left[ (\rho_g u_g)_{i+1/2} - (\rho_g u_g)_{i-1/2} \right]. \quad (13.56)$$
As before, we use a first order upwind scheme to compute the fluxes:

\[
\rho_i u_i g w_i = (\rho_i u_i g)_{i-1/2} w_{i-1/2}^i + (\rho_i u_i g)_{i+1/2} w_{i+1/2}^i,
\]

where \( w_{g,i} = \frac{w_{g,i+1/2} + w_{g,i+1/2}}{2} \).

We may also want to have a scheme with a higher order in space and time. For the gas phase, a classical linear reconstruction with a minmod limiter is used for the cell-defined quantities. The momentum, expressed on each node from the velocity and the density, are reconstructed on the dual mesh, with the same type of reconstruction as for the cell-defined quantities. This scheme guarantees the sine qua non condition: positivity of the density and internal energy.

### 13.4 Resolution for aerosol and realizability condition

The preliminary step for the resolution of the spray dynamics is the resolution for aerosol dynamics. As aerosol particles have the same velocity as the gas, its resolution only involves the respect of realizability condition, defined in Section 4.3.

#### 13.4.1 Adaptation of the numerical scheme in the Eulerian phase

In Chapter 6, a scheme has been proposed, relying on the reconstruction of canonical moments, in order to preserve the realizability condition directly during the convection process. This scheme can be found in [129]. But these developments have been done in an Eulerian framework. This part presents the adaptation of this scheme to the ALE formulation.

Defining the discrete values of the moments over the mesh at the end of the Lagrangian step:

\[
m_{k,i}^B = \frac{1}{\Delta x^B} \int_{x_{i-1/2}^B}^{x_{i+1/2}^B} m_k^B(x) \, dx, \quad k = 0, \ldots, N.
\]

The discretization of the convection part in the equations on moments in system (13.36) leads to:

\[
m_{i+1}^B \Delta x_{i}^{n+1} = m_i^B \Delta x_i^B - \Delta t (F_{i+1/2} - F_{i-1/2}),
\]

where \( F_{i+1/2} \), the moment flux, writes:

\[
F_{i+1/2} = \int_{0}^{\Delta t} \int_{x_i}^{x_{i+1/2}} u \begin{pmatrix} m_0 \\ m_1 \\ \vdots \\ m_N \end{pmatrix} \, dx \, dt.
\]

In order to design a second order scheme in space, one chooses to reconstruct the moments linearly in the \( i^{th} \) cell. Two difficulties are encountered, as explained in Chapter 6. The first one is that, given the complexity of the moment space, we are not sure that the reconstructed vector at the point \( x_{i+1/2} \) is still a moment vector. Moreover, assuming that we can be sure of that, there is no guarantee that, after adding the fluxes, the updated moment is still a moment vector. Indeed, the moment space is not a vectorial space.
Both difficulties are solved when considering the kinetic level of description and looking at the macroscopic equations as derived from the kinetic equation:

$$\partial_t(f) + u \partial_x(f) = 0, \text{ in } \mathbb{R}_x \times \mathbb{R}_u \times \mathbb{R}_S \times [t_0, t_{n+1}],$$  \hspace{1cm} (13.61)

so that $f(t, x, u, S) = f(0, x - ut, u, S)$.

Thus, expressing the moments according to $f$ leads to the following expression for $F_{i+1/2}$:

$$F_{i+1/2} = \frac{1}{\Delta x} \int_{-\Delta x}^{\Delta x} \int_{-\Delta x}^{\Delta x} \begin{pmatrix} 1 \\ S \\ \vdots \\ S^N \end{pmatrix} u f(t, x_{i+1/2}, S, u) \, dS \, dt. \hspace{1cm} (13.62)$$

We can compute the integrals over $\mathbb{R}^+$ and $\mathbb{R}^-$ separately, and then the numerical flux can be written in the flux vector splitting form: $F_{i+1/2} = F^+_i + F^-_{i+1/2}$, where the distinction is made between positive and negative velocities.

Using the fact that $f$ is transported at the velocity $u$ enables to make a change of variable in the expression (13.62), so that $F^+_i$ can be expressed as a space integral of the moments over the $i^{th}$ cell. Provided that the reconstruction of $f$ ensures that the scheme is conservative and that the realizability condition is satisfied $\forall x \in [x_{i-1/2}, x_{i+1/2}]$, the updated vector $m^+_i$ belongs to the moment space. In fact, in that case, when considering positive velocities with no loss of generality, the quantity $m^+_i - \frac{\Delta t}{\Delta x^+_i} F^+_{i+1/2}$ is a moment vector.

To achieve a reconstruction meeting the two above requirements, we reconstruct the canonical moments, in $[x_{j-1/2}, x_{j+1/2}]$ taking benefit from the fact that they are transported and they lie in $[0, 1]$:

$$\begin{cases} m_0(x) = m_{0,j} + D_{m_{0,j}}(x - x_j), \\ p_1(x) = \overline{p}_1 + D_{p_1}(x - x_j), \\ \vdots \\ p_N(x) = \overline{p}_N + D_{p_N}(x - x_j). \end{cases}$$

where $D_{p_{1,i}}$ and $D_{p_{n,i}}$ are the slopes and the quantities with bars, called the modified averages, are different from their real mean value in order for the scheme to be conservative.

Indeed, given $T$ a transported quantity and $C$ the corresponding conserved quantity, the scheme is conservative if:

$$\begin{cases} C(x) = m_0(x)T(x), \\ C_i = T_i m_{0,i} = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m_0(x) T(x) \, dx \end{cases}$$

The recursive dependance of higher order canonical moments makes their modified average more difficult to express. High order polynomial must be integrated, (up to order 4 for $\overline{p}_3$, and 6 for $\overline{p}_4$). The quantity $\overline{p}_k$ writes $\overline{p}_k = a_{k,i} + b_{k,i} D_{p_{n,i}}$. The calculation of the coefficients $a_{2,j}, a_{3,j}$ and $b_{2,j}, b_{3,j}$ is achieved using Maple (Maplesoft, a division of Waterloo Maple, Inc 2007), and implemented in the code written in Fortran. Their expression is quite heavy, but, as it is just an algebraic relation, the corresponding CPU cost is low.

The slopes for the canonical moments are determined using limiters in order to satisfy maximum principles:

$$r_{ki} \leq p_k(x) \leq R_{ki}, \hspace{0.5cm} x \in (x_{i-1/2}, x_{i+1/2}),$$
where \( r_{ij} = \min(p_{k,i-1}, p_{k,i}, p_{k,i+1}) \) and \( R_{ij} = \max(p_{k,i-1}, p_{k,i}, p_{k,i+1}) \). We must have:

\[
\begin{align*}
    r_{ki} & \leq a_{k,i} + b_{k,i}D_{p_{ki},i} + \frac{\Delta x_i^B}{12} D_{p_{ki},i} \leq R_{ki}, \\
    r_{ki} & \leq a_{k,i} + b_{k,i}D_{p_{ki},i} - \frac{\Delta x_i^B}{12} D_{p_{ki},i} \leq R_{ki}.
\end{align*}
\]

The slopes must then verify:

\[
\begin{align*}
    D_{p_{ki},i} & \leq \min \left( \frac{R_{ki} - a_{k,i}}{b_{k,i} + \Delta x_i^B/2}, \frac{a_{k,i} - r_{ki}}{\Delta x_i^B/2 - b_{k,i}} \right), \\
    D_{p_{ki},i} & \geq \min \left( \frac{r_{ki} - a_{k,i}}{b_{k,i} + \Delta x_i^B/2}, \frac{a_{k,i} - R_{ki}}{\Delta x_i^B/2 - b_{k,i}} \right).
\end{align*}
\]

In practice, we use the following slope limiter to satisfy all the conditions:

\[
D_{p_{ki},i} = \frac{1}{2} \left( sgn(p_{k,i+1} - p_{k,i}) + sgn(p_{k,i} - p_{k,i-1}) \right) \times \min \left( \frac{|p_{k,i+1} - a_{k,i}|}{2(\Delta x_i^B/2 + b_{k,i})}, \frac{|a_{k,i} - p_{k,i-1}|}{2(\Delta x_i^B/2 - b_{k,i})} \right).
\]

The same limiter is used for the slope on the droplet number \( m_0 \). In order to ensure the non-negativity of \( m_0 \), one adds the following condition: \( D_{m_0,i} \Delta x_i^B/2 \leq m_0,i \).

In practice, we set \( N = 3 \), so we work with the four first size moments. The final expression of the size flux containing the canonical moments is:

\[
F_{i+1/2}^+ = \frac{1}{\Delta t} \int_{x_{i+1/2}^-}^{x_{i+1/2}^+} m_0 \left( \frac{1}{p_1} \left( \frac{1}{(1 - p_1)p_2 + p_1) + (1 - p_1)((1 - p_1)p_2p_3 + p_1 + p_2(1 - p_1))^2 \} \right) \right) (x) \ dx,
\]

where \( x_{i+1/2}^- = x_{i+1/2} - \frac{w_i^{+}_{g,i+1/2}}{\Delta t} \), where \( w_i^{+}_{g,i+1/2} \) either represents the gas velocity in the case of aerosols, or the particle velocity in the case of sprays. This scheme is second order in space and time for the moments.

### 13.4.2 Results

In order to assess the numerical efficiency of our method, some computations have been performed with a code especially written to validate the use of moment methods in the ALE formalism in one dimension. A first result shows the possibility to transport and evaporate and aerosol. The interest for a second order in space scheme is then highlighted when the grid moves.

The particles are considered as tracers for the gas phase initiated in the condition of a Riemann problem. The left state is set as \( P_l = 3 Pa, \rho_l = 1 kg/m^3 \) and for the right state \( P_r = 1 Pa, \rho_r = 0.125 kg/m^3 \). The gas constant of the EOS is set as \( 1 J/kg^{-1}K^{-1} \). From now on we omit the units of the quantities, the dimensioned ones being written in the international system. The NDF for the polydisperse aerosol is set as constant with the value \( n(x,S) = \rho', S \in [0,1] \) so that \( m_0 = \rho' \). The initial conditions are displayed in Fig. (13.3). Physically, \( m_0 \) and \( \rho \) have no reason to be equal. The quantity \( m_0 \) is the droplet number density and \( \rho \) is the gas density, and both quantities are initialized with the same value only for a numerical reason. That way, the profil of \( m_0 \) can be easily compared to the profil of \( \rho \).
13.4 Resolution for aerosol and realizability condition

boundary conditions are set on the space interval [0, 1], on the grid with 200 cells. The CFL has to be chosen with caution. Indeed the time step is determined at the beginning of the resolution, before phase A. However, during the Lagrangian phase, the acoustic effects on the gas modify the gas velocity field and so, locally, the CFL condition set at the beginning may turn out not to be met. Actually, in addition to the convective CFL number, we introduce another CFL number, the acoustic CFL number, for the Lagrangian resolution. We set the acoustic CFL number to 10, and the convective CFL a little bit below one, at 0.9, to ensure a stable resolution.

Figures (13.4)-left and (13.4)-right show the results for the gas density, $m_0$, and the analytical solution for this case at $t = 0.1$. In Fig. (13.4)-left the spatial resolution for the aerosol is first order, and it is second order in Fig. (13.4)-right, whereas the resolution of the gas is second order is both cases. We have only displayed the results for $m_0$ and $m_1$ for the sake of legibility, but $m_2$ and $m_3$ are also solved. The difference of resolution of the moments between the two results is conform to what one would expect. The first conclusion to draw is that the method explained in this section works in the ALE formalism and gives convincing results. Besides, the difference of resolution between the gas and the moments is quite interesting to note in Fig. (13.4)-right. It is slightly more precise for the moments than for the gas. In Fig. (13.5)-left the particles are evaporated with the coefficient $K = 2$. $K$ is such as $\Delta S = K \Delta t$, so that all the droplets must be evaporated at $t = \Delta S/K$. Focusing on the result for $m_0$, it is everywhere equal to $0.8 \rho'$. This is coherent with the initial NDF, and the evaporation rate $K = 2$, implying that 20% of the total droplet number must have been evaporated.

Figure (13.5)-right displays the results for $m_0$ of the same test case, but comparing a first order scheme with the second order scheme. The accuracy of these schemes is compared on a fixed grid but also in a moving grid. The displacement of the grid follows the law : $x(t) = 0.2 \sin(2\pi/0.1t)$. The results focused on the interface region. When no grid movement is involved, the second order scheme is already more accurate than the first order. This conclusion validates the implementation of our high order moment method. But the interest of a second order scheme becomes obvious when the grid moves. In our case, the high grid velocity leads to small CFL numbers for the fluids. Therefore the profil of $m_0$ is much more diffused with the first order scheme than with the second order scheme.

Figure 13.3: Initial condition for the moments. The blue curve with stars refers to $m_0$, the red curve with up triangles to $m_1$, the green curve with squares to $m_2$, and the violet curve with circles to $m_3$. 

![Figure 13.3: Initial condition for the moments. The blue curve with stars refers to $m_0$, the red curve with up triangles to $m_1$, the green curve with squares to $m_2$, and the violet curve with circles to $m_3$.](image-url)
13.4 Resolution for aerosol and realizability condition

Figure 13.4: (left) Solution of the Riemann problem at $t = 0.1$ for the gas and the aerosol, with the first order in space scheme for the aerosol and second order for the gas. The analytical solution is represented by the solid black line, the dashed maroon line represents the numerical solution for the gas, the blue curve with stars markers and the red curve with up triangle markers respectively stands for $m_0$ and $m_1$. (right) Solution of the Riemann problem on a moving grid, comparison between the different orders of resolution of the gas and $m_0$. The computation is carried out on a 200 cell grid.

Figure 13.5: (left) Solution of the Riemann problem at $t = 0.1$ for the gas and the evaporating aerosol, with second order for both phases. The analytical solution is represented by the solid black line, the dashed maroon line represents the numerical solution for the gas, the blue curve with stars markers and the red curve with up triangle markers respectively stands for $m_0$ and $m_1$. (right) Solution of the Riemann problem on a moving grid, comparison between the different orders of resolution of the gas and $m_0$. The result is focus on the interfacial area of Fig.(13.4). Same configuration, but now with second order for the aerosol. The computation is carried out on a 200 cell grid.
13.5 Transport of spray and preservation of the discrete maximum principle

Spray particle have their own inertia. This is accounted for by an equation on their momentum $m_1 u_p$, in addition to the equations on moments. The solution for the moment space preservation has been solved in the case of aerosols, detailed in the precedent section. The purpose of this part is to focus on the processes affecting the spray velocity: the drag term, treated as a source term in phase A, the dilatation term in phase B due to the spray velocity, and especially the rezoning step where the respect of the discrete maximum principle for the velocity is crucial.

13.5.1 Treatment of the drag term in phase A

In this step the following equation system is resolved:

$$\begin{align*}
\partial_t J_p &= 0, \\
\partial_t (J_p m_k) &= 0, \\
\partial_t (m_1 u_p) &= m_0 \frac{(u_g - u_p)}{S_{t_0}},
\end{align*}$$

and reduces to:

$$\partial_t u_p = \frac{m_0 (u_g - u_p)}{m_1 S_{t_0}}.$$  

(13.64)

During that phase, due the assumption of one-way coupling, $u_g$ stays constant. Thus the ODE (13.64) can be easily solved and the result for the spray velocity is:

$$u_p^A = u_p^n \exp\left(-\frac{m_0}{m_1 S_{t_0}} \Delta t\right) + u_p^n \left(1 - \exp\left(-\frac{m_0}{m_1 S_{t_0}} \Delta t\right)\right).$$  

(13.65)

13.5.2 Phase B

In the particle phase, there is no pressure term in the momentum equation. This implies that the dilatation coefficient $J_p$ is modified only by the divergence of the particle velocity field which is unchanged during this phase. The involved characteristic wave speeds are only the particle speed. We can thus use an explicit method for the resolution of the system concerning the moments. If one writes $\tau_{k,i} = 1/m_{k,i}$, $k = 1,...N$, one gets:

$$\tau_{k,i}^B = \tau_{k,i}^A \left(1 - \frac{\Delta t}{\Delta x_i} (u_{p,i+1/2} - u_{p,i-1/2})\right).$$

(13.66)

For $\tau_{k,i}$ to remain positive, we impose $\Delta t \leq \frac{\Delta x_i}{u_{p,i+1/2} - u_{p,i-1/2}}$.

From the values of $\tau_{k,i}$ can be deduced the value of $J_p^B$ in virtue of the relation $(J_p m_{k,i})^B = (J_p m_{k,i})^A$.

13.5.3 Phase C: first attempt for a stable advection scheme

Note: In this section, we denote by $J_{p,i}$ the discrete value at the $i^{th}$ cell of the dilatation coefficient of the mesh associated to the spray, $m_{k,i}$ the discrete value of $m_k$, $\Delta x_i$ the cell size at $t = n \Delta t$, and $w_{p,i+1/2}$ and $u_{p,i+1/2}$ the values respectively of $w_p$ and $u_p$ at the point $x_{i+1/2}$. As previously for the case of gas quantities, the superscript $B$, referring to quantities computed at the end of phase B, will be omitted for...
the sake of legibility; hence quantities with no superscript are the output of phase B.

For the resolution of phase C, the first idea, for a first order scheme, is to apply the first order scheme for the resolution of the gas in the case of spray. The important property of system (13.39) is that the quantities are transported.

It can therefore be proven that \( m_{k,i} \) is transported in virtue of the discretized equation (13.47) which, applied to \( m_{k,i} \), leads to:

\[
(J_p m_k)_i^{n+1} = (J_p m_k)_i - \frac{\Delta t}{\Delta x} [m_{k,i+1} w_{p,i+1/2}^+ - m_{k,i} w_{p,i}^- + m_{k,i-1} w_{p,i-1/2}^+] ,
\]

combined to the equation:

\[
J_{p,i}^{n+1} = J_{p,i}^B - \frac{\Delta t}{\Delta x} (w_{p,i+1/2}^+ - w_{p,i-1/2}^-).
\]

As previously for the case of gas quantities, under the CFL condition \( \Delta t \max_i \frac{|w_{p,i+1/2}^- - w_{p,i-1/2}^+|}{\Delta x J_{p,i}^{n+1}} \leq 1 \),

\( m_{k,i}^{n+1} \) is a convex sum of \( m_{k,i} \), \( m_{k,i+1} \) and \( m_{k,i-1} \). This conclusion holds without assuming the sign of the velocity. This equality shows that the discrete maximum principle is respected for cell-centered quantities.

To demonstrate the same property for the velocity, we start from the discretized equation of momentum conservation (13.56):

\[
(J_p m_1 u_p)_{i+1/2}^{n+1} = (J_p m_1 u_p)_{i+1/2} - \frac{\Delta t}{\Delta x} [(m_1 u_p w_p)_{i+1} - (m_1 u_p w_p)_i] ,
\]

where \( (J_p m_1 u_p)_{i+1/2} \) is defined, similarly to Eq. (13.55), as:

\[
(J_p m_1 u_p)_{i+1/2} = (J_p m_1)_{i+1/2} u_{p,i+1/2} = \frac{(J_p m_1)_{i} + (J_p m_1)_{i+1}}{2} u_{p,i+1/2} ,
\]

and, by definition:

\[
m_{1,i+1/2} = \frac{(J_p m_1)_{i+1/2}}{J_p,i+1/2} = \frac{(J_p m_1)_i + (J_p m_1)_{i+1}}{J_p,i + J_p,i+1} ,
\]

so that:

\[
(J_p m_1 u_p)_{i+1/2} = J_{p,i+1/2} m_{1,i+1/2} u_{p,i+1/2} .
\]

In order to obtain the same relation as in (13.52) where \( w_{p,i+1/2}^{n+1} \) expresses as a convex sum of the \( u_{p,i+1/2} \), \( (J_p m_1)_{i+1/2}^{n+1} \) should write:

\[
(J_p m_1)_{i+1/2}^{n+1} = (J_p m_1)_{i+1/2} - \frac{\Delta t}{\Delta x} [w_{p,i+1/2}^+ m_{1,i+1/2}^+ + w_{p,i+1/2}^- m_{1,i+1/2}^- - (w_{p,i-1}^+ m_{1,i-1/2}^+ + w_{p,i-1}^- m_{1,i-1/2}^-)] .
\]

As the relation between \( (J_p m_1)_{i+1/2} \) and \( (J_p m_1)_{i} \) is linear, the equation verified by \( (J_p m_1)_{i+1/2}^{n+1} \) is
obtained summing the equations on \((J_pm_1)^{n+1}_i\) and \(J_p^{n+1}\):

\[
(J_pm_1)^{n+1}_i = (J_pm_1)_i^{1/2} - \frac{\Delta t}{\Delta x} \left[ \frac{m_{1,i}u_{p,i+1/2} + m_{1,i+1}u_{p,i+3/2} + m_{1,i}u_{p,i+1/2} + m_{1,i+1}u_{p,i+1/2}}{2} - \frac{m_{1,i}u_{p,i-1/2} + m_{1,i}u_{p,i+1/2} + m_{1,i+1}u_{p,i+3/2}}{2} \right].
\]

Comparing Eq. (13.73) and (13.74), we should have:

\[
\begin{align*}
    w_{p,i+1}^{m_{1,i+1/2}} &= \frac{m_{1,i}u_{p,i+1/2} + m_{1,i+1}u_{p,i+3/2}}{2} \\
    w_{p,i}^{m_{1,i-1/2}} &= \frac{m_{1,i-1}u_{p,i-1/2} + m_{1,i+1}u_{p,i+3/2}}{2}.
\end{align*}
\]

Remark: The same type of relations also hold for \(w_{p,i+1}^-\) and \(w_{p,i}^-\), but we did not write them for the sake of legibility.

But, analysing the first term:

\[
\begin{align*}
    w_{p,i+1}^{m_{1,i+1/2}} &= \frac{m_{1,i}u_{p,i+1/2} + m_{1,i+1}u_{p,i+3/2}}{2} \\
    \frac{1}{2} w_{p,i+1/2}^{m_{1,i+1/2}} &= \frac{1}{2} \frac{(J_pm_1)_i + (J_pm_1)_{i+1}}{J_p,i + J_p,i+1} + \frac{1}{2} \frac{(J_pm_1)_i + (J_pm_1)_{i+1}}{J_p,i + J_p,i+1} - m_{1,i+1}.
\end{align*}
\]

is not null in the general case and vanishes only when \(J_p,i\) and \(J_p,i+1\) are equal to 1, which is a consequence of \(w_{p,i+1/2}^- = \frac{u_{p,i}^-}{2}\) stating that there is no dilatation or compaction of the mesh. This result has far reaching consequences, because due to dilatation effects, this scheme does not guarantee the discrete maximum principle on the velocity. In Appendix D.1, we provide a counter-example where the discrete maximum principle is not respected by this scheme.

Remark: This results is also true for the gas phase, namely the discrete maximum principle is not guaranteed for the gas velocity. But this does not impact the algorithm stability, because the velocity field is then smoothen by the pressure field in phase C. This is not the case for the spray as it follows the pressureless gas formalism.

### 13.5.4 Stable second order scheme with flux coherence between \(m_1\) and \(\psi u_p\)

The problem with the initial scheme is that the fluxes for the cell centered quantities \((m_1)\) and the off-centered quantities \((u_p)\) are not coherent. Indeed, the fluxes write:

\[
\begin{align*}
    (m_1u_p)_i &= (m_1u_p)_{i-1/2}w_{p,i}^- + (m_1u_p)_{i+1/2}w_{p,i}^+ \\
    (m_1w_p)_{i+1/2} &= m_{1,i}w_{p,i+1/2}^+ + m_{1,i+1}w_{p,i+1/2}^-.
\end{align*}
\]

with different values of \(m_1\) in the two expressions.

The idea developed here is to be able to derive the flux for the momentum from the flux for \(m_1\). For that purpose our strategy is to adapt to off-centered grids the scheme developed by Larrouetrou for fixed grids in [142]. The very property of this scheme is, given the system of conservation equations:

\[
\begin{align*}
    \partial_t m_1 + \partial_x m_1 w_p &= 0, \\
    \partial_t m_1 Y + \partial_x m_1 Y w_p &= 0,
\end{align*}
\]

obtained summing the equations on \((J_pm_1)^{n+1}_i\) and \(J_p^{n+1}\):

\[
\begin{align*}
    \partial_t m_1 + \partial_x m_1 w_p &= 0, \\
    \partial_t m_1 Y + \partial_x m_1 Y w_p &= 0,
\end{align*}
\]
to conserve the density \(m_1\) and \(m_1Y\) and to ensure the maximum principle on the transported quantity \(Y\).

In order to achieve this property, the scheme writes:

\[
m_{i+1}^{n+1} = m_i - \frac{\Delta t}{\Delta x_i} [(m_{w_p})_{i+1/2}^+ - (m_{w_p})_{i-1/2}^-] = 0,
\]

\[
(m_1Y)_{i+1}^{n+1} = (m_1Y)_i - \frac{\Delta t}{\Delta x_i} [(m_1Y_{w_p})_{i+1/2}^+ - (m_1Y_{w_p})_{i-1/2}^-] = 0,
\]

with:

\[
(m_1Y_{w_p})_{i+1/2} = (m_1w_p)_{i+1/2}^+ Y_i + (m_1w_p)_{i+1/2}^- Y_{i-1}.
\]

Here the variable \(Y\) is decentered relative to the sign of the flux for density. This is the key difference with the previous scheme, where \(m_1Y\) was decentered relative to the value of the velocity. It is easy to show that this structure of flux guarantees the maximum principle on \(Y\).

\[
(m_1Y)_{i+1}^{n+1} = (m_1Y)_i - \frac{\Delta t}{\Delta x_i} \left( (m_1w_p)_{i+1/2}^+ Y_i + (m_1w_p)_{i+1/2}^- Y_{i+1} \right) - \left( (m_1w_p)_{i-1/2}^+ Y_{i-1} + (m_1w_p)_{i-1/2}^- Y_i \right).
\]

Expressing \(m_i^{n+1}\) in (13.81) leads to:

\[
Y_{i+1}^{n+1} = Y_i \left[ 1 + \frac{\Delta t}{\Delta x_i} \left( (m_1w_p)_{i+1/2}^+ - (m_1w_p)_{i-1/2}^- \right) \right] - \frac{\Delta t}{\Delta x_i m_{i+1}^{n+1}} [(m_1w_p)_{i+1/2}^- Y_{i+1} - (m_1w_p)_{i-1/2}^+ Y_{i-1}],
\]

and provided the CFL condition \(\max_i \frac{\Delta t}{\Delta x_i} |(m_1w_p)_{i+1/2}^+ - (m_1w_p)_{i-1/2}^-| \leq 1\), \(Y_i^{n+1}\) is a convex sum of \(Y_{i-1}, Y_i, Y_{i+1}\) and hence the discrete maximum principle is enforced.

Considering now a decentered scheme with a moving mesh, the discretized equation read:

\[
(J_p m_1i_{i+1/2}^{n+1} = (J_p m_1i) - \Delta t \Delta x ((m_1w_p)_{i+1/2} - (m_1w_p)_{i-1/2}),
\]

\[
Jm_1Y_{i+1/2}^{n+1} = Jm_1Y_{i+1/2} - \frac{\Delta t}{\Delta x} ((m_1w_p)_{i+1} - (m_1w_p)_{i-1}).
\]

The difficulty here lies in the fact that the flux for density and for momentum are not defined on the same points. Hence we define the quantity

\[
(m_1w_p)_i^* = \frac{1}{2} ((m_1w_p)_{i+1/2} + (m_1w_p)_{i-1/2}),
\]

so that:

\[
(m_1Y_{w_p})_i = (m_1w_p)_i^* Y_{i-1/2} + (m_1w_p)_i^* - Y_{i+1/2}.
\]

The update of the momentum reads:

\[
Jm_1Y_{i+1/2}^{n+1} = Jm_1Y_{i+1/2} - \frac{\Delta t}{\Delta x} \left[ ((m_1w_p)_i^* Y_{i+1/2} + (m_1w_p)_i^* Y_{i+1/2}) - ((m_1w_p)_i^* Y_{i-1/2} + (m_1w_p)_i^* Y_{i-1/2}) \right].
\]
and with the definition (13.70) and (13.71), we get:

\[
(J_p m_1)_{i+1/2}^{n+1} = (J_p m_1)_{i+1/2} - \frac{\Delta t}{\Delta x_i} \left[ \frac{1}{2} \left( (m_1 w_p)_{i+1/2} + (m_1 w_p)_{i+3/2} \right) - \frac{1}{2} \left( (m_1 w_p)_{i-1/2} + (m_1 w_p)_{i+1/2} \right) \right],
\]

and after some algebra we obtain that:

\[
Y_{i+1/2}^{n+1} = Y_{i+1/2}^{n} \left[ 1 - \frac{\Delta t}{\Delta x_i} ((m_1 w_p)_i^{*+} - (m_1 w_p)_{i+1}^{*-}) \right] - \frac{\Delta t}{\Delta x_i} ((m_1 w_p)_{i+1}^{*+} Y_{i+3/2}^{n} - (m_1 w_p)_{i}^{*+} Y_{i-1/2}^{n}),
\]

which, under the CFL condition \( \max_i \frac{\Delta t}{\Delta x_i} |(m_1 w_p)_i^{*+} - (m_1 w_p)_{i+1}^{*-}| \leq 1 \), is a convex sum.

### 13.5.5 Results

The numerical feasibility of the transport of a spray with its own inertia respecting the discrete maximum principle on the velocity is assessed through some elementary test cases.

#### 13.5.5.1 Convection at uniform velocity

The stability of the method is proven first on a convection test case with uniform velocity. A crenel is initiated in a 100 cell domain, moving at velocity \( u_p = 1 \). The final time of the computation is \( t_{max} = 0.3 \).

The initial conditions are represented in Fig. (13.6)-left that also shows the result for the first and the second order scheme, at \( CFL = 0.8 \). In Fig. (13.6)-left these results correspond to the expected results and prove that the discrete maximum principle is respected for the velocity. Figure (13.6)-right deals with the same configuration, but now the mesh moves with the same law as in the test cases for aerosol (13.4.2): \( x(t) = 0.2 \sin \left( \frac{2\pi}{0.1} t \right) \). Three different results are displayed, for the second order scheme with \( CFL = 0.8 \), \( CFL = 0.5 \), and for the first order scheme with \( CFL = 0.5 \). If the solutions for the second order scheme are understandable, the difference of the result with the first order scheme is a direct consequence of the mesh movement and Neumann boundary conditions. In the beginning of the computation, according to its movement law, the domain left border goes forward to the point 0.2. The initial conditions are such that, at this time, the left edge of the kernel is located a bit further than this point. But the first order scheme diffuses the crenel such that a part of it lies before the left border of the domain, is ejected of the computational domain because of the type of boundary conditions. The same explication hold for the right side of the crenel. This very simple example highlights first the advantage of the second order scheme in terms of accuracy especially when mesh movement is involved, but also the importance of the choice mesh movement law that can potentially alter the solution.

#### 13.5.5.2 Ability to capture \( \delta \)-shocks

The second case tests this ability of the numerical method to capture \( \delta \)-shocks, singularities that are engendered by the pressureless gas formalism. For that purpose, a velocity discontinuity is initiated at the point \( x = 0.25 \) with \( v = 2, x \leq 0.25 \) and \( v = 1, x > 0.25 \), whereas the field of moments is constant \( (m_0 = 1) \), the size distribution being the same as in previous cases. Two results are displayed at time \( t = 0.1 \), the first one without mesh movement, and the second one with mesh movement (with the same law as in the previous tests), with \( CFL = 1 \) and a 200 cell grid. Figure (13.7)-left shows the resulting \( \delta \)-shock for the first and second order schemes where it can be seen that its dynamics is the same in both cases. Moreover this dynamics is the expected one. Indeed the analytical solution of this simple case leads to the shock moving at the average velocity between the two initial states, which is 1.5, and
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Figure 13.6: Convection of the spray at uniform velocity with and without mesh movement. (left) Initial condition for $m_0$ (blue curve), $m_1$ (red curve), $m_2$ (green curve), $m_3$ (violet curve), and solution of the convection case without mesh movement at time $t = 0.3$ at $CFL = 0.8$ with the first order scheme (dashed red curves) and the second order scheme (black curve). (right) Solution of the convection case with mesh movement at $CFL = 0.8$ with the second order scheme (black curve) and at $CFL = 0.5$ for the second order scheme (red curve with triangle) and the first order scheme (green curve with circles). The computation is carried out on a 100 cell grid.

consequently at time $t = 0.1$, the shock initiated at $x = 0.25$ should be at $x = 0.4$, corresponding to the results of Fig. (13.7)-left. The focus on this area of interest done in Fig. (13.7)-right shows the difference of accuracy between the first and second order scheme. This difference is amplified in the moving mesh configuration, increasing the diffusive effects by reducing the time step, as seen on Fig. (13.8). This test assesses the ability of our methods to capture $\delta$-choc, the second major stability condition with the preservation of the moment space. This is all the more an achievement since these methods are designed on off-centered meshes introducing the concept of dual meshes for which the methods designed for centered meshes cannot be adapted.

Figure 13.7: (left) $\delta$-shock dynamics at time $t = 0.1$ for the first (black curve with diamonds) and second order scheme (dashed red curve with squares) without mesh movement. (right) Focus on the $\delta$-shock. The computation is carried out on a 200 cell grid.
13.5 Transport of spray and preservation of the discrete maximum principle

13.5.5.3 Resolution coupling transport and evaporation

The aim of this case is to show that the stability and accuracy properties of the numerical tools designed for fixed grid and centered meshes are preserved in the resolution of an evaporating spray with mesh movement on an off-centered mesh. For that purpose the configuration studied in Section 6.4.2 is reused here.

The distribution function is more complex than before, in order to show that the evaporation solver does not presume any type of NDF:

\[ n = \begin{cases} 
\lambda(x) \sin(\pi s) + (1 - \lambda(x)) \exp(-10s) & \text{if } x \leq 0.5, \\
0 & \text{otherwise.}
\end{cases} \]

where \( \lambda(x) = 4(0.5 - x)^2 \).

The particles velocity is initiated by:

\[ u(x) = \begin{cases} 
0.5 & \text{if } x \leq 0.25, \\
2 & \text{if } x > 0.25.
\end{cases} \]

Periodic boundary conditions are set on the space interval \([0, 1]\). The analytical solution is the translation of the two parts of the density profile corresponding to each value of the velocity. Figure (13.9) displays the initial condition for the size moments and the velocity.

At \( t = 0.225 \), Fig.(13.10)-left, the initial distribution breaks into two parts. Vacuum is created at the initial velocity discontinuity. The numerical solutions are represented by solid lines with decreasing ordering in terms of value, meaning that the highest curve stands for the 0th order moment, and the lowest curve stands for the 3rd order moment. The analytical solutions for the corresponding moments are represented by markers. It can be seen that the numerical solution very accurately matches the analytical one.

At \( t = 0.45 \), Fig.(13.10)-right, because of periodic boundary conditions, the fastest portion catches up the slower one. In this figure, the numerical solutions are represented by dashed line, the numerical
solution by solid lines, and only $m_0$ and $m_1$ are represented for the sake of legibility. The two types of solution are very different. Indeed, the models corresponding to each type of solution are different. The numerical solution corresponds to the resolution of system (13.36), written in the pressureless gas formalism. In this context, as the pressure is considered to be null, nothing prevents the particles from accumulating. A $\delta$-shock is therefore engendered when two droplet clouds with different velocity meet [21]. On the other hand, the analytical solution of this problem in the infinite Knudsen limit for the particles corresponds to the solution at the kinetic level, where the droplets cross. One can notice though that in the region where only one droplet cloud is considered (in the interval $[0.4, 0.5]$), the numerical and analytical solution match. However our purpose is to show that system (13.36) can be implemented in the ALE formalism. With respect to this objective, Fig. (13.10)-right validates our numerical approach for sprays as the dynamic of the shock is well captured. Nevertheless simulating jet crossing is an issue in Eulerian models and methods and has been recently resolved in the literature. We refer to Chapter 9 and references therein for details on this matter.

Figure (13.11) shows that the results are still very satisfying with a mesh movement.

### 13.5.5.4 Resolution coupling transport and drag

In this last test case, we test the coupling between transport and drag. The behavior of the particle according to their Stokes number is studied.

For that purpose, a Riemann problem (with the same parameters as in the test case presented in Section 13.4.2) is initiated for the gas phase with the discontinuity lying at $x = 0.25$. A discontinuity for the moments (only represented by $m_0$) is initiated at the same point as well. Both phases are initially motionless. Different computations are run for different values of Stokes numbers ($2 \times 10^{-3}, 0.2, 20$), based on a gas time scale of $5 \times 10^{-2}$ s. Neumann boundary conditions are set on the domain. The final time of the computation is $t = 0.05$, with $CFL = 0.9$, in a 100 cell grid. Figure (13.12) represents the initial conditions. For very small particles (St = $2 \times 10^{-3}$), Fig. (13.13), their velocity quasi instantaneously relaxes to the gas one. Two different instants are displayed in order to understand the evolution of the moment field. In Fig. (13.13)-left, one notices that, although the velocity fields correspond, the density fields ($\tau$ and $m_0$) are different in interfacial area. In the velocity increasing part, the decreasing moment field makes one think of an expansion wave as for the gas phase. But the profile of $m_0$ is stiffer than the profile of $\tau$ in that zone, because the inertial effects of the pressureless particle. Indeed this profile ends on a singularity, typical of a vacuum zone. The opposite situation occurs right after the maximum velocity point, in the velocity decreasing part, where the particle accumulation engender a $\delta$-shock. In Fig. (13.13)-right the velocity field getting smoother tends to smooth the singularities as well. Figure (13.14)-left displays...
13.5 Transport of spray and preservation of the discrete maximum principle

Figure 13.10: Evolution of a spray in a discontinuous velocity field calculated with the moment method, compared to the analytical solution of the problem. (left) Solution at time $t = 0.2$. The plain curves represent, with decreasing ordering in terms of value, the four first moments from the $0^{th}$ order $m_0$ (blue curve with circles) to the $3^{rd}$ $m_3$ (violet curve with diamonds). The analytical solution is represented by markers. (right) Solution at time $t = 0.45$. For legibility, only $m_0$ (blue curve) and $m_1$ (red curve) are represented. The numerical solution is represented by dashed lines, the analytical solution by solid line. (Top) Solution in the space interval $[0, 1]$. (Bottom) Focus on the interest area from the top figure. The computation is carried out on a 200 grid.

Figure 13.11: Evolution of a spray in a discontinuous velocity field calculated with the moment method, compared to the analytical solution of the problem. Solution at time $t = 0.2$ with mesh movement. The plain curves represent, with decreasing ordering in terms of value, the four first moments from the $0^{th}$ order $m_0$ (blue curve with circles) to the $3^{rd}$ $m_3$ (violet curve with diamonds). The analytical solution is represented by markers. (left) Computation with $CFL = 1$. (right) Computation with $CFL = 0.8$. The computation is carried out on a 200 grid.
the results for particles with St = 0.2. The process is similar to the previous case, but here the particle velocity finite relaxation time is noticeable and explain why singularities are sharper than for particles with very small Stokes number. Particles with a high Stokes number (St = 20) are almost insensitive to drag force within the computation time, so that the moment field is barely modified (Fig. (13.14)-right). In conclusion to that test case, the particle velocity relaxes more or less fast according to the value of the Stokes number, which is the expected result. Moreover, due to pressureless gas effects (even for small Stokes particles), singularities still occur in the moment field.

Figure 13.12: Coupled transport and drag resolution. Initial condition for the moment and the gas. The blue line with stars corresponds to $m_0$, the black line to the gas density $\rho_g$.

Figure 13.13: Solution for particles with St = 2.10$^{-3}$. The blue line with stars corresponds to $m_0$, the black line to the gas density $\tau$, the green line to the particle velocity, and the dashed red line to the gas velocity. (left) Solution at time $t = 0.025$. (right) Solution at time $t = 0.05$. The computation is carried out on a 100 grid.
Figure 13.14: Solution at time $t = 0.05$. The blue line with stars corresponds to $m_0$, the black line to the gas density $\tau$, the green line to the particle velocity, and the dashed red line to the gas velocity. (left) Solution for particles with $St = 0.2$. (right) Solution for particles with $St = 20$. The computation is carried out on a 100 grid.
Conclusion

This chapter presents one of the contributions done during this PhD, in order to extend the EMSM model to the IFP-C3D code. It addresses the theoretical issue of the adaptation of the high order schemes designed in Chapter 5 and Chapter 6. Indeed, the two stability conditions the realizability condition and stability through $\delta$-shocks had to be ensured. This has been achieved, for the first case, by adapting the kinetic scheme tools to the ALE formalism. For the second case though, a new scheme has to be considered, in order to ensure the discrete maximum principle for velocity in a cell-vertex structure. These very satisfying results are a first positive answer towards the use of high order schemes for the EMSM in an industrial context based on the ALE formalism. This work has been presented during the ICMF Conference, Tampa, USA (2010) [130], and an article is in preparation in the International Journal of Multiphase Flows [131].
Chapter 14

Introduction of the EMSM model in an industrial code, IFP-C3D

This chapter is dedicated to the second aspect of the extension of the Eulerian Multi Size Moments (EMSM) in an industrial framework. The first part, addressed in Chapter 13 was about the extension of the proprieties of the numerical schemes designed in Chapter 5 and Chapter 6 to the Arbitrary Lagrangian Eulerian (ALE) framework. The work presented here concerns the computing strategy for the implementation of the EMSM model in the IFP-C3D code. It is then presented in the same spirit as in Chapter 7, i.e. a synthetic presentation of the IFP-C3D code highlights the critical points of the code and leads to a check list of the areas where modifications were brought. The computing strategy will then be explained. Finally validation test cases assess the model, specially with mesh movement, and the feasibility of spray resolution with the EMSM model in injection condition is demonstrated.

14.1 Presentation of IFP-C3D

14.1.1 General characteristics of the IFP-C3D code

The IFP-C3D code has been developed at IFP Energies nouvelles over the last few years. The purpose of this code is to simulate compressible reactive flows with combustion and sprays. The principal features of this code are the following:

- The gas phase resolution is based on the Navier-Stokes equation system, with source terms related to spray and combustion.
- These equations are written in the ALE formalism, to take into account the potential grid motion, due to the piston movement occurring in engine simulations.
- The computations are performed with unstructured meshes containing hexahedral computational cells.
- Turbulent phenomena in the gas phase are taken into account by a RANS formalism.
- The spray is simulated with a Lagrangian approach [104], a Stochastic Parcel approach, explained in Section 2.1. Note that our developments are made in a version where the liquid phase is simulated with a purely Lagrangian approach.

In the following, we focus on the general algorithm and the connectivity.

14.1.2 General algorithm and numerical scheme

The conservation equations are solved using the Arbitrary Lagrangian Eulerian formalism, which takes into account the moving geometric parts. The IFP-C3D code uses the operator splitting algorithm described in Chapter 13. The resolution algorithm is divided into three steps, or phases:
• In phase A, source terms of the chemical reactions on gas (auto-ignition, combustion, post oxidation, chemical equilibrium, etc.) of the Lagrangian fuel injection spray and of the spark ignition are calculated and added to the conservation equations.

• In phase B, all the diffusion terms are solved implicitly, with first the species mass, internal energy term, and turbulent terms. The method introduced in [195] is retained in its fully implicit version. The coupled implicit equations (momentum, temperature and pressure) are solved with the SIMPLE algorithm [215]: this is called the PVT (Pressure Temperature Velocity) loop. The pressure equation is solved using the BiCGSTAB iterative method with ILU preconditioning [18]. The temperature and velocity equations are solved using the residual conjugate gradient with Jacobi preconditioning. The diffusion terms of the turbulent equation (of the k-ԑ model) are solved when the SIMPLE algorithm has converged.

• In phase C, the vertices are moved from the Lagrangian trajectory calculated during phase B to their final position calculated by the moving grid algorithm for the next time step. This translation needs the finite volume fluxes to be calculated. The fluxes of the scalar like mass, internal energy and turbulence quantities are computed between cells using a Quasi Second Order Upwind Scheme (QSOU) [6]. Using connectivity of cells/faces, slopes are calculated with the Superbee limiter. The faces of the control volume surrounding the vertex are also moving and the momentum advection step calculates fluxes through each facet of the volume. The slopes for the momentum fluxes are computed with the Van Leer limiter. The computed slopes allow the calculation of scalar fluxes at the center of faces and vector fluxes at the middle of the edge. These slope calculations ensure a second-order upwind advection for every scalar and momentum. As no convective CFL-like number is calculated for that phase, sub-cycles have to be considered in order to ensure the stability of this phase.

The general algorithm of the IFP-C3D code is illustrated in Fig. (14.1).
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14.1.3 Connectivity aspect and grid evolution

As stated above in the introduction of this chapter, the code IFP-C3D is unstructured. This formalism reduces constraints during the grid process generation and avoids the difficult numerical processing of cells located at the corner of two blocks present in the structured multiblock formalism. Cells have a better shape with unstructured grids, and local refinement of zones where the gradients are suspected to be high, is less expensive. With hexahedral grids, gradients calculations are accurate, and moving algorithms can maintain a good grid quality when the geometry is moving.

In the unstructured approach, the connectivity (node, cell, and face) must be computed and registered. Nodes can have any number of neighbors, while hexahedrons have six neighbors respectively, to their six faces. The staggered hexahedral description with cell centered scalar and node-centered vectors is used. The topological element face is widely used in the solver. This element can be linked easily to hexahedrons and nodes. It is defined by one or two hexahedrons (fluid or boundary faces) and four nodes, nodes 1 to 4 in Fig. (14.2). Sorting cells and nodes indexes for a given face can give the orientation that we need for solving the transport equations. The eight sorted border nodes, node 5 to 12 in Fig. (14.2), are also registered and used for raising numerical accuracy in convection terms. The use of the unstructured approach necessitates to compute and register the connectivity between the nodes, faces, and cells. Nodes can have any number of neighbors, while a hexahedron can only have six neighbors, respectively to its six faces. For the reader interested in parallel computing performance, a discussion relative to the connectivity can be found in [18].

As stated in the previous chapter, in order to adapt to the moving computational geometry, the peculiarity of the ALE formalism relative to scientific computation is the grid evolution strategy. In the design of a corresponding algorithm, one must ensure that it does not lead to cells with a negative determinant, and also that it is accomplished in a reasonable time. The method used in IFP-C3D relies on an iterative algorithm, which for a given node uses an average of the displacement of every neighbor. A temporal interpolation methodology [68] is used. In this method, a target grid at a final angle is fully computed outside the solver, by external grid generators. Then during the run, the position of a node at a given time is computed by an interpolation between its former position and its final position, weighted by its proximity from the piston and the valves. The full description of this method can be found in [18]. Moreover, when considering moving boundaries (intake/exhaust valves, piston), the risk of extremely
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Distorted meshes makes the use of a remapping method mandatory. Consequently, remeshing techniques are needed to ensure good mesh quality over the entire engine cycle. The technique adopted in IFP-C3D is then a mesh regularization. According to the instant in the engine cycle, some geometrical parts can be added or removed relative to the initial mesh. For example when intake valve is closed, the intake pipe can be removed from the calculation. Finally, a turbulent wall law and a heat transfer law should be used, because the grid resolution is generally low near the walls. See [7] for a precise description of the wall laws computed in IFP-C3D.

14.1.4 Introduced models

A list of the principal models implemented in the IFP-C3D code is provided here. A detailed description of these models can be found in [18]:

- It was already mentioned that the liquid fuel spray is simulated with a Lagrangian approach [104], and turbulent phenomena are taken into account by a RANS formalism (k-ε model),
- The spray impact at the wall can lead to the formation of a liquid film. Spray/wall interaction processes are described using a submodel described in [188],
- Because of the wide range of engine configurations, there are numerous physical sub-models available to compute combustion, with different fuels such as Diesel or gasoline:
  - For gasoline engines, the ECFM model (Extended Coherent Flame Model) is used conjointly with the AKTIM (Arc and Kernel Tracking Ignition Model) model [68] to compute the spark ignition,
  - The combustion process for diesel engines is simulated by the ECFM3Z model (3-Zones Extended Coherent Flame Model) [45],
- The pollutant modeling is obtained by coupling two models: the first one called CORK (CO Reduced Kinetics) [120] dedicated to the CO modeling and the second one called PSK (Phenomenological Soot Kinetics) [163] devoted to soot modeling. Other approaches based on tabulated techniques are currently been developed [121].

14.1.5 Mapping of the intervention areas for the implementation of the EMSM model

The numerical strategy developed for the implementation of the EMSM model in the IFP-C3D code is different from the one defined in the context of of the MUSES3D code, see Chapter 7 and Chapter 11. Because of development constrains due to the industrial context, the genericity level of the code is lower than the MUSES3D code presented in Chapter 7. Consequently the required adjustments in the IFP-C3D code involve more modifications in the code structure than in the MUSES3D code:

- The data structure: the arrays specific to the EMSM model will have to be defined (for example the array of moments or velocity),
- The initialization procedure, in interaction with the input data file (params.kin),
- The boundary condition computation. If periodic boundary conditions can be easily adapted, the injection boundary conditions have to be written from scratch,
- The three phases of the numerical scheme.
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This section presents the numerical developments upgrading the code IFP-C3D to a polydisperse Eulerian spray solver. The detail of this work is presented under four different topics. The first point concerns the evolution of the data structure. The second point concerns the upgrade of the initialization procedure. The third point deals with the adaptation of injection boundary conditions to the EMSM model. The final point focuses on the modifications brought in the numerical scheme. These developments were made on the Lagrangian V201 version of the code.

14.2.1 Data structure

As mentioned in Section 14.1.5, the whole data structure has to be created for the implementation of the EMSM model. The principal arrays created are displayed here. Their spatial index differs whether they refer to a cell, a face or a vertex. We use here the following convention:

- the index i refers to a cell. The total cell number is denoted by nhex
- the index j refers to a node. The total node number is denoted by nnode
- the index l refers to a face. The total node number is denoted by nface

The principal arrays defined in the context of the EMSM are:

- \texttt{real(kind(0.d0)), dimension(nhex,Nmom\_sizes) : mom}
- \texttt{real(kind(0.d0)), dimension(nhex) : : volliq}
- \texttt{real(kind(0.d0)), dimension(nnode) : : uliq, vliq, wliq}
- \texttt{real(kind(0.d0)), dimension(nface,Nmom\_sizes) : : fluxliq}
- \texttt{real(kind(0.d0)), dimension(nface) : : fluxmomliq, axliq, ayliq, azliq}

The number \(N_{\text{mom\_sizes}}\) denotes the number of considered moments, the array \(\text{mom}\) refers to the size moment field, \(\text{volliq}\) represents the cell volume in the mesh resulting from the Lagrange step (phase B) applied to the liquid phase. These arrays are defined on cells. The arrays \(\text{uliq}, \text{vliq}, \text{wliq}\) are the spray velocity field in the x, y, and z direction respectively, and are defined on the mesh vertices. The arrays \(\text{fluxliq}\) and \(\text{fluxmomliq}\) represent the flux associated to the moments and the momentum respectively. The arrays \(\text{axliq}, \text{ayliq}, \text{azliq}\) represent the face surface area of the mesh resulting from the Lagrange step (phase B) applied to the liquid phase. These quantities are defined on faces.

14.2.2 Initialization

This paragraph presents the new options introduced in the code during the initialization procedure:

- \texttt{idimom}: This switch is activated for a computation with the high order moment method. This model can either compute a spray or an aerosol.
- \texttt{idispray}: This is the switch to activate the aerosol model or the spray model.
- \texttt{iscalmom}: This switch sets the initial conditions for the moment fields.
- \texttt{iuvwmom}: This switch sets the initial conditions for the velocity field.
- \texttt{ievap}: This switch must be ‘on’ to activate the evaporation model.
- \texttt{idrag}: This switch must be ‘on’ to activate the drag model.
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14.2.3 Implementation of injection boundary conditions

If periodic boundary conditions were transparent for our developments, injection boundary conditions
had to be designed from scratch to be able to inject spray quantities in the computational domain. The
corresponding parameters introduced in the data file are:

- ins-mom: this flag locate the border area where the injection condition is activated.
- moment-field: this array monitors the rate of moment injected with respect to time.
- moment-vel: this array monitors the particles velocity with respect to time.

These developments concern the routines \texttt{begin} and \texttt{rinput.2}.

14.2.4 Numerical scheme implementation

The core of the developments has consisted in the implementation of the numerical schemes into the
general ALE algorithm of the code. Given the complex architecture of the code, it was chosen to stick
as close as possible to it. The developments are presented relative to each of the three phases. Recalling
system (13.33), we aim at solving the evolution of the spray described by the following system:

\[ \begin{align*}
\partial_t (J)|_\chi - J \nabla_x \cdot (v_\chi) & = 0, \\
\partial_t (J \rho)|_\chi + J \nabla_x (d \rho w_g) & = 0, \\
\partial_t (J \rho u_g)|_\chi + J \nabla_x \cdot (\rho u_g w_g) + J \nabla_x (P) & = 0, \\
\partial_t (J \rho E_g)|_\chi + J \nabla_x \cdot (\rho E_g w_g) + J \nabla_x (P u_g) & = 0, \\
\partial_t (J m_k)|_\chi + J \nabla_x \cdot (m_k w_p) + J K \tilde{\theta}_{ME} & = 0, \\
\partial_t (J m_k)|_\chi + J \nabla_x \cdot (m_k w_p) + J K (k-1) m_{k-1} & = 0, \\
\partial_t (J m_k)|_\chi + J \nabla_x \cdot (m_k w_p) + J K m_0 w_p & = J m_0 \frac{(u_g - u_p)}{St_0}.
\end{align*} \]

where \( St_0 \) is the droplet characteristic Stokes number, defined in Chapter 13.

\textbf{Notation:} If one considers \( \mathbb{U}_g = (\rho, \rho u_g, \rho E_g), \mathbb{U}_p = (m_{k=1..N}, m_0 u_p) \) one denotes by \( (J^n_m, \mathbb{U}_m), (J^A_m, \mathbb{U}_m^A), (J^B_m, \mathbb{U}_m^B), (J^C_m, \mathbb{U}_m^C) = (J^{m+1}_m, \mathbb{U}^{m+1}_m) \) the values of \( (J_m, \mathbb{U}_m) \) respectively at time \( t = n \Delta t \), at the end of phase A, at the end of phase B, and at the end of phase C which are also the updated values at time \( t = (n+1) \Delta t \).

14.2.4.1 Developments in phase A

In the framework considered for the EMSM model, phase A corresponds to the resolution of the evap-
oration and drag terms. As done in Chapter 7, the contribution of these two terms are splitted, by using
the code modular structure.

The evaporation term is solved in the module specially introduced in the code, \texttt{Evaporation_emsm}.

The interface with the main routine \texttt{3d}, is illustrated in Algo. (18).

For the drag resolution, as discussed in Section 3.2.3 we consider, a one-way coupling, we therefore
only consider the influence of the gas phase on the spray. In this context, since the gas velocity is constant
during phase A, as explained in Section 3.2.3, the spray velocity can be solved analytically. The solution
\( u_p \) reads:

\[ u_p^n_{j} = u_p^n_{j} \exp \left( - \frac{m_0^n_{j}}{m_0^n_{j} + \Delta t} \right) + \left( 1 - \exp \left( - \frac{m_0^n_{j}}{m_0^n_{j} + \Delta t} \right) \right) (u_g^n - u_p^n_{j}). \]  \tag{14.2}
Algorithm 18 Resolution of the evaporation term implementation.

procedure c3d
  ...
  % Phase A
  ...
  if EMSM then
    if evap then
      call evap_emsm(mom, dt)
    ...
  end if
end procedure c3d

Keeping in mind that the velocity vector is defined on nodes, whereas the moments are defined on cells, one has to express the moments on the nodes of the mesh. Therefore, \( m_{0,j}^n \) is defined by:

\[
m_{0,j}^n = \frac{\sum_{i=1}^{8} m_{0,i}^n \Delta x_i^A}{\sum_{i=1}^{8} \Delta x_i^A},
\]

where the sum is performed on the eight cells surrounding the vertex \( j \), in three dimensions, and \( \Delta x_i^A \) is the volume of cell \( i \) at the end of phase A.

14.2.4.2 Developments in phase B

We make the distinction between aerosol and spray particles. In the case of aerosol particles, they are transported at the gas velocity, and consequently, the moments are updated relative to the cell volume change, in relation to the equation: \((Jm_k)^B = m_k^A\). The actual relation written in the IFP-C3D code is \( \Delta x_i^B m_{k,i}^B = m_k^A \Delta x_i^A \), where \( \Delta x_i^B \) is the result of the acoustic phase applied to the gas. Spray resolution during phase B needs further developments, since the system to be solved for the particles writes:

\[
\frac{\partial}{\partial t} (Jp m_k)|_{X_p} = 0,
\]

\[
\frac{\partial}{\partial t} (Jp m_{k,1} u_p)|_{X_p} = 0,
\]

\[
\frac{\partial}{\partial t} (Jp m_{k,1} u_p)|_{X_p} = 0,
\]

where \( \frac{\partial}{\partial t} (\cdot)|_{X_p} \) represents the time derivative along the characteristics of the material frame reference associated to the particles.

In the one-dimensional case, the solution of system (14.4) is given by Eq. (13.66):

\[
\tau_{k,1}^B = \tau_{k,1}^A \left( 1 - \frac{\Delta t}{\Delta x_i} (u_{p,i+1/2} - u_{p,i-1/2}) \right),
\]

where \( \tau_{k,1} = 1/m_{k,1}, k = 1...N_{mom \_sizes} \), and \((Jp m_{k,1})^B = (Jp m_{k,1})^A\). Moreover, for \( \tau_{k,1} \) to remain positive, we must have \( \Delta t \leq \frac{u_{p,i+1/2} - u_{p,i-1/2}}{\Delta x_i^P} \). The challenge consists in implementing this relation in three dimensions. The only difference then is that the velocity difference becomes a divergence, localized at cell \( i \). Thus, the previous relations are straightforward to compute, provided the velocity divergence is correctly computed. The computing strategy for the velocity divergence is displayed in Algo. (19), for
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In a cartesian mesh. In this context, the hexahedral cells are regular and the orientation of their faces is such that they are parallel two by two, and orthogonal to the vector $e_x$, $e_y$, and $e_z$. The faces orthogonal to $e_x$ are denoted by the indexed 1, and 2, the ones orthogonal to $e_y$ are denoted by the indexed 3, and 4, and the ones orthogonal to $e_z$ are denoted by the indexed 5, and 6. Thus, the faces $l_1$ and $l_2$ are the two faces orthogonal to $e_x$. Moreover, we assume that $x(l_1) < x(l_2)$, $y(l_3) < y(l_4)$, and $z(l_5) < z(l_6)$, which justifies the expression of the term Divergence in Algo. (19). In Algo. (19), the term $wliq(j/l)$ denotes the $x$-velocity of the $j^{th}$ node of face $l$. Thus, in this algorithm $j$ ranges from 1 to 4. The computation of the velocity divergence is also implemented, since it is needed for injection case using an axi-symmetrical mesh, see Section 14.4.1.

Algorithm 19 Computation of the velocity divergence.

```plaintext
procedure phaseb
    ...
    if EMSM then
        ...
        if spray then
            % Loop on the cells
            for $i = 1, nhex$ do
                % Computation of couples of faces parallel to each other
                $l_1 = face(i, 1)$
                $l_2 = face.opposite(i, 1)$
                ...
                $l_5 = face(i, 3)$
                $l_6 = face.opposite(i, 3)$
                ...
                % Computation of the velocity on the faces
                $wliq.face(l_1) = 0.25 (wliq(1/l_1) + wliq(2/l_1) + wliq(3/l_1) + wliq(4/l_1))$
                $wliq.face(l_2) = 0.25 (wliq(1/l_2) + wliq(2/l_2) + wliq(3/l_2) + wliq(4/l_2))$
                $vliq.face(l_3) = 0.25 (vliq(1/l_3) + vliq(2/l_3) + vliq(3/l_3) + vliq(4/l_3))$
                $vliq.face(l_4) = 0.25 (vliq(1/l_4) + vliq(2/l_4) + vliq(3/l_4) + vliq(4/l_4))$
                $wliq.face(l_5) = 0.25 (wliq(1/l_5) + wliq(2/l_5) + wliq(3/l_5) + wliq(4/l_5))$
                $wliq.face(l_6) = 0.25 (wliq(1/l_6) + wliq(2/l_6) + wliq(3/l_6) + wliq(4/l_6))$
                ...
                % Computation of the velocity divergence of cell $i$
                $\text{Divergence} = 1/\Delta x_i * (wliq.face(l_2) - wliq.face(l_1)) + 1/\Delta y_i * (vliq.face(l_3) - vliq.face(l_1)) + 1/\Delta z_i * (wliq.face(l_6) - wliq.face(l_5))$
            end for
        end if
    end if
end procedure phaseb
```

The computation of the updated cell volume $volliq_i$, moments $mom_i$, and the associated CFL condition do not bring any additional difficulty.

The mesh modification due to the Lagrange phase is accounted for, not only by the cell volume change, but also by the changes of its faces surface area. For that purpose, we compute the updated node coordinates, given by the relation $x_i^B = x_i^j + u \Delta t$. The update surface area $S_{face,liquid,i}$ is given using a dedicated routine already implemented.

14.2.4.3 Developments in phase C

The phase C, or projection phase, is divided in two steps:

- In the first step, the volume swept by a face $l$, $fxf_l$, is computed with the relation $fxf_l = \Delta V_{mesh,l} + S_{face,l}$ $u_i$ $n_i$. The right-hand side expression includes first the part of the volume swept by face $l$
due to the mesh movement at velocity \( \mathbf{v}_\chi \), and the second part, due to the fluid convection (\( \mathbf{u}_l \) can refer to the gas or particle velocity) through the interface. The quantity \( S_{\text{face},i} \) is the face surface, \( \mathbf{n} \) its outgoing normal vector, and \( \mathbf{u}_i \) the velocity computed at its center, obtained by averaging the velocities of the nodes composing the face, as done in Algo. (19). The number of required sub-cycles \( n_{\text{flux}} \) is computed during this step, to ensure stability. This step is performed in the routine \texttt{flux\_init}.

- The second step is the actual finite volume scheme, with the slope computation, reconstruction steps, fluxes computation, combining \( fxf_j \) calculated in the first step, and the reconstructed values at the faces, and finally the update step. Because of the different spatial definition of thermodynamic quantities and velocity there are two routines, \texttt{flxsca} and \texttt{flxmom}, with the dedicated advection scheme for each case. This step is performed in the routine \texttt{euleri}.

In our strategy, we aim, at first, to implement a first order advection scheme for the EMSM model. According to Chapter 6, piecewise constant reconstructions ensure the realizability condition for the moments.

The computation of \( fxf_j \) is transparent for aerosol particles, since their dynamics is monitored by the gas dynamics. But a structure for the advection of moments has to be created in the second step. This structure is based on the routine \texttt{flxsca} that is generic to any cell-defined scalar quantity.

The developments are much heavier in the case of spray particles. Since they have their own dynamics the first step has to be adapted to the spray, leading to the computation of the new array \( fxfliq_j \). Besides, an advection scheme for the particles has to be implemented, in addition to the moments advection scheme.

Let us first focus on the first step. Following the example of \( fxf_j \), the volume swept by the faces of the mesh associated to the liquid phase \( fxfliq_j \) is composed of two terms: the first one, resulting from the global mesh movement at velocity \( \mathbf{v}_\chi \) (unchanged from the previous case), and the second one resulting from the convective movement of the spray velocity \( \mathbf{u}_p \). The following expression for \( fxfliq_j \) is then:

\[
fxfliq_j = \Delta V_{\text{mesh},i} + S_{\text{face},i} \mathbf{u}_{p,i} \mathbf{n}_l.
\]  

(14.6)

The velocity, defined on the \( l^{th} \) face center \( \mathbf{u}_{p,l} \), has been computed during phase B, see Algo. (19). The same goes for the updated surface area, resulting from the movement of the mesh associated to the particle phase during phase B. Accordingly, a new condition arise in the computation of \( n_{\text{flux}} \), taking into account the fluxes for the liquid phase. This new condition writes:

\[
\frac{|fxfliq|}{\max(\text{volliq}_1^B, \text{volliq}_2^B)} < CFL,
\]  

(14.7)

where \( \text{volliq}_1^B \) and \( \text{volliq}_2^B \) are the volume of the cells on both sides of face \( l \).

Secondly, the adaption of the advection scheme requires to:

- update the moment field \texttt{mom},
- update the spray velocity field \texttt{uliq}, \texttt{vliq}, \texttt{wliq},
- adapt the boundary conditions to the spray quantities.

In the sub-cycle process, the update field at iteration \( \beta + 1 \) are obtained from the field at iteration \( \beta \) through the relations:

\[
\begin{align*}
\text{volliq}_{i}^{\beta+1} (m_k)_{i}^{\beta+1} &= \text{volliq}_{i}^{\beta} (J_{p} m_k)_{i}^{\beta} - \sum_{l} F_{l} , \\
\text{volliq}_{j}^{\beta+1} (m_{1} \mathbf{u}_{p})_{j}^{\beta+1} &= \text{volliq}_{j}^{\beta} (m_{1} \mathbf{u}_{p})_{j}^{\beta} - \sum_{i} G_{i} .
\end{align*}
\]  

(14.8)
The first equation concerns the evolution of the moment field of the mesh cell $i$, whereas the second equation concerns the evolution of the moment field of the dual cell $j$, centered on the node $j$. In order to define the nodal quantity $volliq_j^{β+1} (m_1u_p)_j^{β+1}$ the relation of Eq. (13.70) is extended to the three dimensional case by:

$$volliq_{j}m_{1,j}u_p(j) = \left( \frac{1}{8} \sum_i volliq_i m_{1,i} \right) u_p(j),$$

where $volliq_j$ is the volume of the dual cell centered on the node $j$, and the sum is made on the eight neighbor cells of node $j$. The moment flux $F_l$ writes:

$$F_l = \frac{1}{n_{flux}} (m_{k,l}^β fxfliq_l),$$

where $m_{k,l}^β$ is the value of the reconstructed value of moment $m_k$ at the interface $l$. In the context of the (QSOU) Scheme [6], the momentum flux $G_i$ in three dimensions writes:

$$G_i = \frac{1}{4} \sum_i \left( \frac{(F_{l_1} + F_{l_2})_i}{2} + \frac{(F_{l_3} + F_{l_4})_i}{2} + \frac{(F_{l_5} + F_{l_6})_i}{2} \right) u_p(j),$$

where a sum of the moment flux is made over the eight neighbor cells of node $j$, and for each cell $i$, the moment fluxes in the three spatial directions are considered. As previously, indexes 1 – 2 refer to the x-direction, indexes 3 – 4 refer to the y-direction, and indexes 5 – 6 refer to the z-direction. The interested reader can find details in [6]. The general structure of the updated advection procedure is displayed in Algo. (20).

The last step concerns the adaptation of velocity boundary conditions during phase C. So far, boundary conditions have been assumed to apply exclusively to the gas phase, since it was the only Eulerian phase of the code. Now that a Eulerian spray is introduced, one has to adapt the boundary conditions so that it can potentially apply to spray. The most efficient way considered is, when boundary conditions apply to the spray, to replace the arrays accessed by the corresponding routine by temporary arrays, containing the required data from the spray. This is illustrated in Algo. (21).

A synthetic vision of the implementation of the EMSM model in the code structure is presented in Fig. (14.3)
Algorithm 20 General structure of the new advection scheme.

```plaintext
procedure euleri
    % Gas species advection
    ...
    % Particle advection
    if EMSM then
        if aero then
            ...
            call flxsca(mom,fxl)
        else if spray then
            ...
            % Advection of spray, and computation of the moment fluxes F call flxsca(mom,fxliq)
            ...
            % Preparation of the computation of momentum fluxes
            for i = 1,nhex do
                G(i,1) = 0.25*(F(i,1) + F(1,2))
                G(i,3) = 0.25*(F(i,3) + F(1,4))
                G(i,5) = 0.25*(F(i,5) + F(1,6))
            end for
        end if
    end if
end procedure euleri
```

Algorithm 21 Computation of velocity boundary conditions for the spray.

```plaintext
procedure euleri
    ...
    % Boundary condition for spray velocity
gas_velocity_temp = gas_velocity
gas_array_temp = gas_array
gas_velocity = spray_velocity
gas_array = spray_array
    call bcvel
    spray_velocity = gas_velocity
gas_array = gas_array_temp
gas_velocity = gas_velocity_temp
    ...
end procedure euleri
```
14.2 Implementation of the EMSM model

Figure 14.3: Synthetic vision of the implementation of the EMSM in the IFP-C3D code structure.
14.3 Numerical validations

The purpose of this section is to validate the implementation of the EMSM model for aerosol and spray in IFP-C3D. The first test case, a one dimensional Riemann problem, ensures that the spray dynamics is correct. In the second test case, the robustness of the scheme is tested when mesh movement is involved. Then the spray dynamics with evaporation, transport and drag is validated in the Taylor-Green configuration for the gaseous velocity field. Finally an injection case of a polydisperse droplet spray is realized and compared with the corresponding Lagrangian result, confirming the feasibility of engine computations with the implemented model.

14.3.1 One-dimensional Riemann problem

In this test case a Riemann problem consisting in a velocity discontinuity in initiated for a spray. The initial conditions are represented in Fig. (14.5):

\[
\begin{align*}
(m_0, m_1, m_2, m_3) &= (1, 0.5, 0.333, 0.25), \quad \forall x \in [0, 1], \\
u_p &= 1000 \text{m} \text{s}^{-1}, \quad x \in [0.4, 0.6], \\
u_p &= 500 \text{m} \text{s}^{-1} \text{otherwise}.
\end{align*}
\]

(14.12)

The number density function (NDF) is assumed to be constant, as represented in Fig. (14.4). Since the moment field is constant over the whole domain, the solution for the velocity reduces to the solution of the Burgers equation [152]. Thus a $\delta$-shock occurs at the discontinuity at $x = 0.6 \, m$ and propagates at the average velocity between the left and the right states, that is $750 \, \text{m} \, \text{s}^{-1}$. At the other discontinuity, a vacuum zone appears, since the left state velocity is lower than the right state one. Figure (14.6) displays the solution at two instants, at $t = 10^{-4} \, s$ and $t = 10^{-3} \, s$. On the top are represented the fields of $m_0$ and $m_1$; the velocities are represented on the bottom. The first instant, $t = 10^{-4} \, s$ is chosen so that potentially, the state at velocity $1000 \, \text{m} \, \text{s}^{-1}$ can cover the whole computational domain. Since periodic boundary conditions are set on the edges of the domain, the second instant, $t = 10^{-3} \, s$ is chosen so that, if the velocity field was constant, the particles at velocity $1000 \, \text{m} \, \text{s}^{-1}$ would exactly cover the domain, and would recover their initial location. Focusing on Fig. (14.6), at time $t = 10^{-3} \, s$, a $\delta$-shock is created which propagates at velocity $750 \, \text{m} \, \text{s}^{-1}$ since it is at location $x = 0.65 \, m$. Meanwhile a vacuum zone appears at the other discontinuity, which is the expected behavior. At time $t = 10^{-3} \, s$, the vacuum zone has developed and the $\delta$-shock has amplified. The $\delta$-shock velocity has decreased because all the particles at velocity $u_p = 1000 \, \text{m} \, \text{s}^{-1}$ have entered it, and consequently, there is only a negative momentum flux relative to the shock velocity entering it. These tests confirm that the EMSM model has correctly been implemented in the context of a one-dimensional fixed grid.

14.3.2 Validation of the scheme robustness through mesh movement

The objective of this second test case is to ensure that the implemented model is stable with mesh movement. The evolution of homogeneous fields of liquid and gas are considered in a closed high pressure cell. The bottom boundary of this cell corresponds to a moving piston being at the bottom dead center. The gas is taken as air, and the particles are initially stationary. No ignition occurs, and no thermic effect is considered. Also, no special treatment of the boundary is considered. The computation ends after a revolution of the crank, with the crank angle degree (cad) ranging in $[-180, 180]$. The high pressure cell and the movement of the piston are described in Fig. (14.7). The boundary condition are $(u_p - u_{piston}) \cdot n = 0$ on the surface of the piston, and $u_{p} \cdot n = 0$ at the upper edge of the domain. The size distribution is constant and similar to the one-dimensional tests with aerosol. During the compression and expansion of the high pressure cell, the computational cell volumes change is homothetic. The results are displayed for the number density $m_0$ and the surface density $m_1$ with a $1200 \times 30 \times 40$ cell grid. Computations are successively run for an aerosol and a spray. Figure (14.8) displays the results for the moments, in the case of an aerosol, $cad = -100, -30, 50, 180$. In the
Figure 14.4: Initial size distribution.

Figure 14.5: Initial conditions for the spray. (Left) Initial moment fields. The solid black line represents $m_0$, while the dashed red line represents $m_1$. (Right) Initial velocity field.

various graphs, the distance where the value of the moments is null is the distance traveled by the piston. These graphs show that the flow stays homogeneous during the whole computation. This is a typical case where the operator splitting done in the algorithm of IFP-C3D is legitimate since the speed of sound is at least one order of magnitude higher than the convective speed of the fluid. In fact, the speed of sound exceeds 300 $ms^{-1}$. At the same time, with a rating of 1200 $trmn^{-1}$, and stroke of about 10 cm, the piston average velocity and that of the dragged fluid is much smaller than the speed of sound in the gas. Mass conservation impose that the gas density and consequently the particle number increase as the piston heads to the top dead center, because the volume of the high pressure cell decreases, Fig. (14.8)-(top right), Fig. (14.8)-(bottom left)). The moments recover their initial values at the end of the computation.

Figure (14.9) displays results for spray at different instants. The two first ones ($cad = -100$ and $cad = -30$) correspond to the compression of the high pressure cell. The two following ones ($cad = 50$ and $cad = 180$) correspond to the expansion of the domain. The case of spray is dramatically different from the previous one. Indeed inertial particles within the infinite Stokes limit are considered now, since no interaction with the gas phase is taken into account. They stick to the piston as it moves forward. This behavior is observed in Fig. (14.9)-top and is responsible for the singularity present at the piston surface. Meanwhile, the moment field downstream of the piston is unchanged. This is a direct consequence of the
assumption made for pressureless gas dynamics, wherein the speed of sound is null, and consequently no pressure waves modify the field. In Fig. (14.9)-bottom, the $\delta$-shock moves forward relatively to the mesh. The enlargement of the $\delta$-shock has two explanations. The first one is the numerical diffusion. Secondly, the computational cell volume expansion contributes to the $\delta$-shock enlargement. Meanwhile, upstream of the $\delta$-shock, in the wake of the piston, a vacuum zone is created, which is the expected behavior.

This test case assesses the robustness of the scheme implemented in IFP-C3D in the context of moving grids. This is a substantial achievement since one recalls that this scheme has to preserve two critical stability conditions: the realizability condition on the moments, and the discrete maximum principle on the spray velocity. This example amply illustrates that even within the algorithm of an industrial code, sensitive stability conditions are respected.
14.3 Numerical validations

Figure 14.7: Considered piston movement during the computation. The computation starts at \( cad = -180 \) and ends at \( cad = 180 \).

Figure 14.8: Results in the case of an aerosol, for \( m_0 \) (solid black line) and \( m_1 \) (dashed red line). Results for \( cad = -100, -30, 50, 180 \).
Figure 14.9: Results in the case of a spray, for $m_0$ (solid black line) and $m_1$ (dashed red line). Results for $cad = -100, -30, 50, 180$. 
14.3.3 Validation of the spray dynamics through evaporation and drag, by comparison with the MUSES3D code

The objective of this test case is to study and validate the behavior of spray particles, undergoing evaporation and drag. Therefore no mesh movement is considered. The chosen test case involves, the Taylor-Green vortices for the gas velocity field in a square and periodic domain, wherein a motionless droplet cloud is initiated, which can be seen in Fig. (14.10). The results obtained with IFP-C3D are validated by comparison with the results obtained for the same configuration with the MUSES3D code, an academic solver for polydisperse spray [49], wherein the EMSM model has been implemented and validated, see Chapter 7.

When comparing two codes, the difficulty lies in ensuring that there is a coherent relation between the quantity values of each system. The system solved in IFP-C3D is system (14.1), whereas the system solved in Muses 3D can be found in Section 4.1. Therefore the adopted strategy in this work is to take up entirely, both the description of gas as well as the reference quantities defined in Muses3D, and accordingly calculate the dimensional values of the coupling coefficient between the gas and the particles, present in the drag term and in the evaporation term. The final difficulty is to determine coherent final computation times. In MURES3D, the Reynolds number based on $U_0$, $\nu_0$ and $L_0$ is 1000, where $U_0$ is a typical vortex velocity and $L_0$ the dimension of the computational domain. The dimensional quantities are based on a velocity of $U_0 = 1ms^{-1}$, $L_0 = 1.5.10^{-2}m$ and $\nu_0 = 1.6.10^{-5}m^2s^{-1}$. The gas and the liquid phase are such that $\frac{\mu_g}{\rho_g} = 565$. The non dimensional kinetic equation from which the equation system solved in MUSES3D is derived writes (see Section 1.2.4):

$$\partial_{\tau} f + \partial_{\tau}(\vec{u} f) + \partial_{\tau}(\vec{D_r} f) - \partial_{\tau}(K f) = 0. \tag{14.13}$$

The terms $\vec{D_r}$ and $K$ are written:

$$\vec{D_r} = \frac{18\pi \mu^* L_0^2}{\rho_g S_0} (\vec{u}_g - \vec{u}) = \frac{1}{St} (\vec{u}_g - \vec{u}),$$

$$K = \frac{L_0^2}{S_0} 4\pi Sh_0 \frac{\rho_l^*}{\rho_l} D^* ln(1 + B_m). \tag{14.14}$$

In the same time, the equation solved in IFP-C3D writes:

$$\partial_t f + \partial_x (uf) + \partial_y (D_r f) - \partial_y (R f) = 0. \tag{14.15}$$

The first choice is to consider the same characteristic time for the gas, $\tau_g = 1.5.10^{-2}s$. The corresponding choice of characteristic time and length are $U_0 = 100 ms^{-1}$ and $L_0 = 1.5m$, where $U_0$ is the characteristic vortex velocity and $L_0$ is the domain length, so that $\tau_g$ is the time taken to cover the domain. The velocity field then writes:

$$u_{g,x} = U_0 \cos \left(\frac{2\pi}{L_0} (x - \frac{L_0}{4})\right) \sin \left(\frac{2\pi}{L_0} (y - \frac{L_0}{4})\right),$$

$$u_{g,y} = -U_0 \sin \left(\frac{2\pi}{L_0} (x - \frac{L_0}{4})\right) \cos \left(\frac{2\pi}{L_0} (y - \frac{L_0}{4})\right). \tag{14.16}$$

The characteristic droplet diameter is taken as $d_0 = 100 \mu m$ which amounts to a droplet surface $S_0 = 10^{-2}mm^2$. We focus now on the expression of $\vec{D_r}$ and $K$ in IFP-C3D. In order to simplify matters, the same gas with the same properties is considered, so that the values of $\nu_0$, $Sh_0$, and $D^*$ are unchanged. In MUSES3D, $\vec{D_r} = f L_0 U_{0z}^2 \vec{D_r}$, so that, $\tau_p^{-1}$, the drag coefficient, inverse of the droplet time relaxation to the gas velocity, writes

$$\tau_p^{-1} = \frac{U_0}{L_0 St} = \frac{U_0 L_0^2 18\pi \mu^*}{\rho_l S_0}. \tag{14.17}$$
so that $\theta$, the drag parameter in system (14.1), writes:

$$\theta = \frac{\tau_p}{S} = \frac{L_0}{U_0} \frac{\rho S_0}{L_0^2} \frac{18\pi \mu^*}{S_0}.$$  (14.18)

This relation defines the drag term defined in IFP-C3D. As for the evaporation coefficient, $K = \frac{L_0}{U_0 S_0}$, so that $R$ writes:

$$\frac{R}{S_0} = \frac{U_0}{L_0} K = \frac{U_0 L_0}{S_0} 4\pi S h_c \rho_0 \rho_l^* D^* ln(1 + B_m).$$  (14.19)

For numerical applications, for droplets with a characteristic diameter of $d_0 = 100 \mu m$ corresponding to a characteristic Stokes number of 1.4, the dimensionless quantity $\frac{S}{S}$ is 0.426, so that $\theta$ = 0.035 in IFP-C3D. The dimensionless evaporation coefficient yields $K = 0.21$ in MUSES3D, so that the time dimensionalized evaporation coefficient yields $\frac{R}{S_0} = 14.16 s^{-1}$.

For the representation of the results with IFP-C3D, the domain length is reduced to $[0, 1]$ by an homothetic transformation, and the moments displayed $m_k$ are nondimensionalized by $S_0$, so that $m_k = m_k S_0$.

Four different instants are represented. The resolution of the IFP-C3D code is compared to the one of the MUSES3D code at $t = 0.4$, Fig. (14.11), $t = 1$, Fig. (14.12), $t = 1.4$, Fig. (14.13), and $t = 2$, Fig. (14.14). The displayed field is $m_0$, the 0th size moment, equal to the total droplet number.

Since the droplet cloud is initialized in two different vortices, a main part is dragged in the top-left vortex, whereas a small part is dragged by the top-right vortex, as seen in at $t = 1$. The droplet Stokes number is much higher than the critical Stokes number $St_c$, below which the particles stay in the vortices, so that their characteristics do not cross, see Section 3.3.1. At $t = 1.4$, particles are ejected from the vortices because of the periodic boundary conditions, especially particles dragged by the top-left vortex which enter the bottom-right vortex. In this region, the gas velocity field is opposed to the droplet velocity. As seen at $t = 2$, this leads to the creation of a discontinuity in the velocity and thus to the formation of a $\delta$-shock in the particle size moment field. We reiterate that this is a typical effect of the pressureless gas formalism used in the EMSM model. Meanwhile, the residual portion of the small part dragged by the top-right vortex is ejected from this vortex and enters the $\delta$-shock.

Although the code structures are very different, one can assess that the level of similarity between the results given by the two codes is very high. Indeed there are three paramount differences between the numerical schemes implemented in MUSES3D and in IFP-C3D. The first one concerns the formalism used. The MUSES3D code is an academic solver dedicated to spray resolution in an Eulerian formalism, whereas in IFP-C3D the ALE formalism is implemented. Secondly, the numerical scheme for transport in physical space is second order in space and time in the MUSES3D code, whereas it is only first order in the IFP-C3D code. This is the reason why the moment field is more diffused at time $t = 1, 1.4$ and 2. Finally, in the structured MUSES3D code, a dimensional splitting algorithm handles transport in multi-dimensions, whereas in the IFP-C3D code which is an unstructured code, it is fully multi-dimensional. Thus, in the IFP-C3D code during a time step, the state of a cell can only impact its neighboring cells sharing a common face. But in the MUSES3D code due to the transport in alternated directions, even neighboring cells with a common node can be impacted. That is why, at time $t = 2$, in the result given with MUSES3D, the particles, dragged by their inertia, penetrate further in the bottom-right vortex than in the result given in the IFP-C3D code. Despite these unavoidable differences caused by the intrinsic difference between the two codes, this comparison case is a success and validates the implementation of the EMSM code in the IFP-C3D code in terms of spray dynamics through transport coupled to drag and evaporation.
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Figure 14.10: Taylor-Green configuration for the gaseous flow (left) and initial condition for the moment $m_0$ of the spray (right).

Figure 14.11: Comparison of the results of the IFP-C3D and MUSES3D codes. Results for $m_0$ at time $t = 0.4$. (Left) results with the IFP-C3D code. (Right) results with the MUSES3D code.
Figure 14.12: Comparison of the results of the IFP-C3D and MUSES3D codes. Results for $m_0$ at time $t = 1$. (Left) results with the IFP-C3D code. (Right) results with the MUSES3D code.

Figure 14.13: Comparison of the results of the IFP-C3D and MUSES3D codes. Results for $m_0$ at time $t = 1.4$. (Left) results with the IFP-C3D code. (Right) results with the MUSES3D code.
Figure 14.14: Comparison of the results of the IFP-C3D and MUSES3D codes. Results for \( m_0 \) at time \( t = 2 \). (Left) results with the IFP-C3D code. (Right) results with the MUSES3D code.
14.4 Feasibility of injection cases with Eulerian spray model

This section concludes the developments of the Eulerian spray model in the IFP-C3D code by answering to the initial objective formulated by IFP Energies nouvelles, that is assessing the feasibility of the method in injection cases. Evidences of the success of this development are shown through two types of results. The first one tests the Eulerian spray model on an injection case of an evaporating spray. These computations are conducted in the context of a one-way coupling, formulated in Section 1.3. Secondly, the accurate behavior of the Eulerian model in injection cases is validated through comparisons with the Lagrangian method implemented in IFP-C3D.

14.4.1 Description of the case

The test case considered is taken up from the study conducted in [220]. It relies on the experimental work of Ferrand [78], focusing on turbulent interactions occurring in a particle laden turbulent jet. Our interest in this case is to be able to reproduce the conditions of this experiment, but in a laminar flow context. The computations are run with a polydisperse droplet population, following the Rosin-Rammler distribution:

\[
f(D) = q_{rr} \frac{D_{qrr}^{-1}}{D_{smr}} \exp \left(- \frac{D}{D_{smr}} \right),
\]  

where \(D\) is the particle radius, \(D_{smr}\) is the Sauter mean radius, and \(q_{rr}\) is a coefficient determining the sharpness of the distribution. Fig. (14.15), displays two Rosin-Rammler distributions with \(q_{rr} = 2\) and \(q_{rr} = 3.5\) respectively. The distribution considered here is the distribution with \(q_{rr} = 3.5\).

The computations are run with the mesh presented in Fig. (14.16). This is a two-dimensional mesh in the axial and radial direction \(z\) and \(x\), respectively. In the direction \(y\), it represents the angular portion of a circular injector, with an angle of 0.05 rad. It is composed of square cells with a length of 1 mm, (80 in the \(x\)-direction, and 200 in the \(z\)-direction). The 4 \(\times\) 4 cell additional part at the top of the mesh is dedicated to injection, its justification can be found in [220]. Symmetric boundary conditions are imposed on the mesh axis, \(y = 0, x = 0\), whereas periodic boundary conditions are set on faces orthogonal to the \(y\) axis, and free exit boundary conditions are set for the part localized at \(z = 0\).

This case involves injection of a fuel spray and gas with velocity 18 m s\(^{-1}\). The gas phase is taken as air, with initial pressure \(P_g = 10^5\) Pa, temperature \(T_g = 293\) K, and viscosity \(\mu_g = 1.99.10^{-5}\) kg m\(^{-1}\) s\(^{-1}\), whereas the fuel is taken as the \(C_{14}H_{30}\) species, with a density \(\rho_l = 760\) kg m\(^{-3}\). The disperse flow is injected with a liquid volume fraction of \(\alpha_l = 1.12.10^{-3}\) in a chamber initially filled with air.

![Figure 14.15: Illustration of Rosin-Rammler distributions, for two values of \(q_{rr}\). Left : distribution with \(q_{rr} = 2\); Right : distribution with \(q_{rr} = 3.5\), actually used in the computations.](image-url)
14.4 Feasibility of injection cases with Eulerian spray model

14.4.2 Computations of the size moments, and drag coefficients

As justified in Section 13.4, the size moments are nondimensionalized relative to a characteristic size of the system $S_0$.

Polydisperse distribution

In order to compute the size moments of the Rosin-Rammler distribution the first step is to express the distribution in Eq. (14.20) relative to the droplet surface variable. For that purpose, we use the relation:

$$f(D)dD = f(S)dS = f(S)4\pi dD,$$

so that Eq. (14.20) becomes:

$$f(S) = q_{rr} S^{q_{rr}/2-1} \exp \left[ - \left( \frac{S}{S_{smr}} \right)^{q_{rr}/2} \right],$$

(14.21)

where $S_{smr}$ is the Sauter mean surface of the droplets. As illustrated in Fig. (14.15), for $D = 4 \times D_{smr}$, the values of the NDF can be considered null. Therefore, the characteristic size values of the distribution is taken as $S_0 = 16 \times S_{smr}$. Given that $f(S)dS = f(S_0)S_0 dS$, the dimensionless Rosin-Rammler distribution function writes:

$$f(S) = q_{rr}16^{q_{rr}/2} S^{q_{rr}/2-1} \exp \left[ - \left( 16S \right)^{q_{rr}/2} \right].$$

(14.22)

From now on, the bar sign will be omitted. The moments vector corresponding to the NDF Eq. (14.22), and actually injected in the domain, writes:

$$m = (2.5066, 0.1272, 7.9.10^{-3}, 5.58.10^{-4})^T.$$

(14.23)

The characteristic droplet number $N_0$, is given by writing that the injected liquid volume fraction must be equal to $\alpha_I$:

$$N_0 S_0 \int_0^1 S^{3/2} \frac{dS}{6\sqrt{\pi}} f(S)dS = \alpha_I.$$

(14.24)
For example, for a droplet population such as $D_{\text{smr}} = 5\,\mu m$, we have $S_0 = 5.10^{-9}m^2$ and $N_0 = 9.5.10^6\,m^{-3}$, and for $D_{\text{smr}} = 20\,\mu m$, we get $S_0 = 8.10^{-8}m^2$, and $N_0 = 1.48.10^8\,m^{-3}$.

Let us compute now the drag coefficients, i.e. the particle characteristic time response $\tau_p$, and the particle Reynolds number $Re_p$. The expression of $\tau_p$ is given by

$$\tau_p = \frac{m_1}{m_0} \theta, \quad (14.25)$$

where $\theta = \rho_l S_0/18\pi \mu g$. The particle Reynolds number is given by

$$Re_p = \frac{2\rho_g \| u_g - u_p \|}{\mu_g} \sqrt{\frac{S_0}{4\pi}} \sqrt{\frac{m_1}{m_0}} \quad (14.26)$$

**Monodisperse distribution**

For a monodisperse population, we consider $S_0 = 2\pi(D_{\text{smr}})^2$, so that the dimensionless NDF reads $f(S) = \delta(S - 0.5)$, in order to recover the mean droplet surface:

$$\pi(D_{\text{smr}})^2 = S_0 \left( \int_0^1 \frac{S}{f(S)} \, dS \right) = S_0 \frac{m_1}{m_0}. \quad (14.27)$$

The moment vector corresponding to this NDF writes:

$$\boldsymbol{m} = (1, 0.5, 0.25, 0.125)^T. \quad (14.28)$$

The characteristic droplet number $N_0$, is given by Eq. (14.24), and the values of $\theta$ and $Re_p$ are given by Eq. (14.25) and Eq. (14.26).

### 14.4.3 Comparison with the Lagrangian resolution method

The first set of test cases consist in comparing results given by the implemented Eulerian spray model and the Lagrangian model of IFP-C3D. The Lagrangian relies on a Stochastic Particle method (Section 2.1). When implementing the Eulerian spray model, we have made sure that the Eulerian variables does not interfere with the Lagrangian variable, so that we introduce the capacity to simultaneously run a computation with the Lagrangian model and the Eulerian one. What is interesting is this approach is that the Lagrangian model considers a two-way coupling. Our strategy is to use the resulting gaseous velocity field in order to compute the drag interaction with the spray Eulerian field, expecting then that the resulting Lagrangian particles and the Eulerian particle number field coincide. This will then validate the spray dynamics through injection.

*Remark:* Let us emphasize that this comparison allows us to validate only the Eulerian spray dynamics though interaction with the gas phase in the context of one-way coupling. We do not claim to solve the Eulerian spray dynamics in a two-way coupling which would require to actually develop and implement a two-coupling model in the Eulerian framework.

Computations are run successively with monodisperse and polydisperse droplet populations. In the case of a monodisperse population, two computations are run, with $D_{\text{smr}} = 5\,\mu m$ and $D_{\text{smr}} = 20\,\mu m$. Results for $D_{\text{smr}} = 5\,\mu m$ are displayed in Fig. (14.17), Fig. (14.18), Fig. (14.19), Fig. (14.20) for instants $t = 5.10^{-3}s$, $t = 10^{-2}s$, $t = 1.5.10^{-2}s$, and $t = 2.10^{-2}s$, respectively. On these figures, the left side corresponds to the particle number comparison, and the right side to the velocity field comparison, where the absolute value of the velocity is represented.

The overall remark is that comparisons are qualitatively satisfying, in the sense that the fields of particle number and velocity coincide quite well. The penetration length is the same for the Lagrangian and the Eulerian result. When focusing on the particle number field at $t = 2.10^{-2}s$, at Fig. (14.20), some
of the relatively fine structure of the particle flow found with the Lagrangian method are captured by the Eulerian method. This is very encouraging, since the Eulerian method is first order, and thus promising for the future development of higher order schemes. The same conclusion holds for the velocity field where, for example, at \( t = 2 \times 10^{-2} \text{s} \), the fine structure of maximum velocity is captured by the Eulerian model. The effect of two-way coupling effect present in the Lagrangian model are highlighted in Fig. (14.21) and Fig. (14.22) displaying the gas density fields at times \( t = 5 \times 10^{-3} \text{s}, t = 10^{-2} \text{s}, t = 1.5 \times 10^{-2} \text{s} \).

The same conclusion holds for the case of a droplet population of \( D_{\text{smr}} = 20 \mu m \), displayed at Fig. (14.23) and Fig. (14.24), at time \( t = 5 \times 10^{-3} \text{s}, t = 10^{-2} \text{s} \). One can notice the difference of penetration lengths between this case, and the case where \( D_{\text{smr}} = 5 \mu m \), significant of the difference of inertia. The corresponding gaseous density fields are displayed in Fig. (14.25).

The next case considers a droplet population with \( D_{\text{smr}} = 20 \mu m \) again, but this time the population is assumed to be polydisperse with the Rosin-Rammler distribution displayed at Fig. (14.15). The impact of the size-conditioned dynamics can be assessed in Fig. (14.26) where the Lagrangian field of particles is significantly different from the particle field of Fig. (14.23) for a monodisperse population. Due to the uniform droplet dynamics in the monodisperse case, they are concentrated on the same structure, whereas in the polydispersions the different of inertia is responsible for the disperse cloud that can observed in Fig. (14.26) and Fig. (14.27). On the other hand, there is only a very slight difference between the Eulerian fields displayed in Fig. (14.26) and Fig. (14.27) in the polydisperse case and the fields displayed in Fig. (14.23) and Fig. (14.24) in the monodisperse case. This is due to the fact that the Eulerian spray model consider a single dynamics for the entire droplet population, based of the mean surface density and the number density, as explained in Section 4.1.4. The difference between the two fields comes from the fact that the computation of the characteristic time response and particle Reynolds number leads to a mean drag force a bit lower than in the monodisperse case.
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Figure 14.18: Comparison of Lagrangian and Eulerian results for a monodisperse flow made of droplets of $D = 5 \mu m$, at time $t = 10^{-2} s$. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left : particle number ($m_0$); Right : particle velocity.

Figure 14.19: Comparison of Lagrangian and Eulerian results for a monodisperse flow made of droplets of $D = 5 \mu m$, at time $t = 1.5 \times 10^{-2} s$. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left : particle number ($m_0$); Right : particle velocity.
Figure 14.20: Comparison of Lagrangian and Eulerian results for a monodisperse flow made of droplets of $D = 5 \mu m$, at time $t = 2 \times 10^{-2} s$. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left: particle number ($m_0$); Right: particle velocity.

Figure 14.21: Gas density field in the context of the two-way coupling considered in the Lagrangian resolution. Results for a monodisperse flow made of droplets of $D = 5 \mu m$. Left: results for $t = 5 \times 10^{-3} s$; Right: results for $t = 10^{-2} s$. 
14.4 Feasibility of injection cases with Eulerian spray model

Figure 14.22: Gas density field in the context of the two-way coupling considered in the Lagrangian resolution. Results for a monodisperse flow made of droplets of $D = 5 \mu m$. Left: results for $t = 1.5 \times 10^{-2}$ s; Right: results for $t = 2.10^{-2}$ s.

Figure 14.23: Comparison of Lagrangian and Eulerian results for a monodisperse flow made of droplets of $D = 20 \mu m$, at time $t = 5 \times 10^{-3}$ s. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left: particle number ($m_0$); Right: particle velocity.
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Figure 14.24: Comparison of Lagrangian and Eulerian results for a monodisperse flow made of droplets of \( D = 20 \mu m \), at time \( t = 10^{-2} \) s. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left: particle number \( (m_0) \); Right: particle velocity.

Figure 14.25: Gas density field in the context of the two-way coupling considered in the Lagrangian resolution. Results for a monodisperse flow made of droplets of \( D = 20 \mu m \). Left: results for \( t = 5.10^{-3} \) s; Right: results for \( t = 10^{-2} \) s.
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Figure 14.26: Comparison of Lagrangian and Eulerian results for a polydisperse flow made of droplets of $D = 20 \, \mu m$, at time $t = 5 \times 10^{-3} \, s$. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left: particle number ($m_0$); Right: particle velocity.

Figure 14.27: Comparison of Lagrangian and Eulerian results for a polydisperse flow made of droplets of $D = 20 \, \mu m$, at time $t = 10^{-2} \, s$. In each figure, the Lagrangian particles are displayed on the left side on the domain, and the Eulerian field on the right side. Left: particle number ($m_0$); Right: particle velocity.
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Figure 14.28: Gas density field in the context of the two-way coupling considered in the Lagrangian resolution. Results for a polydisperse flow made of droplets with a Sauter mean radius $D_{sauter} = 20 \mu m$. Left: results for $t = 5 \times 10^{-3} s$; Right: results for $t = 10^{-2} s$. 
14.4.4 Spray description with the Eulerian spray model

This second set of injection cases assesses the capacity of the Eulerian spray model to describe evaporating polydisperse sprays in the IFP-C3D code. In this section, since we consider only the Eulerian spray model, the computation is run in the context of a one-way coupling.

Our validation strategy consists in comparing the behavior of an evaporative spray, with the same spray injected with evaporation. Three polydisperse droplet populations are successively injected. The profile of their NDF is the same, and is illustrated in Fig. (14.15)-right. They differ by their Sauter mean radius, $D_{\text{smr}}$: $5\,\mu\text{m}$, $20\,\mu\text{m}$, $80\,\mu\text{m}$, corresponding to low, medium, and high inertia droplets, respectively. The remaining conditions of the computations are explained in Section 14.4.1.

We focus first on the non-evaporative computations, with results displayed in Fig. (14.29) to Fig. (14.34). Fig. (14.29), Fig. (14.30) and Fig. (14.31) display the particle number field $m_0$ for the spray with $D_{\text{smr}} = 5\,\mu\text{m}$ (left) and the gas phase (right) at instants $t = 10^{-2}\,\text{s}$, $t = 5\times10^{-2}\,\text{s}$ and $t = 0.1\,\text{s}$. Other moments $m_1, m_2, m_3$, have exactly the same structure as the field of $m_0$, because, since there is no evaporation, the size distribution is unchanged and has the same profile everywhere in space. The field of particles is to be compared to the gas field. One can indeed notice the similarity between the two fields, that is a consequence of the low-inertia character of the injected droplets. Nevertheless, disparities can be observed, specially in Fig. (14.31) at the created gaseous vortices where preferential concentration of the particles occurs at the edges of these vortices. This is significant of the fact that, even though the particles are small, yet they are not tracers for the gas flow.

![Figure 14.29: Results obtained with the EMSM model for a polydisperse flow made of droplets with a Sauter mean radius of $D_{\text{smr}} = 5\,\mu\text{m}$, at time $t = 10^{-2}\,\text{s}$. Left : particle number ($m_0$); Right : gas density field.](image)

Particle population with $D_{\text{smr}} = 20\,\mu\text{m}$ is considered in Fig. (14.32) and Fig. (14.33). The gas field is unchanged. As particles are much more inertial than before (the Stokes number is 16 times higher), the spray is much less dragged by the gas phase. However, the spray is stopped quite fast, so that the penetration length is relatively small. It is interesting to note the high droplet concentration at the edge
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Figure 14.30: Results obtained with the EMSM model for a polydisperse flow made of droplets with a Sauter mean radius of $D_{\text{smr}} = 5 \mu m$, at time $t = 5 \times 10^{-2} \text{s}$. Left: particle number ($m_0$); Right: gas density field.

of the jet, revealing of a $\delta$-shock creation, resulting from the important velocity gradient due to the drag exerted by the gas phase that stops the path of the droplets in the chamber.

In the case of particles with $D_{\text{smr}} = 80 \mu m$, illustrated in Fig. (14.34), for instants $t = 10^{-2} \text{s}$ and $t = 5 \times 10^{-2} \text{s}$, their high inertial character makes them flow in the chamber almost without seeing the gas flow. This regime is called the ballistic regime. Moreover, since the particle velocity field is barely impacted by the gas, there is no singularity in the field of $m_0$.

The evaporative cases are now displayed in Fig. (14.35) to Fig. (14.40). The evaporation coefficient is set at $K = 5$, so that, according to the profile of the distribution shown in Fig. (14.15)-right, all the droplets should largely be evaporated, after a residence time in the chamber of $t = 0.1 \text{s}$. The results for the three cases are displayed now only for the final instants $t = 0.1 \text{s}$ for $D_{\text{smr}} = 5 \mu m$, and $D_{\text{smr}} = 20 \mu m$, and $t = 5 \times 10^{-2} \text{s}$ for $D_{\text{smr}} = 80 \mu m$. Contrary to the non-evaporative cases, the four size moments are considered, since the evaporation term may have changed the size distribution profile. The scale established for the representation of the moments is based on the values of the moments of the initial size distribution. This means that the scale for $m_k$ is proportional to the scale of $m_0$ by the coefficient $(m_k/m_0)_{\text{Rosin-Rammler}}$, where $(m_k/m_0)_{\text{Rosin-Rammler}}$ is the fraction of moments of the initial Rosin-Rammler distribution considered. The interest of using this scale is that the structure of the different moment fields are exactly matching in case the size distribution is spatially homogeneous, but they differ in the opposite case, so that it is very easy to notice spatial differences in the size distribution.

The general observation confirms that evaporation modifies the profile of the NDF, as a drift velocity in the size phase space from higher values to lower values. This is why, the relative field values of $m_{k+1}$ are lower than for $m_k$.

In the case of $D_{\text{smr}} = 5 \mu m$, on can observe that the fields are much less widespread than in the non-evaporating case. This is due to the fact that droplets, with sufficient residence time in the chamber,
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Figure 14.31: Results obtained with the EMSM model for a polydisperse flow made of droplets with a Sauter mean radius of $D_{smr} = 5 \mu m$, at time $t = 0.1 \ s$. Left: particle number ($m_0$); Right: gas density field.

Figure 14.32: Results obtained with the EMSM model for a polydisperse flow made of droplets with a Sauter mean radius of $D_{smr} = 20 \mu m$. Left: particle number ($m_0$) at time $t = 10^{-2} \ s$; Right: particle number ($m_0$) at time $t = 5.10^{-2} \ s$. 
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Figure 14.33: Results obtained with the EMSM model for a polydisperse flow made of droplets with a Sauter mean radius of $D_{smr} = 20 \, \mu m$: particle number at time $t = 0.1 \, s$

Figure 14.34: Results obtained with the EMSM model for a polydisperse flow made of droplets with a Sauter mean radius of $D_{smr} = 80 \, \mu m$. Left: particle number ($n_0$) at time $t = 10^{-2} \, s$; Right: particle number ($n_0$) at time $t = 5.10^{-2} \, s$

have been completely evaporated. This is an important observation, since it gives the evidence that the
Eulerian spray model implemented is able to evaporate droplets until they disappear. This was not the case with the Eulerian two-fluid model implemented by [220]. The same conclusions holds for the cases $D_{smr} = 20 \mu m$ displayed in Fig. (14.37) and Fig. (14.38), and for the case of $D_{smr} = 80 \mu m$, displayed in Fig. (14.39) and Fig. (14.40). These test cases demonstrate the ability of the Eulerian spray model implemented in IFP-C3D to treat injection cases involving polydisperse evaporating sprays.

Figure 14.35: Results obtained with the EMSM model for a polydisperse evaporating spray made of droplets with a Sauter mean radius of $D_{smr} = 5 \mu m$, at time $t = 0.1 \text{s}$. Left : particle number ($n_0$); Right : particle surface density ($n_1$).
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Figure 14.36: Results obtained with the EMSM model for a polydisperse evaporating spray made of droplets with a Sauter mean radius of $D_{smr} = 5 \mu m$, at time $t = 0.1 \, s$. Left: second order size moment ($m_2$); Right: third order size moment ($m_3$).

Figure 14.37: Results obtained with the EMSM model for a polydisperse evaporating spray made of droplets with a Sauter mean radius of $D_{smr} = 20 \mu m$, at time $t = 0.1 \, s$. Left: particle number ($m_0$); Right: particle surface density ($m_1$).
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Figure 14.38: Results obtained with the EMSM model for a polydisperse evaporating spray made of droplets with a Sauter mean radius of $D_{\text{smr}} = 20 \mu m$, at time $t = 0.1 s$. Left: second order size moment ($m_2$); Right: third order size moment ($m_3$).

Figure 14.39: Results obtained with the EMSM model for a polydisperse evaporating spray made of droplets with a Sauter mean radius of $D_{\text{smr}} = 80 \mu m$, at time $t = 0.1 s$. Left: particle number ($m_0$); Right: particle surface density ($m_1$).
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Figure 14.40: Results obtained with the EMSM model for a polydisperse evaporating spray made of droplets with a Sauter mean radius of $D_{s\text{mr}} = 80 \mu m$, at time $t = 0.1$ s. Left: second order size moment ($m_2$); Right: third order size moment ($m_3$).
14.5 Conclusion

The purpose of this chapter is to highlight the critical points of the challenge consisting in implementing from scratch a whole spray model (the Eulerian spray model explained in Part II) in the industrial IFP-C3D code. The computing strategy is presented, and answers the two following difficulties: the first one is to integrate the numerical tools of the EMSM model preserving the general algorithmic of the ALE formalism; the second one is to ensure that no regression has been brought. The test cases conducted have successively lead to the validation of the implemented model ensuring the stability conditions induced by the system of equations on the moments, see Section 4.3. Eventually, the last tests demonstrate the feasibility of the EMSM model in injection case, and pave the way for further developments.
Part V

Synthesis of two-fluid models for separate-phase flows
Introduction

As pointed out in the general introduction, this PhD is a contribution towards the project of IFP Energies nouvelles that is to couple, in an Eulerian framework, a description of the separate-phase flow close to the injector, and a description of the polydisperse spray resulting for secondary breakup, downstream of the injector. The core of this PhD work in this context has been to design a spray model able to describe polydispersity with sufficient precision, in a reasonable amount of time for industrial computations, see Part II. Moreover, this model and associated numerical schemes have been implemented in the IFP-C3D code developed at IFP Energies nouvelles, in preparation for further coupling with the existing separate-phase two-fluid model (see Part IV).

In order to couple these two models, one may have to bring some adaptations to them, not only in terms of computing, but also in terms of modeling. A good knowledge of the two-fluid model in the IFP-C3D code is then a first necessary condition. Descriptions of this model can be found in [215, 220, 12]. But more than the mere knowledge of this model, a sufficient background on the field of two-fluid models is required, since, in the further purpose of coupling with the Eulerian spray model, some adaptations will have to be done.

Therefore, the purpose of this chapter, is twofold:

- to present a general derivation methodology on two-fluid models, highlighting the critical steps were physical assumptions are made. A classification of the resulting models is proposed on the basis of these different assumptions. Then, general conditions are given to ensure the model consistency. This work is done in Chapter 15.

- to provide a review on two-fluid models in order to justify the model introduced in the IFP-C3D code in the perspective of these existing models. This work is done in Chapter 16.
Chapter 15

Derivation of a two-fluid model

For the purpose of coupling the Eulerian spray model introduced in Part II and Chapter 14, and the separate-phase two-fluid model already implemented in the IFP-C3D code [215, 220, 12], some background of these types of model is required. Yet, as mentioned in the introduction, Eulerian separate-phase two-fluid models and spray models are based on fundamentally different assumptions so that they represent distinct research fields.

The purpose of this chapter is therefore to provide a derivation methodology of separate-phase two-fluid models. The various assumptions made to tackle these issues are studied, which lead to models of different types. Despite the wide range of existing models, general conditions are required to ensure stability.

This chapter is organized as follows. First, the derivation strategy is discussed. The starting point consists in writing Navier-Stokes equations for both phase with jump condition: this is called the local instantaneous formulation. These equations can be directly solved in the context of sharp interface methods (VOF, Level Set). In other cases, and in ours in particular, averaged equations are derived.

These averaged equations are further studied. A classification of these models is presented, according to the type of equilibrium assumed between phases. And finally, sine qua non conditions that must be fulfilled by a two-fluid model are given and explained.

15.1 Local instantaneous formulation

The starting point is to assume that each phase involved can be described as a continuum governed by the partial differential equations of continuum mechanics. The materials are separated by an interface, which we assume to be a surface. At the interface, jump conditions express conservation of mass and momentum. The equations of motion in each phase are:

\[ \frac{\partial}{\partial t} \rho \phi + \nabla \cdot (\rho \phi \mathbf{u}) = \nabla \cdot \mathbf{\psi} + S, \]

where the successive values of \( \phi, \psi \) and \( S \) are:

<table>
<thead>
<tr>
<th></th>
<th>Mass</th>
<th>Momentum</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>1</td>
<td>( \mathbf{u} )</td>
<td>( E = e + 1/2 \mathbf{u}^2 )</td>
</tr>
<tr>
<td>( \psi )</td>
<td>0</td>
<td>-( \mathbf{T} = -P \mathbf{I} + \tau )</td>
<td>-( \mathbf{T} \cdot \mathbf{u} + q )</td>
</tr>
<tr>
<td>( S )</td>
<td>0</td>
<td>( \mathbf{F} )</td>
<td>( \mathbf{F} \cdot \mathbf{u} )</td>
</tr>
</tbody>
</table>

These equations are valid in the interior of each phase. Here \( \rho \) denotes the density, \( \mathbf{u} \) the velocity, \( \mathbf{T} \) the stress tensor, and \( \mathbf{F} \) the body force density. Conservation of angular moment becomes \( \mathbf{T} = \mathbf{T}^T \), where the superscript \( T \) denotes transpose. At the interface one has:

1. jump condition for mass

\[ [\rho(\mathbf{u} - \mathbf{u}_i) \cdot \mathbf{n}] = 0, \]
2. jump condition for momentum

\[ [\rho u(u - u_i) n - T n] = \sigma \kappa n. \quad (15.3) \]

Here, \([\ ]\) denotes the jump condition across the interface, \(u_i\) is the velocity of the interface, \(\sigma\) is the surface tension, \(\kappa\) is the mean curvature of the interface, and \(n\) is the unit normal. We assume that \(n\) points out of phase \(k\) and that the jump between \(f\) in phase \(k\) and \(f\) in phase \(l\) is defined by \([f] = f^l - f^k\). The mass of the interface has been neglected. Constitutive equations must be supplied to describe the behavior of each material involved. For example, if one material is an incompressible liquid, then specifying the value of \(\rho\) and assuming \(\tau = \mu(\nabla_x u + (\nabla_x u)^T)\) determines the nature of the fluid behavior in that phase. Similar considerations are possible for solid and gas. The resulting differential equations along with jump conditions provide a fundamental description of the detailed or exact flow.

At this stage, two strategies can be considered. First, one can directly solve the local instantaneous equations presented above in the context of a DNS. Since a key element of this system is the existence of an interface separating phases and associated discontinuities of properties across the fluid interface, sharp interface tracking methods have been designed. These methods rely on techniques such as Volume of Fluid (VOF), Level Set, Ghost Fluid, or a combination of these techniques. Recent advances can be found in [236, 91, 36, 109, 110]. At this level, any type of two-phase flow can be resolved, i.e. there is no distinction between separate-phase and disperse-phase flows, since all the flow details are solved.

However, these methods are expensive in terms of computational cost, and usually, in an industrial context, the details of the flow are not required. For most purposes, averaged, or macroscopic flow information is sufficient. Fluctuations, or details in the flow must be resolved only to the extent that they impact the mean flow (like the Reynolds stresses does on the mean flow in a turbulent flow). In this case, no procedure is universally accepted and thus mainly two different approaches have been employed to obtain averaged equations.

A first approach involves bypassing the discrete nature of the separate phases through the use of averaging methods. In practise, averaging operators are applied to Eq. (15.1). In the averaging process, the various terms appearing in the macroscopic equations are shown to arise from appropriate microscopic considerations. For example, stress terms arise from microscopic stresses (pressure for instance) and also from velocity fluctuations (Reynolds stresses). Knowledge of this fact does give some insight into the formulation of constitutive equations. This method is used for example by authors such as Ishii [115] or Delhaye [53]. In the other approach, equations are postulated without the link with the microscopic description. In this case, conservation laws are determined for each phase and they account for the exchange of mass, momentum and energy between phase. Closures are provided through a thermodynamic analysis of the resulting system. This approach is used for example by Marle [162] or Baer and Nunziato [10] and is taken up by authors such as Saurel and Abgrall [206, 207]. Both approaches have been very fruitful but also complimentary. The averaged equations for both phases can be fully justified by an averaging process from the microscopic level of description. Yet, for a key quantity, the volume fraction, the link between the two levels of description is less obvious, so that a postulated approach has preferably been adopted. Therefore, as a first step, the derivation process of the averaged flow quantities is presented, and then the derivation of the other equations potentially involved in a two-fluid model are discussed as a second step.

15.2 Averaged two-fluid equations

15.2.1 Averaging procedure

An averaging operator is applied to the equations of the local instantaneous formulation. Averaged equations should be as simple as possible. Therefore, averaging operations must fulfill some calculation
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rules:

\[
\begin{align*}
<f+\alpha> &= \langle f \rangle + \langle \alpha \rangle, \\
\langle f \rangle \alpha &= \langle f \rangle \langle \alpha \rangle, \\
\theta &= \theta, \\
\partial_t<f> &= \partial_t \langle f \rangle, \\
\nabla_x<f> &= \nabla_x \langle f \rangle,
\end{align*}
\]  

(15.4)

where \(\theta\) is a coefficient. The first three of these relations are called Reynolds’ rules, the fourth is called Leibniz rule, and the fifth is called Gauss rule.

Some examples of commonly used averages are time averaging:

\[
\langle f \rangle(t, x) = \frac{1}{T} \int_{t-T}^{t} f(t, x) \, dt,
\]

(15.5)

where \(T\) is an averaging time scale; the space average

\[
\langle f \rangle(t, x) = \frac{1}{||L||} \int_{x-L/2}^{x+L/2} <f>(t, x) \, dx,
\]

(15.6)

where \(||L||\) is an averaging length scale; and the ensemble average:

\[
\langle f \rangle(t, x) = \frac{1}{N} \sum_{\mu=1}^{N} f(t, x, \mu),
\]

(15.7)

where \(f(t, x, \mu)\) denotes a realization of the quantity \(f\) for the \(\mu^{th}\) sample.

The relations to experiments of the different types of averaging procedure are discussed in [53].

In this chapter, the governing equations are derived by the ensemble averaging process, as it appears to be the most general. Nevertheless, if there is a conceptual different between the nature of the filter used, yet, in the actual derivation of the two-fluid equations, this different has no impact since interaction terms will be formally written and will have to be closed. The closure of this terms characterizes the two-fluid model. This point is discussed at the end of this section.

Two different methods to derive two-fluid equations from the microscopic level of description exist. Both are exposed here.

Direct application of the averaging operator

The first one consists in directly applying the averaging operator to Eq. (15.1). This method is used in [115, 53] for example. In order to describe it, let us consider, among the \(N\) samples, that \(N_k\) samples being such that the point \(x\) pertains to phase \(k\) at time \(t\) and \(N_i\) such that point \(x\) pertains to the interface at time \(t\). In two-phase flows, index \(k\) can either be \(g\) or \(l\) representing gas or liquid respectively. It follows from these definitions, that:

\[
N = N_1(t, x) + N_2(t, x) + N_i(t, x).
\]

(15.8)

The residence statistical-fraction, called the volume fraction in this manuscript, \(\alpha_k\), and the \(k\)-weighted statistical average \(<f>_k\) are defined by the following relations:
\[ \alpha_k(t, x) = \frac{N_k(t, x)}{N}, \]  
\[ < f >_k(t, x) = \frac{1}{N_k} \sum_{\mu=1}^{N_k} f_k(t, x, \mu). \]  

The term \( \alpha_k \) is also the probability of finding phase \( k \) at a given point in space and at a given time. It is recognized [53] that the finite sum

\[ \sum_{\mu=1}^{N_k} f_k(t, x, \mu), \]  

is a piecewise continuous function of \( x \) and \( t \). By adding term by term this balance equation written for each of the \( N_k(t, x) \) samples where point \( x \) belongs to phase \( k \) at time \( t \), we obtain

\[ \sum_{\mu=1}^{N_k} \partial_t (\rho_k \phi_k) + \sum_{\mu=1}^{N_k} \nabla_x \cdot (\rho_k \phi_k u_k) = \sum_{\mu=1}^{N_k} \nabla_x \cdot \psi_k + \sum_{\mu=1}^{N_k} S_k. \]  

Applying the particular form of the Leibniz and Gauss theorems given in [53], and thanks to definitions Eq. (15.9), we obtain:

\[ \partial_t \alpha_k < \rho \phi >_k + \nabla_x \cdot (\alpha_k < \rho \phi u >_k) = \nabla_x \cdot (\alpha_k < \psi >_k) + \alpha_k < \rho S >_k - \frac{1}{N_i} \sum_{j=1}^{N_i} \frac{1}{|\partial_n \chi_k||n_k|} (\dot{m}_k \phi_k + \psi_k n_k)|\partial_n \chi_k|, \]  

where \( \dot{m}_k \) is the mass flux of phase \( k \) across the interface, and \( \chi_k \) is the phase function, defined to be:

\[ \chi_k = \begin{cases} 
1 & \text{if } x \text{ is in phase } k, \\
0 & \text{otherwise}. 
\end{cases} \]  

A specific length \( L_j(t, x) \) can be introduced, defined by

\[ L_j(t, x) = \frac{N}{N_i} |u_i n_k| \frac{1}{|\partial_n \chi_k|}, \]  

where \( j \) denotes the \( j \)th interface passing through point \( x \) at time \( t \) among the \( N \) samples. In order for \( L_j(t, x) \) to have a physical significance and since \( |\partial_n \chi_k| \) is infinite, \( N \) must be chosen to be infinite and in such way that \( \frac{N}{N_i} \) is infinite. In that case, Eq. (15.12) becomes

\[ \partial_t \alpha_k < \rho \phi >_k + \nabla_x \cdot (\alpha_k < \rho \phi u >_k) = \nabla_x \cdot (\alpha_k < \psi >_k) + \alpha_k < \rho \phi >_k - \frac{1}{N_i} \sum_{j=1}^{\infty} \frac{1}{L_j} (\dot{m}_k \phi_k + \psi_k n_k), \]  

where \( \sum_{j=1}^{\infty} \) means that we deal with an infinite sum.

**Use of the phase function in the averaging procedure**

The second method of derivation suggests to use the phase function \( \chi_k(t, x) \) directly in the local instantaneous equations. This method is used by Marle [162], Drew [64, 65], or Iyer [116] and exposed here. The phase function follows the instantaneous interface between the two fluids or the two phase and is
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Thus convected by the instantaneous interface velocity $u_i$. So $\chi_k$ is governed by the following transport equation:

$$\partial_t \chi_k + u_i \cdot \nabla \chi_k = 0. \quad (15.16)$$

Another property of the phase indicator function is that the gradient of $\chi_k$ identifies the interface so that any quantity multiplying $\nabla \chi_k$ is evaluated at the phase $k$ side of the interface. The function $\chi_k$ is actually a generalized function, a Heaviside function precisely. The proper demonstration of Eq. (15.16) with a set of test functions $\Phi$ can be found in [64]. It can also be shown that $\nabla \chi_k$ is a Dirac distribution localized at the interface:

$$\nabla \chi_k = -n_{k,i} \delta_i. \quad (15.17)$$

where $n_{k,i}$ is the unit vector normal to the interface pointing outside phase $k$.

Now consider the instantaneous single-phase transport equation Eq. (15.1). The procedure here is first to multiply this equation by $\chi_k$ and then the whole equation is ensemble averaged. The resulting equation is:

$$\partial_t <\chi_k \rho \phi> + \nabla \cdot <\chi_k \rho \phi u> = \nabla \cdot <\chi_k \psi > + <\chi_k S > + + \rho \phi (\partial_t \chi_k + u_i \cdot \nabla \chi_k) > - \nabla (\psi \nabla \chi_k), \quad (15.18)$$

The symbol has the same significance as in the first method. Substituting the relation from Eq. (15.16), we get:

$$\partial_t <\chi_k \rho \phi > + \nabla \cdot <\chi_k \rho \phi u> = \nabla \cdot <\chi_k \psi > + <\chi_k S > + + [\rho \phi (u - u_i) - \psi] \nabla \chi_k. \quad (15.19)$$

The last term in Eq. (15.19) represents the averaged interface transport source term as $\nabla \chi_k$ identifies the interface and causes the discontinuous quantities multiplying it to be evaluated on the phase-$k$ side of the interface. This term usually requires modeling from physical considerations and it depends on the quantity $\phi$ which is being evaluated. The averaging procedure described in this section will now be applied to formulate the mass, momentum and energy equations of the two-fluid model. The description of mass, momentum, and energy follows that of [64] and [116].

15.2.1.1 Conservation of mass

The conservation of mass for phase $k$ is obtained by setting $\phi = 1$ in Eq. (15.19). The following relations are used:

$$\alpha_k = <\chi_k>, \quad \alpha_k \tilde{\rho}_k = <\chi_k \rho >, \quad \alpha_k \tilde{\rho}_k \tilde{u}_k = <\rho \chi_k u >. \quad (15.20)$$

The quantity $\alpha_k$, the volume fraction of phase $k$ is defined in Eq. (15.9). The term $\tilde{\rho}_k$ is the phase averaged material density of phase $k$ and $\tilde{u}_k$ is the density Favre-weighted average of the velocity of phase $k$. Using the relations given in Eq. (15.1), the ensemble averaged conservation of mass equation for phase $k$ is written as

$$\partial_t (\alpha_k \tilde{\rho}_k) + \nabla \cdot (\alpha_k \tilde{\rho}_k \tilde{u}_k) = \Gamma_k, \quad (15.21)$$

where $\Gamma_k = <\rho (u - u_i) \cdot \nabla \chi_k >$ is the source term due to phase-change, i.e evaporation or condensation. So $\Gamma_k$ is an average mass flow rate due to the difference in the instantaneous velocity of phase $k$ and the instantaneous interfacial velocity that occurs due to phase change. The evaluation of this source term requires further modeling, discussed in Chapter 16. Given the assumption of interface with a null mass, the jump condition at the interface requires that

$$\Gamma_g + \Gamma_l = 0. \quad (15.22)$$
Eq. (15.22) ensures that the total mass is conserved. Volume conservation requires that:

$$\alpha_0 + \alpha_t = 0. \quad (15.23)$$

### 15.2.1.2 Conservation of momentum

The ensemble-average momentum equation is obtained by setting $\phi = u$ in Eq. (15.19). The convective term in Eq. (15.19) then becomes

$$< \chi_k \rho u u > = \alpha_k \hat{\rho}_k \bar{u}_k \bar{u}_k$$

$$= \alpha_k \hat{\rho}_k \bar{u}_k \bar{u}_k + \alpha_k \rho_k (u_k \bar{u}_k - \bar{u}_k u_k). \quad (15.24)$$

The term $\chi_k \hat{\rho}_k (u_k \bar{u}_k - \bar{u}_k u_k)$ is usually called the turbulent stress tensor in the context of two-fluid models. The turbulent stress tensor arises due to the correlation between the fluctuating velocity components and it is analogous to the Reynolds stress tensor in single-phase turbulent flows. Using this representation for the turbulent stress and dropping the overbars for the averaged quantities, the convective term can be written as:

$$< \chi_k \rho u u > = \alpha_k \hat{\rho}_k \bar{u}_k \bar{u}_k + \alpha_k \tau_{k}^i, \quad (15.25)$$

where $\tau_{k}^i$ is the turbulent stress tensor of phase $k$. The diffusive flux $\psi$ in this case is the stress tensor $T = -\Pi + \tau$, where $\Pi$ is the instantaneous pressure and $\tau$ is the shear stress tensor. The interfacial momentum transfer term is given by:

$$M_k = <[\rho u (u - u_i) - T] \cdot \nabla_x \chi_k >. \quad (15.26)$$

**Remark:** It would be however interesting to draw a parallel with the kinetic model for disperse flow derived in Chapter 9. In this context, $\chi_k \hat{\rho}_k (u_k \bar{u}_k - \bar{u}_k u_k)$ represents the covariance matrix of the velocity distribution function, with no relation to turbulence. The EMVM model described in Chapter 9 solves this term in order in order to capture particle crossings. But in the case of two-fluid models, fluids are considered continuous media so that no kinetic approach can be considered. This is why the term $\chi_k \hat{\rho}_k (u_k \bar{u}_k - \bar{u}_k u_k)$ is always considered a fluctuation term due to turbulence and is always modeled. This explains why no crossing can be described in the context of two-fluid models.

The interfacial momentum term can be split into contributions from the phase change, the pressure and the interfacial shear [64]:

$$M_k = \Gamma_k u_{k,i} + P_{k,i} \nabla_x \alpha_k + M_k^d, \quad (15.27)$$

where $M_k u_{k,i} = <[\rho u (u - u_i) \cdot \nabla_x \chi_k >$ is the momentum source term due to the phase change, $u_{k,i}$ is the averaged interfacial velocity and $P_{k,i}$ is the averaged interfacial pressure. The term $M_k^d$ is referred to as the interfacial force density.

$$M_k^d = <(P - \bar{P}) \nabla_x \chi_k - \tau \cdot \nabla_x \chi_k >, \quad (15.28)$$

where $M_k^d$ represents the transfer of momentum from one phase to the other due to shear forces at the interface. It includes the forces of drag, virtual mass, lift, Basset and Magnus forces. This term requires modeling from a physical perspective and depends upon the type of flow. For many authors, among them [10, 206], a closure of $M_k^d$ is to introduce a drag term between the two phases, although both fluids are considered to be inviscid. This interaction term is therefore sometimes called non viscous drag term. Using the manipulations performed till now, the ensemble-averaged momentum equation for phase $k$ is written as:

$$\partial_t (\alpha_k \hat{\rho}_k \bar{u}_k) + \nabla_x \cdot (\alpha_k \hat{\rho}_k \bar{u}_k \bar{u}_k) = -\alpha_k \nabla_x \bar{P}_k + \nabla_x \cdot \alpha_k (\bar{\tau}_k + \tau_k^i) + \Gamma_k u_{k,i} + (P_{k,i} - \bar{P}) \nabla_x \alpha_k + M_k^d, \quad (15.29)$$
The momentum jump condition at the interface requires that the sum of the interfacial forces for both phases be equal to the average surface tension force \[\sigma \kappa \nabla x \alpha g\]. After summing Eq. (15.27) for the gas and liquid phases, we get:

\[
M_d^g + P_{g,i} \nabla x \alpha g + M_d^l - P_{l,i} \alpha g = \sigma \kappa \nabla x \alpha g, \tag{15.30}
\]

where \(\kappa\) is the average mean curvature of the interface and \(\sigma\) is the surface tension. The average surface tension force per unit area is equal to the difference in the pressures of the two phases \[\sigma \kappa (P_{g,i} - P_{l,i}) \nabla x \alpha g = \sigma \kappa. \tag{15.31}\]

Combining Eq. (15.30) and Eq. (15.31) we get the momentum jump condition:

\[
M_d^g + M_d^l = 0. \tag{15.32}
\]

Therefore, only one of the interface forces \(M_d^g\) or \(M_d^l\) need to be specified. Moreover, in Eq. (15.29), the pressure of phase \(k\) at the interface \(P_{k,i}\) is distinguished from the pressure in phase \(k\), which is noted \(P_k\). This distinction proves to be paramount when the hyperbolic character of the two-fluid system is discussed in Section 15.4. Nevertheless, a common assumption made in the literature is to neglect surface tension effect as done in [115], so that the interfacial pressures can be equaled

\[
P_{g,i} = P_{l,i}. \tag{15.33}
\]

One should be fully aware that this assumption is absolutely not related to the distinction between interface pressure of phase \(k\) \(P_{k,i}\) and pressure in phase \(k\), \(\tilde{P}_k\). This completes the formulation of the momentum equation. The turbulent stress and the interfacial transfer terms need to be modeled, according to the physical context the model is designed for.

### 15.2.1.3 Energy equation

The ensemble-averaged energy equation is obtained by setting \(\phi = E = e + u \cdot u / 2\) in Eq. (15.19), where \(E\) is the total energy that is the sum of the internal energy \(e\) and the kinetic energy. Following [115], the averaged energy equation is written as

\[
\partial_t (\alpha_k \rho_k E_k) + \nabla x \cdot (\alpha_k \rho_k \tilde{E}_k \tilde{u}_k) = -\nabla x \cdot (\alpha_k \rho_k \tilde{u}_k \tilde{P}_k) - \nabla x \cdot (\alpha_k (\tilde{q}_k^l + q_k^l)) + \nabla x \cdot (\alpha_k (\tilde{\tau}_k + \tau_k^l)) \tilde{u}_k) + \Pi_k. \tag{15.34}
\]

The two terms of the LHS of Eq. (15.34) are the unsteady and the convective transfer terms. The first term on the RHS is the pressure work, the second term is the sum of the molecular and turbulent heat flux, the third term is the work done by molecular shear forces and turbulent stresses and the fourth term is the interface energy transfer. The interface transport source term can be split into different components arising from different physical processes:

\[
\Pi_k = \Gamma_k E_{k,i} + \Pi_k^d + M_k^d \tilde{u}_{k,i}. \tag{15.35}
\]

where \(E_{k,i}\) is the total energy localized at the interface, and \(\Pi_k^d\) is the total energy production at the interface. The first term represents the energy transferred from one phase to the other due to the mass source resulting from phase change. The second term represents the production of total energy at the interface. The interested reader can refer to [115] for details. The third term represents the work done by shear forces at the interface and it is the product of the interface force density and the interface velocity. A distinction is made between the interfacial velocity of phase \(k\) \(\tilde{u}_{k,i}\), and the velocity of phase \(k\), like for the pressure, and in the same way, authors postulate the equality of interfacial velocities:

\[
\tilde{u}_{g,i} = \tilde{u}_{l,i} = u_i. \tag{15.36}
\]
In subsequent discussions the symbols for the averages will be dropped for convenience and all quantities will be ensemble-averaged unless otherwise stated. The final two-fluid system of equations is summarized here:

\[
\begin{align*}
\frac{\partial}{\partial t}(\alpha_k \rho_k) + \nabla \cdot (\alpha_k \rho_k u_k) &= \Gamma_k, \\
\frac{\partial}{\partial t}(\alpha_k \rho_k u_k) + \nabla \cdot (\alpha_k \rho_k u_k u_k) &= -\alpha_k \nabla P_k + \nabla \cdot \alpha_k (\tau_k + \tau_t^k) + \Gamma_k u_{k,i} + \frac{M_d^k}{\bar{n}_i}, \\
\frac{\partial}{\partial t}(\alpha_k \rho_k E_k) + \nabla \cdot (\alpha_k \rho_k E_k u_k) &= -\nabla \cdot (\alpha_k \rho_k u_k P_k) - \nabla \cdot (\alpha_k (q_k + q_t^k)) + \nabla \cdot (\alpha_k (\tau_k + \tau_t^k) u_k) + \Gamma_k E_{k,i} + \Pi_d^k + \frac{M_d^k}{\bar{n}_i}. 
\end{align*}
\] (15.37)

with the interfacial terms verifying:

\[
\begin{align*}
\Gamma_l + \Gamma_g &= 0, \\
M_l + M_t &= 0, \\
\Pi_l + \Pi_g &= 0. 
\end{align*}
\] (15.38)

Systems (15.37) and (15.38) represent the first step of a two-fluid model derivation. However, the path is still long before finalizing a completely closed model. Among the numerous unclosed terms, the volume fraction \( \alpha_k \) is an essential quantity when dealing with multi-phase flows, with the same importance as classical terms of mass, momentum and energy. The way it is written does not allow to solve \( \alpha_k \) as an independent variable. On the other hand, it is not possible to properly derive a formal equation on \( \alpha_k \) through averaging operators like it has been done for mass or momentum. Two different strategies to write a transport equation on the volume fraction were thus suggested in the literature. They are presented in the next paragraph.

### 15.2.2 The volume fraction equation: taking into account non equilibrium between the phases

Two different cases have first to be distinguished, whether the liquid phase is considered incompressible or not. The problem becomes trivial when the liquid phase is considered incompressible, since \( p_l \) is constant, and so the mass equation degenerates into the equation on \( \alpha_l \). But, things are much more complicated in the case of two compressible flows. This comes from the fact that it has not been possible so far to properly derive the macroscopic equation on the volume fraction from the microscopic equation by averaging process. In order to point out this difficulty, we try to apply a space averaging operator to Eq. (15.16):

\[
\frac{\partial}{\partial t} <\chi_k> + <u_i \nabla \chi_k> = 0. 
\] (15.39)

The term \( <u_i \nabla \chi_k> \) writes:

\[
<u_i \nabla \chi_k> = \frac{1}{|L|^3} \int_{x-L/2}^{x+L/2} u_i (-n_k) \delta_i \, dx. 
\] (15.40)

since \( u_i \) is only defined on the interface, where \( \int_{S_i} \) represents the integral along the interface. Therefore, there is no possibility to give a differential expression for the term \( <u_i \nabla \chi_k> \) in order to write the equation on \( \alpha \) as a conservative equation. Consequently, there is no relation between the microscopic interfacial velocity \( u_i \) depending on the interactions between the phase at a microscopic scale, and the
averaged interfacial velocity \(< \mathbf{u} >\), appearing in the resulting averaged equation of the two-fluid system in Eq. (15.37).

Historically, two different perspectives were adopted. The first one was to write the \textit{a priori} equation

\[
\partial_t \alpha + \mathbf{u} \cdot \nabla_x \alpha = S,
\]

(15.41)

where \(\mathbf{u}\) and \(S\) are a velocity and a source terms that have to be closed so that the system stayed hyperbolic. These closures were done through the use of the so-called 'topological relations'. The origin of this appellation comes from the fact that the averaging operator looses some information on the interface topology [25, 13]. In the second approach, people adopted a completely different point of view considering that the equation on \(\alpha\) must be deduced from the equations of state (EOS). The term \(\alpha\) becomes an internal variable, like energy, pressure or density, and the resulting closed equation must be admissible, i.e it should ensure the second principle of thermodynamics. This approach is more consistent than the first one since the hyperbolic character of the system of equations is also ensured. Baer and Nunziato [10] were the first authors to derive the equation on \(\alpha\) this way. This approach was taken up by Saurel [207] or Lallemand [139]. The resulting equation reads:

\[
\partial_t \alpha + \mathbf{u}_i \cdot \nabla_x \alpha = S_{\alpha}.
\]

(15.42)

The terms \(\mathbf{u}_i\) and \(S_{\alpha}\) are discussed in Section 15.5. One notes that \(\mathbf{u}_i\) here refers to the averaged interfacial velocity and is \textit{a priori} different from the averaged phase velocities \(\mathbf{u}_l\) and \(\mathbf{u}_g\).

### 15.2.3 The notion of area density to better account for the flow topology

The aim of the surface density \(\Sigma\) is to better account for the interface topology. This quantity may be involved in cases where the volume fraction \(\alpha\) is accessed, in order to provide a more accurate closure of the interaction terms. Indeed, with these two quantities, a mean droplet size can be reconstructed by the relation \(d = \frac{\Sigma}{\alpha}\). This approach is particularly suited to account for any physical process responsible for surface density variation. One can mention coalescence, atomization, nucleation, condensation. The study of the surface density equation was not investigated in this PhD. We refer to [182, 220] for discussions about this topic. Let us nevertheless note that the concept of surface area density was initially a concept used in the combustion field [33].

### 15.2.4 Closure challenges and consistency conditions

At this level, the dynamic equations of a two-fluid model have been written. As it is seen in system (15.37), numerous terms have to be closed. The actual modeling work then begins, depending on the physical processes studied. Since multi-phase flows occur in a lot of various physical phenomena, various closures and then various models have been proposed. It is therefore a tedious work to put the models now proposed in the literature in perspective and to do a comparative study of their strengths and weaknesses. This work is however essential in order to identify the most suitable solutions already proposed for a given physical problem. The purpose of this chapter is to provide a methodology for the design of a two-fluid model by distinguishing different steps of the closure procedure.

The first aspect to be aware of when dealing with multi-phase flows is that the number of equations is not set, and can vary from three with the same system of equations as for a single-phase, to seven with each conservation equation written for both phase and the transport equation for the volume fraction, or even eight if one adds the equation on surface density. These differences are significant of the different equilibrium hypotheses made between the phases. The strongest of these assumptions is the complete kinematic and thermodynamical equilibrium, i.e. equilibrium of velocities, pressures and temperatures (and chemical potentials in case reactive flows are concerned). Within this assumption, the phases are considered two species of a same fluid, and the multi-phase flow reduces to a multi-species flow. In other contexts, no equilibrium assumption is made, so that all the primary quantities for both phases
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have to be solved. The volume fraction plays a key role in the assessment of equilibrium between phases. When \( \alpha \) is solved as a primary variable of the system, i.e when the model contains a transport equation on \( \alpha \), its resolution allows to reach quantities of each phase, and not of the mixture. By doing that, the volume fraction introduces the notion of a separating interface between the two phases. On the other hand, if \( \alpha \) is derived from other quantities of the system, or when \( \alpha \) cannot even be reached, the notion of interface disappears. A classification of two-fluid models relying on the equilibrium assumption is provided in Section 15.3.

If we consider the two-fluid system (15.37) and Eq. (15.42), we highlight some necessary conditions the two-fluid model has to verify in order to be consistent. First, a two-fluid model has to be conservative. This means that the model has to conserve the total mass, momentum and energy of the fluids. By summing on the two phases equations of system (15.37), the resulting system should formally write like the Euler or Navier-Stokes equations. Physically, the fluid considered is the mixture of the two phases, with the characteristic:

\[
\begin{align*}
\rho_m &= \sum_k \alpha_k \rho_k, \\
\rho_m u_m &= \sum_k \alpha_k \rho_k u_k, \\
\rho_m E_m &= \sum_k \alpha_k \rho_k E_k.
\end{align*}
\]

Note that no interfacial term or exchange term between phases should appear in the resulting system. The other property linked to this one is that the model should degenerate correctly when only one fluid is present.

Focusing now on the unclosed terms in system (15.37), one can identify different types of closure. The first one concerns, for each phase, terms closed through the Equation of State (EOS) and fluctuating terms due to turbulence: \( \tau_k \) and \( q_k \). They are closed following the same approaches developed for single-phase flows. The second type concerns interfacial terms: \( P_{k,i} \) and \( u_i \). They are factors of differential terms, in the momentum and energy conservation equations. Consequently their expression conditions the wave dynamics of the system. The second step of the methodology is then to express \( P_{k,i} \) and \( u_i \) in a way that ensures the hyperbolic character of the system. The third type of unclosed terms gathers all the exchange terms: \( \Gamma_k, M_k, \) and \( \Pi_k \). Their closure obviously depends on the type of phenomenon studied. Nonetheless, irrespective of the physical process studied, they should ensure the system to be dissipative, i.e. to satisfy the second principle of thermodynamics. The fulfillment of this third condition provides admissible closure for the exchange terms. As stated by Baer and Nunziato [10] these expressions provide useful information in formulating the constitutive equations for the final determination of the exchange terms.

15.3 General classification of two-fluid models

The previous section was dedicated to the derivation of the formal equation resulting in system (15.37), and Eq. (15.42). Yet, in the literature, the number of equations solved may be different from one model to another. This is due to the nature of the equilibrium assumption made between the phases. The purpose of this section is to provide a classification of models in terms of the equilibrium assumptions made. This classification ranges from models with the strongest assumption to models making no assumption. The critical importance of the role played by the volume fraction \( \alpha \) is highlighted, since it enables the treatment of an interface between the phases. In this section, only models considering both phases compressible are considered. When one phase is considered incompressible, the equation on the volume fraction reduces to the equation on partial masses, so the description of an interface flow becomes straightforward. This is the case for the multi-fluid and EMSM model derived in Chapter 3 and Chapter 4, where not only we assumed that the liquid was incompressible, but we also assumed spherical particles, and so spherical interfaces.
We define the different equilibrium notions used in the following:

- **kinematic equilibrium**: \( u_l = u_g \),
- **mechanical equilibrium**: \( P_l = P_g \),
- **thermal equilibrium**: \( T_l = T_g \),
- the thermodynamic equilibrium includes mechanical and thermal equilibria.

### 15.3.1 The critical issue of interface description

For numerical simulation of multi-species flows, as done, for example, in combustion problems, the model that is mostly used is written in terms of mass fraction equations and partial pressures. But the notion of partial pressure is valid only at local thermodynamic equilibrium. When a control volume contains several gases perfectly mixed together, this notion is valid in most cases. In the case of multi-phase flows, when fluids are not well mixed, as when an interface exists, physics of thermal exchange occurs only in a tiny part of the control volume: at the interface. So each fluid has its own temperature and the assumption of local thermodynamic equilibrium is no longer valid. The numerical errors induced by such an assumption were pointed out by Abgrall\cite{Abgrall2} on a one-dimensional shock tube test case with two gases of different specific heat ratios. Given this consideration, it appears that a critical characteristic of a two-fluid model is its ability to reproduce the thermodynamic conditions at an interface.

### 15.3.2 Mono-fluid models

The first type of two-fluid model consists in the Euler or Navier-Stokes system of equations written for neither of the phases but for a mixture fluid corresponding to an average of the phase, with quantities defined in system (15.43). This is the easiest two-fluid model being found in the literature. The EOS is written for this mixture phase, and can be obtained through several ways. The law can either be tabulated, reproduce the phase diagram liquid-vapor (cubic law), or be a linear combination of the EOS of the pure fluids. Since the equations are written for the averaged quantities, no interfacial nor exchange terms appear. However, the reduced number of equations goes hand in hand with strong assumptions between phases. As only the characteristics of the mixture fluid can be assessed, the phases are considered to be in thermodynamic equilibrium (equality of pressures and temperatures) and velocity equilibrium. These assumptions go at odds with the description of an interface. As justified by Saurel and Abgrall in \cite{SaurelAbgrall}, the interfacial conditions are equality of pressures and normal velocities. This type of model can only be used when only the characteristics of the mixture are needed, and not the details of each phase. This model is also known as Homogeneous Equilibrium Model (HEM).

### 15.3.3 Two-fluid mixture models

In this kind of models, the three equations of the mixture model are taken up, and are augmented with an additional equation. This equation can be a conservation equation of one of the partial masses

\[
\partial_t \alpha_k \rho_k + \nabla \cdot (\alpha_k \rho_k u_m) = \Gamma_k, \tag{15.44}
\]

where a term of mass exchange appears \cite{77}. This model is inspired from models designed for multi-species flows. If details of the partial mass of the flow \( \alpha_k \rho_k \) are provided, when both phases are considered compressible, quantities of phase \( k \) still cannot be assessed, and therefore the equilibrium assumptions are the same as for the mixture model: thermodynamic and kinematic.

On the other hand, some authors like Karni\cite{133} or Abgrall\cite{2} succeed in describing an interface between phases, even at thermodynamic equilibrium. They consider that both fluids follow the same kind of EOS, but with parameters which may differ. Therefore, instead of adding a conservative equation on the partial mass, they introduce non-conservative transport equations for the parameters of the EOS. If a perfect
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gas EOS is considered like in [5], only one parameter is transported. In the case a stiffened gas EOS is considered like in [206], two parameters are transported. But, since this method is still based on a thermodynamic equilibrium, it fails to describe interface between gas and liquid for example. Moreover, it leads to conservation errors regarding the partial mass of the various fluids yielding inaccurate internal energies and temperatures at the interface. We chose to classify this model as a two-fluid mixture model and not an interface model, since it does not respect the interface conditions, and is not able to treat an interface for any physical situation.

To illustrate what happens with these models, we examine a simplified example using the notion of mass fraction and partial pressures. Consider a control volume \( V \) filled with a volume \( V_1 \) of fluid 1 and a volume \( V_2 \) of fluid 2, Fig. (15.1). Volume \( V_k \) contains the mass \( m_k = n_k M_k \), where \( n_k \) and \( M_k \) represent respectively the number of moles and the molar mass of the fluid \( k \) \((k = 1 \text{ or } 2)\). The notion of partial pressures is based on local thermodynamic equilibrium. Partial pressure \( P_{p1} \) is the pressure that fluid 1 would have if it occupied all the volume \( V \). Assuming that the whole fluid is governed by the ideal gas law, and noting that \( \tilde{R} \) is the molecular gas constant, we get:

\[
P_{p_k} = \frac{n_k \tilde{R} T}{V} = \alpha_k \rho_k \tilde{R} T, \tag{15.45}
\]

where \( R \) represent the gas constant per unit mass. The mixture density then reads \( \rho = \sum \alpha_k \rho_k \). It is convenient to introduce mass fractions \( Y_k = \alpha_k \rho_k / \rho \). Then the pressure reads

\[
P = \rho \tilde{R} T, \tag{15.46}
\]

where the gas constant is \( \tilde{R}/\overline{M} \) with \( \overline{M} = 1/\sum(Y_k/\tilde{M}_k) \). Imagine now that volume \( V \) corresponds to a computational cell in the numerical diffusion zone of a contact discontinuity. For example, fluid 1 is air and fluid 2 is liquid water. There is no reason why the temperatures of these fluids should be in equilibrium during the numerical diffusion process of the computational method. The same remark holds even if the two fluids are two gases. The reason why this type of model fails to describe interfacial conditions is that they can access some of the partial quantities \( \alpha_k \rho_k \), but not the primitive quantities of phase \( k \) like \( \rho_k \). As stated by Allaire [5], this supposes to know the value of \( \alpha_k \).

![Figure 15.1: Multi-species (left) vs multi-fluid configuration (right)](image)

The six-equation model developed by Ishii [115] can also be classified in this category. This is a six equation model, composed of the equations contained in system (15.37), with equations of mass, momentum and energy for each phase. Contrary to the previous models mentioned in this paragraph, this model allows to have different velocities and pressures between phases, so it gets over the cinematic and mechanical equilibrium. But, as before, the fact that it does not allow to determine the value of the volume fraction makes it unable to describe thermal non equilibrium at an interface. Also, as stated in [30], when both phases are considered compressible, the model closure is given by pressure equality.

15.3.4 Two-fluid interface models

The shortage pointed out in the previous paragraph has lead scientists to consider an approach based on the volume fraction \( \alpha_k = V_k/V \), taking up the example of the previous paragraph. The mixture density
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is obtained by $\rho = \sum \alpha_k \rho_k$, where the densities of each phase are defined by $\rho_k = n_k \bar{M}_k / V_k = m_k / V_k$. The pressure of each phase is given by $P_k = \rho_k R_k T_k$ and the mixture pressure is defined by

$$P = \sum \alpha_k P_k. \quad (15.47)$$

Note that if the temperatures are in equilibrium, $T_k = T$, then the pressure given by Eq. (15.47) is equal to the pressure given by Eq. (15.46). The advantage of the formulation using volume fractions is clear: it is not necessary to have temperature equilibrium to compute the pressures. On the other hand, this formulation requires the knowledge of two temperatures or internal energies and also of the two densities. This is achieved only if the volume fraction can be assessed.

That is why models able to treat interface, that we call here two-fluid interface models, contain a transport equation on the volume fraction. In our review, two models have been identified, that an able to treat an interface. The first one is the model designed by Baer and Nunziato [10]. It contains the six conservation equations of system (15.37) plus the non-conservative transport equation for the volume fraction Eq. (15.42): this model contains seven equations. A thermal non-equilibrium between the phases can then be described. Besides, as an equation on momentum is written for both phases, different velocities and pressures for each phase can be supposed. This model assumes no equilibrium of any type between the phases. On the other hand, as seen in Section 15.2.2, the derivation of a transport equation on the volume fraction is not straightforward, and this equation turns out to be non-conservative which leads to additional difficulties in the design of a suitable numerical scheme. Moreover, it requires to provide closure to interfacial and exchange terms, coping with some conditions focused on in Section 15.4 and in Section 15.5. These difficulties are most probably the reason why the first consistent model of this type was released by Baer and Nunziato in 1986.

The second type of model, called five-equation model, is derived from the seven-equation model. It considers a single equation on momentum and on energy. It thus considers a cinematic and mechanical equilibrium between the phases. This model can also be seen as the relaxed version of the seven-equation model. This study points out the link between the type of equilibrium hypothesis made between the phases and the number of equations of the model. As one could expect, the less equilibrium assumptions are made, the more equations have to be written, and the more unclosed terms appear. It also highlights the critical role of the volume fraction $\alpha$ in the description of the interface. The conclusion of this study are summarized in Fig. (15.2).

**15.4 Mathematical structure**

In this section, we analyze the necessary conditions on phase pressures $P_k$ and on interfacial terms $\Pi$ and $\mathbf{u}_i$, for the system composed of Eq. (15.42) and system (15.37) to be hyperbolic. In mathematical terms, if one rewrites this system in one-dimension:

$$\partial_t \mathbf{U} + \mathbf{A}(\mathbf{U}) \partial_x \mathbf{U} = \mathbf{S}(\mathbf{U}), \quad (15.48)$$

where $\mathbf{U} = (\alpha, \alpha \rho, \alpha \rho u, \alpha \rho E, \alpha \rho u, \alpha \rho E_1)$ is the state vector, $\mathbf{A}(\mathbf{U})$ is the matrix associated to the spatial derivatives, and $\mathbf{S}(\mathbf{U})$ is the source term, the model should be such that $\mathbf{A}(\mathbf{U})$ is diagonalizable with real eigenvalues. Physically, this means that the waves of the system travel at a defined real velocity. If this is not the case, i.e. if at least one wave velocity is imaginary, then singularities called "resonances" occur. A corresponding study can be found in [189]. Two cases are distinguished whether one of the phases is considered incompressible or both phases are supposed to be compressible. We first focus on the incompressible case, and suppose that the multi-phase flow is made of a liquid with $\rho_l = constant$ and a compressible gas. When assuming the liquid is incompressible, the thermodynamic pressure $P_l$ is homogeneous and the pressure term in the momentum equation is a mechanical pressure determined such that the velocity divergence is null, $\nabla \cdot \mathbf{u}_l = 0$ holds [186]. The interfacial pressure is
### Figure 15.2: Hierarchy of two-fluid models according to the nature of the considered equilibrium. For each model, the solved quantities are represented. The term $\Omega$ represents the parameter(s) of the EOS chosen for both phases.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mixture Model</th>
<th>Two-Fluid mixture Model</th>
<th>Two-Fluid Interface Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture variables</td>
<td>$\rho_m$</td>
<td>$\rho_m$</td>
<td>$\rho_{m,k=l,g}$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_m$</td>
<td>$\mathbf{v}_m$</td>
<td>$\mathbf{v}_{k=l,g}$</td>
</tr>
<tr>
<td></td>
<td>$E_m$</td>
<td>$E_m$</td>
<td>$E_{k=l,g}$</td>
</tr>
<tr>
<td>Phase variables</td>
<td>$\alpha_i \rho_i$ or $\Omega$</td>
<td>$\rho_{k=k=l,g}$</td>
<td>$\alpha_i \rho_{k=k=l,g}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\mathbf{v}_{k=l,g}$</td>
<td>$\mathbf{v}_{k=l,g}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E_{k=l,g}$</td>
<td>$E_{k=l,g}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha_i$</td>
<td>$\alpha_i$</td>
</tr>
<tr>
<td>Type of equilibrium hypothesis</td>
<td>Thermodynamic kinetic</td>
<td>Thermodynamic kinetic</td>
<td>Thermodynamic mechanical</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>none</td>
</tr>
</tbody>
</table>

Model complexity
taken equal to the gas pressure \([65]\). If one considers the momentum equations for both phases, omitting the diffusion terms (written in one dimension, without loss of generality)

\[
\partial_t (\alpha_g \rho_g u_g) + \partial_x (\alpha_g \rho_g u_g) = -\alpha_g \partial_x P_g - (P_g - \Pi) \partial_x \alpha_g, \\
\partial_t (\alpha_l \rho_l u_l) + \partial_x (\alpha_l \rho_l u_l) = -\alpha_l \partial_x P_l - (P_l - \Pi) \partial_x \alpha_l,
\]

(15.49)

it becomes, with the incompressible assumption for the liquid phase

\[
\partial_t (\alpha_g \rho_g u_g) + \partial_x (\alpha_g \rho_g u_g) = -\alpha_g \partial_x P, \\
\partial_t (\alpha_l \rho_l u_l) + \partial_x (\alpha_l \rho_l u_l) = -\alpha_l \partial_x P,
\]

(15.50)

where \(P = P_g\). As noted in \([205, 207, 22]\), this choice yields an ill-posed mathematical problem, which results in numerical instabilities during numerical resolution, or in the necessity of using an extremely large numerical viscosity yielding unrealistic solutions. This is why some authors have proposed introducing a non-equilibrium pressure effect \(\Pi(\alpha_l)\) to enable the system to be hyperbolic. Sainsaulieu \([205]\) adds a pressure term \(\theta = \theta_0 \alpha_l^k\) to the pressure term for the liquid phase in Eq. (15.50), so that the pressure term, initially \(\alpha_l \partial_x P_l\), becomes \(\alpha_l \partial_x P + \partial_x \theta\). In \([22]\), Bouchut adds the corrective term \(C_\nu \rho_l (u_g - u_l)^2 \partial_x \alpha_l\) to the momentum equation for the liquid.

In the second case, both fluids are considered compressible. If each phase is considered to have its own pressure, then, according to Saurel \([207]\), this guarantees hyperbolicity. So, there is some freedom in the choice of closure relations for interfacial pressure and velocity with respect to hyperbolicity. But for physical reasons, the interfacial pressure and velocity must be estimated as accurately as possible. Unfortunately, this is nearly impossible in the general case. For the specific context of stratified flows, it is possible to estimate an interfacial pressure on the basis of the velocity and density differences \([14]\). For gases and solid particles flows under weak solid compressibility, it is reasonable to assume the interfacial pressure to be the gas one, and interfacial velocity to be the solid one \([10]\). For compressible multi-phase flows with interface, Saurel \([207]\) suggests the following expression for the interfacial pressure

\[
P_i = \sum_k \alpha_k (P_k + \rho_k (u_i - u_k)^2),
\]

(15.51)

and for the interfacial velocity

\[
u_i = \sum_k \alpha_k \rho_k u_k / \sum_k \alpha_k \rho_k,
\]

(15.52)

These expressions are discussed in Chapter 16. In fact, for each physical situation, there are choices better than others, but none is entirely satisfactory. The fundamental idea of this section is that introducing extra closure relations decreases the number of degrees of freedom of a system. If the system was already well-posed, i.e. there was enough relations to solve the problem, the extra closure relations can cause a consistency problem and then lead to some mathematical problems This goes hand in hand with the idea, in the applied mathematics community, that a model physically sound is most likely to have good mathematical properties.

### 15.5 Thermodynamic consistency

The purpose in this section is to give some restrictions to the closure of the exchange terms, and more generally to the dissipative terms of the system (viscous stress tensor \(\mathbf{T}\) or heat flux \(q_k\)). These restrictions will be given by enforcing sufficient conditions in order to ensure the second principle of thermodynamics. The developments leading to these restrictions rely on the theory of irreversible processes. The procedure shown in this section reproduces the developments made by Baer and Nunziato \([10]\). These are not the only authors who have done this derivation (see \([162]\)), but their work has become a reference in the
multi-phase flow community. Indeed, they deduced the transport equation on the volume fraction that is being used by many authors nowadays \cite{206,207} with success for treatment of multi-phase flows with interfaces. The main steps of the developments are the following:

- Statement of the system of equations and relations between exchange terms,
- Derivation of the evolution equation of the entropy, using the Gibbs law,
- Derivation of the evolution equation of the Helmholtz free energy, using the Clausius-Duhem inequality,
- Determination of the internal variables of the system, and the dependence of the functions and exchange terms on these variables,
- Expansion of the Helmholtz free energy relatively to the internal variables, and statement of the sufficient conditions, finally leading to the restrictions on the dissipative term expression.

The system of equations considered by Baer and Nunziato is the non-conservative version of system (15.37), the equation of internal energy substituting the equation of total energy. On the basis of that system, the two assumptions are, first, that each phase behaves as if it were a single material except when it is interacting and hence exchanging mass, momentum and energy with the other phase. The second one is that the system must be conservative. These two assumptions allow to write the following system

\begin{align}
D_t \alpha_k \rho_k &= -\alpha_k \rho_k \nabla \cdot \mathbf{u}_k + \Gamma_k, \\
\alpha_k \rho_k D_t \mathbf{u}_k &= -\nabla \cdot (\alpha_k \mathbf{P}_k) + M_k - \Gamma_k \mathbf{u}_k, \tag{15.53}
\alpha_k \rho_k D_t e_k &= -\alpha_k \mathbf{P}_k \nabla \cdot \mathbf{u}_k - \nabla \cdot \alpha_k \mathbf{q}_k + \alpha_k r_k + \pi_k - M_k \mathbf{u}_k - \Gamma_k (e_k - 1/2 \mathbf{u}^2),
\end{align}

where \( e_k \) is the internal energy and \( r_k \) the external heat sources for phase \( k \). The term \( \pi_k \) denotes the internal energy exchange. Fluids are considered inviscid here. Note that system (15.53) slightly differs from the original system of equations written by Baer and Nunziato. We bypass some developments that are not essential for the point we want to make. The interested reader can refer to \cite{10} for all the details.

The second assumption leads to:

\begin{align}
\sum_k \Gamma_k &= 0, \\
\sum_k M_k &= 0, \\
\sum_k \pi_k &= 0. \tag{15.54}
\end{align}

In order to derive an entropy equation for the system, a legitimate question is how to define entropy of the multi-phase system. Baer and Nunziato sum the entropies of each single phase. The entropy equations of each phase are derived using the Gibbs relation for each phase:

\begin{equation}
 ds_k = \frac{d e_k}{T_k} + \frac{P_k}{T_k} d \left( \frac{1}{\rho_k} \right). \tag{15.55}
\end{equation}

Following the work of Woods \cite{230}, after summing the entropy condition, the second law of thermodynamics can be stated as an entropy inequality:

\begin{equation}
\sum_k [\alpha_k \rho_k D_t s_k + \Gamma_k s_k + \nabla \cdot (1/T_k \mathbf{q}_k) - \frac{\alpha_k \Gamma_k}{T_k}] \geq 0. \tag{15.56}
\end{equation}
Rather than working with entropy, where the volumic heat source is present, it is more convenient to introduce the phase Helmholtz free energy $\Psi_k$ given by

$$\Psi_k = e_k - T_k s_k.$$  \hspace{1cm} (15.57)

The purpose is then to write the Clausius-Duhem inequality for the two-phase flow, using the same strategy for its derivation for a single-phase flow. The advantage of this formulation is that it only involves internal phenomena of the two-fluid system. The Clausius-Duhem inequality of the multi-phase flow can be written as

$$\sum_k \frac{1}{T_k} \left[ \alpha_k \rho_k (s_k D_t T_k + D_t \Psi_k) - \alpha_k P_k \nabla x \cdot u_k - \frac{1}{T_k} \alpha_k q_k \nabla x T_k - M_k \cdot u_k + \pi_k - (\Psi_k - 1/2 u_k^2) \Gamma_k \right] \geq 0.$$  \hspace{1cm} (15.58)

Equation (15.58) is the basis equation from which restrictions on the dissipative terms (called "mixture response" in [10]) are determined. However, in order that Eq. (15.58) provides explicit conditions, the free energies $\Psi_k$ have to be expressed relatively to the system state variables. More generally, all the functions appearing in Eq. (15.58) have to be expressed the same way. In order to do that, the authors of [10] use the principle of phase separation [66, 194]. This principle expresses the idea that in a mixture of discrete phases, the free energy $\Psi_k$, the pressure $P_k$, the entropy $s_k$ and the heat flux $q_k$ of a given constituent $k$ depend only on the properties and the thermodynamic state of that constituent. On the other hand, the interaction, i.e. the mass, momentum, and energy exchange, $\Gamma_k, M_k, \pi_k$, between the two phases depend on the properties and the thermodynamic states of both constituents. These statements can be expressed mathematically by writing constitutive equations of the form:

$$\Psi_k = \Psi_k(S_k), \quad P_k = P_k(S_k), \quad s_k = s_k(S_k), \quad q_k = q_k(S_k),$$

$$\Gamma_k = \Gamma_k(S_l, S_g), \quad M_k = M_k(S_l, S_g), \quad \pi_k = \pi_k(S_l, S_g),$$  \hspace{1cm} (15.59)

(15.60)

where the thermodynamic state of constituent $k$ is the array

$$S_k = [\alpha_k, T_k, \rho_k, u_k, \nabla x T_k],$$  \hspace{1cm} (15.61)

containing all the variables present in Eq. (15.58). The next assumption is essential, since the evolution equation on $\alpha_k$ originates from it, and is used by many authors nowadays. It is important to note that if the quantities of Eq. (15.59) depend on the fields $\alpha_k, \rho_k, u_k, T_k, \nabla x T_k$, then the six conservation equations of system (15.53) are not sufficient to close the system. In the introduction of [10], Baer and Nunziato pointed out solutions proposed in the literature, and highlighted the shortage of each for the physics they study. Therefore, they proposed their own closure, based on the addition of a new evolution equation for the volume fraction of one of the constituents

$$D_t \alpha_k = S(S_l, S_g).$$  \hspace{1cm} (15.62)

the volume fraction of the other constituent being found out by the relation $\sum_k \alpha_k = 1$. Equation (15.62) allows to account for both the compressibility of the constituents and the compaction of the granular bed by recognizing the volume fraction as an independent internal degree of freedom within the mixture. The free energy is expanded in Eq. (15.58), using the chain rule:

$$D_t \Psi_k = \partial_\alpha \Psi_k D_t \alpha_k + \partial T \Psi_k D_t T_k + \partial \rho \Psi_k D_t \rho_k + \partial u \Psi_k D_t u_k + \nabla \nabla x T_k \Psi_k \nabla x (T_k).$$  \hspace{1cm} (15.63)

There are now two steps of resolution. By requiring that the Clausius-Duhem inequality be true for every possible thermodynamic process, it enables to consider that the coefficients of the terms $D_t T_k, \nabla x$-
The term $\lambda(u_s - u_g)$ can be considered as a non viscous drag term between the phases. Indeed, let us recall that we assumed the gas phase to be inviscid.}

This development shows that from the enforcement of the second principle of thermodynamic, numerous relations can be deduced in order to close the exchange terms and the dissipative terms of a two-fluid model. One has to be aware that if they lead to admissible forms, yet they are not sufficient to give explicit expressions of this. This final step corresponds to the modeling work regarding the nature of the physical process studied. Among the advances brought by the work done in [10], the relaxation terms in pressure, and velocity are very important, since they are not limited to transition-to-detonation problems but they have proven to be very useful in all situations involving an interface between phases, as developed in Chapter 16. The other remark concern the assumptions made through all this development. The phase separation principle used to express in particular the free energy for phase $k$ is quite understandable from a physical viewpoint. But it has also a very important practical interest since it leads to constitutive equations that are workable for the modeling step. Second, the equation on the entropy of system (15.56) is obtained by simply summing the entropy equation for each phase, no effect of the interface being taken into account. Some authors, for example Marle [162], have a different approach, since they consider an interface with a non zero mass and write the total entropy evolution of the system as the sum of the entropy of each phase and the entropy of the interface. Finally, the $a priori$ evolution equation written for the volume fraction Eq. (15.62) presumes that $\alpha$ is a transported quantity, and not a conserved quantity.
Conclusion

The aim of this chapter was to show how to write a consistent two-fluid model for separate-phase flows, which is a process very different from writing a model for a single-phase flow, for two main reasons: the existence of exchange terms between phases, and the notion of volume fraction and interface. Therefore, if a two-fluid, model system of equations can be quite easily written

$$
\partial_t (\alpha_k \rho_k) + \nabla_x \cdot (\alpha_k \rho_k u_k) = \Gamma_k, \\
\partial_t (\alpha_k \rho_k u_k) + \nabla_x \cdot (\alpha_k \rho_k u_k u_k) = - \alpha_k \nabla_x P_k + \nabla_x \cdot \alpha_k (\tau_k + \tau_k^f) + \Gamma_k u_{k,i} + (P_{k,i} - P_k) \nabla_x \alpha_k + M_k^d, \\
\partial_t (\alpha_k \rho_k E_k) + \nabla_x \cdot (\alpha_k \rho_k u_k u_k) = - \nabla_x \cdot (\alpha_k \rho_k u_k P_k) - \nabla_x \cdot (\alpha_k (q_k + q_k^f) + \nabla_x \cdot (\alpha_k (\tau_k + \tau_k^f) u_k) + \Gamma_k E_{k,i} + \Pi_k^d + M_k^d u_{k,i},
$$

with the interfacial terms verifying:

$$
\Gamma_l + \Gamma_g = 0, \\
M_l + M_g = 0, \\
\Pi_l + \Pi_g = 0,
$$

where these equations are obtained from an averaging process of the single-phase ones, and

$$
\partial_t \alpha + u_i \nabla_x \alpha = S_\alpha.
$$

which is the \textit{a priori} form of the evolution equation for the volume fraction, the actual design of a consistent two-fluid model lies in the closure of the numerous exchange and interfacial terms. Three major steps were thus identified. The first one consists in defining the nature of the equilibrium between the phases. This condition determines the number of evolution equations required. Second, one has to ensure that the two-fluid model is hyperbolic. This implies a consistent closure of the differential terms. Finally, the model has to be dissipative, i.e. the resulting entropy equation of the system should have a positive sign. This study provides admissible formulations for the exchange term. In particular, the enforcement of this dissipation inequality done by Baer and Nunziato in [10] has provided an expression for the source term of the transport equation for the volume fraction. Once this step has been achieved, explicit expressions have to be given to the unclosed terms on the basis of physical considerations. The interfacial pressure and velocity are expressed through combinations of pressure and velocity of the phases. Exchange terms are determined by constitutive equations. The next chapter contains a non-exhaustive review of two-fluid models proposed in the literature. The different steps on a two-fluid model derivation are illustrated in Fig. (15.3).
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Figure 15.3: Derivation of a two-fluid model
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Chapter 16

Review on models for multi-phase flows

The previous chapter has highlighted the key steps for a two-fluid model derivation:

- the determination of the type of equilibrium between phases,
- a coherent closure of the interfacial pressures in order to ensure that the system is hyperbolic,
- the derivation of admissible formulations for the dissipative terms, in order to ensure the second principle of thermodynamic.

The final step consists in giving a precise expression for the constitutive relations, according to the physical process under investigation. This final closure concerns two types of law: the equation of state for each phase, and constitutive laws for all the dissipation terms of the system, be they inside a phase like $\tau_k$ or $q_k$, or exchange terms. We propose here a (non-exhaustive) review of two-fluid models used in the literature. The purpose of this review is to justify the choice made for the model implemented in the IFP-C3D code. Hereafter, we list some of the various physical processes treated in the literature:

- The study of bubble flows in vertical columns: this mainly concerns the nuclear industry faced with the problematic of flow in the cooling circuit. Among others, Ishii [115], Delhaye [53] and Morel [182] have proposed suitable models for this case.
- The propagation of evaporation fronts, and of cavitation, studied by Saurel and Le Metayer [149, 207]. In particular, Bayoro [12] studied the cavitation phenomena in Diesel injection.
- The deflagration-to-detonation transition, studied by Baer and Nunziato [10], and propagation of detonation waves in heterogeneous media studied by Chinnayya [43].
- The primary and secondary atomization studied by Vallet and Borghi [217, 216] or Jay [122].
- Primary atomization in the context of Diesel injection studied by Moreau [181].
- Study of sloshing in fuel tank at high Bond number [39].

16.1 Mixture model

As explained in Chapter 15, mixture models are based on a thermodynamic and kinetic equilibrium assumption between the phases. Mean physical quantities are solved (density, velocity, viscosity, temperature) and the studied fluid is a mixture of the two phases. This fluid is solution of a system of equations for a single-phase flow. Therefore, classical resolution techniques for fluid mechanics can be used. The equation of state (EOS) applies then to the mixture, and is different from the pure fluid EOS. Various types of EOS have been proposed. The first type corresponds to cubic equations reproducing...
the liquid-vapor phase diagram. Some authors also use combinations of EOS of pure fluids to build the mixture EOS. Tabulated equations can also be used. In the case of a cubic EOS, for example the Van der Waals equation, the hyperbolic character of the system might be lost in the mixture domain, where the two phases coexist [174]. This problem does not occur when a tabulated equation or an equation resulting from a combination of EOS for pure fluid is considered. But on the other hand, other problems appear, for example the inability of the model to take into account metastable states [149]. Moreover, no exchange term is explicitly solved. However, as explained in the following, mixture models have been used in processes where exchanges between phases are important, but in special contexts with particular assumptions on the kinetic of these transfers. Although the use of mixture models is limited to very special cases, under clear and identified assumptions on the flow, it allows an efficient resolution of the flow.

The first model we focus on is designed in the context of fuel injection in internal combustion engines. The problem faced by Moreau in [181] is to determine the impact of the flow inside the injector in the primary atomization process. His purpose is to describe cavitation effects occurring in the injector, right before the fuel penetrates the combustion chamber. He then focuses on the interaction between the fuel jet with vapor pockets due to cavitation and the gas phase, when it enters the combustion chamber. We only focus on the first aspect of his work. He supposes that the kinetic of the mass, momentum, and energy transfer between the phases is fast, notably because the cavitation zones are considered disperse within the liquid fuel zone. Consequently he states that the flow can be considered at equilibrium, i.e at thermodynamic and kinematic equilibrium. Besides, he assumes that thermal phenomena are not important. This hypothesis, combined with the fact that cavitation is a purely dynamical effect, justifies that his study does not require to solve a conservation equation on energy, and thus to work at constant temperature.

The mixture model (also called Homogeneous Equilibrium Model or HEM) contains then only two equations, on mass and momentum

\[
\begin{align*}
\partial_t \rho_m + \nabla \cdot (\rho_m u) &= 0, \\
\partial_t (\rho_m u_m) + \nabla \cdot (\rho_m uu) &= -\nabla P_m + \nabla \tau_m,
\end{align*}
\]

(16.1)

where the terms with the subscript \( m \) denote the mixture variables. Thus, taking the example of density,

\[
\rho_m = \sum_k \alpha_k \rho_k.
\]

(16.2)

In particular, \( \tau_m \), the viscous stress tensor of the mixture, is closed by the Boussinesq constitutive equation [181]. This involves the values of the mixture viscosity \( \mu_m \), taken as

\[
\mu_m = \sum_k \alpha_k \mu_k.
\]

(16.3)

From the number of unknowns and the number of relations, at least one more relation has to be determined in order to close the problem. This relation is the mixture state equation. The equation of state built by Moreau is a barotrope equation \( P_m = P_m(\rho_m) \), relying on a combination of EOS of the pure phases. The essential point to notice is that postulating this form of EOS allows the pressure \( P_m \) to vary, even if a liquid and vapor phases of the same fluid are considered under a constant temperature. That is not possible if the state equation for perfect gas is considered. The state equation of Moreau is defined by integrating the relation

\[
dP_m = c_m^2 d\rho_m,
\]

(16.4)

where \( c_m \) is the speed of sound in the mixture. Note that Eq. (16.4) implies that the process is isentropic. Since the temperature is constant, the thermodynamic quantities of each phase are constant. This allows Moreau to highlight an explicit relation between the mixture pressure \( P_m \) and density \( \rho_m \). This also
6.2 Two-fluid models

In this section, we consider problems solved by two-fluid models in the sense given in Chapter 15, that is to say that the system of equations is more complex than the simple Euler system of equations for a mixture flow. The classification we follow in this section is relative to non-interface and interface problems.

6.2.1 Resolution of problems without an interface

Six equation model

One of the most famous two-fluid models, the model of Ishii [115] is dedicated to liquid-vapor bubble flows occurring in cooling networks of nuclear plants, in normal or accidental functioning. This model
Two-fluid models

is composed of six equations which are the equations of system (15.37) we recall here:

\[
\begin{align*}
\partial_t(\alpha_k \rho_k) + \nabla \cdot (\alpha_k \rho_k u_k) &= \Gamma_k, \\
\partial_t(\alpha_k \rho_k u_k) + \nabla \cdot (\alpha_k \rho_k u_k u_k) &= -\alpha_k \nabla P_k + \nabla \cdot (\alpha_k \tau_k + \tau^i_k) + M_k, \\
\partial_t(\alpha_k \rho_k E_k) + \nabla \cdot (\alpha_k \rho_k E_k u_k) &= -\nabla \cdot (\alpha_k \rho_k u_k P_k) - \nabla \cdot (\alpha_k (q_k + q^i_k)) + \nabla \cdot (\alpha_k (\tau_k + \tau^i_k), u_k) + \Pi_k. 
\end{align*}
\]

In the literature, this model can be found under two different options:

- One of the phases is considered incompressible. Thus only the gas phase has a state equation, and the pressure of the mixture is taken as the gas mixture.
- Both phases are compressible, and the closure is realized by forcing mechanical equilibrium (pressure equilibrium) between the phases.

According to Section 15.4, these two versions of the six equation model lead to an ill posed system of equations. In his PhD Thesis, Morel \cite{182} used the incompressible version of this model, although its was already discussed by some authors like \cite{26}. His choice is justified by the fact that wave propagation is not paramount in his study. Plus, by adding diffusion terms, the problem can become parabolic. His research field was the improvement of exchange term closure. Accordingly, he pointed out the fact that they generally depend upon the contact area between the phases per unit volume, namely the volumetric interfacial area, also called interfacial surface density. Thus, his work was dedicated to a correct prediction of this surface density \cite{182}. Ishii \cite{115} suggested that the interface surface density \( \Sigma \) should obey a transport equation having the following form:

\[
\partial_t \Sigma + \nabla \cdot (\Sigma u_\Sigma) = S_\Sigma. 
\]

where \( u_\Sigma \) is the transport velocity of the interface surface density (equal to \( u_i \), the transport velocity of the volume fraction defined in Section 15.2.2), and \( S_\Sigma \) a source term taking into account the different phenomena creating or destroying interfacial area, such as coalescence or breakup of bubbles or droplets, phase change or interfacial stretching. Ishii wrote this equation for a population of identical (but not necessary spherical) bubbles. Morel’s objective was to derive such an equation without assuming any particular geometrical configuration in the interfaces, and therefore to prove that it could be applied independently of the flow regime. This development was based on the work of Candel and Poinsot \cite{33}, who wrote an equation on a flame surface density, in order to account for its stretching. As a by-product of his work, the rigorous mathematical expression of the transport velocity \( u_\Sigma \) was established.

16.2.2 Resolution of interface problems

We consider the simulation of interfaces between two immiscible fluids. This situation occurs in many physical processes such as fuel injection in a combustion chamber, atomization, evaporation front, detonation front, deflagration-to-detonation transition. The problem is modeled by the Euler equations in each fluid domain and the usual jump conditions across the interface. The major numerical difficulty is to compute accurately the motion of the interface.

16.2.2.1 Incompressible case

The model of Vallet and Borghi \cite{216, 217} is often referred to by people studying atomization of high pressure liquid jets. Its resolution is based on a two-fluid equilibrium model, where the Euler equations are written for the mixture, augmented by an equation on the partial density of the liquid. The important assumption made on the flow is that the liquid is considered incompressible. The mixture density is then constant in the case of pure liquid, whereas it varies when gas is present. Only one equation of state has to be considered, and applies to the gas phase. The main consequence of this assumption is that
the evolution equation for the partial liquid mass density coincides with the liquid volume fraction $\alpha_l$. Moreover, this modeling considers turbulent flows with high variation in density and energy, and hence, is well suited for atomization regimes (with high Reynolds and Weber number). The system of equations writes:

\[
\begin{align*}
\partial_t \rho_m Y + \nabla_x \cdot (\rho_m Y u) &= -\nabla_x \cdot (\rho_m u'Y'), \\
\partial_t \rho_m + \nabla_x \cdot (\rho_m u) &= 0, \\
\partial_t \rho_m u + \nabla_x \cdot (\rho_m u \otimes u) &= -\nabla_x P_m - \nabla_x \cdot (\rho_m u' \otimes u'),
\end{align*}
\]

where $P_m$, the mixture pressure, is taken as the gas pressure, and $f'$ is the fluctuation of the quantity $f$ around its mean value $\bar{f}$ due to turbulence, such that $f' = f - \bar{f}$. Let us note that $Y$ does not represent the volume fraction, but the mass fraction, so that it can easily be related to the volume fraction by $\alpha_l = \rho_m Y/\rho_l$. The perfect gas EOS is considered.

The atomization process leads big liquid entities to break into smaller entities, so that, with a constant volume fraction, the liquid surface density increases. The authors have introduced an evolution equation for surface density $\Sigma$ to take this phenomenon into account:

\[
\partial_t \Sigma + \nabla_x \cdot (\Sigma u) = \nabla_x \cdot (D_s \nabla_x \Sigma) + (A + a) \Sigma - V_s \Sigma^2.
\]

Compressible multi-phase flows occur in many situations in which fluids have different physical or thermodynamic properties and are separated by interfaces. A classical example is an interface between air and helium under a shock wave. Other well-known examples are the Richtmyer-Meshkov instabilities between two gases and the behavior of a gas bubble in a liquid under shock wave. Many numerical simulations of such processes are based on the Euler or Navier-Stokes equations augmented by one or several species of conservation equations in order to build reasonable EOS parameters at the interface. Indeed, classical numerical methods produce artificial diffusion of contact discontinuities, resulting in artificial fluid mixing at the interface. In this artificial mixture, pressure and temperature computations lead to instabilities with this approach.

As explained in Section 15.3, the ground reason for these instabilities to occur is that the model assumes thermodynamic equilibrium between phases, whereas there is no thermal equilibrium at the interface. Often, the EOS found in the literature have only a limited range of validity (specially for solids and liquid). When the thermodynamic parameters provided by a numerical method are slightly outside this domain of validity, the pressure, entropy, sound speed, etc., that are computed have no physical meaning (negative pressures for example).

When the fluid properties are close (low density variations and low parameters of the EOS change), these methods induce low deviations. But in many circumstances, the fluid parameters are very different, as are the densities from one fluid to another. Consider, for example, an interface separating a liquid and a gas, or as in many applications with detonations, an interface between a gas and a solid. Under such conditions, methods based on the Euler equations augmented by species conservation equations or transport equations for the EOS parameters are ill-adapted. It has been shown that even when the fluid properties are close, standard algorithms based upon species conservation equations induce large errors in the pressure and velocity computations [1, 132, 2]. These observations make mandatory a precise and
physically sound treatment of the interface.

A way to circumvent the limitations of mixture models expressed in Section 16.1 is to determine more thermodynamic variables for the multi-phase mixture, and to be able to access the own variables of each phase. In this context, each phase, considered compressible, will be governed by its own set of partial differential equations closed by the EOS of the corresponding pure material. The flow is no longer dependent on the mixture EOS model. This type of model corresponds to the two-fluid interface model defined in Section 15.3.

### Seven equation model

To our knowledge, the so-called seven equation model, proposed by Baer and Nunziato was the first consistent two-fluid interface model. Their purpose was to describe deflagration-to-detonation transition in reaction granular materials, involving then a solid phase (represented by the subscript s) and a gas phase. The system of equations writes:

$$\frac{\partial \rho_s}{\partial t} + \nabla \cdot (\rho_s \mathbf{u}_s) = \Gamma_s,$$

$$\frac{\partial \rho_g}{\partial t} + \nabla \cdot (\rho_g \mathbf{u}_g) = -\Gamma_s,$$

where $\mu_c$ is the compaction viscosity, $\beta_s$ is the configuration pressure between the solid grains. These terms are explained in Section 15.5. Let us point out that $\mu$ is a non null finite parameter. The term $\Gamma_s$ denotes the mass gained by the solid phase. The term $\delta$ represents the drag term between the phases. The term $k_s$ and $k_g$ are the thermal conductivities in each phase, $h$ represents the heat-transfer coefficient. Finally $\alpha'_s$ is the particular derivative of $\alpha_s$ at velocity $\mathbf{u}_s$.

The existence of a transport equation for $\alpha_s$ allows to access the thermodynamic variables of each pure material. One can verify that this system is conservative, i.e. if the conservation equations are summed phase by phase, the Euler equations for the mixture are found. This system of equations is particularly remarkable, since it is the first time that relaxation terms in pressure appear in a two-fluid model. These terms are the results of the application to this problem of the irreversible processes thermodynamic theory (see Section 15.5). One can notice that the momentum and energy equations are not symmetric. This is due to the fact that the closure of the interfacial terms is not done in a symmetric manner. Indeed, the authors have set $P_i = P_s, \mathbf{u}_i = \mathbf{u}_s, e_i = e_s$. As explained in Section 15.4, there is no unique closure of the interfacial terms. This set makes the problem hyperbolic and appears to be the best suited for the particular process studied [10]. The authors point out that this model is able to describe two important effects governing flame spread and the subsequent formation of shock waves which lead to detonation. In the momentum equation for the solid, the term involving the pressure difference represents the forces associated with the motion of the grains when they are no longer in contact. In that instance, the pressure gradient term becomes small as $\alpha_s \to 0$. Secondly, the compressional energy term associated with the pressure in the solid $(P_s - \beta_s)(\alpha'_s - \frac{\rho_s}{\rho_s})$ influences the behavior of both the solid particles and the gas. The authors also remark that both energy equations include convective energy transport.
The readers interested in the determination of the constitutive equations for this problem can consult [10].

**Two-fluid interface model with pressure and velocity relaxation**

Saurel and Abgrall [207] proposed a model taking basis ideas from the one proposed by Baer and Nunziato.

\[
\begin{align*}
\partial_t \alpha_k + \mathbf{u}_k \cdot \nabla \alpha_k &= \mu(P_k - P_{k'}) + \frac{\Gamma_k}{\rho_k}, \\
\partial_t (\alpha_k \rho_k) + \nabla \cdot (\alpha_k \rho_k \mathbf{u}_k) &= \Gamma_k, \\
\partial_t (\alpha_k \rho_k \mathbf{u}_k) + \nabla \cdot (\alpha_k \mathbf{u}_k \otimes \mathbf{u}_k) &= -\nabla_x (\alpha_k P_k) + P_k \nabla \alpha_k + \lambda (\mathbf{u}_k - \mathbf{u}_k), \\
\partial_t (\alpha_k \rho_k \mathbf{E}_k) + \nabla \cdot (\alpha_k \rho_k \mathbf{E}_k \mathbf{u}_k) &= -\nabla_x (\alpha_k P_k \mathbf{u}_k) - P_k \mathbf{u}_k \cdot \nabla \alpha_k - \mu P_k (P_k' - P_k) - \lambda (\mathbf{u}_k - \mathbf{u}_k'),
\end{align*}
\]  

(16.10)

where \( \mu \) and \( \lambda \) are the pressure and velocity relaxation coefficient respectively, and the subscript \( k' \) denotes the complementary phase to phase \( k \). One can notice that two equations on the volume fraction are written, whereas a single equation on the volume fraction for one phase \( \alpha_k \) would be enough, the other volume fraction being deduced by \( \alpha_k' = 1 - \alpha_k \). The three following main characteristics of system (16.10) are discussed:

- the significance of the non-conservative interaction terms,
- the relaxation procedure in pressure and velocity,
- the closure of the interface terms.

**Non-conservative terms**

Saurel and Abgrall [207] give a simple picture of the physical meaning of the non-conservative terms \( P_k \nabla_x \cdot \alpha_k \) and \( P_k \mathbf{u}_k \cdot \nabla_x \alpha_k \). The one-dimensional Euler equations averaged over a duct of variable cross-section \( A \), in the absence of mass, momentum and heat transfer are

\[
\begin{align*}
\partial_t (A \rho) + \partial_x (A \rho u) &= 0, \\
\partial_t (A \rho u) + \partial_x (A \rho u^2 + P) &= P \partial_x A, \\
\partial_t (A \rho E) + \partial_x [A \rho (\rho E + P)] &= -P \partial_x A.
\end{align*}
\]  

(16.11)

In the two-phase system, the volume fraction \( \alpha \) is sometimes used as a surface fraction, specially in the nozzle problems, where \( \alpha_k \) represents the surface fraction occupied by phase \( k \). These problems can be reduced to a one-dimensional problem in the nozzle longitudinal direction [53]. If one makes the analogy between \( A \) and \( \alpha_k \), and replace the temporal derivative \( \partial_t A \) by a space derivative \( u \partial_x A \), using the first equation of Eq. (16.10), one recovers the same equations from the one-dimensional averaged Euler equations and the two-fluid model. This means that the non-conservative terms in the two-fluid model have the same effect as the duct variation cross-section terms: nozzling terms. Their effects are well known in steady flows: acceleration of subsonic flows in area restriction for example. This also means that the two-fluid model, in a certain sense, couples several Euler systems in ‘ducts’ of variable cross-section. These ‘ducts’ have permeable walls for the various transfers, are moving with the flow at velocity \( \mathbf{u}_k \) and are expanding with the pressure differential \( \mu (P_k - P_k') \) at a rate controlled by \( \mu \).

**Pressure and velocity relaxation**

The relaxation coefficient \( \lambda \), also called homogenization variable by Saurel and Abgrall [207], depends on the compressibility of each fluid (and so on their EOS), on the nature of each fluid, and on the two-phase mixture topology. Therefore, at this point, it is important to distinguish two different two-phase topologies. The first one is the interface flow, implying a clear interface between two compressible fluids. This paragraph is dedicated to this configuration. Indeed, this topology is the most challenging
to describe, as interfacial conditions have to be satisfied. The second topology is the non equilibrium homogeneous flows. This situation is rather different from that of interface flow where phases are separated by well-defined interfaces. In non equilibrium homogeneous flow, a control volume contains a large number of individual particles with many interfaces, while in interface flows, nearly all the control volumes contain pure phases, except for the computational cells around the interface. Meanwhile in this configuration like in interface flows, non thermodynamic equilibrium nor kinetic equilibrium assumption is \textit{a priori} done. The distinction between these two types of flow is schematically represented in Fig. (16.1).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure16_1.png}
\caption{Illustration of the two types of visions. Left: multi-fluid vision; Right: multi-phase vision.}
\end{figure}

Let us examine now the physical grounds of pressure relaxation in both contexts. In non-equation homogeneous flows, after wave propagation, the fluids are in a non-equilibrium pressure state \((P_g \neq P_l)\) and a pressure relaxation process will develop so that pressure will tend to equilibrium, \(P_g = P_l\). Locally, after the wave propagation, the fluids undergo a three-dimensional motion. This motion, at microscopic scale (droplet scale for example) creates a volume variation of each fluid, accompanied by an internal energy variation, so that pressure tends to equilibrium. This motion is due to the three-dimensional propagation of the various waves. Thus, locally, after wave propagation, the pressure relaxation process undergoes a volume variation given by the equation

\begin{equation}
\partial_t \alpha_k = \mu (P_k - P'_k). \tag{16.12}
\end{equation}

This volume variation induces energy variations due to the interfacial pressure work

\begin{equation}
\partial_t (\alpha_k \rho_k E_k) = -\mu P_l (P_k - P'_k). \tag{16.13}
\end{equation}

The compaction viscosity is a positive coefficient or a more complicated positive function. The right-hand side of Eq. (16.13) represents the pressure work during the pressure relaxation process.

For interface flows, Saurel and Abgrall justify pressure equality between the phases by the fact that it restores boundary conditions at the interface, necessary to close the moving boundary problem [206]. The relaxation procedure must therefore ensure \(P_g = P_l\) at the interface. The authors note that it is possible to force pressure equality at the interface by solving the same system as that proposed in Eq. (16.12) and Eq. (16.13). Since pressure equality must be satisfied at each time, it is necessary that the pressure relaxation be instantaneous, so that the compaction viscosity tends to infinity. It is essential to notice that this is completely different from \textit{a priori} supposing mechanical equilibrium. In summary, the compaction viscosity has a finite value in the non-equilibrium homogeneous flow, while it becomes infinite at the interface. This gives the capacity of this model to describe both phases at the same time.
We now focus on velocity relaxation introduced by the term $\lambda (u'_k - u_k)$. In non-equilibrium homogeneous flows, the velocity relaxation process may have a long characteristic time compared to that of the pressure relaxation. On the one hand, it depends on the pressure relaxation process, which in general is fast compared to the longitudinal wave propagation dynamics. On the other hand, it depends on effects related to fluid viscosity. These last effects may be very slow compared to the others. Therefore, in non-equilibrium homogeneous flows, $\lambda$ has a finite value. For interface flows, the second interface condition imposes velocity equality at the interface [206]. It implies velocity equilibrium $u_g = u_l$. A way to impose this condition is to solve system (16.10) with the drag force and an infinite velocity relaxation coefficient $\lambda$. It is interesting to compare this relaxation term in two-phase flows, with the one in single-phase flow. If, for a single-phase flow, this terms is a pure viscous effect, whereas in two-phase flow, such a term appears even though both fluids are considered inviscid. Indeed, with a two-fluid model, details of the flow microstructure are not available because only averaged quantities are determined. The drag force over an elementary particle (bubble, droplet) corresponds to the sum of constraints induced by the various materials at the interface. There is a part due to viscosity or deviatoric constraints (viscous drag force) and a part due to the spherical part of the strain tensor (pressure drag force). Inside a two-fluid control volume, expressions for these forces need knowledge of the microscopic flow structure, which is not available. Consequently, in general, drag force is introduced as an empirical relation coming from experiments, or from a submodel.

*Closure of the interfacial terms*

Let us examine now the closure of the interfacial terms, in the context of interface problems. For these applications, the velocities and pressures of all phases will be relaxed instantaneously during numerical resolution. So, the strategy adopted by Saurel and Abgrall is to choose interfacial variables close to the relaxed state. Because each phase is compressible, a choice preserving symmetry is preferable. A reasonable estimate that considers compressibility of each phase and preserves symmetry is to take the interfacial pressure equal to a mixture total pressure

$$P_i = \sum_k \alpha_k \left( P_k + \rho_k (u_i - u_k)^2 \right). \tag{16.14}$$

The phase pressures $P_k$ are given by appropriate EOS for each phase.

The second interface variable is the average interfacial velocity. In most references, $u_i$ is taken equal to the velocity of the incompressible or the less compressible phase [10, 205, 22]. As mentioned previously regarding the interfacial pressure, determining the interface velocity is not obvious at all. Again, in the context of compressible flows, the choice of the interfacial velocity does not affect the mathematical structure of the overall system, provided that each phase has its own pressure. There is thus some freedom in this choice. But again, for symmetry reasons, we set the velocity of the center of mass as the estimate for the average interfacial velocity:

$$u_i = \frac{\sum_k \alpha_k \rho_k u_k}{\sum_k \alpha_k \rho_k}. \tag{16.15}$$

*Seven equation model using a ”mean-field” description for the description of a disperse-phase*

We highlight here some of the work of Lhuillier consisting in writing a ”symmetric system of equations which acknowledges for the existence of a disperse-phase while not prescribing at the outset which phase it is ”. The disperse-phase is here considered monodisperse, i.e. all particles have the same size. We present here the general ideas of the developments which can be found in [154, 153]. As explained in Section 15.2.1, equations of a two-fluid model can be obtained by an ensemble averaging process of the local instantaneous formulation, multiplied by the phase function $\chi_p$, where the subscript $p$ denotes the particles, whereas the subscript $f$ denotes the surrounding fluid. The mass and momentum equations,
assuming no phase change and no gravity, read:

\[
\partial_t (\alpha p \rho_p) + \nabla \cdot (\alpha p \rho_p u_p) = 0,
\]

\[
\partial_t (\alpha p \rho_p u_p) + \nabla \cdot (\alpha p \rho_p u_p u_p + \alpha_p \rho_p <u' u'>) = \nabla \cdot (<\chi_p T_p>) - <T_f, n_p \delta_f >. \tag{16.16}
\]

For the particulate phase however, the kinetic theory can be used, as explained in Chapter I. Hence, instead of \(\chi_p\), the relevant function of presence is a sum of Dirac delta functions peaked on the particle centers and denoted by \(\delta_p\):

\[
\delta_p = \sum_{i=1}^{N} \delta_i (x - R_i), \tag{16.17}
\]

where \(R_i\) denotes the \(i^{th}\) particle center location. The number density \(n\) of the particles and the average particle velocity \(v_p\) are defined as:

\[
n = <\delta_p >, \quad n v_p = <\delta_p v >. \tag{16.18}
\]

From the kinetic equation of evolution of \(\delta_p\), the averaged mass and momentum equations read:

\[
\partial_t (nm) + \nabla \cdot (nm v_p) = 0,
\]

\[
\partial_t (nm v_p) + \nabla \cdot (nm v_p v_p + nm <v' v'>) = n F, \tag{16.19}
\]

where \(m\) represents the mass of a particle, \(F\) represents the forces exerted by the surrounding fluid phase on a particle: \(F = < \oint T_f, n_p dS >\). The average velocity is \(a priori\) different in each case. Their relationship is explained in the following.

The author’s aim is to write a symmetric system of equations for the particles and the fluid. Since the two-fluid formalism is the only applicable one for the fluid phase, there is no choice but to adopt this formalism. However, when it comes to the particulate phase, the kinetic based model provides immediate closures. Therefore, the idea is to express, in the two-fluid model, some quantities pertaining to the particles by their expression derived from the kinetic theory. The challenge then is to relate the two averages: \(<\chi_p >\) and \(<\delta_p >\). This is done in [154], where \(<\chi_p \psi >\) is expressed as a multipole expansion:

\[
<\chi_p \psi > = <\delta_p \psi dV > - \nabla \cdot <\delta_p \int r \psi dV > + \frac{1}{2} \nabla \cdot <\delta_p \int r r \psi dV > + ..., \tag{16.20}
\]

and similarly for quantities defined over the interfaces:

\[
<\delta f \psi > = <\delta_p \psi dS > - \nabla \cdot <\delta_p \int r \psi dS > + \frac{1}{2} \nabla \cdot <\delta_p \int r r \psi dS > + .... \tag{16.21}
\]

Here, \(\psi\) denotes a flow variable, \(r\) is the position vector relative to the particle center, \(V\) and \(S\) denote respectively the particle volume and surface. These multipole expansions, over the volume or the surface of a test-particle, are inspired from the macroscopic description of electromagnetic media.

As a consequence of Eq. (16.20), the exact link between the volume fraction \(\alpha_p\) and the number density \(n\) for sphere of radius \(a\) can be found to be:

\[
\alpha_p = n V + \frac{a^2}{10} \nabla^2 (n V), \tag{16.22}
\]
and the relation between \( \mathbf{u}_p \) and \( \mathbf{v}_p \) is:

\[
\alpha_p \mathbf{u}_p = n V \mathbf{v}_p + \frac{a^2}{5} \nabla_x \times (n V \Omega_p) + \frac{a^2}{10} \nabla^2_x (n V \mathbf{v}_p) + \ldots.
\] (16.23)

where \( \Omega_p \) defined by \( < \delta_p \Omega > = n \Omega_p \), is the average angular velocity of the particles.

The link between the two averages being established, let us close the equations of Eq. (16.16). The mass conservation equation is already closed. In the momentum conservation equation we aim at closing the term \( \langle \mathbf{T}_f, \mathbf{n}_p \delta \mathbf{T} \rangle \). Applying the multipole expansion for this term leads to:

\[
\langle \mathbf{T}_f, \mathbf{n}_p \delta \mathbf{T} \rangle = n \langle \int \mathbf{T}_f \mathbf{n}_p \mathbf{d}S \rangle - \nabla_x \cdot [n < \int (\mathbf{T}_f \mathbf{n}_p) \mathbf{r} \mathbf{d}S >] + \ldots \quad (16.24)
\]

Then, introducing this expression into the momentum conservation equation of the particulate and the fluid phase leads to (all the small scale fluctuation around the average velocity are neglected):

\[
\partial_t (\alpha_p \rho_p \mathbf{u}_p) + \nabla_x \cdot (\alpha_p \rho_p \mathbf{u}_p \mathbf{u}_p) = \nabla_x \cdot (\langle \chi_p \mathbf{T}_p \rangle - n \mathbf{S}) + n \mathbf{f},
\]

\[
\partial_t (\alpha_f \rho_f \mathbf{u}_f) + \nabla_x \cdot (\alpha_f \rho_f \mathbf{u}_f \mathbf{u}_f) = \nabla_x \cdot (\langle \chi_f \mathbf{T}_f \rangle + n \mathbf{S}) - n \mathbf{f},
\] (16.25)

where \( (\mathbf{T}^\text{col}) \) is the tensor due to collisions in the particulate phase. The expression of \( n \mathbf{f} \) is given by [191, 118]:

\[
n \mathbf{f} = \alpha_p \nabla_x \cdot \mathbf{T} + \mathbf{F}_r, \quad \mathbf{T} = -p_f \mathbf{I} + \mathbf{\tau}, \quad (16.27)
\]

where \( p_f \) is the pressure in the fluid phase, and \( \mathbf{\tau} \) is the viscous stress of the mixture. The final expressions of the momentum conservation equations are:

\[
\partial_t (\alpha_p \rho_p \mathbf{u}_p) + \nabla_x \cdot (\alpha_p \rho_p \mathbf{u}_p \mathbf{u}_p) = \nabla_x \cdot (\mathbf{T}^\text{col}) + \alpha_p \nabla_x \cdot \mathbf{T} + \mathbf{F}_r,
\]

\[
\partial_t (\alpha_f \rho_f \mathbf{u}_f) + \nabla_x \cdot (\alpha_f \rho_f \mathbf{u}_f \mathbf{u}_f) = \alpha_f \nabla_x \cdot \mathbf{T} - \mathbf{F}_r.
\] (16.28)

If one neglects the collision tensor, the equations are symmetric. The right-hand side terms mean that each phase interacts with the other through a mutual interaction \( \mathbf{F}_r \), and through the "mean-field" stress \( \mathbf{T} \) created by both phases. The force associated with the mean-field stress acts on each phase in proportion to their volume fraction. The detailed model can be found in [155].

The ideas presented here are very interesting in the perspective of designing a comprehensive model accounting for either the separate flow and the spray. Since this work provides a common formalism for both types of flows, it could be taken benefit from, specially in the transition zone between primary and secondary atomization.

### 16.2.2.2.1 Reduced model: five equation model

To our knowledge, the model proposed by Saurel and Abgrall [207] is the most advanced, since it can simultaneously treat two different types of flows. This is why the spectrum of reachable applications by this model is very large. Among the principal applications we can mention detonation waves [10], cavitation involving evaporation fronts [149], or atomization. For the latter application, nothing prevents to
consider an additional evolution equation on the volumic surface density $\Sigma$. Nevertheless, some authors argue that this model may generate important computational cost. Thus, Massoni et al. [166] point out that the hyperbolic, or transport operator is twice as expensive as in the case of a mixture model. This is the reason why Massoni et al. [166] and Allaire et al. [5] proposed a reduced model that is able to treat only interface problems:

$$
\begin{align*}
\partial_t \alpha_k + \mathbf{u} \cdot \nabla \alpha_k &= 0, \\
\partial_t (\alpha_k \rho_k) + \nabla \cdot (\alpha_k \rho_k \mathbf{u}_k) &= \Gamma_k, \\
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\mathbf{u} \otimes \mathbf{u}) &= -\nabla \cdot (\rho \mathbf{P}), \\
\partial_t (\rho E) + \nabla \cdot (\rho E \mathbf{u}) &= -\nabla \cdot (\rho_k \mathbf{P}_k). 
\end{align*}
$$

As pointed out by Le Metayer [149] this interface model is an asymptotic reduction of the previously described interface model, where kinetic and mechanical equilibrium are assumed. Note that since less transport equations are considered, less characteristics waves are considered, so that this model is hyperbolic with this set of equilibrium assumptions.

This five equation model is also used in [39] to describe the physical behavior of a free surface between two fluids, and particularly to reproduce sloshing in spatial rocket tank. The configuration described is isothermal, so that the model does not contain an equation on energy. Moreover, the equation on the volume fraction contains a relaxation term based on the pressure difference between the two phases, as written in system (16.10), with an infinite relaxation velocity. In order to assess the pressure in each phase, a linearized equation of state is used:

$$P_k(\rho_k) = P_0 + c_k^2 (\rho_k - \rho_{0,k}),$$

where $P_0$ and $\rho_{0,k}$ are respectively a reference pressure and a reference density for phase $k$.

### Numerical methods

Concerning the numerical methods for the averaged five and seven-equation model, the critical aspect is the treatment of the interface. There exist two types of methods. The first type of methods allows numerical diffusion at the interface. Contrary to methods used in a DNS context, using VOF or Level Set method, the interface is not reconstructed. As explained in [207], numerical diffusion is considered as a drawback for numerical schemes, but is usually a necessary feature to capture discontinuities in gas dynamics applications. In the context of flows with interfaces, numerical schemes, based on Riemann solvers have been designed [207, 206, 166, 149] that possess a similar simplicity: a scheme that works on a fixed grid, that allows interface deformations, that deals with inflow and outflow boundary conditions in a simple way, that uses the same numerical scheme for all computational cells, and also predicts interface formation. These methods usually create a numerical transition zone for the volume fraction $\alpha$ which requires to introduce a mixture model. This can be problematic for the five-equation model, since no mixture is a priori considered. Solutions have been provided to this issue in [5, 4]. Numerical diffusion can be reduced by techniques used in gas dynamics applications: mesh refinements or high-order differencing for example.

The second type of methods preserves the interface sharpness. We underline here the recent advances made in [136] by designing an anti-diffusive numerical scheme for the simulation of interfaces between compressible fluids in the context of a five-equation model. It is interesting to note that these methods does not involve any interface reconstruction method.

### 16.3 Two-fluid model implemented in the IFP-C3D code

This section focuses on the model designed for the simulation of injection with the IFP-C3D code. It exposes the main justifications for the model choice, stated in [215, 220]. The configuration targeted is a fuel injection in car engine conditions. The pressure injection can rise up to 2000 bar, whereas the velocity can reach $600 \text{ m s}^{-1}$. Under these conditions, the liquid phase compressibility is considered. An interface model for compressible phases is then required in order to take into account the non-thermodynamic
equilibrium between the gas in the chamber and the injected fuel. A five-equation or seven-equation models are then good candidates for this problem. Besides, one wants to model the multi-phase area coming from primary and secondary break-up. Therefore a seven-equation model is finally chosen. This model, presented in [12] is similar to the model of Baer and Nunziato presented before. An EOS for each phase is considered: perfect gas for the gas phase, and rigid gas [215, 220] for the liquid phase. Moreover, in order to provide more information about the liquid phase topology than the single volume fraction, an evolution equation on surface area density has been added [220]. In terms of numerical methods, the strategy of Truchot [215] has consisted in taking up the general algorithm and the schemes designed for the gas phase, and to adapt it to the liquid phase. This algorithm is based on the ALE formalism and an operator splitting algorithm. The algorithm as well as the numerical schemes are presented in Section 14.1.

Conclusion

This review on averaged models, based on the classification made in Chapter 15 is intended to provide a background substantial enough to understand the principal features of the two-fluid model implemented in the IFP-C3D code.

This two-fluid model implemented progressively by [215, 220, 12], is a seven-equation model similar to the model designed in [10], augmented with an equation on the surface area density. The same numerical methods are applied to the gas and the liquid phase in the context of the ALE formalism.

On the other hand, the developments made in the context of this PhD Thesis on this topic have led to the implementation of an Eulerian spray model, the EMSM model (see Part 4), with the same numerical methods. Thus, at present, the IFP-C3D code contains, at the same time, a separate-phase two-fluid model, and a spray model. The challenge now is to couple these descriptions into a comprehensive description of fuel injection, that can meanwhile describe the physics of the two-fluid flow area close to the injector, and also provide precise information of the topology of the droplet flow after atomization.

Such a coupling between a separate-phase two-fluid model and a spray model has already been attempted. Let us mention the work done in [54] for fuel injection consisting in coupling an Homogeneous Equilibrium Model for the simulation of the liquid core primary break-up with a Lagrangian description of the disperse phase. This coupling is done in the solver Eulerian Lagrangian Spray Atomization (ELSA). Nevertheless coupling a Eulerian approach with a Lagrangian approach leads some difficulties. The first one concerns the nature of the quantities considered, which are averaged values throughout a cell in the Eulerian approach, and punctual values in the Lagrangian approach. This difference may lead, during the coupling, to problems regarding the conservation of mass, momentum and energy of the liquid phase. Moreover the initialization of the Lagrangian particles is done through a sampling of the number density function (NDF). This step requires to explicitly reconstruct a NDF, whereas the information transported by the Eulerian model concerns at most fewer moments of the NDF. The choice of coupling two Eulerian models in the context of this PhD is to have precisely the same approach in both models in order to circumvent these two difficulties.

At present, the flow topology is described through the volume fraction $\alpha$, and the surface area density $\Sigma$. This description does not suppose a particular droplet geometry, but accesses only a mean diameter in the case of spherical droplets. On the other hand, the spray model considers four size moments, supposing the droplets spherical. The first issue to address is then to define equivalent quantities in both models that can be transferred from the two-fluid model to the spray model. The first possible way to explore is to enrich the description of the flow topology by the separate-phase two-fluid model. Secondly, in the context of the spray model, to account for more complex droplet geometries, so that droplets are not assumed spherical any more. The second issue to address is the criteria definition triggering the model switch. Corresponding studies can be found in [54].
General Conclusion and Perspectives

The studies conducted in this work had to answer two questions. The first aspect was to address the limitations of Eulerian spray models compared to Lagrangian models. We are indeed more than convinced of the promising potential of Eulerian models, as a serious alternative for Lagrangian methods currently used in industry for simulations of two-fluid flows. The separate area of the flow, where the liquid phase is a continuum, is naturally described by Eulerian separate-phase two-fluid models. In the context of a complete description of liquid injection, because they are based on the same framework, Eulerian spray models for the disperse phase appear to ensure a much easier coupling with the separate-phase description than Lagrangian approaches. Besides, the computational cost needed for the simulation by Lagrangian methods of an instantaneous flow can be very important, whereas the adaptation of these methods to parallel architecture is far from being obvious. On the other hand, Stéphane de Chaisemartin and Lucie Fréret [49, 88, 86] have proven the high optimization capacity of the Eulerian multi-fluid model. However, two theoretical difficulties have to be answered preliminarily: the ability to describe a polydisperse flow with only one size section, and non-equilibrium flows, where particle trajectory crossing (PTC) may occur. Secondly, in the context of the project conducted by IFP Energies nouvelles, consisting in the simulation of a full spray injection in internal combustion engines, the purpose of this work was to implement an Eulerian spray model able to account for spray polydispersity and meeting the requirements of an industrial computation in terms of computational cost.

By reaching these two objectives, this work has brought three major contributions. It has answered the two theoretical difficulties of Eulerian spray models emphasized in the previous paragraph. This has resulted in the design of groundbreaking models, based on high order moment methods. The first one, developed in Part II, the EMSM model, provides a very efficient description of polydispersity, and validation results show that it has come to a very interesting degree of maturity. On the other hand, Part III is dedicated to overcome the theoretical barrier preventing Eulerian spray model to describe PTC. This has resulted in a breakthrough in Eulerian modeling: the EMVM model. This work has been done in the context of research work towards a future use in an industrial context.

Second, two coupled models are proposed, the first one by associating the multi-fluid model to the EMVM model, resulting in the EMFVM model, and the second one by associating the EMSM to the EMVM model, resulting in the EMSVM model. Furthermore, it has answered the need formulated by IFP Energies nouvelles by implementing the EMSM previously mentioned in the code IFP-C3D, in the ALE formalism.

What is particularly interesting in this work is the fact that it has covered all the innovation steps from the actual design of the model resolving mathematical and physical difficulties, to its feasibility in an industrial context, resolving difficulties in terms of engineering. Eventually, new innovative numerical algorithms have emerged, in order to ensure accuracy and stability properties for dynamical systems with peculiar mathematical structure and a narrow stability domain. Some have been devised in Eulerian framework and some other in Arbitrary Eulerian Lagrangian framework.

By combining mathematical, physical, and numerical analysis as well as computer science and engineering work, this work has brought the following results:

- In terms of mathematical analysis, the determination of the EMVM system weakly hyperbolic character, the equilibrium statement between the kinetic and macroscopic levels of description, and the characterization of the entropy solution in case of singularities. This work has been submitted in the journal Communication in Mathematical Sciences [125].
16.3 Two-fluid model implemented in the IFP-C3D code

• In terms of modeling:
  – The creation of the EMSM model with stable closure. The evaporative term is closed using a Entropy Maximization techniques [177]. For that purpose, the moment space properties are investigated. In order to close the drag term in the momentum dynamics equation we consider the size-averaged velocity instead of the number-averaged velocity.
  – The design of the EMVM model based on a Quadrature Method of Moment (QMOM) [84], with the critical algorithm of inversion of the moment sequence to compute the corresponding set of weights and abscissas. One and two-dimensional cases are presented, which leads to different types of problems.
  – The coupling of the multi-fluid and the EMVM models leading to an Eulerian model overcoming the two difficulties of Eulerian spray models, and also the coupling of the EMSM and the EMVM models. These models rely on the assumption of independence of size and velocity distributions in each size section, simplifying their derivation.

• In terms of numerical scheme:
  – An original numerical scheme for the description of the size phase space dynamics of an evaporative spray, combining a kinetic-based scheme [196] with a Direct Quadrature Method of Moment (DQMOM) [159]. This scheme is of high order accuracy in space and time. This model and this scheme are not limited to liquid droplets, but can be used for the resolution of aerosols or soots dynamics. This work has been published in the SIAM Journal of Applied Mathematics [173], and presented during the SIAM International Conference on Numerical Combustion, Monterrey, USA (2008) [127].
  – A new numerical scheme for the resolution on the advection of a moment sequence, based on the reconstruction of canonical moments in the context of a kinetic-based scheme. To our knowledge, this scheme is the first one able to preserve the realizability condition for the integrity of the moment sequence \textit{per se}. Indeed, this question has already been investigated [176, 231] but, always, additional algorithms were used to satisfy this condition. This work has been published in a Lectures Series of the Von Karmann Institute [172] and presented during the ICLASS Conference, Vail, USA (2009) [128].
  – Robust algorithms for the high order velocity moment method towards its implementation in the platform MUSES3D, preserving its genericity.
  – Adaptation of transport algorithms for the EMSM model for its extension to the ALE framework used in the IFP-C3D code, involving moving meshes. This work has been presented during the ICMF Conference, Tampa, USA (2010) [130], and is in preparation in the International Journal of Multiphase Flows [131].

• In terms of computing:
  – Creation of new functionalities in the code MUSES3D, by defining computing strategies for the implementation of the EMSM and the EMVM models.
  – Creation of a new functionality, Eulerian spray resolution, in the IFP-C3D code, by defining computing strategies for the implementation of the EMSM model.
  – Assessment of the efficiency of the EMSM model by time resolved comparisons with the multi-fluid model, in a DNS framework. This work has been submitted in Journal of Computational Physics [129].
  – Assessment of the feasibility of computations with the EMVM model. This work has been published in the journal Flow, Turbulence and Combustion [126], in two proceedings of the Summer Program 2008 at Stanford [51, 87] and in a special number of the Comptes Rendus Mécanique [50].
Validation of this functionality, and assessment of its feasibility in injection cases, towards full engine computation, in the IFP-C3D code. First results have been presented during the ICMF Conference, Tampa, USA (2010) [130], and the complete results are to be published in an article in preparation in the International Journal of Multiphase Flows [131].

As far as the perspectives of this work are concerned, three types of extensions can be thought of. The first one represents a direct continuation of the work provided in this study, developing the physical analysis of evaporating spray dispersion in turbulent flows. The second one is related to the improvement of spray models and their extension to other resolution contexts. Finally, the third one concerns the coupling between separate-phase two-fluid models and Eulerian spray models.

- The developments made in the IFP-C3D code have been validated through comparison with the Lagrangian model used in the IFP-C3D code, for injection cases. This validation has been done, first, in a low velocity injection case. If the validation through real injection cases does not bring any additional difficulties, it could bring a final demonstration of the feasibility of the implemented spray model in the IFP-C3D code. Besides, the Eulerian spray model has been introduced, first, in a context of a simplified framework: one-way coupling, $d^2$ law for evaporation. Yet this framework differs from the Lagrangian model one [18]. A study needs to be conducted to consider the same framework for both models in order to do quantitative comparisons. This involves, in particular, the extension of the Eulerian spray model to the RANS framework of the IFP-C3D code. Additional terms will then have to be considered like turbulent dispersion. This is studied by Oguz Emre in his PhD [74].

- The second point is related to research work in Eulerian spray models. The first aspect is to propose, on the basis the mathematical analysis done in Section 9.2, a fully high order advection scheme for the simulation of spray flows with potential occurrence of PTC. On the basis of the work presented in Section 9.3, the second aspect consists in improving the quadrature method in multi-dimensional configurations. The Conditional Quadrature Method of Moment (CQMOM) has been proposed [233] in that perspective. Besides, one point that should be improved in the EMSM model is the size-velocity correlation which is on its way [222] and the method should be a powerful method in order to capture the dynamics and evaporation of polydisperse sprays.

Moreover, the extension to LES should be considered. This work has already begun with methods considering a velocity dispersion provided by LES sub-models [37], instead of the monokinetic assumption done here. A third aspect is that the numerical schemes for advection are presented in this work for structured meshes. Their extension to non-structured mesh is required in order to extend the accuracy level to industrial code like IFP-C3D. Finally, despite the simplified framework considered in this work, it is important to note that Eulerian spray models can be extended to more complex frameworks. Let us mention for example the work of François Doisneau, taking into account the coalescence operator [59, 60].

- The last perspective corresponds to the last stage of the project conducted by IFP Energies nouvelles: the coupling between the existing separate-phase model, and the Eulerian spray model implemented during this PhD. Two questions have to be answered in terms of modeling. First, this coupling objective points out the difficulty to take into account the compressibility of each phase. In the two-fluid model, both phase are considered as compressible, but droplets are considered incompressible in the spray model. Based on physical grounds, the relevance of taking into account the disperse phase compressibility will have to be first answered, since this assumption will condition the modeling as well as the numerical scheme. The second question concerns the representation of the liquid topology done in each model. On the one hand, the two-fluid model considers the volume fraction and surface area density, with an undefined geometry of the liquid phase. On the other hand, the EMSM model considers moments of a size distribution of droplets assumed to be spherical. The challenge is then to enrich the description done by both models in order to define equivalent quantities that can be exchanged from the two-fluid model to the EMSM model. This aspect is related to primary atomization, studied at IFP Energies nouvelles by Bejoy Manupala in his PhD [158], breaking the dense liquid core into ligaments and not necessarily into droplets.
Appendix A

Chapman-Enskog development for the resolution of the Fokker-Planck equation

The Fokker-Planck equation introduced in Section 1.2.5 reads:

\[ \partial_t f + \nabla_x \cdot (uf) = \frac{1}{\epsilon} \mathcal{J}(f), \quad \mathcal{J}(f) = \nabla_u \cdot [(u - u_g)f + \sigma \nabla_u f] \]  

(A.1)

where the differential operator \( \mathcal{J} \) appears to be a singular perturbation for Eq. (A.1) in the case \( \epsilon \to 0 \). The NDF is solved in that case using a Chapman-Enskog development.

The basic idea of the Chapman-Enskog method [40, 41], is to expand the NDF \( f \) into a series in the formal smallness parameter \( \epsilon \) as :

\[ f = f^{(0)} + \epsilon f^{(0)} \phi^{(1)} + \epsilon^2 f^{(0)} \phi^{(2)} + ... \]  

(A.2)

where each order of \( \epsilon \) is recursively solved from the lower orders of \( \epsilon \).

Remark: For the sake of simplicity and ease, the Chapman-Enskog development is performed in one-dimension.

The first step in a Chapman-Enskog development is to determine the invariants of the operator \( \mathcal{J} \). From Eq. (A.1), it follows that the total number density \( \rho_p \) is the only invariant, as:

\[ \int \mathcal{J}(f) du = 0, \quad \forall f. \]  

(A.3)

Introducing the expansion Eq. (A.2) in Eq. (A.1) leads to the following equation:

\[ \partial_t f^{(0)} + \partial_x (uf^{(0)}) + \epsilon \left( \partial_t f^{(0)} \phi^{(1)} + \partial_x (uf^{(0)} \phi^{(1)}) \right) + \epsilon^2 \left( \partial_t f^{(0)} \phi^{(2)} + \partial_x (uf^{(0)} \phi^{(2)}) \right) + ... = \]

\[ \frac{1}{\epsilon} \mathcal{J}(f^{(0)}) + J(f^{(0)} \phi^{(1)}) + \epsilon J(f^{(0)} \phi^{(2)}) + ..., \]  

(A.4)

Since the coefficient of each order of magnitude of \( \epsilon \) must be null in Eq. (A.4), it follows that \( J(f^{(0)}) = 0 \), and so that \( f^{(0)} \) must be Maxwellian:

\[ f^{(0)} = \frac{\rho_p}{\sqrt{2\pi\sigma}} \exp\left(-\frac{C^2}{2\sigma}\right), \]  

(A.5)
where \( C = u - u_g \).

The terms of higher order with respect to \( \epsilon \) in the Chapman-Enskog expansion Eq. (A.2) satisfy differential equations, the left-hand side of which involve the lower order terms and the kernel of which is associated to the only macroscopic quantity conserved by the \( J \) operator, that is total number density of particles.

**Zeroth order derivation**

At the zeroth order in \( \epsilon \), Eq. (A.4) reads:

\[
\partial_t f^{(0)} + \partial_x (u f^{(0)}) = J(f^{(0)} \phi^{(1)}),
\]

(A.6)

Let us rewrite Eq. (A.6):

\[
\partial_t \log(f^{(0)}) + \partial_x (u \log(f^{(0)})) = \frac{1}{\epsilon} F(\phi^{(1)}),
\]

\[ F(\phi^{(1)}) = \frac{J(f^{(0)} \phi^{(1)})}{f^{(0)}}. \]

(A.7)

It can be shown, after some algebra, that:

\[ F(\phi^{(1)}) = (u_g - u) \partial_v \phi^{(1)} + \sigma \partial^2_v \phi^{(1)}. \]

(A.8)

A key property of \( F \) will be very useful in the following. First, let us denote the scalar product \( \int f^{(0)} \Phi \Psi \, du \) in the Hilbert space of the \( L^2 \) functions of the velocity \( \mathbb{H} \) by \( \langle \Phi, \Psi \rangle \). The demonstration that \( \int f^{(0)} \Phi \Psi \, du \) is a scalar product is straightforward. It comes that:

**Proposition 9** The operator \( F \) is self-adjoint for the scalar product \( \langle \,, \, \rangle \), i.e.

\[ \langle \Phi, F(\Psi) \rangle = \langle F(\Phi), \Psi \rangle. \]

(A.9)
In this context, we end up with a self-adjoint compact differential operator with a one dimensional kernel in the proper Hilbert space, for which a Fredholm alternative guarantees the resolvability of \( \phi^{(1)} \) and leads to the following proposition.

**Proposition 10** The function \( \partial_t \log(f) + \partial_x(u \log(f)) \), verifies

\[
\int \partial_t \log(f) + \partial_x(u \log(f)) \, du = 0, \tag{A.10}
\]

so that the equation on the macroscopic quantities reads:

\[
\partial_t \rho_p + \partial_x(\rho_p u_g) = 0. \tag{A.11}
\]

This condition is called the resolvability condition.

**Proof 10** The function \( \partial_t \log(f) + \partial_x(u \log(f)) \) belongs to the image of \( F \), so, given the self-adjoint character of \( F \), it must be orthogonal to its kernel. It comes that

\[
\langle \partial_t \log(f) + \partial_x(u \log(f)), 1 \rangle = 0.
\]

First order derivation

To obtain the first order expression of the total number density, we need to consider the terms of order \( \epsilon \) in Eq. (A.4):

\[
\partial_t(f^{(0)} \phi^{(1)}) + \partial_x(u f^{(0)} \phi^{(1)}) = J(f^{(0)} \phi^{(2)}). \tag{A.12}
\]

Extending the resolvability condition defined in Prop. (10), to the first order of \( \epsilon \) in Eq. (A.4) leads to:

\[
\partial_t \rho_p + \partial_x(\rho_p u_g) = -\epsilon \partial_x \int f^{(0)} \phi^{(1)} u \, du. \tag{A.13}
\]

The explicit expression of \( \phi^{(1)} \) has to be given to determine Eq. (A.13). It needs the resolution of Eq. (A.6). The left-hand side of Eq. (A.6) can be expressed according to the macroscopic quantities of the particles through the expression of \( f^{(0)} \) given in Eq. (A.5):

\[
\begin{align*}
\partial_t \log(f^{(0)}) + \partial_x(u \log(f^{(0)})) &= \partial_t \log(f^{(0)}) + u_g \partial_x(\log(f^{(0)})) + C \partial_x(\log(f^{(0)})) \\
&= D_t(\log(f^{(0)})) + C \partial_x(\log(f^{(0)})) \\
&= \frac{1}{\rho_p} D_t \rho_p + \frac{C}{\sigma} D_t u_g + \frac{C \partial_x \rho_p}{\rho_p} + \frac{C^2}{\sigma} \partial_x u_g \\
&= \frac{C^2}{\sigma} - 1 \partial_x u_g + \frac{C}{\sigma} D_t u_g + \frac{C}{\sigma} \partial_x \rho_p. \tag{A.14}
\end{align*}
\]

where \( D_t = \partial_t + u_g \partial_x \).

The function \( \phi^{(1)} \) is then decomposed into:

\[
\phi^{(1)} = \phi_1^{(1)} \partial_x u_g + \phi_2^{(1)} D_t u_g + \phi_3^{(1)} \frac{\partial_x \rho_p}{\rho_p}, \tag{A.15}
\]

leading to the system of three equations:

\[
\mathcal{F}(\phi_1^{(1)}) = \frac{C^2}{\sigma} - 1, \quad \mathcal{F}(\phi_2^{(1)}) = D_t u_g, \quad \mathcal{F}(\phi_3^{(1)}) = \frac{\partial_x \rho_p}{\rho_p}. \tag{A.16}
\]
where the solution writes:

\[ \phi_1^{(1)} = \frac{C^2}{\sigma}, \quad \phi_2^{(1)} = -\frac{u}{\sigma}, \quad \phi_3^{(1)} = -u. \]  

(A.17)

The flux in Eq. (A.13) writes then:

\[ \int f^{(0)} \phi^{(1)} u \, du = \left[ \int f^{(0)} C \, du \right] \frac{\partial_x \rho_p}{\rho_p} + \left[ \int f^{(0)} \frac{C^2}{\sigma} C \, du \right] \partial_x u_g + \left[ \int f^{(0)} - \frac{u}{\sigma} C \, du \right] D_t u_g, \]

(A.18)

so that

\[ \int f^{(0)} \phi^{(1)} u \, du = -\sigma \partial_x \rho_p - nD_t u_g, \]

(A.19)

which leads to the explicit formulation of Eq. (A.13):

\[ \partial_t \rho_p + \partial_x (\rho_p u_g) = \epsilon \partial_x (\sigma \partial_x \rho_p) + \epsilon \partial_x (\rho_p D_t u_g). \]

(A.20)

This equation is called the Schmoluchovski equation \[^{[89]}\].

Another way to obtain this result would be to consider the momentum from Eq. (A.6), in the reference frame moving with the mean gas velocity \( u_g \):

\[ \int C [\partial_t f + \partial_x (uf)] \, du = \int C \left[ \frac{1}{\epsilon} J(f) \right] \, du. \]

(A.21)
Appendix B

EMSM model

B.1 Resolution of the ODE system with classical methods

The purpose of this appendix is to show the instabilities of a resolution of ODE systems of type (4.15) with classical schemes and a pointwise reconstruction. We use the ME reconstruction with $N = 3$ and $S_{\text{min}} = 0$, $S_{\text{max}} = 1$. If $\mathbf{m}(t) = (m_0(t), m_1(t), m_2(t), m_3(t))$, the system that must be solved is the following one:

$$
\begin{align*}
\frac{dt}{dt} m_0 &= -\tilde{n}_{\text{ME}} \\
\frac{dt}{dt} m_1 &= -m_0 \\
\frac{dt}{dt} m_2 &= -m_1 \\
\frac{dt}{dt} m_3 &= -m_2 
\end{align*}
$$

We will thus compare the results given by some classical ODE solvers with the analytical solution of the equation (4.12). The functions that we choose as references are a smooth and a singular one given in Fig. 5.2 and Fig. 5.5 respectively.

Explicit Runge Kutta scheme

We use a solver based on an explicit Runge-Kutta (4,5) formula with an adaptative time step [63]. We present the results of the resolution scheme at two different times in order to illustrate the amplification of the errors generated.

For the smooth distribution, we can see in Fig. B.1-left that the ODE solution at $t = 0.15$ becomes substantially different from the solution obtained by the reconstruction from the moments of the analytical solution. It clearly breaks down (Fig. B.1-right) at $t = 0.2$. The calculations give the same results, regardless of the relative tolerance (we launched resolution with tolerance of $10^{-6}$, $10^{-10}$, $10^{-16}$). At each time step, an error is made for the evaporative flux. This error amplifies as it can be seen at the two times $t = 0.15$ and $t = 0.2$, and finally the moment vector doesn’t belong to the moment space any more. In other words, there is no function whose successive moments are equal to the components of the moment vector and it exemplifies the stability problem encountered in the moment method. The problem of the solver is not a problem of stiffness of the system, but a problem of preservation of the moment space, as it is explained in the next subsection (Section B.1).

The same conclusions hold for the singular distribution. We present the situation in Fig. B.2 at $t = 0.6$. Indeed when we compute the solution for a longer time, the resolution collapses.

Explicit Euler method

Let us use the explicit Euler method with a fixed time step. We show that, as for the Runge-Kutta solver, the resolution breaks down, and we study now the cause of this collapse. Indeed, we see what happens for the canonical moments. As seen in Section 4.2.2, the canonical moments indicate the position of the moment vector relative to the moment space boundaries. If the vector goes out of the moment space, that
means that there is no function whose successive moments are equal to the components of the vector, and thus no more ME reconstruction is available. The canonical moments must stay between 0 and 1.

In order to show that the resolution does lead to an improper solution regardless of the time step, we present two results obtained with three different time steps: \( dt = 0.1 \), \( dt = 0.01 \), and \( dt = 0.001 \). The evolution of the canonical moments is represented to show that the collapse is due to the (negative) value of one of them.

For the smooth distribution, it can be seen in Fig. B.3 the canonical moments of the analytical solution. The moment space becomes narrower and narrower as time goes on. This is due to the fact that support of the distribution decreases as time goes on. For \( dt = 0.1 \), we can notice that the resolution collapses when the third canonical moment becomes negative (Fig. B.3-left). The error made by considering the evaporative flux constant during a whole time step is too big to preserve the moment space. When we consider a time step equal to 0.001, the stop time is bigger than 1 (Fig. B.3-right), because contrary to the analytical solution where all the droplets have been evaporated, there are still droplets left in the Explicit Euler solution because of the numerical diffusion. The Explicit Euler solution sticks very well to the analytical solution. That is not amazing because the smaller the time step is, the more accurate the Explicit Euler solution is, because the error made on the evaporative flux is smaller. It must be noticed that this result is possible because the initial distribution we consider has its canonical moments quite far from the moment space boundaries. So, even if there is a small error, the moment space will be preserved for a longer time. But problems appear when there is almost no droplets left. Indeed, the moment space becomes always narrower, and there is a time when the moment space is not preserved, which is revealed by the fact that at least one canonical moment becomes negative (Fig. B.3-right). Nevertheless, one can
B.2 ME reconstruction and boundaries of the moment space

argue that this method gives precise results, before the moment space is no more preserved. However, its cost becomes prohibitive without insuring a global stability property. Thus the scheme breeds an intrinsic error which inevitably leads to the collapse of the resolution.

We present in Fig. B.4 the canonical moments for the exact solution with the singular distribution. The conclusions are the same as the one for the smooth distribution. The smaller the time step is, the longer the space moment is preserved, but there is always a time when the errors make the moment space not preserved any more, as we can see for the time steps $dt = 0.05$ and $dt = 0.001$.

The direct resolution of system (B.1) with classical ODE solvers leads then to stability problems due to the fact that the moment space is not conserved. That is why kinetic scheme is developed in Section 5.1.

B.2 ME reconstruction and boundaries of the moment space

The aim of this part is to show the behavior of the ME reconstruction close to the boundary of the moment space. In order to evaluate the distance to this boundary, we use the canonical moments presented in Section 4.2.2

At the boundary of $\mathcal{M}_1$, the first canonical moment is equal to 0 or 1. The solution of the Hausdorff problem is then a Dirac delta function $\delta_0$ if $p_1 = 0$ or $\delta_1$ if $p_1 = 1$, for a moment of order 0 $m_0$ equal to 1. The ME reconstructions with 4 moments for two moment vectors close to these boundaries are plotted in Fig. B.5; they correspond to the canonical moments $p_1 = 0.01$ or $p_1 = 0.99$, $p_2 = 0.5$ and $p_3 = 0.5$. The lower principal representations are also plotted (with an arbitrary scale). We can see that the ME reconstructions, as well as the lower principal representations, give NDF close to the expected Dirac delta functions. It can also been shown that the moment of order 0 over an interval $[0, S_b]$ with $S_b$ bigger than 0.02 of the two reconstructions only differ of less than 0.3% and are equal to 1 (the value for the corresponding point of the boundary) with an accuracy greater than 1%. Moments of order bigger than 1 over $[0, S_b]$ are very small in two cases. In the context of a kinetic scheme for the resolution of the evaporation, like in Section 5.1.4 or Section 5.4.2, it is quite easy to see that, for moment vector close to the boundary (even close enough so that the Newton algorithm of the ME reconstruction does not converge) the flux can be computed with the lower principal representation, or eventually with the NDF corresponding to the point of the boundary.
At the boundary of $M_2$, the second canonical moment is equal to 0 or 1. The solution of the Hausdorff problem is then a Dirac delta function at $\delta_{p_1}$ if $p_2 = 0$ or a sum of two Dirac delta functions $(1-p_1)\delta_0+p_1\delta_1$, if $p_2 = 1$. The ME reconstructions with 4 moments, as well as the lower principal representations, are plotted in Fig. B.6 for two moment vectors close to these boundaries: they correspond to the canonical moments $p_1 = 0.8$, $p_2 = 0.01$ or $p_2 = 0.99$ and $p_3 = 0.5$. Like previously, the ME reconstructions and the lower principal representations give NDF close to the expected Dirac delta functions. Moreover, for the first case, $p_2 = 0.01$, the moments of the two reconstructions over an interval $[0, S_b]$, with $S_b$ small enough are close to 0 with an accuracy greater than 2%. For the second case, $p_2 = 0.99$, the moments of order 0 of the two reconstructions over $[0, S_b]$, with $S_b$ bigger than 0.03, only differ of less than 0.04% and differ of the value $1-p_1 = 0.2$ (the moment of order 0 of the NDF corresponding to the point at the boundary of $M_2$) of less than 0.04%. The other moments are close to zero with the same level of accuracy. Finally, in both cases, the flux can still be computed from the lower principal representation or eventually with the NDF corresponding to the moment vector at the boundary, with a good accuracy. And we can expect that the accuracy will increase when the moment vector will be closer of the boundary.

At the boundary of $M_3$, the third canonical moment is equal to 0 or one. The solution of the Hausdorff
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Figure B.6: ME reconstruction with 4 moments, for $p_1 = 0.2$, $p_2 = 0.01$ (left) or $p_2 = 0.99$ (right) and $p_3 = 0.5$ and the Dirac delta functions corresponding to the lower principal representation.

Figure B.7: ME reconstruction with 4 moments, for $p_1 = 0.2$, $p_2 = 0.5$ and $p_3 = 0.01$ (left) or $p_3 = 0.99$ (right) and the Dirac delta functions corresponding to the lower principal representation.

The problem is then a sum of two Dirac delta functions. If $p_3 = 0$, it is written :

$$
\frac{p_2(1-p_1)}{p_1 + p_2 - p_1p_2} \delta_0 + \frac{p_1}{p_1 + p_2 - p_1p_2} \delta_{p_1 + p_2 - p_1p_2},
$$

and if $p_3 = 1$, it is written :

$$
\frac{1-p_1}{1-p_1 + p_1p_2} \delta_{p_1(1-p_2)} + \frac{p_1p_2}{1-p_1 + p_1p_2} \delta_1.
$$

The ME reconstructions with 4 moments, as well as the lower principal representations, are plotted in Fig. B.7 for two moment vectors close to these boundaries : they correspond to the canonical moments $p_1 = 0.2$, $p_2 = 0.5$ and $p_3 = 0.01$ or $p_3 = 0.99$. The same conclusion on the fluxes can be done.

In order to have function close to bimodal distribution, that is to say at the boundary of $M_4$, we have to consider a larger number of moment. It is done in Fig. B.8 with 6 moments.
B.3 Moment vector advection scheme in the context of a non-structured grid

Although the article focuses on a numerical scheme for the advection of a moment vector in a structured mesh, it is possible, with some adjustments, to extend this scheme to a non-structured mesh. This appendix gives the principle of a second order scheme for any type of cell geometry. Let $T$ denote the grid, composed of cells denoted by $K$, delimited by the area $\partial K$. A face of the cell is denoted by $e$, and $\mathbf{n}_{K,e}$ is the unitary outwards vector though $e$, as illustrated in Fig. B.9. If the moment vector of cell $K$ is $\mathbf{M}_K = (m_{0,K}, m_{1,K}, m_{0,K}, m_{0,K})^T$, then a first order scheme writes:

$$
\mathbf{M}_{K}^{n+1} = \mathbf{M}_{K}^{n} - \frac{\Delta t}{V_K} \sum_{e \in \partial K} \Phi(\mathbf{M}_{K}^{n}, \mathbf{M}_{K,e}^{n}, \mathbf{n}_{K,e}^{\rightarrow}) |e|
$$  \hspace{1cm} (B.2)

where $V_K$ is the volume of cell $K$, $|e|$ is the area of the face $e$, $\mathbf{M}_{K}^{n}$ is the value of the vector $\mathbf{M}$ in cell $K$ at iteration $n$, and $\mathbf{M}_{K,e}^{n}$ is the value of the vector $\mathbf{M}$ of the neighbor cell through the face $e$. The quantity $\Phi(\mathbf{M}_{K}^{n}, \mathbf{M}_{K,e}^{n}, \mathbf{n}_{K,e}^{\rightarrow})$ is the numerical flux corresponding to the direction of vector $\mathbf{n}_{K,e}^{\rightarrow}$.

For the second order scheme, the vector $\mathbf{W}_K = (m_{0,K}, p_{1,K}, p_{2,K}, p_{3,K})^T$ is considered for linear reconstruction:

$$
\mathbf{W}(x) = \overline{\mathbf{W}_K} + \nabla \mathbf{W}_K \cdot (x - x_K)
$$  \hspace{1cm} (B.3)

where, $\overline{\mathbf{W}_K}$ is a modified average value of the quantities computed in order for the scheme to be conservative, as explained in the structured grid case, and $x_K$ is the center of cell $K$. The gradient of $\mathbf{W}$, is estimated using a Green formula for a cell of the dual mesh (see Fig. (B.9)-right):

$$
\int_{\tilde{K}} \overline{\nabla \mathbf{W}_K} \, dx = \int_{\partial \tilde{K}} \mathbf{W} \overline{\mathbf{n}_{\tilde{K},e}} \, ds
$$  \hspace{1cm} (B.4)
Considering that $\vec{\nabla} W_K$ is constant on cell $K$ (because of the linear reconstruction), one gets an estimate of it using a linear interpolation on the face of $\tilde{K}$ through the expression:

$$V_K \vec{\nabla} W_K = \sum_{e \in \partial K} \left( \int_0^1 (1 - \lambda) W^n(e_1) + \lambda W^n(e_2) \, d\lambda \right) |e| \overrightarrow{n_{K,e}}$$

(B.5)

In order to ensure that $W_{\text{min}} \leq W(x) \leq W_{\text{max}}$ for any $x$ in the cell $K$, $\vec{\nabla} W_K$ is limited with the following expression:

$$\tilde{\vec{\nabla}} W_K = \min \left( 1, \frac{W_{\text{max}} - W_K}{\max_{x \in K} |\vec{\nabla} W_K(x - x_K)|}, \frac{W_K - W_{\text{min}}}{\min_{x \in K} |\vec{\nabla} W_K(x - x_K)|} \right) \vec{\nabla} W_K$$

(B.6)

where $W_{\text{max}} = \max_{e \in \partial K} (W_{K,e})$ is the maximum value of $W$ in the cell $K$, and $W_{\text{min}} = \min_{e \in \partial K} (W_{K,e})$ is the minimum value, $W_{K,e}$ denoting the value of the vector $W$ on the edge of the cell $K$. Then, the value of $W_{e,K}$, taken at the center of the face $e$ is assessed through:

$$W_{e,K} = W_K + \tilde{\vec{\nabla}} W_K(x_e - x_K)$$

(B.7)

The computation of the bar values follows the same logic as in the structured case, that is to say that the mean value in cell $K$ of the moments expressed as a function of the canonical moments must be equal to the mean value of the moments.

Given this reconstruction with this slope limiter, the maximum principle for the canonical moments is satisfied and the moment space is preserved throughout the whole cell $K$.

The temporal integration is performed using an explicit second order Runge-Kutta method. In this context, the solution reads:

$$M^{n+1}_K = \frac{1}{2} M^n_K + \frac{1}{2} \tilde{M}^{n+1}_K - \frac{\Delta t}{2V_K} \sum_{e \in \partial K} \Phi(M^{n+1}_K, \tilde{M}^{n+1}_{K,e}, \overrightarrow{n_{K,e}})|e|$$

(B.8)

where

$$\tilde{M}^{n+1}_K = M^n_K - \frac{\Delta t}{V_K} \sum_{e \in \partial K} \Phi(M^n_K, M^n_{K,e}, \overrightarrow{n_{K,e}})|e|$$

(B.9)

As it is classical for non-structured grid, restrictions on the CFL number apply. The maximum possible CFL value enforcing the scheme properties (positivity of density, of the moments and preservation of the moment space) depends on the considered mesh geometry.
Appendix C

EMVM model

C.1 Generalized Cholesky matrices decomposition

Here we will take advantage of the fact that the Cholesky matrix is not unique. Indeed, the equality

$$\sigma = L^T L$$  \hspace{1cm} (C.1)

is still true if one considers $RL$, where $R$ is a rotation matrix. Thus, the set of the Cholesky matrices is invariant by rotation, and is periodic with the period $\pi$, since

$$R(\theta + \pi)L = -R(\theta)L$$  \hspace{1cm} (C.2)

And if we consider a Gaussian distribution, then the set of nodes associate to these matrices describes an ellipse.

![Generalized Cholesky decomposition](image)

Figure C.1: Generalized Cholesky decomposition

The basic idea motivated by this statement is to launch a study on the error made by the quadrature-based method on third order moments among all the different rotation $\rho_l(\theta)$, $\theta \in [0, \pi]$ of the Cholesky decomposition. Pratically, an inversion-projection step is applied to a moment vector $W_2 \in W_2$, and the error is computed between the initial moment vector, and the reconstructed moment vector from $V_4 \in V_4$. We expect to find a rotation angle where the error is the lowest. We consider the set of velocity distribution with a $\sigma$ writing:

$$\sigma = \sigma \begin{bmatrix} 1 & r \\ r & 1 \end{bmatrix}$$  \hspace{1cm} (C.3)
C.1 Generalized Cholesky matrices decomposition

where \( \sigma_{1,1} = \sigma_{2,2} = \sigma = 1 \). The characteristic parameters of a distribution are then

- the value of the correlation coefficient \( r_{12} \)
- the value of the centered third order moments, writing:

\[
- m_{30} = \frac{M_{3,0}}{M_{0,0}} - u_{p,1}^3 \\
- m_{21} = \frac{M_{2,1}}{M_{0,0}} - u_{p,1}^2 u_{p,2} \\
- m_{12} = \frac{M_{1,2}}{M_{0,0}} - u_{p,1} u_{p,2}^2 \\
- m_{03} = \frac{M_{0,3}}{M_{0,0}} - u_{p,2}^3
\]

Three different tests are conducted. First, the case of an equilibrium distribution is considered, for which \( r = 0.9 \), all the centered third order moments are null. Then a non-equilibrium distribution with \( r = 0 \) and \( m_{30} = 1 \) is considered. Finally a non equilibrium distribution with \( r = 0.9 \) and \( m_{30} = 1 \) is studied. Two figures are displayed for each test case. The first result is the set all the velocity abscissas that minimize errors on the reconstructed centered moments defined such as:

\[
\text{err1} = (m_{30} - \sum_{a=1}^{4} n_a U_{(a)1}^3)^2 + (m_{21} - \sum_{a=1}^{4} n_a U_{(a)1}^2 U_{(a)2})^2 \\
\text{err2} = (m_{12} - \sum_{a=1}^{4} n_a U_{(a)1} U_{(a)2})^2 + (m_{03} - \sum_{a=1}^{4} n_a U_{(a)2}^3)^2 \\
\text{err3} = (m_{30} + m_{21} - \sum_{a=1}^{4} n_a U_{(a)1}^3 - \sum_{a=1}^{4} n_a U_{(a)1}^2 U_{(a)2})^2 \\
\] (C.4)

For the equilibrium distribution Fig. (C.2), the set of velocity abscissas of \( \mathcal{V}_4 \) describes an ellipse, and all the centered moment are null. For the case where \( m_{30} = 1 \) and \( r = 0 \), Fig. (C.2), some errors occur, and impact not only \( m_{30} \), but the other third order moments as well. According to the definition of the error, different sets of nodes are the best adapted. This is confirmed in Fig. (C.2)-right, as the minima of the error curves do not correspond to the same rotation angle. This result reveals that the notion of most adapted Cholesky decomposition, does not exist. This is confirmed by the third test case, in Fig. (C.3) with a distribution such as \( r = 0.9 \), and \( m_{30} = 1 \). Here again, different sets of nodes minimize the different errors.

Studying different Cholesky decomposition for quadrature-based moment method, we have not found a decomposition leading to be set of weights and abscissas \( \mathcal{V}_4 \) that is either permutation-invariant and minimizes the distance from \( \mathbf{W}_2 \). Accordingly, the closure system (9.43), and the result depend on the type of decomposition chosen. Besides, no guarantee has been provided that these quadrature methods ensure the maximum principle applying to the velocity abscissas in virtue of Eq. (9.26). Moreover, like in the one-dimensional case, \( \delta \)-shocks appear when three different velocity nodes have to be reconstructed in a direction. This represents an issue in configurations where numerical diffusion is important. Indeed, in areas of numerical diffusion, uncontrolled velocity can be reconstructed from the momentum conservation, so that erratic \( \delta \)-shocks might appear. In order to prevent these anomalies, one has to enrich the

\[
\sum_{a=1}^{4} n_a U_{(a)1}^3 + \sum_{a=1}^{4} n_a U_{(a)1}^2 U_{(a)2} + \sum_{a=1}^{4} n_a U_{(a)2}^3
\]
Figure C.2: Quadrature method and associated error for a distribution with $r = 0.9, m_{30} = 0$. Left: set of all velocity abscissas for quadrature in $[0, \pi]$; All the nodes are equivalent. Right: reconstructed centered third order moments and error made by the quadrature on these moments: all the centered third order moments stay null, as well as the error made.

Figure C.3: Quadrature method and associated error for a distribution with $r = 0, m_{30} = 1$. Left: set of all velocity abscissas for quadrature in $[0, \pi]$; the blue squares are the set of nodes which minimizes $err_1$, the red stars are the set of nodes which minimizes $err_2$, and the green diamonds are the set of nodes which minimizes $err_3$. Right: reconstructed centered third order moments: $m_{30}$ (blue curve with circles), $m_{21}$ (red curve with squares), $m_{12}$ (cyan curve with crosses), $m_{03}$ (magenta curve with triangles); error made by the quadrature on these moments: $err_1$ (solid black line), $err_2$ (dashed dotted black line), $err_3$ (dashed black line).
C.1 Generalized Cholesky matrices decomposition

Figure C.4: Quadrature method and associated error for a distribution with $r = 0.9$, $m_{30} = 1$. Left: set of all velocity abscissas for quadrature in $[0, \pi]$; the blue squares are the set of nodes which minimizes $err_1$, the red stars are the set of nodes which minimizes $err_2$, and the green diamonds are the set of nodes which minimizes $err_3$. Right: reconstructed centered third order moments: $m_{30}$ (blue curve with circles), $m_{21}$ (red curve with squares), $m_{12}$ (cyan curve with crosses), $m_{03}$ (magenta curve with triangles); error made by the quadrature on these moments: $err_1$ (solid black line), $err_2$ (dashed dotted black line), $err_3$ (dashed black line).

representation of the distribution function that is reconstructed, to take into account these new velocities. Increasing the number $N_{pic}$ of nodes is not a satisfactory solution, as it only delays the problem, not to mention the increase of variables in the system and of the CPU cost. Perspective to that issue can be found in [233].
C.2 Equations on centered moments

The time derivative of the centered moments is expressed according to the moments:

\[
\partial_t \left( m_{3/2}^{(j)} M_{2,0}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{2,0}^{(j)} \right) - 2M_{1,0}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{1,0}^{(j)} \right) + (M_{1,0}^{(j)})^2 \partial_t \left( m_{3/2}^{(j)} \right)
\]

\[
\partial_t \left( m_{3/2}^{(j)} M_{1,1}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{1,1}^{(j)} \right) - M_{1,0}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{0,1}^{(j)} \right) - M_{0,1}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{1,0}^{(j)} \right) + M_{1,0}^{(j)} M_{0,1}^{(j)} \partial_t \left( m_{3/2}^{(j)} \right)
\]

\[
\partial_t \left( m_{3/2}^{(j)} M_{0,2}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{0,2}^{(j)} \right) - 2M_{0,1}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{0,1}^{(j)} \right) + (M_{0,1}^{(j)})^2 \partial_t \left( m_{3/2}^{(j)} \right)
\]

\[
\partial_t \left( m_{3/2}^{(j)} M_{3,0}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{3,0}^{(j)} \right) - 3M_{1,0}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{2,0}^{(j)} \right) - 3M_{2,0}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{1,0}^{(j)} \right) + 6(M_{1,0}^{(j)})^2 \partial_t \left( m_{3/2}^{(j)} \right) + \left( 3M_{2,0}^{(j)} M_{1,0}^{(j)} - 4(M_{1,0}^{(j)})^2 \right) \partial_t \left( m_{3/2}^{(j)} \right)
\]

\[
\partial_t \left( m_{3/2}^{(j)} M_{2,1}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{2,1}^{(j)} \right) - M_{0,1}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{2,0}^{(j)} \right) - 2M_{1,0}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{1,1}^{(j)} \right) - 2 \left( M_{1,1}^{(j)} - 2M_{1,0}^{(j)} M_{0,1}^{(j)} \right) \partial_t \left( m_{3/2}^{(j)} M_{1,0}^{(j)} \right) - (M_{2,0}^{(j)} - 2(M_{1,0}^{(j)})^2) \partial_t \left( m_{3/2}^{(j)} M_{0,1}^{(j)} \right) + \left( M_{2,0}^{(j)} M_{0,1}^{(j)} + 2M_{1,1}^{(j)} M_{1,0}^{(j)} - 4(M_{1,0}^{(j)})^2 M_{0,1}^{(j)} \right) \partial_t \left( m_{3/2}^{(j)} \right)
\]

\[
\partial_t \left( m_{3/2}^{(j)} M_{1,2}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{1,2}^{(j)} \right) - M_{0,1}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{0,2}^{(j)} \right) - 2M_{1,0}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{1,1}^{(j)} \right) - 2 \left( M_{1,1}^{(j)} - 2M_{0,1}^{(j)} M_{1,0}^{(j)} \right) \partial_t \left( m_{3/2}^{(j)} M_{0,1}^{(j)} \right) - (M_{0,2}^{(j)} - 2(M_{0,1}^{(j)})^2) \partial_t \left( m_{3/2}^{(j)} M_{1,0}^{(j)} \right) + \left( M_{0,2}^{(j)} M_{1,0}^{(j)} + 2M_{1,1}^{(j)} M_{0,1}^{(j)} - 4(M_{0,1}^{(j)})^2 M_{1,0}^{(j)} \right) \partial_t \left( m_{3/2}^{(j)} \right)
\]

\[
\partial_t \left( m_{3/2}^{(j)} M_{0,3}^{(j)} \right) = \partial_t \left( m_{3/2}^{(j)} M_{0,3}^{(j)} \right) - 3M_{0,1}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{0,2}^{(j)} \right) - 3M_{0,2}^{(j)} \partial_t \left( m_{3/2}^{(j)} M_{0,1}^{(j)} \right) + 6(M_{0,1}^{(j)})^2 \partial_t \left( m_{3/2}^{(j)} M_{0,1}^{(j)} \right) + \left( 3M_{0,2}^{(j)} M_{1,0}^{(j)} - 4(M_{0,1}^{(j)})^3 \right) \partial_t \left( m_{3/2}^{(j)} \right)
\]

(C.5)
So that the equations on centered moments read:

\[
\begin{align*}
\partial_t \left( m_{3/2}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)}, \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{1,0}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{1,0}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{1,0}^{(j+1)} + m_{3/2}^{(j)} \frac{u_{g,x} - \tilde{M}_{1,0}^{(j)}}{\theta S_p^{(j)}} \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{0,1}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{0,1}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{0,1}^{(j+1)} + m_{3/2}^{(j)} \frac{u_{g,y} - \tilde{M}_{0,1}^{(j)}}{\theta S_p^{(j)}} \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{2,0}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{2,0}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{2,0}^{(j+1)} - 2m_{3/2}^{(j)} \frac{\tilde{M}_{2,0}^{(j)}}{\theta S_p^{(j)}} + E_1^{(j+1)} m_{3/2}^{(j+1)} \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right)^2 \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{1,1}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{1,1}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{1,1}^{(j+1)} - 2m_{3/2}^{(j)} \frac{\tilde{M}_{1,1}^{(j)}}{\theta S_p^{(j)}} \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{0,2}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{0,2}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{0,2}^{(j+1)} - 2m_{3/2}^{(j)} \frac{\tilde{M}_{0,2}^{(j)}}{\theta S_p^{(j)}} + E_1^{(j+1)} m_{3/2}^{(j+1)} \left( \tilde{M}_{0,1}^{(j+1)} - \tilde{M}_{0,1}^{(j)} \right)^2 \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{3,0}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{3,0}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{3,0}^{(j+1)} - 3m_{3/2}^{(j)} \frac{\tilde{M}_{3,0}^{(j)}}{\theta S_p^{(j)}} + E_1^{(j+1)} m_{3/2}^{(j+1)} \left[ 3 \left( \tilde{M}_{2,0}^{(j+1)} - \tilde{M}_{2,0}^{(j)} \right) \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right) + \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right)^3 \right] \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{2,1}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{2,1}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{2,1}^{(j+1)} - 3m_{3/2}^{(j)} \frac{\tilde{M}_{2,1}^{(j)}}{\theta S_p^{(j)}} + E_1^{(j+1)} m_{3/2}^{(j+1)} \left[ \left( \tilde{M}_{2,0}^{(j+1)} - \tilde{M}_{2,0}^{(j)} \right) \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right) + 2 \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,1}^{(j+1)} \right) \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right) + \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right)^2 \right] \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{1,2}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{1,2}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{1,2}^{(j+1)} - 3m_{3/2}^{(j)} \frac{\tilde{M}_{1,2}^{(j)}}{\theta S_p^{(j)}} + E_1^{(j+1)} m_{3/2}^{(j+1)} \left[ \left( \tilde{M}_{0,2}^{(j+1)} - \tilde{M}_{0,2}^{(j)} \right) \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,0}^{(j)} \right) + 2 \left( \tilde{M}_{1,0}^{(j+1)} - \tilde{M}_{1,1}^{(j+1)} \right) \left( \tilde{M}_{0,1}^{(j+1)} - \tilde{M}_{0,1}^{(j)} \right) + \left( \tilde{M}_{0,1}^{(j+1)} - \tilde{M}_{0,1}^{(j)} \right)^2 \right] \\
\partial_t \left( \tilde{m}_{3/2}^{(j)} M_{0,3}^{(j)} \right) &= - \left( E_1^{(j)} + E_2^{(j)} \right) m_{3/2}^{(j)} \tilde{M}_{0,3}^{(j)} + E_1^{(j+1)} m_{3/2}^{(j+1)} \tilde{M}_{0,3}^{(j+1)} - 3m_{3/2}^{(j)} \frac{\tilde{M}_{0,3}^{(j)}}{\theta S_p^{(j)}} + E_1^{(j+1)} m_{3/2}^{(j+1)} \left[ 3 \left( \tilde{M}_{0,2}^{(j+1)} - \tilde{M}_{0,2}^{(j)} \right) \left( \tilde{M}_{0,1}^{(j+1)} - \tilde{M}_{0,1}^{(j)} \right) + \left( \tilde{M}_{0,1}^{(j+1)} - \tilde{M}_{0,1}^{(j)} \right)^3 \right] \quad \text{(C.6)}
\end{align*}
\]
Appendix D

Arbitrary Lagrangian Eulerian formalism

D.1 Counter-example of Section 13.5.3

We show here a counterexample where the first order advection scheme designed in Section 13.5.3 fails to preserve the discrete maximum principle on velocity, in the context of a cell-vertex mesh. Let us consider where we suppose that \( m_1 \) is uniform and equal to \( m \) and that

\[
w_p = \begin{cases} 
  w > 1 & x \leq x_i - 1/2 \\
  1 & x > x_i - 1/2 
\end{cases}
\]  

Moreover, the mesh is assumed to be regular and fixed, so \( u_\chi = 0 \), and \( w_p = u_p \). In this context, \( J_{n+1}^{i+3/2} \) is constant.

We are interested in the value of \( u_{p,i+3/2}^{n+1} \). Therefore, we compute \( (J_{p}m_1u_p)_{i+3/2}^{n+1} \) and \( (J_{p}m_1)_{i+3/2}^{n+1} \). First of all, let us remark that

\[
J_{p,i}^{n+1} = 1 + \frac{\Delta t}{\Delta x}(1 - w) 
\]  

\[
(J_{p}m_1u_p)_{i+3/2}^{n+1} = (J_{p}m_1u_p)_{i+3/2}^{n} - \frac{\Delta t}{\Delta x}(m_1u_p)_{i+3/2}^{n} - (m_1u_p)_{i+1/2}^{n+1} 
\]

\[
= mu_{p,i+3/2} - \frac{\Delta t}{\Delta x} (mu_{p,i+3/2} - \frac{m}{1 + \frac{\Delta t}{2\Delta x}(1 - w)}u_{p,i+1/2}) 
\]

\[
= m((1 - \frac{\Delta t}{\Delta x}) + \frac{\Delta t}{\Delta x}(1 - \frac{\Delta t}{\Delta x}(1 - w))) 
\]

\[
= m + \frac{\Delta t}{2\Delta x}(1 - \frac{\Delta t}{\Delta x}(1 - w)) 
\]

\[
= m + \frac{\Delta t}{2\Delta x}(1 - \frac{\Delta t}{\Delta x}(1 - w)) 
\]

In the same time

\[
(J_{p}m_1)_{i+3/2}^{n+1} = \frac{1}{2}[(J_{p}m_1)_{i+1}^{n+1} + (J_{p}m_1)_{i+2}^{n+1}] 
\]
D.2 Derivation of equations in ALE formalism in three dimensions

In this appendix, we show how to write the equation in ALE formalism in 3 dimension in space. Starting from the conservation equation for a scalar quantity $\alpha$ in the ALE formalism:

$$\partial_t (J\alpha)\chi + J\nabla_x \cdot (\alpha (u - v_\chi)) = J\nabla_x \cdot \sigma + JS$$  \hspace{1cm} (D.12)

We would like to write $J$ into the differential operator.

In one space dimension, this is very easy to do, as $J dx = d\chi$. But in 3 dimensions in space we have the following relationship: $J\nabla_x \cdot \alpha = \nabla_\chi \cdot (JJ^{-1}\alpha)$, where $J = \nabla_\chi x$.

We are going to demonstration this relation in 2 dimensions in space, and assume its extension to three dimensions. Let us first express $\nabla_\chi \alpha$ relative to $\nabla_x \alpha$.

$$\begin{align*}
\partial_{\chi_1}\alpha &= \partial_{\chi_1} x_1 \partial_{\chi_1}\alpha + \partial_{\chi_1} x_2 \partial_{\chi_2}\alpha \\
\partial_{\chi_2}\alpha &= \partial_{\chi_2} x_1 \partial_{\chi_1}\alpha + \partial_{\chi_2} x_2 \partial_{\chi_2}\alpha
\end{align*}$$  \hspace{1cm} (D.13)
In matricial form, we can write:

\[(\partial \chi^1 \alpha, \partial \chi^2 \alpha) = (\partial x^1 \alpha, \partial x^2 \alpha)J\] or \(\nabla \chi \alpha = \nabla_x \alpha J\) \hspace{1cm} (D.14)

We write

\[J = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\] \hspace{1cm} (D.15)

So that

\[JJ^{-1} = \begin{pmatrix} d & -b \\ -c & a \end{pmatrix}\] \hspace{1cm} (D.16)

where

\[a = \partial \chi^1 x^1 \quad b = \partial \chi^2 x^1 \quad c = \partial \chi^1 x^2 \quad d = \partial \chi^2 x^2\] \hspace{1cm} (D.17)

We consider now a vector \(\alpha\). Using the relation (D.14) for each of its components leads to:

\[J(\partial x^1 \alpha_1, \partial x^2 \alpha_1) = (\partial \chi^1 \alpha_1, \partial \chi^2 \alpha_1)JJ^{-1}\]
\[J(\partial x^1 \alpha_2, \partial x^2 \alpha_2) = (\partial \chi^1 \alpha_2, \partial \chi^2 \alpha_2)JJ^{-1}\] \hspace{1cm} (D.18)

So that

\[J \partial x^1 \alpha_1 = d \partial \chi^1 \alpha_1 - c \partial \chi^2 \alpha_1\]
\[J \partial x^2 \alpha_2 = -b \partial \chi^1 \alpha_2 + a \partial \chi^2 \alpha_2\] \hspace{1cm} (D.19)

In the same time,

\[\nabla_x \cdot \begin{pmatrix} d & -b \\ -c & a \end{pmatrix} \begin{pmatrix} \alpha_1 \\ \alpha_2 \end{pmatrix} = \nabla_x \cdot \begin{pmatrix} -b \alpha_2 \\ -a \alpha_1 \end{pmatrix} = d \partial \chi^1 \alpha_1 - c \partial \chi^2 \alpha_1 + \alpha_1(\partial \chi^1 d - \partial \chi^2 c)\]
\[= -b \partial \chi^1 \alpha_2 + a \partial \chi^2 \alpha_2 + \alpha_2(\partial \chi^2 a + \partial \chi^1 b)\] \hspace{1cm} (D.20)

Because of the Schwarz theorem:

\[\partial \chi^1 d - \partial \chi^2 c = 0\]
\[\partial \chi^2 a + \partial \chi^1 b = 0\] \hspace{1cm} (D.21)

And consequently

\[J \nabla_x \cdot \alpha = \nabla_x \cdot (JJ^{-1} \alpha)\] \hspace{1cm} (D.22)
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