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RESUME

Dans le monde du Web, on retrouve les formats RSS et Atom (feeds) qui sont, sans doute, les formats
XML les plus populaires et les plus utilisés. Ces formats permetteneatre autrescommunautés Web,

industriels, et services webHl SXEOLHU HW G {pFKDQJHb o@re, s GeRnrekdhtHaZQuwW VvV ; 0/
utilisateur de consulter librement des données/informations BavilR LU | EDVFXOHU G&XQ VLWH
FHOD j O DLGH G 1D S SHahsde W44 Rili3ate® Bnidgkd. &£ fourhisseurs de fldiavoris,

chaque fournisseudiffuse la liste des nouveaux éléments qui ont été modifiés depuis le dernier
téléchargemenCependant, I'enregistrement d'un certain nombre de sources de flux degregateur de

flux engendre 3a foisdes problémes d'hétérogénéacduseades différences structurelles et de contenu) et

GHV SUREOqPHVY GH VXUFKDUJHYV GILQIRUPDWLRQ 3DQURPWOEEHXUV D
approche qui intégre( fusionne) ledlux en tenahcompte ddeurs similaritévV  GX FRQWH[WH GH OfXW
et de ses préférences.

Dans cett thése nous proposons unameworkformel quipermet ddraiter I'nétérogénéité, l'intégration et
l'interrogation de flux G 1 D F W X&fam&Wprk est fondé swne représentation arborescente d'un flux
et posseddrois éléments principauxjui sont lessuivants comparateur de flux, intégrateur de fluet
processeur de requétes

Le comparateur de flupermetde mesurer le degré de similarité erderixélémentélux en utilisantune
base de connaissance intégrant une approche ascendante et progdessvperoposons une mesure de
similarité a base de concept capable de calculer la similarité entre les flux lsetmmbre deleurs
concepts communéet différens) et leurs proximités sémantiques. Noosntronségalement comment
définir etidentifier la relation exclusive entre deux textes ou éléments.

/ Intégraeur de fluxpermetde fusiomer plusieurs fluxprovenant de différentes sourdesit en tenant
compte d contexte @ [ TXWLOLVDWH XU dahfknowe BtRI@INMMdeRtQéprésentde contexte

G 1 X W L @ihs¥ puaskisxgdeférencedNous fournissons un ensemble prédéfini de regles de fusion qui
peuvent étre enrichies et adaptéesgpaqueutilisateut

Quant auprocesseur de requétels se basesur une étude formellet plus précisémersur une algébre

dédiée a la fusiodes lux FRQWLQXV GIDFWXDOLW.h&s dpireite @EROPESES BRSBIE R QV LF L
algébresontaidés par des fonctions a base similarité Nous catégorisons les opératedesflux selon

trois catégoriesopérateurs 'dxtraction,opérateurgnsemblistes atpérateur de fusion. Nousontrons que

O 1R S p UeDfgibihgdhéraliseO TR S p U D W L R € 165 dpévafelr§ éusétdbtist&dlous fournissons

également un ensemble deégles deréécritureet d'équivalenceade requétespour la simplification et
OYRSWLPLVDWLRQ GHV UHTXrWHYV

Enfin, nousprésentonain prototypenommé«Easy RSS Manager» (EasyRSSManadee) prototype est

un lecteur VpPDQWLTXH GH I1O0OX[] HW XQ FRPSRVDQW VpPDQWLTXH SRXU
EasyRSSManagex été utilisé pouvalider, démontrer et tester la faisabilité des différentes propositions de

notre étudeEn particulier, nousivons testda complexté en temps et la pertinence de nos approches en

utilisant a la fois dedonnées réelles et syntaxique.

MOTS-CLES:

Similarité des flux, proximité sémantique de fluxjoisinagesémantique, régle de fusion, intégration de
flux, opérateursle similarité algebre RSSrequéte de fluxréécriture de requéte



ABSTRACT

In the Web, RSS and Atom (feeds) are probably the most popular and highly utilized XML formats which
allow web communities, publishing industries, web services, etc. to publish and exchange XML
documents. In addition, they allow a user to consume data/information easily without roaming from site to
site using software applications. Here, the user registers her favorite feed providers; and each provider
sends the list of news items changed sinceldbe download. However, registering a number of feed
sources in feed aggregators cause both heterogeneity and information overloading problems. Besides, none
of the existing RSS/feed aggregators provide an approach that integrates (merges) feedsefrem diff
sources considering similarity, user contexts and preferences.

In this research, we provide a formal framework that handles the heterogeneity, integration and querying
feeds. The framework is based a tree representation of a feed and has thre@emmiineats:feed
comparator, mergeandquery processor

The feed comparatoraddresses the issue of measuring the relatedness between news items using a
Knowledge Base, a bottenp and incremental approaches. We proposed a cebhaspt similarity
measure ased on the function of the number of shared and different concepts in their global semantic
neighborhoods. Here, we use the concept similarity value and relationship as a building block for texts,
simple elements and itemslatedness algorithms. We shalgo how to define and identify the exclusive
relationship between any two texts and elements.

The feed mergemaddresses the issue of integrating news items from different sourcedecmgsia user
context. We shovhere how to represent a user context har preferences. Also, we provide a set of pre
defined set of merging rules that can be extended and adapted by a user.

The query processois based on a formal study on RSS query algebra that uses the notion of semantic
similarity over dynamic contenthe operators are supported by a set of simildnéyed helper functions.

We categorizéhe RSS operators into extraction, set membership and merge operators. The merge operator
generalizes the join and the set mershgr operators. We also provige setof query rewriting and
equivalence rules that would be used during query simplification and optimization.

Finally, we presen& desktop prototype called Easy RSS ManaBasyRSSManaggehaving a semantc

aware RSS Reader, and semaati@re and windovwased RSS query components. It is designed to
validate, demonstrate and test the practicability of the different proposals of this research. In particular, we
test the timing complexity and the relevance of our approaches using both a real and syntaetic data

KEYWORDS:

Feed similarity, feed relatedness, semantic relatedness, semantic neighborhood, relaigsship
clustering, merging rule, rulbased feed merging, feed query, query rewrjtR§S algebra, feed query
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CHAPTERL
INTRODUCTION

1.1 Introduction

Since 198, Extensible Markup Language (XML) has beenognizecasaninternational
standard for both data formattirmgpresentatioand exchangef web data

Thanks to XML, mwadays, the Web is more than beingead only interconnected
collection of web pages.lt is rathera collection of distributed and heterogeneous
read/write documents.In particular, he Web 2.0 technologies revolutionize the way
people work by providindacilities to create, share, collaborate and communicate without
acquiring solid backgund in web designiConsequently XVHUfV SDUWLFLSDWLRC(
is no longerlimited to only browsng but goes beyondThe Web 2.0 mpowes uses to
collaborate using wilg to share idea and commentary information with bldgs;reate

and work in so@l community using socialetworks, andto notify updats usingRSS. In
addition, Web 2.0 allows content hosting, tagging, bookmarking ateta masimg.
According to blog search engine BlogPuJsdaily around 43,000 blogs are created:;
currently there area total of 126, 861,574 blogs, out of which 1,090,504 blogsipg

are active.

RSS and Aton(RSS ADVISORY BOARD, 2009; HAMMERSLEY, B., 2003ye the

two popular content syndication web feed formats and technoltigiesmake blogs very

! http://www.blogpulse.com/
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popular.A web feed exists in various versions and formats (RSS @®d 0.92, RSS
1.0°, RSS 2.0 and Atofr.0). As a data formag web feed also called news feedfeed
is a machingeadable XML file that allows web sites, contemtners media outlet@nd
bloggers to share their content witither applications in a standardizedy. As a
technology, the web feed provides a method for getting relevant and-dape
information to usersDue to these factdhe number of applicatienusingweb feed are
increasing everydayAmphetaDesk PullRsS, Radio UserLanfl SlashCodiSlashddt,
Weblog 2.0(HAMMERSLEY, B., 2003) Noticing the advantageand the new trends
existing legacy wb pages/articlesre trankormed intoweb feed WANG, J. et al., 2006;
NANNO, T. and Okumura, M., 2006)sing time pattern discovery and tag tpat
mining.

Recently,webusersare shiftirg toweb feedor three main reasons:

f Behavior of feed in essencefeedis proposed to facilitate the aggregation of
distributed and dynamic informatioAs the content isn XML format, software
tools also known asRSSfeed readeg/aggregatorswhich can beeither web
basedapplication e.g., Google Readerdient soriented e.g., Microsoft Office
outlook or plugin to Web Browser allow a user/client to subscribe, read, and
access feed content originating from different providera placerather than

roamingsite to site

2RSS 0.92 is upward compatible with RSS 0.91 Userland specififfatimibackend.userland.com/rSsd
(where x=1orx =2)

¥RSS 1.0 is also called RDF Site summary. It is a lightweight multipurpose extensible metadata description
and syndication format conforms to the W3C's RDF Specification and is extensible viamXkspace
and/or RDF based modization. More detail can be found at: http://web.resource.org/rss/1.0/spec

* Atom is an XML-based document format that describes lists of related information known as "feeds".
Feeds are composed of a number of items, known as "entries", each withresibéxtet of attached
metadata. More detail can be foundhatp://tools.ietf.org/id/drafietf-atompubformat11.tx{]

® AmphetaDesk is a free, cross platform, ogenrced, syndicatenews aggregator available at
http://www.disobey.com/amphetadesk/

® PUlIRSS is a templatkased RSS to HTML converter, with optional redirects.

" http://radio.userland.com/userGuide/reference/aggregator/newsAggregator

8 http://slashdot.org/
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f Feed iseverywhere feedis integratd as part of thenew web applicationsuch
asweb blogsand content sharingpplications(e.g., YouTubée, wiki, twitter',
etc) to notify changs and update operatienHence, it is an opportunity for a
user to fuse/mashup existing feeds gaderatesnewfeeds.

f Streaming nature: compared toweb documentsweb feeds are dynamic in
nature.Web feed is a web document in which the content providers are set up to
send out notification whenevaew materialsre availableHence, the content is
availableimmedately to the feedreader and alsto feed search engines. In
contrast, web documents/articles are only accessible to puoftie afterit is
found bya crawler and indexed by search enginésr instance, according to
Golding (GOLDING, A., 2008) the Googla\News crawler is configuretb visit
each articld] MRL only once per dayHence a new development erewsupdate
ZRXOGQMW EH YLVLEOH WR XVHUV

However, wherclientusersadd moreand differentsourcesto their feedreades, the
amount of news feeds becosmaore difficult to manageThis causes thheterogeneity
and data/information overload proble. As a result clients have to read related (and
even identical) news more than once as the exiétagengines do not prade facilities
for identifying similar feeds.Because of thespecific characteristics ofveb feed the
major challenges for the research community revolve arquodiding a dedicated
similarity measurg a personalizationand human computer interactiavption, and

dedicated operators.

The next section presents these challetiyesigh aset ofmotivating examples.

°[http://gdata.youtube.com/feeds/base/videos2a=querystring&client=yaapibesearch&v=2returns the

OLVW RI <RX7XEH YLGHRV FRQWDL @&®XNded¥). KH IXOO WH[W 3TXHU\VWUL
10 http://twitter.com/
1t refers to the difficulty in making decision caused by lot of information about the same issue.
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1.2 Motivation

To motivate our work, let us consi(illé'rgure 1.1jandFigure 1.3|showing a list of news

extracted from CNN and BBC's RSS feeds. Registering these feeds in existing news
readergsuch afNewsgatoy GoogleReadey Attensa provides the user with access to all
news without consideringelatednessamong themHowever, identifying andnerging

related news would enable the user to easily and efficiently acquire information. The user
would obviously prefer to access one piece of news about a certain topic, encompassing
all relevant and related information (afteerging), instead of searching and reading all
news articles covering the same topic, which could be extremely time consuming and
often disorientingWhen the number of registered feeds increatbes need to have a
specialized, adaptive, semantiased S querying language is unquestionable. The
following scenarioshowthe reasons and failures of the existing solutiorelttressiser

requirementsand demonstrate the need for a dedicR8& framework.

Scenariol: Semantic rebtedness

On one hand feed exists in different version and fornTatsle 1.1| shows some of the

corresponding elements defd n RSS 2.0 and Atom 1.00n the other hand, the content
heterogeneity isduetothe diifUHQFH LQ DXWKRUfV FXOWXUH ZULWL

leads to having different contents referring to the same fact.
Hence, a feed based similarity measure has to handle these two problems.

Identifying the similarity/relatedness between newsges a precondition in the design
of different applications such as merger, and revision control. Herewith, we present the

specific cases that should be considered while measuring similarity:
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Tablel.1: Comparison between RSS 2.0 and Atom 1.0, extracted(B&AY, T., 2005)

RSS 2.0 Atom 1.0 Comment
rss Root element in RSS
channel feed
title title
description subtitle
language xml:lang attribute in atom
item entry
description summary and/or conteni Depending on whether full version is provide
guid id
link link
pubDate published (in entry) Atom has no feed level equivalent to pubDate
lastBuildDate(in channel)  Updated RSS has no feed level update dateTi

equivalence
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<CNN_RSS

<item>
<title>Ministers among Somalia blast deitle>
<guid>http://edition.cnn.com/2009/WORLD/africa/12/03/somalia.attacks/index.html|?eref=edgiod> CNN1
<link>http://edition.cnn.com/2009/WORLD/africa/12/03/somali@eis/index.html?eref=editierlink >

<descriptiorrAn explosion at a graduation ceremony in the Somali capital Thursday killed at least 15 p¢
including three government ministers and nine students, local journalists tole@Nderiptiorr

<pubD&e>Thu, 03 Dec 2009 07:27:47 ES/pubDate
<[item>

<item>
<title>Bin Laden not in Pakistan, PM saystle>
<guid>http://edition.cnn.com/2009/WORLD/asiapcf/12/03/pakistan.bin.laden/index.htmli?eref=effjtiat>»  CNN2
<link>http://edition.cnn.co2009/WORLD/asiapcf/12/03/pakistan.bin.laden/index.html?eref=editiol >

<descriptiorrPakistan's prime minister Thursday rejected claims Al Qaeda leader Osama bin Laden is
within his country as global pressure mounted on Islamabad to tacklests linked to escalating conflict
in neighboring Afghanistar/descriptior»

<pubDateThu, 03 Dec 2009 06:23:16 ES/pubDate

</item>

<item>
<title>Bus blast kills, hurts dozens in Sysi&tle>
<guid>http://edition.cnn.com/2009/WORLD/me#E2/03/syria.bus.blast/index.html?eref=editiéguid> CNN3
<link>http://edition.cnn.com/2009/WORLD/meast/12/03/syria.bus.blast/index.html?eref=editiam

<descriptiorrAn explosion killed dozens of passengers in a bus in the Syrian capital Thorsdang,
officials said</descriptior»

<pubDateThu, 03 Dec 2009 06:03:40 ES/pubDate-
<litem>

<iterm>
<title>U.N. chief launches #8M Gaza aid appesltitie>
<guid>http://edition.cnn.com/2008/WORLD/asiapcf/05/02/oly.hk.torch/index. html?edifron</guid> CNN4
<link>http://edition.cnn.com/2008/WORLD/asiapcf/05/02/oly.hk.torch/index.html?eref=editiok>

<descriptiorr United Nations Secretai@eneral Ban kimoon on Thursday launched a humanitarian appe:
to provide emergency aid to thegple of Gaza in the aftermath of Israel's military offensive in the
region</descriptior»

<pubDateFri, 02 January 2009 02:56:47 ERYpubDate

</item>

<iterm>
<title>Al-Jazeera: Cameraman home from Giwtitle>
<guid>http://edition.cnn.com/2008/ORLD/americas/05/01/gitmo.journalist/index.html? eref=edition
</guide>
<link>http://edition.cnn.com/2008/WORLD/americas/05/01/gitmo.journalist/index.htm|? eref=edlitntr> CNN5

<descriptiorrAl-Jazeera cameraman SamHaljj has been released afteranly six years in the U.S. Navy
prison at Guantanamo Bay, Cuba, a senior Pentagon official aware of the details of the release told CI
Thursdays/descriptior»

<pubDateThu, 01 May 2008 21:51:15 EXIpubDate
</item>

<ICNN_RSS

Figurel.1l: Sample news itegfrom CNN
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Legend
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Figurel.2: Minimum set of relationships between objetéxts or elements

<BBC_RSS

<item>
<title>Somdi ministers killed by bombititle>

<descriptiorrA suicide bomber disguised as a woman Kkills at least 19 people, including government BBC1
ministers, at a hotel in the Somali capitalescriptior

<link>http://news.bbc.co.uk/go/rs&2/hi/africa/839268.stnx/link>
<guid isPermaLink"falsé>http://news.bbc.co.uk/2/hi/africa/8392468.stguic>
<pubDateThu, 03 Dec 2009 13:24:49 GMTpubDate

<litem>

<item>
<title>Bin Laden not in Pakistan, says RKdtle>

<descriptiorrPakistan's prime mister tells UK counterpart Gordon Brown he does not think Osama Bin BBC2
Laden is in his country/descriptior»

<link>http://news.bbc.co.uk/go/rs&/hi/luk_news/politics/8392211.striink>
<guid isPermalLink"falsé>http://news.bbc.co.uk/2/hi/uk_nelpslitics/8392211.stryguid>
<pubDateThu, 03 Dec 2009 11:05:52 GMIpubDate</item>

<litem>

<item>
<title> UN launches $613m appeal for GaZtitle>

<descriptio The UN will launch an appeal for $613m to help people affected by Israel'arpnidifensive ~ BBC3
in Gaza, the body's top official say&lescriptior»

<guid isPermalLink"false> http://news.bbc.co.uk/go/rs&2/hi/me/723378828.strvguid>
<link> http://news.bbc.co.uk/go/rskl/hi/americas/7378828.stadlink>
<pubDateFri, 02January 2009 02:56:47 GMIpubDate
<categoryMiddle-eask/category</item>

<fitem>

<item>
<title>Freed Guantanamo prisoner is hertige>

<descriptiorA cameraman from the-dhzeera TV station freed from Gtamamo Bay has arrived home  BBC4
Sudan.</descriptiorr

<link>http://news.bbc.co.uk/go/rs&2/hi/lamericas/7378828.strlink>
<guid isPermalLink"false">http://news.bbc.co.uk/2/hi/americas/73788283tmid>
<pubDateFri, 02 May 2008 04:08:38 GMJIpubDate
<categoryAmericas/categoy><item>

<[item>

</BBC_RSS

Figurel.3: Sample RSS news iteraxtracted from BBC
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1. The content of an element might be identical or similar to aneteerent(equaity
in|Figure1.2|D)

Example 1.1: Equal news The itle elementof CNN2, <title>Bin Laden not in Pakistan,
PM says/title>, andtitle of BBC2, <title>Bin Laden not in Pakistan, says RKitle>,
are idential as bothshare the same concepts,ieanceps in the content of CNN2are
also concepts of BBC2 and vice versa.

2. The content of an element might be similar and totally included in anelément

(inclusionin|Figurel.2|C)

Example 1.2: Including news: The title content of CNN438 1 FKLHI ODXQFKHYV (
*D]D DLG ,in8l@lesCxie title content of BBC¥81 ODXQFKHYV P DSSHDO
*D] B’

3. Two newsitemsmay tefer to similar and related conceptvérlagping in|Figure

1.2|B)

Example 1.3: Overlapping news The itle element of CNN1, <title>Ministers among
Somalia blast dek/title>, and title of BBC1 <title>Somali ministers killed by
bombx/title>, share common concepfEhdr content share identical F R Q FMil8 WWWH U
and related conceptomaliatand |6 RP D EILTANd (IGHD G 1

4. News might have different or slightly éfent titles but refer to almoshdé same

issues

Example 1.4: Similarity between different elements The title content ofCNN5, 3 $-O
Jazeera: Cameraman home from Gifmand the fitle content of BBC4 3)UHHG
*XDQWDQDPR SULVIR®HIittle (i.¥.,, ¢cORiMAdh concepts aréhome” and

Guantanamad'®). However, the contents of corresponding news items are similar.

5. A news item may not share anything with another news item (case of disjoint

relationship ipFigure1.2|A)

12 After a preprocess of stop word removal, stemming, ignoring non téxalaes and semantic analysis.
13 *% | W P R~ ateQtBelGuantanamo prison.
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These four examples demonstrate ieed to considemwo issueswhen comparing RSS

items

1) the need to consider the content of elements having different labels as computing
relatedness between conteatslements having identical labels is not enot@h

identify the overall items relatedness (&kamplel.4).

2) the need toidentify the relationshipsi.g., disjointness, overlap/intersection,

inclusion andequdity c.f.|Examplel.1|to|Examplel.4), which havenever been
considered in any of the existing XMtklated xSim(KADE, A. M. and Heuser,
C. A., 2008), flat texs similarity approach such a&idf (MCGILL, M. J., 1983)
or RSS oriented correlatidmased phrase matchiagproache$PERA, M. S. and
Ng, Y, 2007)

It is to be notedhatidentifying the items relatednesscomplex as the quality of textual
LQIRUPDWLRQ LV GHSHQGHQW RQ WKH DXWKRUfTV VW\OH
etc. (identical topics might be described differently, while different topics might be

de<ribed using similar concepts).
Scenario2: Context-aware merging of news items

Alice, a medical doctor, registers all her favorite nnednews feeds, blogs and result of
searchind® medical journal(e.g, PubMed and medical RS search engise(e.qg,
RSS4Medickin her RSS readeBhe uses hdRSS readefrom herpersonal computer at
home or a portable computer (PDA, Smartph@te) during coffee break.

Whenusing her personal computer, she sike read the different persgees of each
article. However, duringhe coffee time, she prefers to read only the latest of similar
news items, a newgem that includegeneralizesother news otherwise keep the

differentperspective of each article

Mhttp://www.rss4medics.coffttp://www.medworm.com
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This scenario shows the need to

1)

2)
3)

identify the context ofAlice which includes location (where sheag.,at home,

in heroffice, etc), thetypeof device she is using (e,C, Smartphonestc)

measue the relatedness betem news items

identify the set of actions that fitsvith the preferenceof Alice (e.g.,keep the
latest of similar news item&keep a news item that includes/generalizes other

news keepboth news, etg and

4) have an easy and adaptive system.

Scen

ario3: Semantic-based RSS operat®

Registering a number of news feedsaiRSS aggregatooften causes data overloading

problem.One of aknown solution to alleviate this problem is the use of query operators.

The content of web feed flows periodically as per the updating rule of the tonteer.
Liu et al, intheir RSS surveyLIU, H. et al., 2005yeported that on average 55% (out of
100000 registered feeds in 45 days) update their content within 1 hour. Unlike the

traditional database query processing, datalativelystatic and the query is unknown

for stream query processingata is relatively dynamic and the query is known. Thus, the

guery processing in stream is continuous over each arriving feed.

The

following five examples demonstrate the needhtve specialized RSS based

querying operators.

Example 1.5 Joining feeds Bob, ajournalist wants to get all news items of CNN and

BBC having similar titlesDQG SXEOLVKHG EHWZHBeQembR 09 RTFORFN
(for instance) This query involves joininget ofnews items of both sourcegthin the

given timestampwhile consideringthe semantic information embedded in the title

element.
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One of the current approacheshandle this queris to use Nesté Loop Join (NLJ)n
XQuery"® of news items using comparison expression defined on the ctGnvéritle
elements such as|i|ﬁigure1.4 +RZHYHU WKLV ZRXOGQITW SURYLGH F

comparison expressiom(thewhere clause) is restricted to exact text matchamgl yet

without semantic. As a result, news refereeing to the samedagithie pair of news
&1l DQG %%& EXW ZULWWHQ GLITHUHQWO\ ZRXOGQTW E

for $lin docs(... /cn.rss) $jin docs(../bbc.rss)

wherefn:comparé$l/title.content $j/title. content EQ Oreturn
<result>{$l, $j} </result>

Figurel.4: CNN Join BBCusing NLJ

Another way to handle this problem is to uséadmashup toolg¢such asyahoo! Pipes
which putall news items in the two sourcesjowevernone of thesxisting mashup tools
neither consider the timely nature of the feeds handle the semantloeterogeneity

problem embedded in tl@ntent ofnews itens.

Example 1.6 Merging feeds Bob wants also to retrieve all hourly news items published
by CNN and BBC while keeping the redundanews items.

Handling this query could be currently done using the Outstédl Loop Join concept
(ONLJ) of XQuery 1.1 with the joining comparison condition in thieere clause of

XML query as shown i|rFigure1.5

outerfor $I in docg... /cnn.rss)$jin docg../bbc.rss)
wherefn:contans($l/title.content , $j/title. content) = True
return<result>{$l, $j} </result>

Figurel.5: CNN Outer join BBC

15 XQuery(ROBIE, J. et al., 2009} aquerylanguagebased on trefor finding and extracting elements
and attributes from XML documents.

® Given an element e, its content is accessee.g@antent

A news item is the redundant of another news item if there is equality or inclusion relationship in
between.



CHAPTER 1: INTRODUCTION AND MOTIVATION 12

However, doing that would cause the following drawbacks:

1. semantically identical news wallbe considered different (e.gCNN2 and
BBC2),

2. related news itemén particular thoseverlaping®® or includedsuch asCNN1
ovellap withBBC1, andCNN4 include BBC3 Z R Q 1 W the Hesult seéven if
XPath® function fn:contains ~ (CLARK, J. and DeRose, S., 1998)used to

considlerWKH FDVH RI LQFOXVLRQ +HQFH XVHUV ZRXOG

existing between the newms and would be forced to read the related news

independently as if they are different

Example 1.7. Evolution of news item: Bob wants to do analysis on evoflingws
items published by BBC and issutbe query get all news itemsf BBC that evolved in
the last 24 hours.

To handle this query, one $1@0 identify theinclusionrelationshipof two related news

items over a period of timand merge them together. HoweveW KLV KDV QW
considered in any of the existing solutipicluding Google NewsThe laterprovides

only atimeline graph that sbws the numbeof sources that coverstory (defined witha

set of keywordsjogether witha change over timef articles.The news in theéimeline

shares onlypsomekeywords.

Example 1.8. Query By Example and Query optimization: Bob wants to retrieve all
news items published within the last two hours by CNN and BB&are similar to a

givennews item extracted from Reuters.

Handling this kind of queriequires performing:

8 Two news ae related with overlap relationshiptibthshare someommondatainformation

¥ XPath(CLARK, J. and DeRose, S., 1999)a query language based on tree used to navigate through
nodes, elements and attributes in an XML doentrit defines set of functions to manipulate simple
values.

2 A news items evolves if its updated versiopislishedater on.

EF
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- similarity join over the resultfosimilarity selection (thaidentify all news items
similar to the given exampl®yereach sourceor

- selecting the result of joining newsmsfrom the two sources.

Even though these two query plans provide the same final result, the order ofraoing t
operations generate different overatist Hence there is a need to choose thlan with

lesrcost.

In addition, %o REJV TXHU\ FRPPRQO\ FD O#&BEisbXabbthedasic[DP SOH
operations irfeedcontext but not handled with any of the cumtrapproacheslhis type

of query demands the need to have an easy to use user interface.

The lastfour examples(Example 1.5{ to|[Example 1.8|) demonstrate the need to leav

specialized RSS operators that take into considertimtimely nature of the news feed

Examplel1.5| to|Examplel1.8), relatedness/similarityExample1.5|and/Example1.8),

relationship existing between texts and elements (such Eapiality, Inclusion

Overlapping and Disjointnes$ (Example 1.6 ard |Example 1.7) while considering

semantic infomation to analyze their meaninbp addition,the QBE in|Example1.8

shows the need to have adaptive aagy to useser irierface
Hence, the main objectives of this thesis are:

1) Integrating semantic infaration in news feed management

2) Measuring the semantic relatednbsswveen entities to be compared

3) Querying dynamic news items using semaatiareand contexaware
operatos, and

4) Facilitating the news feed management using eaggdmterface

The rest of this chapter is organized as follows. Se@rprovides an overview of our

approach. SectioE elicits the main contribution of this thesis work. Secfib

provides the roadmap of the report.
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1.3 Overview of our approach

In this thesis, we propostae SemanticAware News Feeds Managenmdframework
shown diagrammatically ‘ﬁigure 1.6 Our Frameworkis composed of threeain and
interacting components: RSS relatedness, Merger and RSS query processor.

\ o

FeedSources 1 interface

________ |  RSS ,/R_Sé RSS

I—
@
E'cl% <RSS-|[J1 Relatedness Merger \Query Processo
Pl S
Z Merging Output
gﬁ Rule Engine Generator
(O]
()]
LL

ﬁ ‘i Merged resul
el e e s

Profile Value Label Rule Pre )
DB KB KB pg Fraerence:

Figure 1.6: Semantieaware feeds management framework

The RSS relatedness (c.f. Cha@or detail) measures the extent to whisto feed
contents are related usitgo types of Knowledge Basdsalue and labg) to handle

both structural and content heterogeneity problemd,returra pair containing similarity

and relationship valige The relatedness between feed contents is computed by combining
the relatedness tveeen its components, texts and elements, using both mathematical and
heuristic based aggregation approackes.instance, we compute the similarity between
textual values usinghe cosine of theangle separating the vectors representimg
componerg of each text.Eachvector contains the weight aford/concept computed

using ourenclosure similarityreflecting concept occurrence and maximum similarity
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The enclosure similarity between two words (one from each text) is computed as the ratio
of the numbewf concepts/words shared in the neighborhood (collection of semantically
related concepts) of each word over the neighborhood of the second word. The
relationship between textual values is identified using notion of interval defined on
similarity and twothreshold valuestdisjointness and equalityrhen, he relatedness

between elements is computed by combining the relatedness between labels and contents.

The RSS merger (c.f. Chap@rfor detail) provides amadaptive and easily customizable
rule-based feed integration approach. The rules are bothdghimed and can be
personalized lateby the user The rule engine extracts rules personalized by the user
(stored in rule database) and informs the merger whatot when collection of feed
contents satisfying known conditieare found.The RSS merger sent its resultowtput

generator to produceresulin the format suggested by the user.

The RSS Query processor (c.f. Chaﬁhor detail) processscontinuousgueryusing a

set of semanticand threshold based operatorthat acceptwindow(s) as input.The
processor interprets a user query string as RSS content (i.e., text or element) and
computes the correspondisgnilarity betweerthe query $ring andeachmember of the
window(s) in collaboration with the RS&latednessomponentTheproposed operators

solve the issue of querying dynamic and author dependent textual information.

1.4 Contribution s
The major contribtions of this thesis are the following:

1. we propose dedicated RSS relatedness mesable to compute sinality and
identify relationship at different levels of granulariyexts, or elements

2. we propose dedicated RSS algeboemposed of set of similayi functions and
extraction operatorsThe algebra containa novel operator calletMerge that
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generalize the binary join, and the set membership operators; we show that only
selectandMergeoperator are needed fieedcontext

3. We propose aontextawareand rulebasel framework that allows the user to
define rules, personalize sources and system parameters.

4. We developa prototype FasyRSSManagertto validate and demonstrate the
practicability of the different proposals made in this thesis.

5. We test expementally the relevance of our approachesng both real and
synthetic news datasets.

1.5 Roadmap
This thesis reports is organized as follows:

Chapte reviewsthe works related to the realm of our research proldeive review
works in the areaf concept similarity, XML comparison, merging and XML algebra.

Chapte details our approaes to handle the heterogeneity problems aiso to

measurdhe relatedness betweepair of concepts, texts, and elements

Chaptede*ails our contexaware and rukbased feeds merging approatthdiscuses
themerging framework with its components and the merging algorithm

Chaptedetails our dedicated feed query operators. We define a set of whaked
and semantiawareoperatordbasedon the feed data model. We study the property and

query rewritingapproach

Chapte@presentsour prototypesEasyRSSMangemd the set of experiments conducted

to validate our approaches.

Chapteconcludesthe thesis report bgrawing conclusionscontributionandour future

research directions
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2.1 Introduction

It is to be recalled thab RSS news feeds textcontent rich, semantically
heterogenous and dynamic XML document. Hereféicent retreival of news feed is
related to the issue of measuring concept similarity, XML document comparision,

aggregation or intagtion of XML documents and mé¢val of XML documents.

The objective of thischapter is to investigate the different approacks in
words/conceptbased similarity measuresML document similarity mergindintegration

of XML documentsand querying XML database.

The rest of the chapter is organised as follows. In Sget@rwe discuss the XML

data modelln Sectior|2.3 we providea review of industrial products related to news

managemeniSection2.4iassesses works related to consghilarity measures. Section

2.5 reviews the three main approacks in XML documens comparsion. Sectio@

reviews basic technique to integrate or margelistributed database design and semi

structuredKML documents In Sectiorj2.7| we review works in XML query algebra

Finally, Section2.8lsummerzes the chapter.
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2.2 XML data model

XML document representkierarchicallystructured data. It can be modeled as either
Ordered Labeled Tree (OLT) or Unordered Labeled Tree (UOLT). In both models, each
node of the tree is an XML element and is written with an opening and closing tag. An
element can have one or more XML attributes representing +vatae pairs with
element. An edge connecting nodes repraspatentchild relationship. In OLT, the
children of each node are ordered from left to right following their order of appearance in
thedocument. Irnthework of (ZHANG, Z. et al., 2003; NIERMAN, A. and Jagadish, H.

V., 2002) OLTs have been implemented using special and distinct ordering attributes
names. The attributes nodes appear as first chilthedf encompassing element node,
ordered by the attribute nanildIERMAN, A. and Jagadish, H. V., 2002 the work of
(SCHLIEDER, T. and Meuss, H., 2003ttributes of an element are transformetb

two nodes related with pareahild relationship attached to the element. The parent
elementis named after the attribute name and the child is text node with sequence of

words describing the value of the attribute.

XML documents may also have elenerdefining hypetinks or reference to other
documents or elements (using XLIKK elements associated with 1D, IDREF and/or
IDREFS tokenizedattributé?). Including such links in the model gives rise to a graph
rather than a treand thesdinks can be imprtant in actual use of the XML data.

In the context oihews feeddocumentHAMMERSLEY, B., 2003) link, id and guide
HOHPHQWYV FRQWDLQ XQLGLUHFWLRQDO UHIHUHQFH WR

change the definitiof a tree. Consequently, we disregard reference/linkage between

L XLINK (DEROSE, S. et al., 20013 a W3C specification that defines the XML Linking Language
which allows elements to be inserted into XML documents in order to create and describe links between
resources.

% A tokenized type attribute is specified using value of type 1D, IDREF or IDREFS. ID attribute name is
unique in an XML document and acts wsique identifier for the elements. IDREF or IDREFs have a
value matching to the value of an ID attribute of some element in the XML docyBRAY, T. et al.,

2006)



19 RELATED WORKS

elementgFigure 2.1|shows a sampleRSSfeed and the equivaletriee. An element that

contains only simple values called simple elementtherwiseit is complex element.

<rssversior="2.0">
<channet
<title> % % & 1 H ZAitler Legend
<link>http://news.bbc.co.uks/link> L I:I Element
<descriptorr« QHZV |HBWX@ptidN « 1T
<item> ‘
<title>Kabul suicide car bomb ‘kills 1€title>
<descriptior$ VXLFLGH DWW BiffeNcriptibr) JHW L Q
<link}http://news.bbc.co.uk/go/rks</link>

"1 Attribut

Value

<fiten>

«

<rss>

LU, T8Way 3016 115436 6N

_________________________________________________________

i
[Faie

Figure2.1: Tree representation of Sample news feed

2.3 Industrial products

The known commercial search engindse Google, Yahoo and Microsoft provide
keywordbasenews searching, ggegation of news from different sourcekjstering and
personalization servicefn the next suisection we preserdoogle NewsYahoo! News
D QG OLF BRYy MW, folowed byeed aggregators amthta mashups

2.3.1 Commercial news search engines
Google News?

Google News aggregates news articles from more than 4500 worldwide news sources,
groups automatically similar ones togethasifg pre-defined clustersas Top Stories,

U.S. Business, Sci/Tech, Entertainments, Sports, and Health), and displays them
accRUGLQJ WR HDFK XVHUfV SHUVRQDOL |GG RewsH UH VW

% http://news.google.com/
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applies duplicate detection approach to show only the original stories from the source
together with links to several news articles related tevienif Google News clusterthe

news articles, clicking othe option Zll n news article$ shows all news itemis which

some ofthem are similar (even identicalyelated (i.e., share common informatien
overlap, and includebut readers have to read all to decide what to do sut as
disregardhemor not Recently Google Newsmplemens keywordshasetrending of the
popular news sorted ichronological ordeof recentnessThe keywordshasel searching

of news articles is supported withdedicatekeywordbased inverted list. Ehinverted

list index file is consulted to look for the candidate documents that contaieyheids.
Yahod News*

Yahod News provides similar service as Google News and aggregates more than 5000
news sources using seamitomatic method (i.e., combinati@f algorithmic and human

editors). In addition, Yahoo provides trending on the popular news (identified with
keywords) ordered on recentnesmwever,Yahoo GRHVQTW DOORZ SHUVRQDO

on the source nor preference of content.
OLFURVRIW‘HV 1HZV

OLFURVRIWTV %LQJ 1HZV VtHdxsahtekseriQelds@idogkUNRvsidG H V
GLVSOD\V ORFDOL]J]HG QHZVY GHSHQGLQJ RQ WKH XVHUfV

Table2.1|shows the comparison betwettyie three new search engines presented above.

In general, the news search engines categorize the set of news into a sedafinpre
clusters, and navigation within the cluster is possible. In addition, the retrieval is
keywordbased whout similarity, and locatiobased personalization optioHowever,
none of them provida personalization option that assists a user on how to present those

newsarticles in the same cluster.

% http://news.yahoo.com/
% http://www.bing.com/news
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Table2.1: Commercial news search engineshvthe supported operations

Personalization Support for
type supported | Source Features relationship| structured | QBE
base? query
Google -  keywordbase 2 - Timeline of event 2 2 2
News filtering

duplicate detection
keyword searching

automatic clustering tc
predefined clusters

Yahoo! -  keywordbase 2 - trending of event 2 2 2
News filtering keyword searching

semiautomatic

clustering to pralefine

clusters
Bing - locationbase 2 - keyword searching 2 2 2

New rsonalization i i
ews personalizatio clustering of news intc

predefined clugrs

2.3.2 Feedaggregators

The existingRSSfeed aggregatorgdocus mainly on the reformatting and displaying of
news items without prioritizing, rearranging, merging, clustering, etc. Feetfstie
FeedRins¥ provide keyworebased filtering (either tallow or prohibit) of news items
within a given feed but this approach is very tedious and not scalable to large scale.
Recently,in (BERGAMASCHI, S. et al., 2007the authorgpresented a semantic news
feed aggregator that gip related news having same topic valugébey applied
clustering of the title of the news feeds selected by the uisch cluster contains news
related under the following dimensions:

1) Spatial perspective: the news with the similar titles published ifierent

newspapers;

2) Temporal perspective: the news with the similar titles published in different times.

% hitp:// www.Feedsifter.com
" hitp:/lwww. FeedRinse.com
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Then, he similarity between items (using only the title) is computed udamarard
(BAEZA-YATES, R. and RibeiréNeto, B, 1999)similarity methods.

2.3.3 Data mashup

In web feed context, news exists in different formats and versions. In addition, some
provides only summary, full news, with associate multimedia information (e.g. video

clip, sound, etc) and integrating them isigsue that needs to be investigated.

Currently, the advent of Web 2.0 allows users to mashups data or services so as to create
a service that serves a new purpose. Most of the mashup tools are used to remix news
articles published by differnt providers gfMoopipes®, DamigALTINEL, M. et al.,

2007) Mashmaker(ENNALS, R. J. and Garofalakis, M. N., 2007Piggy Bank
(HUYNH, D. et al., 2007) WebScripte(YAN, B. et al., 2003) Drapper(SHIR, E. and

Aizen, J., 2005and PotlucKHUYNH, D. F. et al., 2009)

Damia, Yahoo! pipes and Mashmaker, use XML based data model as integration
mechanismHence schema®f the feedsre converted into the internal schema manually

(case of damia, mashmaker) or using saatomatic method (Yahoo! pipes and drapper).
Damia

IBM provides a mashup tools Dan(@LTINEL, M. et al.,, 2007)to assemble data feeds

from the Web, enterprise data sources, and result of quering data stored in relational
database such as Mirocsoft Acé@smd DBZ. Damia supports three types of operators:
ingestion, augmentation and public@n operatorsThe ingestion operators transform non
XML data (Excel, CVS, HTML) into internal model using wrapp€Fhe augmentation
operators perform the data management operations using set of operators to: extract

information from sequences (Extract), filter tupl@silter), iterate over items in a

8 http://pipes.yahoo.com/pipes/
2 http://office.microsoft.com/access
30 http://www.ibm.com/db2
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sequence (lterate), construct a new sequence from other sequences (Construct), join
(Fuse), sort (Sort), aggregate (Grpuphe publication operator convert the result of the

mashup into common output formats such as J3OML, XML (e.g. RSS).
Yahoolpipes

Yahoo!pipes provides a graphical user interface fordmgl a new mashuphat
aggregate web feeds, webgpa and other services, creat&Vebapplication from other
various sources and publish those applications. A @Epeomposed of one or m®
modues; each module perfaa task such as metving a feed from Web, filtering, and

combining. The data mgulation operators are showrnTiable2.2| In addition, itallows

users tgipe information from atmost 5 sources and setup rules on how content should be
formulated using filter, union, extract, sort, unique, trunct and other operators. In general,

the pipe allow aggregating web data using the RSS 2.0 as internal or gloabi@che
Apatar!

Apatar is an open sourcExtractTransformLoad and mashup datintegation
application. Datamap in Apatallows a user to link data betwe#re sources and the
targetslt is composed of data gices, and operators that alloefining the fow of data
from the source(s) into the target(s). Apatar al@annectivity to valus data sources
and uses objediased internal data mogahd hence specific objects are created for each
data source. In the processers have to define the stiure of the outputdocument
specify the correspondend®tween the input and the output fieldsing transform

operatofTable2.2[shows the operators supportedApatar

MashMaker

MashMaker(ENNALS, R. J. and Garofalakis, M. N., 200i8)a webbased tool for
editing, querying and manipulag web data. MashMaker is intaged as part o web

3 http://www.apatar.com/
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page (explorer) and allows a user to create a mashup by browsing and combining
different web page To build the mashup, set of web pages are combined into one. The

combination is done using widget, a small application that can be added to a web page.
Dapper

Dapper(SHIR, E. and Aizen, J., 20033 webbased service thanable users to
create an interactive feed from websites. Here, users have to choose the data sources, and

elements to be seen in the output. It allows only extract, copy and paste operators.

In general the datanashups detailed abownd summarized inTable 2.2| (a detail

compaison between mashups can be foundid LORENZO, G. et al., 2009) support
union, join, filter and sort operation amdne of these applications provide an rapgh

thatconsider semantic based matching.



25 RELATED WORKS

Table2.2: Data manipulation operators offered by mashup tools

Mashup tool | Internal Data manipulation Description of the operation
model
Damian - XML - Merge - combinesource feeds based on expression

is applied to the feeds. The expression comp
an item value from the first feed with an ite
value from the second feed. All items satisfyi
the expression are merged or joined in
resulting new feed

- Union - Combine two or more feeds into one feed. T|

entries from the first feed are added first th
the entries from second feed.

- Filter - extract those feeds that satisfy a given condit
Yahod pipes | - XML - Union - combine a data from different sources
- Sort - sott on key
- Filter - used to extract specific items from a feed t
meet the filter condition.
Apatar - Object - Aggregate - combine two different data sources. The u

must define the structure of the output g
specify the correspondence between the ir|
andthe target in the aggregate operator

- Filter - used to extract the data that specify
condition
- Join - combine those data items that satisfy the j
condition
MashMaker, | - XML - Copy - Elementary operators to extract and copy
Dapper - Paste put it another place
- Extract

In the next suisection, we review thenain approaches in conceptaised similarity

measures.

2.4 Concepts similarity

In the fields of Natural Language Processing (NLP) and Information Retrieval (IR),
semantic knowledge also called Knowledg Base (thesauri, taxonomies and/or
ontologie$ provides a franework for organizing entitiesuch as words/expressions
(SMEATON, R. and Richardson, A. F., 1995; LIN, D., 1998gneric concepts
(RODRiGUEZ, M. A. and Egenhofer, M. J., 2003; EHRIG, M. and Sure, Y., 200
pages(MAGUITMAN, A. G. et al., 2005)into a semantic space. Subsequentie

Knowledge Base is utilized to compare/match the ergg with respect to their
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corresponding similarity/relevance degrees with one another. Isetii®n we detail he

notions related to semantiodwledge and concept similarityeasures

2.4.1 Semantic Knowledge

In the last two decades, semarkimowledge hadeen applied in the area of machine
translation and learninglTOVE MANUAL, 1995) word sense disambiguation
(DAHLGREN, K, 1995) query expansion and rewritingdlOEBER, O. et al., 2005)
document classificatioPENG, X. and Choi, B., 2005)locument similaritf{ SONG, I.

et al., 2007)design of questieanswer systerlGONZALEZ, J. L.V. and Rodriguez, A.

F., 2000) etc. Semanticknowledgecan berepresented as fram@glINSKY, M., 1975),
rules, semantic networkNASROLAHI, S. et al., 2009and KL-ONE (BRACHMAN,

R. J. and Schmoke, J. G., 198a)d expressed using recent variants of description logics
and RDF schema (RDF$MCBRIDE, B, 2004) and Web Ontology Language (OWL)
(MCGUINNESS, D. Land Harmelen, F., 2004)

A semanticknowledge generally comes down to a semantic network which is cochpose
of a collection of nodes representing concepts andedge representinga semantic

relationship between the concepts.

A sample semantiknowledge extracted from WordN&tis shown ifFigure2.2

32 WordNet (WORDNET 2.1, 2005)s a domain independent lexical database for the English language
provided bythe University of Princeton. It groups English words into sets of synonyms called synsets,
provides short, general definitions, and records the various semantic relations betweesytimaym
sets
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Figure2.2: Fragment of WordNet taxonomy

2.4.2 Semantic Relations

Hereunder, we detail the most popular semantic oglatiemployed in the literature,
(WORDNET 2.1, 2005; LIN, D., 1998; MILLER, G. A. et al., 1990)

- Synonym( ): Two words/expressions are synonymous if they are semantically
identical, that is if the substitutiasf one for the other does not change the initial
semantic meaning (e,§car Auto).

- Hyponym( 7): It can be identified as th&ubordinationrelation, and is generally

known as thes Kind ofrelation or simplyisA (e.g, Car 7 automotive.
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- Hypernym( 8): It can be identified as theuperordination relation, and is
generally known as thidas Kind ofrelation or simplyHasA(e.g, Automotive 8
Can.

- Meronym(' ): It can be identified as theart-whole relation, and is generally
known as PartOf (also MemberOf SubstanceQf ComponentQf etc.) (e.g.
Windshield' Can.

- Holonym( (): It is basically the inverse aheronym, and is generally identified

asHasPart (alsoHasMemberHasSubstangegHasComponentetc.) (e.g., Car >>

Windshield).
Table2.3: Property of relations
Property Reflexive Symmetric Transitive

Relation

Synonymy : 3 3 3
Hyponym :7; 3 2 3
Hypernym : 8; 3 2 3
Meronym ' 3 2 3
Holonym :( ; 3 2 3

Other semantic relations such as Possession, Retgté&dilise/Effec(WORDNET 2.1,
2005) may exist between concepts. However, the Hyponym/Hypernym and

Meronym/Holonym relations constitute the major part of the semiamtiwledge

Table2.3|reviews the most frequently used semantic relations along with their properties

(WORDNET 2.1, 2005; LIN, D., 1998; MILLER, G. A. et al., 1990ote that, the

transitivity property is not limited only to semiz relations of the same type and could

also exist betweedifferentsemantiaelationsas shown ifexample2.1

Example2.1: Referring to the knowledge base shawjrigure2.2

- u86 3UHVLIEHR®RI VWDWHY DQ G(pHFOGBLRHY WDWHQYVLWLYH
LQIHU WKDW 1 816( [3HFAXKWN IGYHHIW 9
- M7LUHYKHHOY DQG pu&MOHWHOWUDQVLWLYHOWDHJNTQIHU WKDW
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Formally, given three concepts, € and & related with semaitt relation B (between
Ci and G) and Rk (between €and ) in a given Knowledge Bag@&able?2.4|details the
transitivity relationship that might connect concepta@d G using the semantic relations

shown inTable2.3| The relerance of identifying thae relationshi would be shown in

Chaptelfwhile identifying semantic neighborhood of a concept.

Table2.4: Intratransitivity semantiaelationsips

R 7 8

7
.
)

~ - 0 = o
A~ - N -~

( ( |

Notice that, a value of in the table denotes the absence of relationship betwedd the

and G.

In the next two sulsections we assess the concept similarigpproacheghat are
categorized into twalistancebase and information contertasel approaches.

2.4.3 Distance-based approach es

The distancébas@l approaches use the distance/datigth between anceptsin

semantic knowledgas basic parameter.

Simple edge counting/path length approach is the easiest method to mtwsure
similarity between words/concepts. In this approatme similarity is commonly
computed ashe minimum number of edges separgithe two words/concep{®ADA,
R. and Bicknell, E., 1989; RESNIK, P., 1995ada& Bicknell (RADA, R. and
Bicknell, E., 1989)use theMedical Subject Heading Knowledge &se and counthe
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number of edges between terms in the Mdfdtarchyas a measure of the conceptual

distance between termsis denoted as:

5EV p-»Uopapeie; L ZEesdg; (2.1
Leacock & Chodorow (LEACOCK, C. and Chodorow, M., 1998)ropose scaled
conceptbased measuigy including themaximum depth of theemantic knowledgas a
path length normaletion factor. It is denoted as:

, FZ‘%:t:‘5éG;;
5Erl>c_amﬂGfmbmp:mEa6; L t H (2-2)

where:

- D is max depth o& concept irasemantic knowledge

- len( sa ¢) returns the path length/distance betweeari@ G.

Wu & Palmer(WU, Z. and Palmer, M. S., 199dyaluate a conceptual similarity between

pair of concepts imierarchybased Kowledge Bas@sing their most common ancestor.

The similarity measure takes into consideration the depth of the least common ancestor
concept as well as the distance separating each concept from the leasincantestor.

It is denoted as:

- s t Ht 1 =S
Is ~EoBabsds; Ztecd; EZfedys EtHTT =S (2.3)

where:

- C s the least commamncestor thasubsumes Cand G
- depth(C) is thalepth of C (i.e. the distance separating C from the obtte
semantic network)

- len( sa g) returns the path length betwe@pand G
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2.4.4 Information content -based approach es

The abovealistancebas@& measures assume that edges are uniform or havartie s
type and hence represent uniform distance. In real semantic ngtindistance covered
by a single link can vary with the network density, node degptll information content
of the corresponding nodes. One attempt towards this issue is the use mikimum

informationthe conceptshare in common.

In hierarchicalsemantic network, the common information is identifiech &snction of

the information irtheleast common ancestthat subsumes both concepts.
Definition 2.2 [Information Content]

In information theory, the information conte(iC) of a concept C is computed as
negative log likelihood using the probability theomyjhe probability of a concept C is
computed as the aggregate frequency of all words/expressibsumed by the concept
C ina given corpus. It is denoted as

”i“

' LFZ'% ;LFZ'%——G (2.4)
where:
- "1 ;is the probability of encountering an instanceof
ne L eIm total nunier of occurrence of words subsumed b

ubG C, in the given corpus
- N: total number of words encountered in the corpus
According to ResniKkRESNIK, P., 1995)semantic similarity between two concepts C

and G depends on a easure of the extent to which they share common information in

ISA taxonomy. ltis denoted as:
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SEVcqigis@e L 1 ; (2.5)

where IC(C) is the information content oféir least common subsume of &d G.

Notice that, Resnik compwg#C using the frequency of 1 million words in Brown Corpus

of American English. According to Resnik form{(a%)( the similarity of two pair of

concepts havinghe same least common ancestor is the safe drawback of this

approach is demonstratedixample2.2

Example 2.2: Referring to the KnowledgBase shown iEigureZ.Z The similarity

betweenCar and Planeis the same as the similarity betweafmeeled Vehicland
Planeas the least common ancestor of each pair ickehe, Sinkesni{Car, Plang
= Simkesni{Wheeled vehicle, planelowever, in reality similarity between Wheeled

Vehicle and Plane is more than the similarity betw@anandPlane

lmhanDWWHPSW WR DGGUHVV WKLV SUREGHIN, D.LOYY XQLYH!
defines the similarity between two concepts agatio of the amount of information
needed to state their commonality and the information needed to fully state each of them.

It is denoted as:

t H+ %%
+%84; E + Wh;

SEAu%®s; L (2.6)

In real semantic networks, the distance covered by a single link can with regard to the
network density, node type andetinformation content of the corresponding nodéemng

and Conrath(JIANG, J. J. and Conrath, D. W., 19%4d that link distances could also
depend vary according to link type acdmbine taxonomical distancee., path lergth)

with corpus statistical informatiofi.e., information contentfo computethe semantic
distance. Hence, the semantic distance betweenconcepts is qualified with the
computational evidence derived from the distributional analysteestorpus da. It is

denoted as:
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&EQRBsmasanc%d L + %W E + W Ft H+ W 2.7)

Recently hybrid based approach{€dN, P. et al., 2009; HON®MINH, T. and Smith, D,

2008) that combine the edge counting and information content in WordNet taxonomy

have been proposed. Zhat al. (ZHOU, Z. et al., 2008tombinethe path length and IC

of each concept as a metric and the weight of each metric is adapted manually. Qin et al.
(QIN, P. et al., 2009xombire the semantic distance approach of Jiang and Conrath
(JIANG, J. J. and Conrat). W., 1997) ZLWK WKH /LQTV XQLYHUVDO VL
(LIN, D., 1998) whereasHongMinh & Smith (HONG-MINH, T. and Smith, D, 2008)
combinethe edge counting with the IC while taking into caiesation the link strength

and deptrof the semantic tkowledge

The concept similarity measures presented in this section are capable to identify
similarity taking into consideration mainly is kind of relation. However, none of these
measures are capabteitientify the relationship existing between concepts.

In the next section we present the reviewsemistructured/XMLdocument similarity

approaches.

2.5 Semi-structured/ XML documents comparison

In the literature,various semistructuredKML similarity/comparison approaches are
proposed.We categorize e proposals to threestructurebased contentbased and
hybrid.

2.5.1 Structure -based similarity

The structural similarity is mainly computedging tree edit distanc@ILLE, P.,
2005) For instance, Chawath(CHAWATHE, S. S., 1999) Nireman and Jagadish
(NIERMAN, A. and Jagadish, H. V., 200&2nd Tekli et al(TEKLI, J. et al., 2007)
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consider the nmimum number of edit operatioriasert node (sulree), delete node (sub
tree), move node (stiipee) and update noddo transform one XML treénto another.
The work of Chawath¢CHAWATHE, S. S., 1999has been considered adase t@a
number of XML structured comparisons. Chawathe restiicsertion and deletion
operatios to leaf nodes and allswelabeling of nodes anywhere in the document while
disregarding the move operation. his paper Chawatheuses tree edit compaison
approach of Wagnedfisher WAGNER, R. and Fisher, M., 1974) association with
node tag and its depth pair (label, depth). He further egtémedapproach for external
memory based similarity computation and identifié®, IRAM and CPU costs. The
overall complexity is quadratic and depends on the maximum number of nodes in the
tree. Recently, Tekli et a(TEKLI, J. et al., 2007usesemantic tag similarity together
with the tree edit distaecin computing thesimilarity betweenheterogeneouXML

documents.

However, evaluating a tree edit distance is computationally expensive and does not easily
scale up to large collections. Assresult other techniques that exploit the structural
charactestic of XML documents have been proposed such as tag sim{BWYTLER,

D., 2004) edge similarityLIAN, W. et al., 2004)and path set matqRAFIEI, D. et al.,

2009.

Flesca et al(FLESCA, S. et al., 2005)se Fast Fourier Transform to compute similarity
between XML documents. They extract the sequence of start tags and end tags from the
documents, and convert the tag sequence teqaesice of numbers to represent the
structure of the documents. The number sequence is then viewed as a time series and the
Fourier transform is applied to convert the data into a set of frequencies. The similarity
between two documents is computed infileguency domain by taking the difference in

magnitudes of the two signals.

However,in feed contexthe structural similarityapproacksaloneis notenough asin

most casenews feedsf thesame version and ty@eesimilar automatically.
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2.5.2 Content-based similarity

In contentbased similarity of XML documentghe similarity is computedusing the
contents/values of documentgthout assigning any special significance to the tags or the
structural information. For exampliformation Retrieval IR) searchengines typically
ignore markup in HTML documents when matching phrases. The similarity can be done
with/without considering semantics. IR (MCGILL, M. J., 1983) the content of a
document is commonly modeled withtsbags of words where each word (and
subsumed word(s)) isommonlygiven a weight computed with Term Frequency (TF),
Document Frequency (DT), Inverse Document Frequency (IDF), and the combination
TF-IDF(BAEZA-YATES, R. and Ribeb-Neto, B., 1999)

The known approach to measufe similarity between two texts is aggregating the
similarity of their ®©rresponding lexical componentsising vector space model

(MCGILL, M. J., 1983)or fuzzy infomation retrievalOGAWA, Y. et al., 1991)This

has been improved by considering stemming,-stopd removal, parbf-speeb tagging

etc. However, lexicadEDVHG WH[W VLPLODULW\ ZRXOGQMW LGHQ\
example 3¢ FHPHWHU\ LV D SODFH ZKHUH GHDGDSERSOHTV
graveyard is an area of land, sometimes near a church, where dead people are buried

are similar but the similarity is dependent on the semantic similarity existing between

cemetenandgraveyard placeandland, in addition to the commonality of the texts.

The semantic similarity betwedwo texts has been measured using different techniques.
Mihalcea et a(MIHALCEA, R. et al., 2006)extend the lexical t&g similarity approach
by aggregating the maximum similarity between the corresponding words of the two texts

combined with word specificityit is denoted as:

s oo | =TSEB&: HE @B _Acpq -I=TSEBSH; HE @S (2.8)
t Aspi.-E @ Aspq =E @B
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The maximum snilarity is computed using two corpus based similarity metrics-PMI
IR (Pointwise Mutual Information and Information Retriev@lllJJRNEY, P. D., 2001)
and LSA (Latent Semantic Analysid)ANDAUER, T. K. and Dumais, S. T., 1997and
six Knowledge Ease metrics: Jiang and Conr&ilANG, J. J. and Conrath, D. W., 1997)
Leacock and Chodoro@EACOCK, C. and Chodorow, M., 1998)esk(LESK, M. E.,
1986) Lin (LIN, D., 1998) Resnik(RESNIK, P., 1995)Wu and Palme(WU, Z. and
Palmer, M. S., 1994PMI-IR measures the extent to whitwo words coexist together in
very large corpus such as the WEBA represents the term -@zcurrence in the corpus
using a dimension reduction technique operated I§mgular Value Decomposition
(SVD) andthe similarity is computed using vecttrasedsimilarity method(e.g.,cosine
dot product) However, thee measure are not capable to identify the relationship that

exists between two texts.

In fuzzy information retrievalOGAWA, Y. et al., 1991)the similarity betweernwo

texts is computed by aggregating texts fuzzy association which depends on correlation
between keywords. The keywords correlation fattat measureshe similarity between

two words is computedavith the frequency of keywords, eoccurrences and reia¢
distance in very large corpus such as Wikip&dighe normalized correlation coefficient

nC; between two wordg; andw; in a given corpus is computed as

5 5 s
e poia 5 e i ke S @Sy (2.9)
8:Sy H 8:S

J %L
where

- @SSy L 2 KO E P KI2 K O E RERddédthe distance between the words

- 8:Syand 8kSyorepresents the list of keywords in algedia document

- 8:Sy represergthe number of words in the document

3 http://www.wikipedia.org/
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Given k different Wikipedia documentsontainingboth keywordsw; and w;, the
unigram correlation factoef; is computed as the averagkethe normalized correlation

coefficierts of the keywords in each document.

AL s J (2.10)

% L——

where, J 3yis the normalized correlatioroefficientsof w; and w computed orthe

m" document.

Then,aphrase correlation factor is defined using thgramcorrelation factorsA fuzzy
associatiofOGAWA, Y. et al., 1991between gohrasep in the first text andall the
phrases inhe second text is computed as the complenoét negative algebraic product
of all correlations op and eaclHistinct phrasgx in the other textlt is denoted as:

8 LSF N :sFJI%Ry; (2.11)
apbi
The degree of similarity between two tex$ computed as the average of the fuzzy
association for each phrapein the first text and phrases irhe £condtext However,

computing the correlation coefficient is both time and space consuming.

Recently,(GUSTAFSON, N. and Pera, M. S., Ng, Y., 2008; PERA, M. S. and Ng, Y.,
2008; PERA, M. S. and Ng, Y, 20pused the fuzzy model approach to measure the
similarity between two RSS news articles usingtihe contentextracted frontitle and
description elementsThe authors used peomputed keyword correlation factors
between pair of keywords and defineziy association in order to get asymmetric
similarity value. In(PERA, M. S. and Ng, Y., 2008)he authorsuse phrase matching
approach (such asgram) in finding similar RSS articles collected from the same or
different saurces. However, the approach disregastisctural heterogeneiticaused by
differences in versiors and formas associated ttag name) andthe similarity approach
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is restricted to an RSS content descrippmmposed of theontent of title and descriptio

elements

In the next suisection, we provide detail reviewon the hybrid similarity measuse
which are related to our study.

2.5.3 Hybrid similarity

Recently, he combination of structurand contentbasedsimilarity values has been
proposed in detectingodument similarity(VIYANON, W. and Madria, S. K., 2009)
document clusteringTRAN, Tien et al., 2008)data integratiorfVIYANON, W. et al.,
2008) etc.The structual similarity value is computefbr instancewith Path Similarity
(RAFIEI, D. et al., 2006)Edge similarity (LIAN, W. et al., 2004) or Tag similarity
(BUTTLER, D., 2M4), and the content similarity valués computed with classical
Vector Space Modd|SALTON, G. et al., 19759r extended/ector SpaceModel (FOX,

E. A., 1983) fuzzy logic, etc. These twaimilanty values are combined using entropy,

weighted sum, or average methods.

Ma & Chbeir (MA, Y. and Chbeir, R., 2005roposed a bottorap approach to combine
the instance similarity values to get corresponding simple elememitargy and
aggregate simple elements similarity value to get document or complex elements
similarity value. In computing text similarity (instance of type texg§emantic similarity
restricted to atomic values, with the help of dedicatethantic knovddge (a weighted
edge tree)is demonstratedlhe weight of an edge represents the asymmetric similarity
betweernthetwo concepts. The semantic similariigtween two concepts computed as
the product of the weight associated to the edge connewmbinggts in the semantic
knowledge A parent noden the semantic knowledges semantically identical to all its
descendents and similarity between a child and its parent is equal {o & number of
children of the parent)n addition the approach used tompute thetructural similarity
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valueandthe method used to combine tBuctural and contersimilarity values is not
detailed.

In (KIM, T. et al., 2007; GHOSH, S. and Mitra, P., 2008)combination of path

similarity and content similarity computed using cosamailarity is proposedin (KIM,

T. et al., 2007)the authorsarguethat the weight of a content term should reflect its
frequency, the importance associated to the tag iamdrse document frequency.
However, the autherGLGQITW VWDWH WKH DSSURDFK XVHG WR FRI
Ghosh & Mitrain (GHOSH, S. and Mitra, P., 2008sethe weighted sum of the two

similarity values to get th final similarity values. The weight is computed automatically

usinganentropy approach.

In (KIM, W., 2008) Kim proposed a approach that combines stribgsed structured
similarity value with weightased content similarityalue. In weightbased content
similarity approach, the root node haweight of 1, and the weight of the parent node is
equally shared among children nodes. However, only child has half of the wktblet o
parent. The author assuntést if correspondig nodes dQ fW KDYH LGHQWLFDO Z
the documents are different. Twsrk lacks clarity in each of the following point&l)
structural similarity is restricted to lexical units amat semantieaware(for instancestar

and actor are not identical Wt are related)(2) the approach used to compute the
similarity betweerthe content of two simple elemenr leaf nodes is not clearbtated

and (3) the definition of content similarity is not clear as an element could be complex
and its content is demdenton all the subelements Based on this approacany two

RSS news items are identical.

Recently in (XIA, X. et al., 2009) Xia et al propose arExtended Vector Space Model
(FOX, E. A., 1983)having three sulectorsto measurethe similarity between two
documents. In this approach, any XML document is partitioned into three independent
parts: metadata, body and link, taking into consideration the level of the element and the

number of keywads/terms in the text node. The similarity between metadatarased is
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computed using classical vector space waitheight reflecting the existence of structural
term (i.e, path from the root to key term) attae similarity is computed as dot product of
the vectors. The similarity between body 4teées involves two vectors containing path
and content terms anldeweighted sum is used to combine the two similarity values. The
similarity between links is computed using dice simildfitnethod. Finally, th three
similarity values are combined usiagveighted sum. However, neither the structural nor
the content similarity is semanti@ware and in news feed context this approach comes
down to the use of classical vector space as feeds are not deep nektddciidhents.

In (KADE, A. M. and Heuser, C. A., 2008XSim,a structuraland content aware XML
comparison framework is presentddere the similarity between the elements of two
XML trees is assessed in two steps. In the ftsp, every XML tree is decomposiatb
subtrees in the toglown manner For each suliree, pathcontent pair is identified. The
content of a node ihe concatenation of the content of its leaf sudadles The suktrees
contents of two XML trees are theompared against each other using a string similarity
function. XSim computes thematching between XML documents as an average of
matched list similarity values. The similarity value is computedres/erage of content,
tag name and path similarity valsi without considering semantics. This appraadfers

of two problens. 1) theauthos GLGQ W VSHFLI\ KRZ WKH FRttetesHVSRQG
is identified,and2) the approach isery much similar to the contebtised approach that
ignores the structureof the tagas content similarity between the ronbdesdeterming

the similarity between the document

Relational SQEbased approach in XML document similarity is detailed in XDol
(VIYANON, W. et al., 2008) XML-SIM (VIYANON, W. and Madria, S. K., 200%nd
XDI-CSSK (VIYANON, W. and Sanjay, M., 2009)The authors underlinthe need to

fragment XML documents in a data centric manner into-tseds representing

34 Dice similarity or Dicecoefficient is related to the Jaccard similarity index. The similarity between
objects is twice the number of commonality over the total number of in both objects.
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independent objects. The process starts by mapping XML documents to relational
database using XR. (YOSHIKAWA, M. et al.,, 2001) The database stores the
documents, attributes, stitees, pathsand an XML keyis associated to eachlstree

The similarity between two stipees is determined in two stefglYANON, W. and
Sanjay, M., 2009)

1) matching sukirees with key values (key matchineduces unnecessary matching)
2) matching subtrees using similaritymeasures badeon XML content and

structure.

The similarity between two documents (bésand target;) is computecusing Sub-tree
Similarity Degreeon the base documenS8§D), Subtree Similarity Degree based on
both documents§SD2 and Path Sukree Similarity Degreg(PSSD. SDDLis related to
the percentage of the number of leaf nodéwving the same textual values out of the
total number of leaf nodes base document§&SD2s the ratio of common matched leaf

node values between the base andetasybtrees.SDD1 and SDDZare denoted as

follows:
) J .
55 & R&Y; LE Hsrr
(2.12)
55&R&; L t Hsrr’
T REWR+
where:

-t andt; are the sultrees in thearget and destination documents
- nisthe number of leaf nodes havitige same textual values
- |t| and §| are the numbes of leaf nodes inthe base and target documents

respectively

In computing the structural oPath Similarity Degree (PSD, two complenentary

approaches are documented.
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1) In (VIYANON, W. and Sanjay, M., 2009Yhe PSDis computed in two spes.
Firstly, relabeling elementtag with the least commorancestorof their
FRUUHVSRQGLQJ WDJ QD Pref WK ¥.LaQd PsihkeH M.)S., 3D O
1994) similarity metric on the WordNet taxonomy. Secondly, PSD is computed
asaratio ofthe number of common labels on the paths from the base and target
subtrees having the same textual valoethe number of path elements in the
base suliree.

2) In (VIYANON, W. and Madria, S. K., 2009)the PSD is computed as the
average of aggregateimilarity between tag namessing 5 H Q V QRESN X,
P., 1995).

Finally, the similarity between the siitees iscomputedas the product of the average of
PSDandSSD Two subtrees are similar if the similarity valueis greater than a given
threshold.

This approach is not usable in identifying thienilarity betweennews feedsas the

content is text rich and author dependent and defining uniqueok®ES is close to

impossible. Inrable2.5( we summarize the hybrid XML similarity approaches.
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Table2.5: Summary of ombined XML document similarity approaches

Structural similarity Content similarity Combining method
(MA, Y. and Chbeir, R., .
2005) Knowledge based Weighted sum
(KIM, T. et al., 2007) Path similarity Vector space
(KIM, W., 2008) Extended _dept_h f!rSt. Normalized weight of node

search string similarity
(Z(CS)EgSH‘ S. and Mitra, P., Path similarity Vector space Entropy based weight sur|
XSIM (KADE, A. M. and Tag name, path String similarit average
Heuser, C. A., 2008) similarity 9 y 9
XDOI(VIYANON, W. et al., .
2008) Path similaity degree

XML-SIM (VIYANON, W.
and Madria, S. K., 2009)

XDI-CSSK (VIYANON, W.
and Madria, S. K., 2009)

(XIA, X. et al., 2009) Path similarity Extended Vector space Weighted sum

Tag similarity Content similarity degree  Average

Path similarity degree

In the next section, we present the review of the three approach used to merge semi

structured and XML documents.

2.6 Merging

Merging refers to combining inputs toget in order to get a unified output. In the
literature, merging has been studied extensively in different application domains such as
distributed database desigKROGSTIE, J. et al.2007; POULOVASSILIS, A. and
McBrien, P., 1998; BERGAMASCHI, S. et al.,, 2001; HAMMER, J. et al., 1997
COHEN, W., 1998; LENZERINI, M., 2002)elief managemenKONIECZNY, S. et

al., 2004) version and revision contrdBERLINER, B., 1990; TICHY, W., 1985;
COLLINS-SUSSMAN, B. et al., 2004)information system¢BERNSTEIN, P. A. and
Haas, L. M., 2008)and model managemefBRUNET, G. et al., 2006; NEJATI, S. et

al., 2007; POTTINGER, R. A. and Bernstein, P. A, 2003)
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In reality, there aréawo mainfactors that make the mgng process complicated:

1) objects may overlap, in that they share some conceptsthieuoverlapped
concepts might be presented differently in each object
2) an object may evolvéhrough a number of different versions atieé merge

should be recomputedtifie original object is updated

The first factor is related to the need of identifymgelationship that may exist between
the objects to be merged; and this necessitasesnantic based approatttat identifies
the degree of overlap. The second factor is related ntostlgrsion and revision system;
andit is alsoan issue in news evdlan management as a news item could evolwer

time asnew developmentsight beadded talreadypublishedhews

Independent of the application domains, a merger provides a way to combine objects (i.e.
schemas, models, documents, etc) and providegednifew so as to perform various

type of analysis.

Herewith, we present the review lgérature focusing omerging in distributed database

and semistructured/XML data.

2.6.1 Distributed database

Merging of information/data is one of the key issues in thsigh of federated
heterogeneousnd distributed databases. A number of studies have been made with
approaches based on schema integration/merging (KROGSTIE, J. et al., 200))
particularly the use of a global concegtischema (e.g(POULOVASSILIS, A. and
McBrien, P., 1998; BERGAMASCHI, S. et al., 20D1n federated and heterogeneous
database integratiofHAMMER, J. et al., 1997; COHEN, W.,998) transparency and
merging is ahieved with the use of wrappers, mediators and views (Lasalew
(ULLMAN, J. D., 1997)or globatasview (HALEVY, A. Y., 2001) that convert the
XV H U 1 Mo beXpgrodessed agairtbe native database schema.
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In the web based heterogeneous and disid database integration, XMiased
common data model such A81L DTD, MIX (LUDASCHER, B. et al., 1999r XML
SchemdLEE, K. et al., 2002js used XML schema is generic and supports both built in,
user defined and inheritance types. Hence, it is comptetea data model in the
integration process. However, the use of XML schema causes both striartdral
semantic heterogeneity probleifhe dassification based conflict identification method
of Leeet al (LEE, K. et al.,, 2002)ater adopted by Tsen@ SENG, F. S.C., 2005)
categorize conflicts into two: Conflicts of similar schema structuresmd Conflicts of
different schema structurek these system@SENG, F. S.C., 2005; RAJESWARI, V.
and Varughese, K. Dharmishtan K., 200®)user issues a globalegy and the global site
decomposethe query and sends the sgireries to each of the relevant sites. Each local
site executes the query and responds the result in XML format. The DBA of each site
prepares XSLT that transfosra local datarito global coneptual schemaHowever,
mergingin database design focasly on integrating the structurally different database

without considering the contentwhich is not enough in wefeed context.

2.6.2 Semi-structured /XML documents

Merging hierarchically semstructued datacentric files(e.g., drawings, structured texts,
XML documents, welpages)has been studied by different researchers: Fontaine
(FONTAINE, R.L., 2002) Lindholm (LINDHOLM, T., 2003; UNDHOLM, T., 2004)
andHunter& Liu. (HUNTER, A. and Liu, W., 2006; HUNTER, A. and Liu, W., 2006)
Given two semstructured/ XML documentsT{ and T,), merger provides a new
document as a result. We categotilze approachesnto four. templatebased(TUFTE,

K. and Maier, D., 2001; TUFTE, K. and Maier, D., 2002; WEI, W. et al., 2004; LAU, H.
and Ng, W., 2005)2-ways (FONTAINE, R.L, 2002) 3-ways merging(LINDHOLM,

T., 2003; LINDHOLM, T., 2004rnd propositional fusion rulgsilUNTER, A. and Liu,
W., 2006; HUNTER, A. and Liu, W., 2006)
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The 2ways, 3ways and templatdased approaches promdfee use ofhardcoded
merging rules. The merging rules decide on what to do when a particular condition is

satisfied (such as a node is inserted, deleted, moved, or updated).

In both 2way (FONTAINE, R.L., 2002; CURBERA, F., 1998; RAJPAL, N., 20G2)d
3-ways(LINDHOLM, T., 2003; LINDHOLM, T., 2004)merging ta deltafile containing
the correspondinghodes ofT; and T, (identified using tree edi{LINDHOLM, T., 2003;
LINDHOLM, T., 2004)or Wu et al. (WU, S. et al., 1990)ongest Common Subsequence
(LCS) string algorithm (FONTAINE, R.L., D02)), the perceived operation and conflicts
is generateddere, he hardcoded merging rules makee that operati@made inT, are
reflected in the merged document (i.e., insert, delete, update, and moved nbjes
hence the result is similao the rightouter join operatiorusing labelequality as join

condition.

The template based approach defines a merge template as Merge. template is an
expression/predicate that specifies the structure of the mezgel In (TUFTE, K. and
Maier, D., 2002) it specifies what action should be triggemwhen the values of two
structurally identical sudlocuments are identifiedTwo elements match if their
corresponding values referenced by paths are equal and the margken using inner,
or outer join typesin (TUFTE, K. and Maier, D., 2002the authors showed that the
merge operation is logically performing a lattjioen of two XML documents in a

subsumption lattice.

In (WEI, W. et al., 2004)the authors extend the merge template with two Boolean path
expression match templates provided by the user so as to merge heterogeneous XML
documents with their associated DTDs. The merging operator unionizesatlhing
elements of both documents if either the first template match expression (which act as
default joining condition) or the later alternate template match expression (defined as
second Boolean expression) is True. (BUNEMAN, P. et al., 1999)the authors
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proposed Deep Union operator, which is similar in nature to template merge operator, to

combine edgéabeled trees having identical key values.

Hunter et al. have published several pagefldNTER, A. and Summerton, R., 2006;
HUNTER, A. and Summerton, R., 2004; HUNTER, A. and Summerton, R., 2003;
HUNTER, A. and Liu, W., 2006; HUNTER, A. and Liu, W., 20@@®ncerning theise of
KnowledgeBases and fusn rules in merging information. The authors are particularly
interested in merging serstructured information such as structured reports: XML
documents havinghe same structure and the text entries are restricted to individual
words or simple phrasesatés, numbers and unitslere, thetags represent semantic
information and are associated to predefined functions. The merging process is controlled
by propositional fusion rulefHUNTER, A. and Liu, W., 2006; HUNTERA. and Liu,

W., 2006) (kind of scripting languageapplied to tags havinghe same name. The
antecedent of the fusion rule is a call to investigate the information in the structured news
reports and the backgroukdowledge. The consequence of the fusigie is a formula

specifying actions to be taken to form the merged report.

The merging approaches detailed in this section are not applicable tochexnd

structurally different XML documestsuch afkSS due to two reasons: (1) the rules are

not flexible as the merging rules are hardcoded; (2) the approaches are restricted to
structurally identicalXML document and text entry restricted to words and small phrases
without natural language processingHQFH +XQWHU(YfV IXVLRQ UXOH FRX

text rich and author dependent XML document.

In the next section, we provide the state of art in querying XML documents using the

known both traditional database query algebra and native XML algebras.
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2.7 XML algebra

In the database community, it is commonttanslate query language into algebraic
expression mainly for two reasonk) to validde the correctness of the queand 2) to
optimize query expression using query rewriting and query optimization options.

Algebra serves as intermediate representatibmiser query and it must be powerful
enough to express all possible queries in certain query language. The 1970s Codd
(CODD, E. F., 1970yelational model is the most popular and complete to manipulate
alphanumeric dta. In this model, a data is represented as setaoy relations; each
relation hasan unordered set of tuples (rows) and attributes (that takes value from the
corresponding domain). Codd defthesix basic operators: selection, projection, cross
product and union, difference, and rename as first class citizens in managing alpha

numeric data.

Querying XML database has been done using the extension of relational approach
(SCHMIDT, A. et al., 200; KAPPEL, G. et al., 2000; MANOLESCU, I. et al., 2000;
SHANMUGASUNDARAM, J. et al., 1999; ZHANG, X. et al., 200X)bject Oriented
approaciCATANIA, B. et al., 2000) Object Relational approa¢dBHIMURA, T. et al.,

1999) and native XML approacfiNAUGHTON, J. F. et al.,, 2001; KANNE, C. and
Moerkotte, G., 2000)In the following suksections, we present algebra related to XML

and XML stream.

2.7.1 Database oriente d algebra

Several extensions of Relational or Obj€riented database management systems
(DBMSs) have been provided to represent XML documentsamlection of relations or
objects respectively. User queries are represented in the extended form of SQkct

Query Language, executed in the database and finally the result of the query is
reconstructed as XML document using a set of XML construction operators. For instance,

relation like data model has been used in sgmictured and XML retrieval suas YAL
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(SARTIANI, C. and Albano, A., 2002)SAL (CATANIA, B. et al., 2000)and XAT
(RUNDENSTEINER, X. and Zhang, E., 2002)

YAL (SARTIANI, C. and Albano, A., 2002)sesEnv relation like hierarchical data
structure as data model and supports operation existirboth relational and object
orientedDBMSs Envis an unordered collection of tuglen which each tuple descrise
aset of vaiable bindingsEnvis very much similar to YAT tab structuréSLUET, S. et

al., 1998) It allows manipulating set of tuples rather than trees and hence optimization
and executiontechniques are based on tuples. It provitheo boarderoperations path
(extracs information from persistence root that saéisthe filter condition and to build
variable binding) andeturn (uses the variable binding and the outpiilter to produce
new XML documents). The YAL algebra supmobioth set and list based operators such
as selection, projection, TupJoin, Join, DJoin, Map, Sort, TupSort, and GroupBy. The
predicate language in YAT is ricéind supports universal and existential constraints in
addition to comparison on simple valueteTtuple oriented operators such as TupJoin
accept twoEnv, a predicateand returns concatenation of tupleskgiv satisfying the
predicate. The join version accepts a combining fundtitiat combines the tuples that
satisfy the predicate. The DJoitdegendency joinjoins two Env e; and e, where the

evaluation of gdepends on,e

In XAT (RUNDENSTEINER, X. and Zhang, E., 2002he rainbow system useXAT
Table which is similar toEnv of YAL, and supports XQuery. XAT impheents three

groups of operator&shown inTable2.6) to handle both relational and XML sources: (1)

XML operatorsto represent and retrieve XML documents, @PL operatorsto
formulate relatiodike query and corteuct XAT table as output of the query and (3)

specialoperatorsto assistquery.

However, the SQL extensions are not suitable to XML stre@ABCOCK, B. et al.,
2002)in general andhews feedn particular as SQL caneither read XML data as it is,

nor can generate XML document directly as output.
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2.7.2 XML Native algebra

The native XML DBMSs use set of languages (such as: (RHAMBERLIN, D. et
al., 2000) XQuery(ROBIE, J. et al., 2009)XPath(CLARK, J. and DeRose, S., 1999)
YaTL (SARTIANI, C. and Albano, A., 2002}o formulateaquery.

The XML algebra of Fernandez et (FERNANDEZ, M. F. et al., 2000% probably the

first that uses regulagxpression types similar to DTDs or XML schemas. It is
documented that its revised version has been submitted as a working draft of W3C XML
Query Working Group. The authors propos®djection (similar to path navigation in
XPath), iteration (similar to FOR statement in XQuery) and order dependent join
operators. We believe that this algebra is very much similar to XML query language and
its impact is clearly shown in the design afil (CHAMBERLIN, D. et al., 2000j|and
XQuery(ROBIE, J. et al., 2009)

The XML algebras can be classified into tgooups: tredbased and nodeased. The
treebased algebras (e,JAGADISH, H. V. et al., 2001; SARTIANI, C. and Albano,
A., 2002; NOVAK, L. and Zamulin, A. V., 2006)yepresent XML documents as rooted
labeled trege whereas the node based algebra (§RASINCAR, F. et al., 2002;
BEECH, D. et al., 1999; CATANIA, B. et al., 200Djepresent the inputs a<ollection

of vertices/nodes or graph.

Tree Algebra for XML (TAX)(JAGADISH, H. V. et al., 2001jnanipulates XML data

modeled as forests foalbeled, ordered, rooted tre€mch node of the trees has a virtual
DWWULEXWH FDOOHG SHGLJUHH ZKLFK FDUULHV WKH |
documentd + offsetin-document and it acts asunique valueTAX allows selection,

projection, cartesian product, groufy, set membership (union, imgection, and
difference)operators These operators accept pattern tr@e., a collection of numbered

nodes related with parenhild (pc) or ancestedescendenfad) relations and formula/s

presenting node names and predicaaes) collection of nodes as input and retaset of
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witness treess outputLater, the pattern tree has been extended with generalized pattern
tree(CHEN, Z. & al., 2003)and tree logical clag®APARIZOS, S. et al., 2004)

TOSS(HUNG, E., et al., 20045 anontologybased semantic query extension of TAX. It

is build on top of Xindice database systand consists of three components: Ontology
Maker, Similarity Enhancer and Query Executor. The objective of TOSS is to integrate,
and handle structural and schema conflicts existing in the XML data sources. In TOSS,
for each XML file (source) an ontologgescribing tag names and corresponding
relationship is generatedutomatically Then, the generated ontologies are manually
aligned and semantically enhancédith the semantic enhancer component) by
regrouping similar concepts. The user query is transgddrinto a query thatisesthe
enhanced ontology. However, the semantic similarity is restricted to tag name and proper

nouns or short textual values.

In XAL (FRASINCAR, F. et al., 2002)an XML document is regarded as rooted an
directed graph. The algebra acceptet of nodes as input and returns a set of nodes as

output. The authors classified the operators into three

a. extraction operators that retrieve information from XML document and returns
collection of vertices fromhie original XML graphs:projection select sort,
distinct union, unorder, join, union intersection difference Two vertices are
equalif they have the same lu& independent of the tag name difference

b. metaoperators that control the evaluation of esgien, and represent repetitions
either at the input or operator level usM@P andKleeneStar

C. construction operators that build new XML documents from the extracted data

usingcreate vertexcreate edgeandcopy operators

In attempt to return set of levant results to a givesemistructuredquery, researchers
have proposethresholdbased(COHEN, S. et al., 2003; THEOBALD, M. et al., 2005)
TopK operators. The threshold base TopK algorithm returns the gta hat have
similarity value greater than the threshold value provided by the usmitomatically
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approximated. Some research@OHEN, S. et al., 2003; GUO, L. et al., 20@8)apted
the traditional keywordased seahing approach to XML data. XSEar@BOHEN, S. et
al., 2003) TopX (THEOBALD, M. et al., 2005and XRankGUO, L. et al., 2003allow
users to search for a sgtXML fragments using keywordmd theresult is ranked oa

scorevaluethat reflecs keyword frequency and specificjtand proximity to the query

In|Table2.6{ we summarize the XML algebras.




Table2.6: Summary of XML Algebra

Algebra Project Data model Supported operator Note
(BEECH, D. et al., 1999) - note to W3C - directed graph navigation : follow Ordered algebraic operatol
selection, join JOIN
construction: create verteggdge
sort, map, unorder, distinct
SAL (BEERI, C. and Tzaban - Ordered collection of Edge selection, join, mapping
Y., 1999) labeled  directed  grapl extended or list mappingvariable bnding
(CEM) group by
regular expression matching
XML -QL (FERNANDEZ, M. Projection, lteration, Selection, Join Regular expressions base
F. et al., 2000)
TAX (JAGADISH, H. V. et - TIMBER XML - ordered labeled rooted tree Projection, Selection, Cartesian product, Groupil Use pattern tree similar t

al., 2001)

YAL (SARTIANI,
Albano, A., 2002)

C. and

XAL (FRASINCAR, F. et al.,
2002)

XAT (RUNDENSTEINER,
X. and Zhang, E., 2002)

(PAPAKONSTANTINOU, Y.
et al., March 2003)

TOSYHUNG, E. et al,
2004)

Database system

Xtasy DBMS
(COLAZZO, D. et
al., 2001)

Rainbow system

Enosys XML
Integration Platform

Xindice system

- Collection of

- Unordered forest of labelel

tree stored in OR database
Envmodel

ordered
vertices

- rooted connected graph

- order based XAT table ir

OR format

- Relaional table Based or

XML -QL

- Order directed Tree model

Border: path, return

Selection, filter, projection, TupJoin, Join, DJoi
MAP, Sort, TupSort, GroupBy

Extraction: projection, selection, unordere
distinct, sort, join, product, union, intersectio
difference

Meta Map, Kleene star

Constuction *create vertex, edge, copy

XML operator: Expose, tagger, Navigate, ¢
operators, congse

SQL: project, selection, join, theta join, s
operator, distinct, group by, order by

Special operators: source, SQLStat, For, If, Mer
Name

union (without duplicate elimination)

projection

select

join

navigation getD

Source

groupby

construction: crElt,cat, crList

ontology based extension of TAMAGADISH, H.
V. et al., 2001)

Projection, Selection, Cartesian product, Groupil

Xtasy input filter operator

preserve order using th
TupSort operator

heuristic based quer
optimization

Data integration  Query

expressed in XCQL

supports similarity operato
on simple data; terms
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2.7.3 Stream oriented alg ebra

Niagara systenrfNAUGHTON, J. F. et al., 2001allows a user to query the Internet

without specifying the XML soursewhile considering only the context (a context is

similar to path expressiorset of tag hames relatedttvicontainment relationship) in

which the text exists. The autlsoshow the streaming nature die Internet and
XQGHUOLQHG WKH QHHG WR WUDQVIRUP XVHUVY TXHU\ |
interface) into XMLQL. The XML-QL references the seof candidate XML files

generated with structui@wvare Search Engine. However, the information provided on the
Internet is very vast and the existence of syntactically different yet semantically related

and identical XML data are unquestionable.

In addiion, in (KOSTAS P., Timos K. S., 2006Kostas Pdefines an important step

towards stream algebra and presented some whideed operators such as selection,

join, union, and aggregation with predicaterestricted to exactgerality. The standard

guery languageXQuery 1.1provides the option to generate windows using the window

clause that accept two boundary conditions, however to the best of our knowledge there
GRHVQYW H[LVW DQ RSHUDWRU WKDW XVHV WKLV ZLQGRZ

2.8 Summary

In this chapter we have presented the most important and relevant works to the subject of
this thesis. The related works are grouped into four. Firstly, we discussed and categorized
concept similarity measures and 4paint ther drawbacksMost of the approdwes are
restricted mainly to the hierarchi@A semantic relation and hence concepts related with
other relation such aPRartOf are considered unrelated. For instaso®(\Windshield

plang is zero.In addition,the concept similarity measures discussedrant capablef

identifying the relationship that exists between concepts: two concepts could be synonym
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(identical), one concept includes the other concept, both shares some irdorandtiey

are disjoint.

Secondly, we have also discussed the diffexavit document similarity approaches that
has been proposed in the literature presentedvhy it is not applicable tthe news feed
context. The similarity between two XML documents is measured by combiniirg the
structural and/or content similarity vaki€elThe structural similarity is computed with edit
distance, tag similarity, path similarity, and edge similarity methods. The content
similarity is computed using vector space, extended vector spgcanm etc considering
semantic information or not. €hexisting XML document similarity approaches are
capable to measure the extent to which the documents St@same information.
However,these approachegnore the importance of identifying the relationship (equal,
include, overlap, or disjoint) betwedwo XML objects at different level of granularity
(text, simple elemestor complex elemes} which is a requirement in thalesign of

different applicationsuch as XML merger, access control and security

Thirdly, we have assessed mergdwjain distributeddatabasendsemistructuredXML
documentsnanagementEventhoughthere are number of research works that address
the issue of integrating data/information from different source, none of the existing work
addresssthe issue oproviding a mergingramework that fits tdext rich, dynamic and
writer dependent data using flexible and user provided merging rules. Even if the
approach iINKROGSTIE, J. et al., 2007onsiders the topological relations (equality,
inclusion and disjointness), it does not consider the domain knowledge information in
handling semantic conflicts or relationships between entities and its applicability is

restricted to model merging.

Finally, we discussedhe known algebraicapproacksto query XM. documents and
identified the drawbacks imandlingnews feedgjuery. Most of the algebras assume th
existence of unique documemdte id or key value. Ifeed context defining such key

value is almost impogse as its content is dynamand highly dep@ GHQW RQ DXWKF
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verbification and style of writing. Besides, none of the existing XML algebras provides
operators that take into consideration similarity and relationship existing betiveen

contentf feeddocument.



CHAPTERS
SEMANTIGAWARE NEWS FED RELATEDNESS

Abstract

One of the aims of our research was to measure the extent to which two news items are
similar/related while considering the heterogengitgblem caused due tibe various
versions and formatsf afeed, andhe style andrerbification ofthe authors. To achieve

this, we choose KnowledgeBase approach that contains the set of related textual values
and element labelstored in semantinetwork. The purpose of thihapter is to preserat

geneic, easily customizable and extensilglenceptbasedsimilarity measurghat use

the set of conceptsrelated with various semantic relationsOur concept similarity
measure is based on thenction of the number of sharedand differentconcepts
considenng their global semantic neighborhoods. Tsimilarity measure correlates more

to the humarconcept ratingand is capable to identify the similarity anglationship
between concept3.o identify the relatedness between news feegsapplya bottomup

ard incremental approach. Here, we use the concepts similarity values and relationship as
a building block for texts, simple elements and items relatedness algorithms. In addition,
thesethree algorithms identify relatedness (having similarity and relatipnatiue) and

runs in a polynomial timing depending on both semantic and syntactic information.
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3.1 Introduction

The concept of similarityis very important in different domains e.gnathematics,
computer science, biology, management, medicine, meteoropsyghology, etcin

each feld, the definition of similarity is personalizedccording to he Merriam Webster
English dictionary the similarity is defined asquality of being similar, resemblance,
like, alike,” and refers to(1) having characteristida common,(2) alike in substance or
essentialspr (3) not differing in shape but only in size or posititm psychology the
similarity refers to the degree to which people classify two objects as similar depending

on their experience, knowledge andhaeior.

With respect to the above definitionsemilarity measurehas to take into consideration
the characteristicor building blocls of the objects (i.e.behavior in form of attribute,
structure shape, ety to be compareddowever, the degree of hag the commonality,
likeness inbuilding blocksor not dffering in shape is subjective.duce it is not easy to

compare the quality of two differeatmilarity measures.

In multimedia context, shape is one of thesicfeatures used teepresenan objet; and
objects havingimilar shapg SYEDA-MAHMOOD, T. et al., 2010might beconsidered
similar (supporting definition 3)Similarly, in gructurebase XML retrieval, documents

havingthe same structurare considered as silaui.

One of the earliestpproacheso measurdahe similarity between a pair of objects a
geometric model. In i8 mode] objects are represented as points in scowdinate
space (multdimensional space) such that the inversehefdistance sgaratng these
points represdrthe similarity valueln this model, anetric distance functiod assigred
to every pair of points a non negative number satisfying the following three axioms:

a) Minimality: @#&; R @#&#, L r

b) Symmetry: @#&5; L @3$&;

c) Transitivity/Triangular inequality@#&; E @$&6 R @#&%4
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Based on the universal law of gealization proposed by Shepard BHEPARD, R. N.,
1987) distance and similarity are rédal via an exponential function.eHce the closer

the objects, the high&s the similarity.It is denoted as:

OER&; L A% (31)

The similarityvalue is a numbédsetween 0 and 1. Thelfowing basicproperties are

extracted from the distance axioms

a) Self-similarity: SE 1#&#; L s
e, OEl&; L A*°& L AL s
b) Sim(A,B) =0, A and B shares nothing in common
c) Maximality: O E:¢té&b; Q O E:l#é&#;, the similarity letween a pair of objects is
less than sel§imilarity value.
e, OEl&;, L A*°2 QA% Ls
The following two properties are arguable by differnt researchers.
d) Symmetry. Sim(A,B) = Sim(B,A)
e, OEKE; L A°2 L A& | OEB&;
The similarity between A and B is same as the similarity between B and A.
e) Transitivity,. S5E1#&; € 5EI1$&4 e5E1#&4

i.e.,if Ais similar to B and B is similar to C, then A is similar to C.

In the resealt community the validity of the similarity propertiessymmetry and
transitivity are arguabland are domain dependeRbr instancethe similarity ofcar to
vehicleis greatethan the similarityof vehicleto car; in (TVERSKY, A., 1977) Tversky
reported that most people judgjfee similarity ofson to father to be greater than the
similarity of father to sonandthe similarity ofNorth Koreato Chinato be greater than
the similarity ofChinato North Korea The validity oftriangularinequality in similarity
is challengedwith an examplereported byJames(JAMES, W., 1890Q) consider the

similarity between countries: Jamaica is similar to Cuba (because of geographical
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proximity); Cubais similar b Russialbecause of their political affinity); buamaicaand
Russiaare not similar at allTversky (TVERSKY, A., 1977)noticed that the geometric

model is not capable to represent all kind of objects.

The other approach similarity analysis igthe useof feature tre¢ TVERSKY, A., 1977)
as a representaticd model and each object is viewed asrede representing set of
features A feature represented as a node of a tréenotesthe charactestics of an
object it is shaed by other objects that follothe arc(edge)that connect themThe
similarity between a pair of objects is compusedaratio/functionof the commorality

and difference existing betweenthe objecs. We follow the ratio mdel similarity

approach in computing the similarity between concepts as detailed in Siesrion

However, similarity without semantic or conteat information returrs a less relevant
result Noticing this facta numberof researchegc.f. review onconcepts similarityin
SectiorE have beermccomplishedo reduce the gap existing betwdle objects to be

comparedlt is to be recalled that the use of semantiornmfation (review on concepts
similarity in Section2.4) improves the relevance of similarity result. But, the concept
measures either consider only one relati®A. In this chapter, we provide a generic,

easily configurable and extensible measure addtion, we provide bottorup based
approach to aggregate the relatedness between basic components to get relatedness at

higher level.

The rest of this chapter is organized as follows: In Se¢3i@nh we define thebasic

notions used in the chapter such as feed data m&adewledge Base and related

conceptsIn Section3.3 we detail ourconceptsimilarity measure. Secti¢d.4| presents

text representation and relationships identification followedohy text relatedness

approach SectiorE.G presents our feed relatedness algorithmsection3.7] we present

the computational complexity of our relatedness algorithms. We conclude the chapter by
providing the summary in Sectiﬁ
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3.2 Preliminaries

As described in Sectigp.2l a newsfeedis represented as unordered collectiorXiL

elementsiodeswhere each nodeorresponds to an element havengame,contentand
zero or more attributes. An element witimly a textual value isa simple element
otherwig, it is acomplex elementNotice that, we disregard other tyu nodes such as
comment.entity, processing instructioms they do niocontain basic information related

to thefeednews items

3.2.1 News feed data model

A newsfeed is an XML document formatd witheitherRSS (with its different versions)

or Atom for the purpose of publisig and distributing a news iteffhe variousversions

of RSS consistently follow the same overall structure, adding or removing certain
elements depending on the versiorhand (for instance element soutisepart of RSS
0.9xwhile guid is in RSS 2.0)The two populacurrently usedeed formats are RSS 2.0

and Atom 1.0which have different structuseausedy the use of differentag name as

shown inTablel.1

Notice that, in thigeport RSSrefers toany web feedormatted witheitherRSS 2.0 or
Atom 1.0

Definition 3.1 [Rooted Labeled Tree]
A rooted labeled tred is a sebf (k+ 1) nodes {, n}, with i = 1, «, k. The root ofT isr
and the remaining nodes, «, ngare partitioned intonsetsT; « m,7each of which ia

tree. These trees are called $rdes of the root of. Y

Figure 3.1|represent tree definitiohe RSS tree depictingewsitem CNN1 of|Figure

1.1{is shown ipFigure 3.2
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6 oL [NRHP
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Figure3.1: Definition of Tree
Notice that, in this report the term tree means rooted labeled and unordered tree.

Definition 3.2 [Element]
Each node of the rooted labeled tfiels called anelemenbof T. Each elemerg in|Figure

3.1 has a name,contentand zero or more attribute§iven an elemeng, e.name

e.contentand e.attributesrefers tothe name, content and attributesspectively The
name of an element igenerally an atomic text value (i.e., a single word/expression)
whereasthe contentmay assume either an atomic text value, a composite text value
(sentence, i.e., a number of words/expressions), or other elerAentdtribute ha a

name and value and both assume atomic text value. \Y

Definition 3.3 [Simple/Composite Element]
An elementk is simpleif e.contenassumes either an atomic or composite textual Value

In XML trees, ample elanents come down to leaf nodes.

For instance<title>Ministers among Somalia blast deditle> of RSS itemCNN1is a
simple XML element having.name= 3itle " and e.content  Ministers among Somalia

blast dead.

An elemente is compositaf e.mntentassumes other elements. In XML trees, composite

*n thisreportwe GR QRW FRQVLGHU RWKHU W\SHV RI Gsiht¢ BRSERQWHQW V
mainly composed of textual data.
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elements correspond to inner nodes.

\Y

For instance, thelementCNN1in|Figure 1.1] <item><title>Ministers among Somalia blast

dead/title><guid>

http://edition.cnn.com/2009/WORLD/africa/12/03/somaIia.attacks/index.html?erefzelwition

guid><link>

http://edition.cnn.com/2009/WORLD/africa/12/03/somaliacks/index.html?eref=editi

N

</link><descriptioAn explosion at a graduation ceremony in the Somali capital Thursday

killed at least 15 people, including three government ministers and nine students, local
journalists told CNN</descriptio<pubDateThu, 03 Dec 2009 07:27:47 ESIpubDate

</item>, containstitle, guid, link, descriptionand pubDateas children and hence

composite element.

Definition 3.4 [RSS Item Tree]

it &

An RSS item trees a tree T having one composite element, the root no@esually with
rrname itemy Riame entryf DQG N VLPS®H «H descHbphyvive

various RSS item components.

\

RSS item tree CNN 1

pubDate

| title | | gu‘ide

Ministers among
Somalia blast deag

.
iLD/africa/12/03/
[somalia.attacks/

An explosion at a {Thu, (B:Dec 2009 07:27:4% LeafnodeValues
graduation ceremony i
the Somali capital
Thursday killed at leas:
15 people, including«

Simple elements (Leaf node

Figure3.2: Tree representation of RSS item CNN[Figurel.1

3.2.2 Knowledge Base

KnowledgeBaseqKB) also called semantic netwaRICHARDSON, R. and Smeaton,
A.F., 1995; LIN, D., 1998; JIANG, J. J. and Conrath, D. W., 198®sauri, taxonomies



CHAPTERSI: SEMANTIC-AWARE NEWS FEEDRELATEDNESS 64

and/or ontologies) provida framework for organizing entities (words/expressions,

generic concep, web pages, etc.) into a semantic space.

The use of application dependent Knowledge Base (KB) facilitates and improves the
relatedness result. In attempt to provide a generic and extensible solution that eases the
structural and content heterogeneitpllems in document similarity, we introduce two

types of Knowledge Bases:

(i) valuebasedvKB: used to describe the textual content of RSS elements, and
(i) labelbasedLKB: used to organize RSS labels.

Note that, as the camt of an element and its labafe textual values, one single
Knowledge Base could have been used. But, since RSS labels might belong to different
versions, formats and caalso be cefined by applications or usefsllowing a user
defined document schema, an independabélbasedKnowledye Base seems more
appropriate than a one generic one such as Word\)&tORDNET 2.1, 2005jadequate

for treding generic textual contenformally,KB is defined as follows.
Definition 3.5 [Knowledge Base]
A Knowledge Base&KB is a collection of concept€ in semantic networkrelated with
semantic relationship, i.e.,
-$LvdE 48 (3.2)
where:

- C is the set of concepts (a concept isa set of synonymous
words/terms/expression®r synonym sets as in WordN€WORDNET 2.1,
2005)

- Eis theset of edges connecting the conceptsereE C %H %

- R is the set of semantic relationR = < &&8d & &=the synonymous
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term/words/expressions being integrated in the concépts. symbols inR
underline respectively the synony®YN or ), hyponym (I#\ or 7), hypernym
(HasA or 8), meronym (PartOf or' ), holonym (HasPart or( ) and Antonym
(OPP or J) relations, as defined {GETAHUN, F. et al., 2007and presented in
Section2.4.

- fis a function designating the nature of edges,inBa8 \ 4. v

Notice that in value Knowledge Base,evconsider that each value concept designates a
certain meaning and thus is made of the set of synonymous words/expressions

correspondingto that meaning (c|Figure 3.3{A, Emergency Pinch, Exigency are

synonymsandsharethe same meaning).

Figure 3.3[B shows a saple example of a labédnowledgeBase, but usng the most

popular labels extracted from RSS 2.0 and Atbria This Knowledge Base assists

measuring the relatedness betweaepair ofheterogeneous news iteni®eferring to the

label Knowledge Bse inFigure 3.3|B, description summaryand contenthave the same

meaning.

3.2.2.1 Neighborhood

In our approach, theeighborhoof a concepC; underlines the set of concegS;}, in

the KnowledgeBase, that are subsumed By w.r.t. a given semantic relatioit is
exploited in identifying therelatednesdetween tex (i.e., RSS element labels and/or
textual contents) and consequently RSS elements/itemsoumn previous work
(GETAHUN, F. et al., 2007we usal the neighborhoodconcep to identify implication
between textual values, operators, and consequently semantic predicates (e.g., predicate
/IRFDWLRQ i3led URFDWLRQ /L N)Hn tincobt@Iket spacdi.e., the
neighborhood threshold is equal to the maximdenth of theKnowledgeBase) We

noticed thatneighborhoodin unrestrained depth/distancelates unrelated or highly

dissimilar concepts through the root of the Knowledge Babk®e we extend this
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approaciGETAHUN, F. et al., 2007and adopthreetypes ofneighborhoodssemantic

neighborhood global semantic neighborhoodand restricted global semantic

neighborhood
[ Swe |
- item, entr:
[Ocuty o] B2 refel]
Secretariat |-
description, sBmmary|
Chief, top official content
Emergency,
Ban kimoon Pinch, Exigenc
title pubDate, link, guide,
published source
[ Concept (Synonym Set)
Hyponym/Hypernym relatic(following direction)
............ Meronym/Holonym relations (following directior
—3¢— Antonymy

A) Samplevalue KnowledgeBase- VKB, with multiple B) Sample RSS labeliowledgeBase +
root concepts, extracted from WordNet. LKB

Figure 3.3: Sample value and label Knowledgeages.

Definition 3.6 [Semantic Neighborhood]

Given a Knowledge Base KB, a threshi8ldfand a semantic relatioND < & 4 sthe
semantic neighborhoodf a concep(C; within Yis defined as the set of conce@sin
Knowledge Base KB related with the relation either directly or trarively®’. It is

formally denoted as:
0f.4 % L [%pN%4@ E@®%; Q Y_ 3.3)

where the functiondist returns the distance between the conceptsit migh refers

to hop count or path length.

Notice that, if there are several paths that connect the two concepts we always took the

shortest path. v

3% A threshold value refers to the number of hops or the path length separating two concepts.
3" Notice that, the transitivity property betere semantic relationships is not necessarily limited to only the
semantic relationship type.
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Example 3.1: Applying the semantic neighborhood to some ofdbicepts existing ithe

valueKnowledgeBase VKB, in{Figure2.2| we have:

Ojara - AIANCAJRPBAIANCAAEWDAATECAJ? U
0i4»5.AIANCAJ?B?NE©OEO
Oia»s: AIANCAJRE =
Oia»s 9EJ @OAH @
L[C=8QRKQPKIKEKRKRBEE ?&#QPKIKRERA

1L H=&EMNKLE=EMLEERBE ?H A
The Meronym relationship betweerWindshield and Motor Vehicle Automotive and
Windshield and Vehicle i.e, <QEJ@5AHG@IKPKREE?&#Q P KIKP RBRIA

DEJ @5AH @R BE ?HAindirect andis caused by transitivity betwen IsA and

PartOf semantic relationships (¢.Fable2.4|for detalil).

Definition 3.7 [Global Semantic Neighborhood]

Given a Knowledge Base KB and a thresh&fdhe global semantic neighborhoaaf a
conceptC; within Yis the union of its semantic neighborhood defined with the synonymy
(), hyponymy (7) and meronymy () semantic relations altogether within teame

threshold Y Formally:

Brido L+ 0Ra % (34)
ab< g4 = v

Example 3.2: Referring to thevalue Knowledge BaseVKB in|Figure 2.2|and using the

semantic neighborhood identified in Egample?,.l

B AIANCAJ?2U
L Oja»s:AIANCAIRY:,5 AIANCAJIRY,,5:AIANCAJ?U

S AIANCAJPBAIANCAAEWAA TE C AR?NEDEO



CHAPTERSI: SEMANTIC-AWARE NEWS FEEDRELATEDNESS 68

Similarly, global semantic neighborhood of aid would be
MRS #E@ 04,5 #E@ 04,5 #E,@ 0,5 #E@

BlaSS#E,Q [¢E®A HE O O E O Bt IDP@AIR © O

Definition 3.8 [Restricted Global Semantic Neighborhood]

Given a Knowledge Base KB, a threshofdnda semantic elationship seR, the global
semantic neighborhoodf a concepC; restrictedto the R (whereR is a set restricted to
the synonymy (), hyponymy (7) and/or meronymy () semantic relations altogether) is
the union of itssemantic neighborhoadlefined wih the relatiorr in R within thesame

threshold Formally:

6xuF o5 L + 08,4 % (3.5)
abE \Y

Notice that, B33 : 9% C B34S %;

Example 3.3: Referring to thevalue Knowledge EaseVKB in|Figure 2.2|and using the
semantic neighborhood identified in tfiexample 3.1] the restricted global semantic

neighborhood ofvindshieldrestricted to relatiofR (hyponymyand meronymy within a

distance of 1 is:
6558 TT0E ) @OAH@) 4,519 E J @A H®@: 5 9EJ @OAH @
SUS T E ] @PAHE@VE ) @OASEJ @ O ZNEAAT
L [OE) @OABEI@ O ZNAAJ

Notice that to facilitate the readability othe reportwe use the global semantic
neighborhoodrather than the restricted global semantic neighborhivodddition, we

flatten the result athe neighborhoof a concepfwhich is a set of sets) to a fledt
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Hence, the global semantic neighborhood of the coneaprgencyin [Example 3.2
becomesBii s AI