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For the reader...

This work is about ecological interactions and evolution.

Historical overviews were included in this manuscript and give some interesting
aspects about what we called “biological and theoretical models”.

When possible, I have therefore tried to make connections between empirical and
theoretical studies. This complementary approach was in my mind all along this thesis.

The biological model used in this work was a new model in our laboratory, for this
reason, some experimental set-ups were needed before focusing on our main issue about
population genetics aspects. Interesting results came from these experiments and
allowed us to study some bacterial traits such as virulence genes involved in ecological
interactions.

I had also details some concepts about evolutionary ecology and theoretical models

in ecology and evolution to provide (I hope) a better understanding of this work.
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1.GENERAL INTRODUCTION

Ecology is the study of environmental systems and their components interact. It
traditionally focuses on the abundance and distribution of individual species,
including the causal factors thereof, and emphasizes understanding how species fit
together and influence each other.

The inherited traits of a population change through successive generations. The
study of evolution focuses on these changes, which result from interactions among
various evolutionary processes which introduce or eliminate variation in a
population.

A more recent development in the study of evolution is the integration of
evolutionary processes in ecological theory.

Diversity is present at each level of a biological structure, starting with gene,
and including phenotypic differences among individuals (even during an
individual’s lifetime), and in small groups of individuals, whole populations and
entire species. Diversity is essential for the survival of all living organisms; it is the
basis for the species evolvability and their ability to adapt to environmental
variations. The main source of variation is mutation, which introduces genetic
changes. Two main evolutionary processes cause variants to become more
common or rare in a population. One is natural selection, which allows traits that
favor survival and reproduction to become more common, while those that hinder
survival and reproduction become more rare. Another causal factor of evolution is
genetic drift, which leads to random changes in common traits in a population.
Genetic drift is most important when traits do not strongly influence survival,
particularly so in small populations in which chance plays a disproportionate role
in frequency of traits passed on to the next generation. From a genetic viewpoint,
evolution is a generation-to-generation change in the frequencies of alleles within a
population.

Ecological and evolutionary processes interact in nature. Ecological interactions
are essential to evolutionary dynamics, since they generate selective pressures on
adaptive traits and can influence trait variation and inheritance. Thus, evolution
and ecology govern the properties of ecosystems, with ecological dynamics

determining aspects like abundance and spatial composition, and evolutionary
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dynamics controlling features like traits and genetic composition. Adaptive traits
determine the conditions under which ecological dynamics unfold, and thus affect
abundances. The dynamics of abundance naturally underlies the dynamics of traits.
This mutual dependence between ecology and evolution is captured by the so-
called eco-evolutionary feedback loop [1, 2].

A central goal of evolutionary ecology is to understand the roles of different
ecological processes in producing patterns of evolutionary diversification.
Theoretical and empirical studies have shown that competition and antagonistic
interactions such as prey/predator or host/parasite interaction can promote

diversification or maintain biological diversity (see chapter 1.3 p.37).

Concepts and Background

The potential of a population to adapt to an environment depends on its genetic
variance [3]. In this context, determining the distribution of the genetic variance of
a population and the factors contributing at the origin, as well as the maintenance
and distribution of this genetic variance observed remain central and fundamental
research issues [4]. Population genetic variation arises through random mutations.
According to natural selection theory, environment influences the evolution of
populations by selecting the best adapted individuals. Natural selection and
therefore many factors like competition for resources, spatial structure, biotic
factors (e.g., predation, parasitism) influence which individuals will survive and
reproduce. The tendency of alleles to spread over time in a population is then due
to survival and reproductive success.

Genetic drift is a random process occurring at each generation, involving
random variations in the number of offspring [5]. According to the neutral theory
of molecular evolution, some alleles arising by mutation fluctuate in frequency
according to the - random - number of offspring of their carriers. In the long run,
this process leads to the eventual loss or fixation of mutations in the population.
The most persuasive argument in favor of the neutral theory is that the less
functionally important one genome area is the more variable it is. It is thus
important to determine the relative contributions of neutral and selective factors

in influencing genetic variability.
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1.1 Neutral polymorphism

Based largely on a brilliant series of papers by Kimura in the 1960s and 70s and
by King & Jukes 1969 [6], the neutral model of evolution has become the standard
by which positive selection must be separated from genetic observations. In the
neutral theory, the vast majority of mutations are subdivided into two groups. The
first group, after which the model is named, is selectively neutral (or effectively
neutral) mutations which eventually become lost or fixed in a species by genetic
drift. The later substitutions account for almost all the observable nucleotide
changes between two species. The second group is selectively deleterious
mutations, which may frequently arise continuously and are eliminated over time
by natural selection. Because these mutations are eventually and generally
eliminated from a species, they are rarely observed when comparing the genomes
of two species. The vast majority is counter-selected or neutral. Only a small
fraction of them are positively selected. Because they cause mutant phenotypes,
these mutations are well known to functional geneticists, since they account for
nearly all of the mutant strains and human diseases that are much studied

throughout biology and medical research.

1.2 Demography and genetic drift

Stochastic variations in the environment lead to fluctuations in population size.
The influence of such stochastic variation is proportionally greater for small
populations than for large ones. The smaller the population the greater the
probability that fluctuation will eventually lead to extinction is. They are subject to
a higher chance of extinction and are more subjected to genetic drift, resulting in
stochastic variation of their gene pool. Genetic variation is determined by the joint
action of natural selection and genetic drift (chance). The relative importance of
genetic drift in a small population is higher, since any allele, deleterious, beneficial

or neutral is more likely to be lost or fixed.

1.3 Natural selection, biotic factors and spatial structure

1.3.1 Natural selection
Selection occurs when one genotype leaves on average a different number of
progeny that of another. This may happen because of differences in survival, in

mating or in fertility.
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Positive selection is the process by which new advantageous genetic variants
invade a population. Positive selection, also known as Darwinian selection, is the
main mechanism that Darwin envisioned as being responsible for phenotypic
evolution.

There are three general selection regimes (Figure I-1):

Directional selection occurs when selection favors one extreme phenotypic trait
value over the other extreme. This typically results in a change in the mean value of
the trait under selection.

Disruptive selection occurs when selection favors the extreme phenotypic trait
values over the intermediate trait values. In this case, the variance increases as the
population tends to be divided into two distinct groups.

Stabilizing selection occurs when selection favors the intermediate phenotypic
trait value over the extreme values. Populations under this type of selection
typically experience a decrease in the amount of additive genetic variation for the

trait under selection.

Frequency

A

Phenotype
distribution
| [} |
Stabalizing selection Directional selection Disruptive or diversifying
selection

Phenotype
distribution

»

Figure I-1: The three basic selection regime
Dotted traits indicate the optimum expressions of the phenotype. Horizontal arrows
show the directions of selective forces.
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1.3.2 Biotic factors

Biological interactions result from the fact that organisms in an ecosystem
interact with each other in the natural world, since no organism is an autonomous
entity isolated from its surroundings, but it forms part of its environment.
Ecological interactions such as competition and antagonistic interactions play a
central role in diversification.

There is mounting evidence that natural selection and in particular balancing
selection, has played a major role in many evolutionary diversifications and/or in
maintaining polymorphism. By balancing selection, population geneticists mean
any form of selection that promotes polymorphism, for example by overdominance
(heterozygote superiority in fitness) or frequency-dependent selection (FDS),

which favors different genotypes in different environments [7] (see Chapter 1.3,

p.37).

1.3.3 Spatial structure

Nature is definitely spatially structured. First, individuals interact preferentially
with individuals in their neighborhood (populations are not homogeneous).
Secondly, connections between individuals are often correlated with spatial
proximity (geographical distance). Spatial structure is likely to have important
evolutionary consequences in natural selection. Such effects on evolution and
adaptation have been widely studied using theoretical models (see e.g. [8, 9]).

In asexual organisms, adaptation proceeds more slowly in a spatially structured
environment than in one where competition is global [10]. An important
phenomenon that limits adaptation in asexual is the Hill-Robertson effect [11],
which is. clonal interference among advantageous haplotypes [12]. In asexual
organisms, clones with different beneficial mutations compete with each other,

only one becoming fixed in the population.

1.4 Selective sweep

Natural selection is the driving force for the phenotypic adaptation of
organisms to a changing environment. Selective pressure applied to individuals
leads to changes in the genetic content of the population. Organisms bearing a
more adapted genotype would outcompete their peers. It results in the fixation of

beneficial allele(s) in the population. Genes that are subject to selection are usually
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found in the context of a chromosome. Adjacent genomic segments physically
linked to the selected genes are therefore either dragged to fixation along with the
beneficial allele or discarded with the less fit alleles during the process called
genetic hitchhiking. The strength of hitchhiking decreases with the genetic distance
from the selected locus and recombination can eventually separate the selected

allele from adjacent loci (Figure I-2).

Selective sweep / hich-hiking

neutral mutation
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—/— 1+ 1 1 11— genes

Distance (kb)

Figure I-2: Selective sweep/Hich-hiking

(a) The neutral mutation physically linked to the advantageous mutation will be fixed.
(b) The strength of hichhiking decreases with the distance from the selected locus.
Hich-hiking leads to a local decrease of diversity. [13]

The processes of natural selection and genetic drift are complex. Our approach
was to combine experimental evolution and modeling to disentangle the effect on

neutral polymorphism of these evolutionary forces.

2.EXPERIMENTAL EVOLUTION AND MODELING

2.1 Experimental evolution

In evolutionary and experimental biology, the field of experimental evolution is
concerned with testing hypotheses and theories of evolution by use of controlled
experiments. Evolution may be observed in the laboratory as populations adapt to
new environmental conditions and/or change by such stochastic processes as

random genetic drift.
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2.1.1 Early experimental evolution
One of the first to carry out a controlled evolution experiment was William
Dallinger., who cultivated small unicellular organisms in a custom-built incubator

(Figure I-3) over period of six years during the late 19th century (1880-1886) [14].

Figure I-3: Drawing of the incubator used by Dallinger in his controlled
evolution experiment

The President's Address. J. Royal Microscop. Soc., pp. 185-199, 1887. (Actual image is
Fig. 31 on page 193).

Dallinger slowly increased the temperature of the incubator from an initial
15.5°C to 70°C. The early cultures had shown clear signs of distress at a
temperature of 22.7°C, and were certainly not capable of surviving at 70°C. on the
other hand, the organisms Dallinger had in his incubator at the end of the
experiment were perfectly fine at 70°C. However, these organisms would no longer
grow at the initial 15.5°C. Dallinger concluded that he had found evidence for
Darwinian adaptation in his incubator, and that the organisms had adapted to live
in a high-temperature environment. Unfortunately, Dallinger's incubator was
accidentally destroyed in 1886, and Dallinger could not continue this line of

research.

2.1.2 Modern experimental evolution
From the 1880s to 1980, experimental evolution was intermittently practiced

by a variety of evolutionary biologists, including the highly influential Theodosius
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Dobzhansky. Like other experimental research in evolutionary biology during this
period, much of this work lacked extensive replication and was carried out only for
relatively short periods of evolutionary time. But by 1980, a variety of evolutionary
biologists realized that the key to successful experimentation lay in extensive
parallel replication of evolving lineages as well as in using a greater number of
generations of selection. One of the first of a new wave of experiments using this
strategy was laboratory "evolutionary radiation" of Drosophila melanogaster
populations that Michael R. Rose started in February, 1980. This system began
with ten populations, five of which were cultured at older ages, and five at early
ages. Since then more than 200 different populations have been created using
laboratory radiation, with selection targeting multiple characteristics. Some of
these highly differentiated populations have also been selected "backward" or "in
reverse," by returning experimental populations to their ancestral culture regime.
Hundreds of people have worked with these populations over the last three
decades.

More recently, many groups carried out evolution experiments using diverse
organisms including plants, vertebrates and in particular microorganisms. Many
microbiologists realized that microbes offer powerful systems for evolutionary

insights. (Box 1).

Box 1:| Advantages of microorganisms for evolution experiments
Microorganisms that have been used in experimental evolution include many bacteria
and viruses, as well as unicellular algae and fungi. These organisms are well suited for

such experiments for many practical reasons:

- They are easy to propagated.

- They reproduce quickly, which allows experiments to run for many generations.

- They allow large populations in small spaces, which facilitate experimental replication.
- They can be stored (i.e. frozen) in suspended animation and later revived which allow
direct comparison of ancestral and evolved types.

- Many microbes reproduce asexually and the resulting clonality enhances the precision
of experimental replication.

- Asexuality also maintains linkage between a genetic marker and the genomic
background thus facilitating fitness measurements (Box 2 p.23).

- It is easy to manipulate environmental variables, such as resources, as well as the
genetic composition of founding populations.

- There are abundant molecular and genomic data for many species, as well as
biotechnological tools for their precise genetic analysis and manipulation.

[15]
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Importantly, adaptation can be quantified by measuring changes in fitness in
the experimental environment, in which fitness reflects the propensity to leave
descendants [16, 17].

Fitness can be measured by competition between an evolutionary line and its

genetically marked ancestor (Box 2).

Box 2: | Measuring fitness

The fitness of an evolved type is generally expressed relative Ancestral Evolved
to its ancestor. Relative fitness is measured by allowing the F»I‘T
ancestral and evolved types to compete with one another. |

Unless otherwise specified, the competition environment is
the same as that used for the experimental evolution. The

following description presents the protocol used in the
long-term serial-transfer experiment with Escherichia 1-
coli'*#%, but similar procedures are used in experiments \_ e

with many microorganisms.

The two competitors are grown separately in the
competition environment to ensure that they are comparably
acclimated to the test conditions. They are then mixed
(usually at a 1:1 ratio) and diluted (100-fold in this case) in t=0 - 5
the competition environment. Initial densities at timepoint
t =0 are estimated by diluting and spreading the cellson an
indicator agar that distinguishes the evolved and ancestral
types by colony colour, which differs owing to an engineered
marker that is selectively neutral. In this case, red and white
colonies correspond to Ara and Ara* phenotypes,
respectively. After one day (¢ = 1) (corresponding to the serial-
transfer cycle in the evolution experiment), final densities are
estimated by plating cells, as before, on the indicator agar.
The growth rate of each competitor is calculated as the
natural logarithm of the ratio of its final density to its initial
density (adjusted for dilution during plating). Relative fitness
is then defined simply as the ratio of the realized growth rates
of the evolved and ancestral types.

Measuring Fitness:

Relative fitness W is calculated as the ratio of the growth rate of one strain
relative that of another during their direct competition. Nevertheless, it is
preferable to express performance in terms of selection rates, r (see below) (i)
when one competitor is much less fit than the other [18] or (ii) when one or both
competitors are declining in abundance, such as during competitions assays under

starvation conditions or in the presence of an antibiotic (Box3).
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Box 3: | Example of W and r calculation

Two strains A and B are growing up separately proliferating to a density of ~4.10°
cells/ml. At time 0 of the competition experiment, the density of each strain is adjusted to
2.107 cells/ml. After an appropriate dilution (two successive 100 fold factors) and plating
of 0.1 ml; a sample yields 192 colonies of A and 204 colonies of B.

At time 0:

A(0)= estimated density of 4 at time 0

A(0)=192x10x100x100 = 1.92.107 cells/ml

B(0)= estimated density of B at time 0

B(0)=204x10x100x100

B(0)=2.04.107 cells/ml

The mixed population grows and competes over one day. At the end of which the total
density has grown back to 4.109 cells/ml. After an appropriate dilution (three successive
100 fold factors) and plating of 0.1 ml, a sample yields 319 colonies of A and 107 colonies
of B.

At time 1:

A(1)= estimated density of 4 at time 1 day

A(1)=319x10x100x100x100

A(1)=3.19.10° cells/ml

B(1)= estimated density of B at time 1 day

B(1)=107x10x100x100x100

B(1)=1.07.109 cells/ml

To estimate the relative fitness W, we can define m4 and mg, as the realized Malthusian
parameters respectively for strains A and B:

ma=In[A(1)/A(0)]/day

mp=In[B(1)/B(0)]/day

The relative (Darwinian) fitness W is the ratio of the Malthusian parameter:

W= mA/mB =1.29

During the competition, 4 increased about 29% faster than B.

The selection rate is equal to the difference between the two strains’Malthusian
parameter during direct competition.

Hence the estimation of the selection rate, ris:

r= (In[A(1)/A(0)]-In[B(1)/B(0)])/day

r=1.153 per day.

Over the course of one day of competition, the density of A increased by around 1.1
natural-logs more than the density of B did.

Many microbial evolution experiments were begun to explore the interesting dynamics
that can emerge from complex interactions among several components of a larger system.
There is a growing interest in evolution experiments that are carried out in silico.

From R. Lenski home page (http://myxo.css.msu.edu/ecoli/srvsrf.html)
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2.2 Modeling biology

2.2.1 Modeling
Given the complexity of both ecological and evolutionary processes, it is
necessary to make several simplifying assumptions in the development of theories.
Modeling is an approach to assess complex natural phenomena using simplified

assumptions in the development of theories.

2.2.2 Population genetics models

Mathematical population genetics addresses the question about gene frequency
distributions in analytical form. Fisher, Haldane and Wright [3, 19, 20] together
shaped the foundations of the field and are referred to as the ‘great trinity’ of
population genetics. In particular they produced seminal papers in this field.

A primary focus of mathematical population genetics concerns fixation
probabilities, which is the probability that a given allele in a population will
ultimately invade the whole population. Empirically, fixation probabilities can be
related to the rate at which a population adapts to a changing environment, the
rate of loss genetic diversity or the rate of emergence of drug resistance. Analytical
results may be derived under simple conditions to which more complex cases
assessed through simulations should be compared.

There are three approaches to computing fixation probabilities.

When the population size is quite small, the state space of a population (exactly
how many individuals have exactly which genotype) can be enumerated, using a
markov chain approach to exactly determine the fixation probability (see Gale
1990 ) [21].

When the population size is large, methods based on discrete branching
processes are often used. These methods build on the ‘Haldane-Fisher’ model [3,
19], and can be related to a Galton-Watson branching process. It provides an
approximation to the true fixation probability, since it assumes that the wild type
population is sufficiently large for the fate of each mutant allele to be independent
of all the others [22-26].

Finally, when the population is large and the change in allele frequency per
generation is small in each generation (i.e. weak selection), methods that

incorporate a diffusion approximation may be used.
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Haldane [19] showed that the probability of ultimate fixation, &, of an
advantageous allele with selection coefficient s is & =2s when the allele is initially
present as a single copy in a large and constant population size (and s is not too
large). Other assumptions include discrete generations and a Poisson distribution
of the number of offspring.

Kimura’s approach was to use a diffusion approximation model. The main result
is that the probability of ultimate fixation & of an allele with an initial frequency p
is:

1 _ e—4spNe

= -4sNe (1)

l-e

Where N. is the effective population size (the equivalent size of an ‘ideal’
population).
When p=1/2N,, this probability of fixation tends to the previous result 2s.
The same expression was obtained by Moran (1960) and Gillespie (1974) [27]
using slightly different approaches.

Population of variable size:

- Growing and declining or cyclic population sizes

Ewens (1967) [28] used a discrete multiple branching process to study the
survival probability of new mutants in a population that assumes cyclic sequence
of population sizes that matches a typical experimental set up. Ewens derived
corresponding ultimate probability of an initially unique mutant:

-
x= 2N )
N

where N is the harmonic mean and N is the arithmetic mean of the population
sizes in the cycle.

Ewens found that the & value may be considerably less than Zs, implying that a
constant population size is favorable for the survival of new advantageous mutants
whereas fluctuations slow adaptation.

Otto and Whitlock (1997) [22] later built on the work of Ewens and Kimura in
populations modeled by exponential and logistic growth or decline.

Pollak (2000) [29] studied the fixation probability of beneficial mutations in a

population changing cyclically in size and proved that the result found for Poisson-
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distributed offsprings by Ewens (1967) [28] and Otto and Whitlock (1997) [22]
still holds in situations where the Poisson offspring distribution is not necessary.

- Population Bottlenecks

A population bottleneck is a sudden, severe reduction in population size with
subsequent recovery of greater population size. An important assumption to note
is that after the population bottleneck, each individual—mutant or wild-type—is
assumed to survive the bottleneck with the same probability. Thus the ‘offspring’
distribution of each individual at the bottleneck is the same, for either mutant or
wild type, i.e., no selection occurs. In contrast, during growth any selective
advantage for the mutant can be achieved.

Wahl & Gerrish (2001) [23] derived the probability that a beneficial mutation is
lost due to population bottlenecks using both a branching process approach [3, 19]
and a diffusion approximation [30-32]. When selection is weak, the two
approaches provide the same approximation for the extinction probability X
(X=1-m) of a beneficial mutation that occurs at time ¢t between bottlenecks:

1-X =2srtte™ 3)

where s is the selective advantage of the mutant over the wild type strain, r is
the Malthusian growth rate of the wild type population and zis the time at which a
bottleneck is applied. It was thus found that the fixation probability,7, drops
rapidly as t increases, implying that mutations that occur late in the growth phase
are unlikely to survive population bottlenecks, they have not enough time to

increase in frequency and survive bottleneck.

Experimental techniques in microbial evolution have advanced to the point
where the fate of a new mutant strain within a controlled population can be

tracked over many generations.

2.3 Experimental evolution and modeling
Several experiments have provided some of the most relevant data for testing
predictions about such branching points [33-35]. Most of them have been
conducted using microbial cultures, such as Pseudomonas or Escherichia coli. Such

model organisms are ideal for testing this theory because their short generation
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times and well-defined genetic stocks make evolutionary experiments feasible. For
example in single strain of E. coli propagating in glucose medium, evolutionary
diversification eventually took place, resulting in the stable maintenance of two
distinct physiological types [33, 36]. Similarly, in colonies of a single strain of
Pseudomonas propagated on a complex liquid medium, evolutionary diversification
eventually took place, resulting in three well-defined types that appear to coexist

indefinitely (the “fuzzy spreader”, “wrinkly spreader” and “smooth” types; see

[37]). These morphs appear to exploit spatial niches in the liquid medium.
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Conclusion

In the absence of information concerning the selective regime, most simple
models are classically used to study such processes: constant coefficient of
selection across time, space, no frequency dependence, absence of interference
between selective events, no interaction with demography. Natural conditions
probably largely violate these assumptions, and the issue is then to assess the
corresponding effect on genetic variability.

The occurrence of genetic drift is difficult to demonstrate in natura and to
distinguish from selective effects. It is also difficult to test experimentally, because
of the long time scales involved. Moreover, the results of evolutionary experiments
are generally interpreted without taking into account stochastic processes and are
often confounded with experimental error. Nevertheless, these stochastic
phenomena can sometimes be the sole explanation for an observation. There is
therefore relatively little data available on genetic drift (see however Buri 1956
[38]).

To study these evolutionary forces, the most direct approach, used here, relies
on the analysis of temporal variations of allele frequencies [39]. However, one of
the issues addressed in this thesis is to what extent such frequency variations are
due to random phenomena, or to selective effects. Genetic drift leads to frequency
fluctuations than can go either way thus allowing disentangling it from selection
which typically is unidirectional. When an advantageous mutation appears in a
genome, provided it escapes initial loss by drift, it tends to increase in frequency
and eventually reaches fixation, thereby replacing pre-existing variation on the
target locus. Furthermore, the genomic area in which it appeared is then swept of
neutral mutations, which otherwise accumulate within non-functional DNA. This
phenomenon, called selective sweep or hitchhiking, provides a powerful tool to
detect rare selective events through their effect on the neighboring neutral loci
[40]. During our experiments, the selective regime will be provided by a biotic
factor of prey-predator type. In prey-predator interactions, environments often
change quickly, and therefore impose a fluctuating selective pressure on its prey
unlike the traditional assumptions of population genetics models. Similarly, the

predator population should strongly affect the prey demography and vice versa.
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The choice of the biological model is then primordial to perform evolution
experiments. Such ecological factors will be included in the population genetics
models. Since the influence of selection and genetic drift processes on diversity is
complex, a relevant model is needed in order to provide quantitative predictions to

be tested on the corresponding experimental data.
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The main objective of this thesis was to study the effect of natural selection and
genetic drift on neutral polymorphism using an interdisciplinary approach
incorporating experimentation with a bacterium, Escherichia coli, and an amoeba,
Dictyostelium discoideum, and a theoretical model comparable to the experimental

set up.

To achieve this objective, we developed and used various experimental and
theoretical setups to address the following questions:

A first phase of studies sought to elucidate how much natural variability is there
in ecological interactions between different E.coli strains and D. discoideum.

What are the bacterial traits responsible for this variation?

Then, we focused more on following aspects of population genetics:

- Studying the effects of spatial structure and of biotic factor on
polymorphism. We measured temporal allele frequency variations, using a
microbial system in four environmental conditions: with or without agitation and
with or without biotic factor, taking demography into account. We carried out
serial transfers, which allowed the populations to be maintained, and to increase
the number of generations.

- Development of a theoretical model for studying the effects of
demographic stochasticity on neutral allele fixation probabilities and the time to
fixation in a first step, followed by study of combined demographic stochasticity

and selection (work in progress).
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3. Competition, antagonistic interactions and balancing selection

In our work, we were interested about selective forces acting during evolution
and in ecological interactions on biological systems. Theoretical and empirical
studies have shown that some ecological interactions such as competition and
antagonistic interactions play on, promote, and maintain diversity.

Natural selection has played an important role in many evolutionary
diversifications.

During the process of divergent selection, natural selection acts in contrasting
directions between environments, which drives the fixation of different alleles that
are advantageous in one environment but not in the other. Selection arising from
environmental differences or ecological interactions acts in contracting directions
on two populations and favors traits within populations.

Balancing selection, so called because many alleles are maintained in balanced,
play also an important role in diversification. Nevertheless, the role given to
balancing selection in maintaining polymorphism under ecological interactions is
still unclear.

In this part, we highlight initial findings, namely experimental and theoretical
studies related to the role given to balancing selection during ecological

interactions.
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Abstract

A central goal of evolutionary ecology is to understand the role of various
ecological processes in producing patterns of evolutionary diversification.
Balancing selection, so called because many alleles are maintained in balance,
means either overdominance, frequency dependent selection or diversifying
selection; it can promote polymorphism. To determine which of these types of
selection is involved in ecological complex systems is a tough task that often
requires diverse approaches. Theoretical and empirical studies have shown that
competition and antagonistic interactions, such as prey/predator or host/parasite
interactions can promote diversification or maintain biological diversity.
Nevertheless, the role assigned to balancing selection by maintaining genetic
polymorphism under ecological interactions remains unclear. Assessing its
contribution requires a combination of approaches. This review highlights initial
findings, and recent experimental and theoretical studies related to the role of
balancing selection during ecological interactions such as competition and
antagonistic interactions. Competitive interactions may increase or decrease
diversity, which renders predictions about these patterns challenging. Several
studies suggest that frequency dependent selection on one or the other partner
involved in antagonistic interactions may maintain genetic variations. Related
issues such as the nature of selection inducing MHC polymorphism, remain a

matter of debate.
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Abbreviations:

FD(S): Frequency Dependent (Selection)

NFDS: Negative Frequency Dependent Selection
ESS:Evolutionary Stable Strategy

MHC: Major Histocompatibility Complex

Introduction

In this year marking the bicentenary of Darwin and Wallace’s initial
presentation of the Theory of Natural Selection, a current issue for evolutionary
biologists remains understanding how such an amazing level of evolutionary
diversification can have taken place throughout life history of life (1). Although
Charles Darwin certainly recognized the origin of evolutionary diversification (i.e.
species), he did not produce a fully compelling explanation for it (2).

Biological interactions result from the fact that organisms in an ecosystem
interact with each other, in the natural world, no organism is an autonomous entity
isolated from its surrounding, but is part of its environment. Some ecological
interactions, such as competition and antagonistic interactions played a central
role in diversification. Competition is defined as an interaction between individuals
or populations that is mutually detrimental. Whereas in antagonistic interactions,
one partner benefits at the expense of another, this definition covers all types of
interactions including those in which one organism eats another, regardless of
trophic level and closeness of association, including host/parasite interactions.
There is mounting evidence that natural selection and in particular balancing
selection, has played an important role in many evolutionary diversifications.

By balancing selection, population geneticists mean either overdominance
(heterozygote superiority in fitness), frequency-dependent selection (FDS), or
diversifying selection that favors different genotypes in different environments )

(Figure 1-4).
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Figure I-4 : The three basic types of selection
Dotted traits indicate the optimum expressions of the phenotype. Horizontal arrows
show the directions of selective forces.

The definition of FDS in its classical term applies to an evolutionary process
where ‘the relative fitness’ of a type varies with the relative frequency to other
types in the population (). But classical definitions are broad and can be related to:
- frequency of the genotypes in the population ()

- fitness varying as a function of the frequencies of diploid genotypes ()

- fitness depending on the relative frequencies of other genotypes (©)

- fitness strategy according on its frequency relative to that of other strategies
through fixed total population size

- fitness varying to favor rare types (Negative Frequency Dependence Selection:
NFDS) (.

Furthermore, a long standing debate exists concerning the role of balancing
selection in maintaining genetic polymorphism, which was frequently used to
explain genetic variation (9. The neutral theory of molecular evolution provided a
competing explanation for genetic polymorphism, but how common balancing
selection really is remains unclear.

The twin realization that disruptive selection (also called diversifying selection)

(Figure I-4) can persist over substantial periods of time and that many ecological
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scenarios produce just this type of selection regime has triggered a massive effort
among theoreticians to explore evolutionary consequences of such scenarios. The
consequence that has attracted most attention is the phenomenon -called
evolutionary branching of a lineage (6219, which allows the possibility of sympatric
speciation (11, So called ‘adaptive dynamics’ has arosen as a recent mathematical
theory of the evolution of complex systems, the objective of which is to elucidate
the long-term effects of the interactions between ecological and evolutionary
processes. Evolutionary branching occurs when FDS splits a phenotypically
monomorphic population into two distinct phenotypes. In this approach, ecological
interactions are the evolutionary driving force in considering feedback between
evolutionary change and the ecological conditions experienced by individuals.
Disruptive selection, simultaneously favoring individuals at both extremes of the
distribution, is not an externally imposed assumption: the system converges to a
state, in which it experiences disruptive selection. Such events can occur under a
wide range of ecological interactions. Simplifying assumptions are used to analyze
these models, namely rare mutations, haploid and monomorphic resident
population, and ecological equilibrium. This corresponds to separate ecological
and evolutionary time scale, with the ecological dynamic occurring faster than the
evolutionary dynamics. Invasion fitness (12) is determined by the phenotype of the
resident population, reflecting the consequence of frequency dependant ecological
interactions. The actual mechanisms by which a phenotypic cluster of individuals
splits into two distinct descendant clusters are poorly understood. There are two
traditional ways to understand this evolutionary process. The first one is the
geographic isolation, after which the two populations follow separate evolutionary
paths, such allopatric speciation, is quite well understood (see Rice W.R. and
Hoster E.E 1993) (13 and not covered in this paper. The second traditional
approach investigates the conditions under which speciation may occur in
sympatry, which is when gene flow is possible between two species. The
difficulties in the theory of sympatric speciation are twofold (4). On the one hand,
ecological conditions must induce disruptive selection. On the other hand, given
such ecological conditions, the mating system must evolve to the reproductive

isolation between the phenotypes that are favored by disruptive selection.
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In this review, we address which type of ecological interactions give rise to
balancing selection and then diversification. We consider competition and
antagonistic interactions. Indeed, these ecological interactions played a central role
in early ideas on the origin and maintenance of biological diversity. Furthermore,
NFDS is often the result of these interactions (see summary table at the end of this
paper). There is mounting evidence that natural selection has played an important
role in many evolutionary diversifications and therefore it is of interest to know
what ecological process causes natural selection to favor diversity. We summarize
some historical progress on this topic, highlight some steps that recent
evolutionary theory has made toward addressing these issues and discuss different
ecological interactions about the role assigned to balancing selection generating or
maintaining genetic polymorphism or diversity.

Throughout, we adopt Mayr’s (1942) biological species concept, in which
species are groups of actually or potentially interbreeding natural populations that

are isolated reproductively from other such group.

Competition for resources

In the 1950s and 1960s, early ideas of evolutionary diversification were
developed with the concept of ecological opportunity based on the notion that the
environment is made up of different ecological niches (consumable resources and
abiotic factors like temperature, humidity, etc.) (:3). It turns out that there are
countless ways in which evolutionary diversification might fill up available niches.
It was highlighted by two related ideas: the competitive exclusion principle, which
states that no two species with the same niche can stably coexist (1617), followed by
the principle of limiting similarity (181220) which states that the more similar two
species are in their resource requirement, the more intensely they will compete
(and then exclude each other though competition for resources). Furthermore, in a
co-evolutionary context, each species affects the resource distribution in the
environment and thus modifies the selective regime affecting its own evolution as
well as that of other species, a process known as eco-evolutionary feed-back in
particular in adaptive dynamics. Indeed, each species affects the evolutionary
trajectory of competing species. This conceptual statement could be related to the

theory of character displacement developed by Brown & Wilson (1956) (1),

42



Hutchinson (1959) (1), and MacArthur & Levins (1964) (19, prior to the concept of
limiting similarity. It should result in phenotypic characters related to resource use
in similar species being displaced from one another where their geographic ranges
overlap.

Competition promoting diversifying selection has been observed in many
instances under natural and experimental conditions. The corresponding review is
the subject of the first part of our study. Several models have been developed, and
more recently, adaptive dynamics theory has attempted to link ecology, evolution,
population genetics, life history traits and game theory. Then, in theory, disruptive
selection arising as a consequence of frequency dependent processes (e.g.,
competition for limiting resources) can result in adaptive diversification, that is,
the splitting of an ancestral lineage into distinct descendent lineages as a

consequence of natural selection acting on individuals within the population (22.23),

Empirical observations and experimental evolution

Circumstantial evidence for evolutionary branching in sympatry comes from
the repeatable trophic polymorphisms observed in numerous species of postglacial
fishes (24252627) and from studies concerning the freshwater three-spine
stickleback fish (Gasterosteus aculeatus). Indeed, in a few lakes in the Strait of
Georgia, southwestern British Columbia, two species of freshwater three-spine
stickleback have evolved morphological adaptations for consuming two different
resources. The first species, ‘benthic’ is morphologically and behaviourally
specialized for benthivory, the second species, ‘limnetic’ is specialized for
planktivory. Both comparative (28) and direct experimental evidence (29 indicate
that these differences are the result of natural selection caused by frequency-
dependant resource competition. The scenario of ‘double-invasion’ proposed by
McPhail (1993) (Figure I-5) G9 is the result of two separate invasions, in which the
second invader evolved into the modern limnetic, isolated reproductively and

behaviorally (1),
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These divergent phenotypes observed are the evolutionary result of
competition for resources and character displacement between the two groups of
colonizing marine stickleback (28, An alternative hypothesis is selection on
premating isolation in sympatry.

Further empirical evidence for sympatric speciation via evolutionary branching
arose from studies on organisms such as intertidal snails (32, Anolis Lizards (33) in
which resource competition is likely to have been a major driving force toward
speciation.

Other evidence for sympatric speciation comes from evolution experiments
using microbial systems. They are useful for testing ideas of adaptive
diversification because microbes have large population sizes, short generation
times and are easy to culture in laboratory, as well as because evolved and
ancestral genotypes can be frozen at -80°C for later comparisons (¢4). Tyerman et
al. B3 used 36 lines of Escherichia coli B evolved with daily serial transfers for
1,000 generations in glucose and glucose-acetate environment. In both
environments, the ancestor had repeatedly diversified into two types, identified by
the size of the colony: large (L) and small (S). This surprising finding of stable
polymorphism appeared at first to contradict the competitive exclusion principle,
but it was subsequently evidence there was resource partitioning of the limiting
glucose resource by the numerically dominant genotype. Large (L) and Small (S)
colonies correspond to two ecological types, a glucose specialist and an acetate
specialist which were maintained by NFDS (%), Competition experiments between
S and L types carried out in various environments suggest that diversification in

one trait (colony size) may be robust across environment: NFDS maintains the
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balance between the different types specializing in different resources when the
two partners are derived from the same evolutionary environment. But
diversification in other traits (i.e, competitive ability) may not be robust:
competitive exclusion occurring in one outcome and oscillatory dynamics in three
others were observed when partners were derived from different evolutionary
environments. Another evolution experiment, using twelve initially identical
populations of Escherichia coli, founded in 1988 and evolved in a glucose-limited
medium that also contains Citrate 32 showed that NFDS causes ecological
diversity. A Citrate-using (Cit*) variant evolved in one population by 31,500
generations resulting in some diversity. The Cit* phenotype did not achieve fixation
during the population expansion, but instead, Cit cells persisted as a minority.
Different initial frequencies of Cit* and Cit clones were mixed and stably coexisted
over many generations. The Cit cells gradually approached an equilibrium
frequency of 1% of their initial frequency. This stable coexistence suggests that Cit
cells are superior to the Cit* cells in competition for glucose, allowing the former to
persist as glucose specialist. Thus, the overall diversity increased with two
members, one a resource specialist, and the other a generalist.

The work of Adams et al. G8), who performed long-term selection experiments
with chemostat-propagated populations of E.coli grown on a single limiting carbon
source, showed that polymorphism occurs during competitive interactions among
genotypes. There was also evidence for resource partitioning of the limiting
glucose resource by the numerically dominant genotype 39), Diversity can also be
maintained through Genotype X Genotype interactions that occur over small
spatial scales and where strict competitive hierarchies are absent (9. A number of
studies using microbial organisms appear well adapted testing the role of NFDS in
producing evolutionary branching points through disruptive selection (414243),
Indeed, experimental evolution allows for the observation of a process otherwise
inferred a posteriori. These results are challenging and have provided empirical
data that are consistent with recent theoretical predictions (see, e.g. ref. (44),
Evolutionary diversification occurred as expected, and NFDS was strongly

supported in those experiments.
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Theoretical Models

Theoretical models were developed to study the mechanism by which
evolutionary diversification into distinct phenotypes may occur in sympatry. The
aim is to provide an evolutionary explanation for how selection favors the origin of
different species and how they coevolve. The extension of earlier theory on
ecological character displacement considered how diversifying selection acts on
phenotypic variation on an intraspecific level (45). Previous theory and more recent
theory of adaptive dynamics show interesting relationship between results. The
conditions under which evolutionary branching points occur are the same as those
under which evolutionary divergence and coexistence occur in two-species or
multiple-species models of interspecific competition, ecological character
displacement (4647, symmetric competition, and asymmetric competition (€,

Symmetric competition occurs when individuals with similar phenotypes
compete more strongly with each other than individuals with divergent
phenotypes do. Asymmetric competition occurs when the competition effect
between similarity and competition level is stronger with any other kind of

relation (® (Figure I-6).
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Figure I-6 : Strength of competition as a function of phenotype difference
between competitors

The function describing symmetric competition is a symmetric function with a
maximum at 0. The function describing asymmetric competition has a maximum for
some negative difference in character values ().

The model developed by Michael Doebeli and Ulf Dieckmann (&) based on
classical Lotka-Volterra population dynamics with competition show that

symmetric and asymmetric competition lead to evolutionary branching whenever
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the frequency dependence is strong enough. Another simple model for asymmetric
competition, also based on Lotka-Volterra population dynamics, was developed by
Eva Kisdi “8), The evolution of polymorphism by small mutational steps is possible
under certain shape functions (concave or convex) of the intrinsic growth rate and
the competition coefficient. Depending on a set of conditions, evolutionary
branching, repeated branching, and extinction may be observed. But the author
concluded that it is difficult to state that competitive asymmetry facilitates
evolutionary branching in general. Finally, identifying the critical ecological factors
that define whether asymmetric competition can lead to evolutionary branching
should be the subject of further investigation. Similar results were obtained with a
model for the evolution of seed size in plants, including evolutionary branching,
repeated branching and extinction (4. Strong competitive asymmetry and high
resource level favor coexistence of plants with different seed size.

The asymmetric competition model describes by Law, Marrow and
Dieckmann(9), links processes operating an individual scale to that of macroscopic
evolution. For example, assessing phenotypic distribution across species, from
microscopic encounter between individuals (depending on mechanisms of
competition) and mesoscopic population dynamics (describing how the number of
individuals in each population is affected by competitive encounters). This model
shows that asymmetric competition between species can in principal show various
evolutionary outcomes, including coexistence of species, because large individuals
suffer fewer disadvantages when competition is asymmetric. But the smaller
species can drive the larger one to extinction.

Considering sexual reproduction, frequency-dependent competition for
unimodal distribution of resources can lead to sympatric speciation if mating is
assortative (51, But to make this genetic theory more general, it is rather advisable
to consider models in which assortative mating is not based on the characters that
determine ecological interactions but on selectively neutral markers. Such a more
general model was developed by Dieckmann and Doebeli (1999) (22), with
demographic stochasticity (resulting genetic drift) included in the description.
They show that evolutionary branching is a robust phenomenon in sexual

populations even when assortative mating is based on neutral marker traits.
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The theory of adaptive dynamics is quite recent, and therefore there are still
few explicit tests of its prediction. Nevertheless, coupling data analyses and the
framework of adaptive dynamics can be a way to test evolutionary scenarios. This
approach should provide a powerful way to test the double-invasion scenario of
stickleback speciation (39, The corresponding model tests the possible role of
frequency-dependence in this simple scenario. The result shows two possible
scenarios, with an intermediate stable attractor (when the population is subjected
to stabilizing selection), or an intermediate branching point (where the population
experiences disruptive selection). Experimental research (29 as well as assortative
mating studies (5223) support the theoretical prediction that size assortative mating
could have led to a sympatric split into large and small forms that result from
competition for resources.

Such competitive interactions have the potential to increase or decrease
diversity, with the outcome being dynamic and challenging to predict. Other
examples of co-evolution come from studies of predator-prey and host-parasite
interactions. It is worth considering whether a pattern of NFDS is sufficient to rule

out other possible ecological interactions as explanations for the diversification.

Prey-Predator interactions

In this paper, we use the classical definition of predation which is the
consumption of one animal by another. However, predation may be broadly
defined to include all transfers of energy from one organism to another, including
herbivores, parasites, parasitoids and pathogens. One of the differences between
competition and predation is that the predator cannot survive without its prey. In
this section, we review studies related to the classical definition of predation, and
studies of host/parasites interactions that can lead to some co-evolution process in
the next. The term divergence is used to refer to increased differences between
related species in various aspects of their phenotypes. The role of predation in
biological evolution has received less attention than other ecological factors such
as competition and host-parasite interactions. However, predation should
represent a primary source of evolutionary changes. Its potentially key role in
phenotypic divergence, speciation and diversification rate, even in the absence of

interspecific competition for resources, has only recently attracted significant
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attention and remains controversial 4. Controversy arises from the fact that
predation is difficult to investigate in the wild. Furthermore, phenotypes generally
reflect the influence of multiple selective agents in addition to those of predators.
The effects of a given predator on prey phenotypes may then be complex to
differentiate. In natural populations, predators may also affect the selective regime
of their preys by altering their interactions with other parameters, such as
competition levels and other alternative predation pressures. Predators can drive
phenotypic differentiation among prey populations by a number of different
mechanisms (33). Fitness trade-off in prey traits may depend on the specific
predation regime (Figure I-7A), competition for ‘enemy free space’ (Figure I-7B),
and predators altering the interactions of prey with other selective agents (Figure
[-7C). Among all of these paths of diversification, divergent selection is the
common issue and is responsible for phenotypic differences in each case (Figure
[-7D). Predators can drive divergent selection on prey traits within predator
regimes because predation is heterogeneously distributed in space and time and

because many traits exhibit trade-offs over a range of predatory environments.
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Figure I-7: Three common ways by which predators can drive phenotypic
divergence among prey populations (or species).

Solid arrows depict selection on a prey trait.

The sign next to each arrow indicates the direction toward the optimal phenotype.

(A) Divergent selection arising from divergent predator regimes

(B) Competition for enemy free space within a given predator regime
Q) An interaction between predation and the prey’s selective regime.
(D) Possible fitness functions arising from any of the above scenario

Shaded areas represent transient trait distributions for the two prey populations.
The arrows illustrate the direction of selection (5.
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The aim of the next sub-part of this paper is to describe a number of
experiments that investigate prey-predator interactions, in particular with respect
to the contribution of balancing selection. We then attempt to compare these

results with those obtained using theoretical models.

Empirical investigations

To explore the contribution of predation to character divergence, Rundle and
collaborators (39 tested whether predation alters the effect of competition on
divergent selection. Empirical studies support the idea that predation reduces
competition by increasing mortality (at least over a short term) (7, thereby
weakening divergent selection. But given the diversity of ways in which predation
may affect divergent selection between competitors (resource partitioning, anti-
predator behaviour...), the level of divergent selection does not necessary increase
with increasing competition. Their experiments show that divergent selection on
the target population tends to be stronger in the predator-added treatment than
with predation-free treatment. These results indicate that predation and other
agents of mortality may facilitate trait displacement.

Meyer and Kassen 8) use Pseudomonas fluorescens microbial system to provide
the evidence for the role of predation in promoting adaptive evolutionary changes
through diversifying selection. P. fluorescens can propagate in spatially structured
environments, diversifying and generating three niche specialist types: smooth
morphotype (SM), which spreads in the liquid phase, wrinkly spreader
morphotype (WS), which form a biofilm at the air-broth interface, and fuzzy
spreader (FS) morphotype, which remains in the less aerobic bottom of vials (%)

(Figure I-8).
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WS FS

Figure I-8: adaptive radiation in Pseudomonas
Colony morph variants.

Figures reproduced from Rayney & Travisano (60).

The authors tested the effect of a predator (the protista Tetrahymena
thermophila) on diversity shifts among bacterial genotypes. They estimated the
frequency-dependent fitness functions of competing niche-specialist prey in the
presence and in the absence of predation. They observed prey diversification with
competition and predation independently generating diversifying selection. When
faced with both competition and predation, bacterial ecomorphs showed NFDS, in
which the fitness of a genotype decrease with its frequency in the population, thus
maintaining several ecomorphs. In the absence of predator, FDS seemed to be
promoted by competition for resources, while in the presence of predator FDS
seemed to result from refuge from predators via a floating bacterial mat. But the
most challenging of this study is that diversification of bacteria was delayed in the
presence of predators. The reason for this seems to be that predation reduces the
intensity of resource competition among bacterial ecomorphs, hence in the
corresponding level of diversifying selection. All in all, the results suggest that
predation may play a major role in adaptive radiation.

Another study (61 on Timema stick insects also tests the role of predation. Their
findings provide another piece of experimental evidence that predation may drive
phenotypic divergence through adaptive radiation. Results provided similar
support for the role of competition and especially predation in promoting adaptive

radiation. These findings contrast with previous studies that demonstrated that the
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main effect of predation during adaptive radiation is to influence the levels of

resource competition by reducing population density through mortality (5629,
Experimental studies of predation and mechanisms of selection involved have

however received limited attention and should greatly benefit from further

investigations.

Theoretical studies

One of the first theory proposed to account for the effects of predators on
diversification was a verbal and graphical approach (62, The role of predators was
then investigated in the field of coexistence and habitats (¢3). Brown and Vincent (64)
used evolutionary game theory to investigate the influence of predators on the
diversity of prey species. Abrams (¢ also employed an Evolutionary Stable
Strategy approach but instead considered how the anti-predator traits of a local
prey species evolved in response to the addition of a second prey species. They
concluded that frequency-dependent predation could lead to the coexistence of
multiple predator and prey species in evolutionary stable states. But they included
FDS competition among the prey as an additional diversifying agent.

All these models suggest that sympatric prey may experience trait shifts as
readily from interaction with predators as from interactions with competitors.

Doebelli and Dieckmann (®) developed an extension of the classical Lotka-
Volterra predator-prey models involving an interaction parameter. This model
describes predation efficiency as depending on two quantitative characters, one in
the prey and the other one in the predator such that the more prey and predator
traits are similar, the stronger the interactions.

They did not involve frequency-dependence in the competitive interactions
among the prey. The FDS on the prey results from the presence of the predator.

When the frequency-dependence is strong enough, the singular point will be a
branching point for the prey character while the predator does not experience
evolutionary branching.

This model demonstrated that evolutionary branching in the prey trait is most
likely when predation efficiency decrease sufficiently with increasing distance
between prey and predator traits. A primary evolutionary branching in the prey
may for instance promote a secondary branching in the predator, but this outcome

depends on the details of the system and in particular on the divergence from the
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(ancestral) branching state. If these two phenotypic branches further diverge, for
example toward increased width of resource distribution and increasing predation
efficiency, a secondary branching predator is induced, with each predator
predating specific prey.

To introduce some population genetics in this model, the quantitative trait
running ecological interactions are genetically coded by many equivalent, additive,
diploid and diallelic unlinked loci. Evolutionary branching occurs in sexual
multilocus versions of this model above some threshold of assortative mating (©),

To put populations in a more relevant biological context, models with explicit
carrying capacity were developed. In such cases, individual and populational
demographic parameters arise. Bowers et al. (49 demonstrated that evolutionary
branching in a predator-prey system arose only if the carrying capacity of prey was
an emergent property of the process (in response to crowding) rather than if an
explicit carrying capacity was imposed on the prey. Branching (i.e.,, phenotypic
divergence) can readily occur when there are trade-offs between predator

avoidance and growth rate.

Many questions remain concerning the detailed nature of predation’s role in
generating diversity of phenotypes and species, how reproductive strategies might
reflect anti-predator adaptations, and how predation might influence trait
divergence and speciation. Such issues should greatly benefit from further
theoretical, experimental and empirical investigations in particular employing a
pluridisciplinary approach.

Another kind of antagonistic interaction concerns host-parasite interactions.
Parasitism reveals a paramount effect on host survival and reproduction. Such
interactions may lock host and parasite population into a runaway evolutionary
process, but how these dynamical interactions rule polymorphism remains a

matter of debate.

Host-Parasite interactions

It is clear that parasites affect host population sizes but the nature of

interactions between hosts and parasites remains unclear. What is known is that
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during host-parasite interactions, reciprocal natural selection plays a role on the
evolution of host resistance and parasite infectivity. An apparent paradox results
from the fast evolution of parasites, generally with short generation times and high
mutation rates, compared to their host. The impact of parasites on the genetics of
host populations is thought to have broad evolutionary implications. In particular,
models (67.68.69) suggest that parasites are selected to overcome the resistance of
common hosts. Consequently hosts with rare resistance genes have selective
advantage. Selection may thus be frequency-dependent. This FDS on host and
parasite may maintain genetic variation and the selective advantage of rare
variants may promote the production of diverse offspring with rare resistance
genes (67,

The other selective force which may maintain polymorphism via parasitism is
overdominance. For instance, this may account for the outstanding polymorphism
of the vertebrate immune system. The Major Histocompatibility Complex (MHC)
loci in humans show high level of polymorphism. Some studies (79 invoke selection
favoring MHC heterozygous host (overdominance) and others (Z1) involve selection
for rare MHC alleles arising from host-pathogen co-evolution (FDS).

In this third and last part, we shall detail various related experimental studies,
and then focus on the controversies concerning the types of selection involved in

MHC polymorphism.

Experiments testing selection type

Carius et al. (72) tested for the presence of genetic variation in resistance and
infectivity in populations of the freshwater crustacean Daphnia magna and its
bacterial microparasite, Pasteuria ramosa. It was a complete cross-infection
experiment. Reciprocal selective pressure acting in this association is likely to be
strong because infected hosts are sterilized and parasites that cannot successfully
invade the host produce no transmission stages at all. They observed genetic
variation among bacterial isolates’ infectivity to its host. Furthermore, clones
possessed specific resistance to certain parasite isolates and bacteria isolates
possessed host clone-specific infectivity. But selection favors parasites that are
able to infect common host clones. These findings suggest that FDS can operate in
this system and that the co-evolution may be oscillatory, as per the Red Queen

Hypothesis.

54



Microorganisms also allow studying the role of parasites in sympatric (within
population) and allopatric (between the populations) diversification. But co-
evolution in most bacteria-phage systems appears to be limited to one or two
cycles of reciprocal evolution of resistance and infectivity, for example, E. coli and
T-phage (73) or Pseudomonas aeruginosa and PP7 (7475), More persistent cycles of
antagonistic coevolution were observed in several bacteria-phage systems (7). The
first studies testing coevolutionary theory to be conduct over coevolutionary time
scale involve the interaction between P. fluorescens SBWZ25 and the lytic phage
phi2(727879), A virulent phage life-cycle results in bacterial death; invasion of
bacterial cells, replication and lysis, hence impose a strong selection for bacterial
resistance. In the absence of phage, sympatric diversity was greatly reduced. Phage
reduced host density and thus resource harvesting, thereby reducing competition
and differentiation. In contrast, allopatric diversity was greatly increased as a
result of phage-imposed selection for resistance, which causes populations to
follow divergent evolutionary trajectories. The explanation may involve a selection
for resistance to phages. Long-term selection experiments have shown that
antagonistic coevolution between P .fluorescens and phage phiZ2 is persistent over
an evolutionary time scale (50 transfers or roughly 400 bacterial generations) (5%
leading to multiple rounds of reciprocal selection for resistance and infectivity. In
this process, selection was mostly directional. The observed coevolutionary
dynamics are broadly consistent with asymmetrical multilocus gene-for-gene host
parasite interaction that allows for the evolution of generalists (76-80), Nevertheless,
in heterogeneous environments, the absence of phage reduces diversity. This
arises because phage causes a reduction in bacterial density, weakening NFDS (1),
In contrast, in homogeneous environments, where diversity is otherwise low,
phage increases diversity as a result of fitness trade-offs between bacterial
resistance and competitive ability (61).

However, the generality of the evolutionary patterns observed in this system
may be somewhat limited to host-parasite systems that undergo a degree of
directional selection. Such systems include some plant-pathogen interactions (82)
that broadly comply with a multilocus gene-for-gene model of coevolutionary
interaction, which allows for the evolution of generalist host and parasite types (8%,

By contrast, in many host-parasite systems, infection relies upon highly specific
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matching of host and parasite genotypes and selection is predominantly fluctuating
(i.e., matching allele interactions) (83), Furthermore, lytic phages are obligate Killers
and therefore do not form chronic associations with their hosts, as do most classic
parasites. It is therefore challenging to define ‘virulence’ for such system.

Nevertheless, parasites may play a key ecological role promoting diversity, by
initially mediating coexistence between competitors. Such a most interesting
finding of Morgan et al. (49 demonstrated that parasites allow for the coexistence of
two genotypes of bacterium P. fluorescens, one resistant and the other sensitive to
the phage. In the absence of phage, the resistant genotype was rapidly driven to
extinction in all populations. In the presence of the phages, the resistant genotype
persisted.

Theoretical studies suggest that the effect of FDS on host and parasite may be to
maintain genetic variations. Matching-alleles models have demonstrated the
potential for FDS and selection for sex (63, In contrast, gene-for-gene interactions
do not seem to favor FDS and selection for sex because a single overall superior

genotype may go to fixation (89),

Host-parasite interactions and MHC polymorphism

The major histocompatibility complex (MHC) is a large gene family or genomic
region found in most vertebrates and plays an important role in the immune
system. Genes encoding MHC molecules are among the most polymorphic genes
known in vertebrates. Two selective pressures are thought to be involved:
selection favoring MHC heterozygous hosts and selection for rare MHC alleles by
host-pathogen coevolution (FDS) (87, For instance Doherty and Zinkernagel (€8
argued that in population exposed to an array of pathogens, heterozygous
individuals are favored because they are able to present a broader array of
antigens, therefore resist a broader array of pathogens than homozygotes. The
mechanism of NFDS hypothesis was first developed by Clarck and Kirby (7. This
model proposes that parasite antigenicity is selected to avoid an MHC-based
immune response of the most common parasite genotype.

The roles of these two mechanisms have been debated for decades (6229 and we
should provide some of their features.

A commonly held view is that the polymorphism is due to selection favoring

MHC-heterozygous hosts (8221, Different MHC molecules bind to different peptides
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MHC heterozygous hosts may then present a greater variety of peptides and thus
defend themselves against a wider variety of pathogens. Several methods have
been used to test for selection acting on MHC polymorphism.

The Ewens (92) —-Watterson (23) homozygosity test of neutrality is based on the
fact that the effect of balancing selection can be detected by comparing the
observed allele frequency distribution with the homozygosity expected under
neutrality.

Over larger evolutionary time scale, Hill and Hastie (®Y) and then Hugues and
Nei®>) proposed the dN/dS ratio test of positive selection (where dN and dS are
respectively non-synonymous and synonymous substitution rates), but there is
local variation of this ratio between sites. A ratio greater than one indicates
diversifying selection.

A less commonly applied but potentially powerful method to assess the role of
overdominant selection is to compare the structure and the shape of allelic
genealogy with a coalescent model of the evolution of balancing genetic
polymorphism (2 (Figure [-9). The main advantage of this approach is that it
potentially allows for testing between two alternatives with respect to the
overdominance model: Symmetric Balancing Selection, whereby all heterozygotes
derive a similar advantage relative to homozygotes and Divergent Allelic
Advantage by which heterozygotes carrying more divergent allelic sequences show

greater selective advantage than individuals carrying relative similar alleles.
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Figure I-9: Allele genealogy for neutral versus overdominant alleles

57



Models testing the overdominance hypothesis (79 lead to the conclusion that
this hypothesis is consistent with the main feature of MHC polymorphism and that
there is currently no reason to reject it. The biological cause of selection at the MHC
loci must reflect that T cells (bearing MHC proteins) have dual specificity and that
they recognize viral (as well as other) antigens (nonself) and MHC molecules of the
stimulating and target cells (self). Heterozygotes may benefit from enhanced
immune surveillance relative to homozygotes, due to their ability to present an
expanded spectrum of antigens by T cells. The view that overdominance rather
than NFDS is responsible for the maintenance of MHC alleles comes largely from
this functional insight.

This mechanism of host-pathogen co-evolution has been criticized because it
would rise to a too dynamic polymorphism, in which MHC allele frequencies
fluctuate over time (1.

Nevertheless, Borghans et al. (2004)(71) confirmed this dynamic behavior and
showed that host-pathogen co-evolution can easily account for a realistic and high
degree of MHC polymorphism, and that heterozygote advantage per se is
insufficient to explain the observed level of polymorphism, even in very large
populations. In coevolutionary simulations there were both heterozygote selection
and FDS. Both FDS by host-pathogen coevolution and heterozygote advantage give
rise to a dynamic equilibrium with fluctuating allele /haplotype frequencies.

The two models (overdominance and FDS) give rise to quite similar theoretical
results and the critical experiments to distinguish between them have not yet been
designed (°3) .

Another difficulty raised by Satta et al. (°% is that the estimation of selection
coefficient for human MHC showed low selection intensity, thereby placing severe
restrictions on the possibility of measuring selection directly in vertebrate

populations.

To conclude, host-parasite interactions can promote diversity or polymorphism
either by FDS or by overdominance. These interactions are not well understood
and mechanisms involved during the co-evolution of these two partners need more
thorough investigation, partly because of the genetic and dynamic complexity of

the processes involved.
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Conclusion

In this review, we have attempted to demonstrate that in order to improve our
understanding of the role of balanced selection with respect to ecological
interactions, and in particular competition and antagonistic interactions, will
require better models and additional experimental data.

Further empirical studies using micro-organisms are needed. The ones
available have yielded very interesting results, and such real time hypothesis

testing should be further developed.

Three additional potentially fruitful research directions are of primary
importance for understanding what happens on an evolutionary timescale.

The first one focuses on environmental shifts, which have been shown to have a
large effect on species diversity. In such case, interactions among populations or
species vary because of the changing environmental conditions.

The second line of research focuses on interaction with multiple evolutionary
branching. Experimental evolution using microbial systems is clearly a powerful
way for developing such research.

Ecological interactions are very complex and the third line of research consists
of a multidisciplinary approach coupling experiments and models related to the

system, or using a variety of study systems.
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Appendix : Summary Table

Type of Biological Ecological Proposed selection References
Study : Model interactions : mechanism
E (Experiments) C (Competition)
N (observation in P/p (Predator/prey)
natura) H/P (Host/parasite)
M (Models)
FD of resource 28,29,30,31
N Gasterosteus C competition and
aculeatus Character displacement
N Littorina saxatilis C FD resource competition 32
N Anolis FD resource competition 33
Lizards C
E Escherichia coli C FDS 35,36,37,38
M C 8,22,48,51
FD
M C Stabilized selection or 30
disruptive selection
E Gasterosteus P/p Character displacement 56
aculeatus
E Pseudomonas Diversifying selection 58
fluorescens/ P/p NFDS
Tetrahymena
thermophila
E Timema cristinae P/p Diversifying selection 61
M P/p FDS 62,63,64,65
E Daphnia  magna/ 72
Pasteura ramosa H/P FDS
E Pseudomonas Directional selection 59
fluorescens/ Phage H/P
Phi2
E Linum mardinal/
Melampsora lini H/P Directional selection 82
M H/P Directional selection 86
M H/P FDS 85
M MHC H/P Overdominance 70
M MHC H/P FDS 71
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Chapter 2

[1. State of the art on
biological models
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Two organisms were well suited to carry out our evolution experiments.

The first one was the Gram negative bacteria E. coli, which has a short generation
time, large population size, can be stored and for which it is very easy to manipulate
environmental variables.

The second one was the social amoeba D. discoideum which is a good bacterial
predator and which could be used as biotic factor on E. coli. D. discoideum has also
short generation time, large population size, and can be stored and used under
different environmental conditions.

[ will provide a historical view of these two organisms as well as some of their

characteristics and ecology.
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II STATE OF THE ART ON BIOLOGICAL MODELS

1. Escherichia coli

1.1 History: 135 years of Escherichia coli

1.1.1 Bacterium coli commune
Theodor Escherich (1857-1911) was the first person to describe Bacterium coli
commune. After one-and a-half years of research, in 1886 he presented his results on
“The intestinal bacteria of the infant and their relationship to the physiology of
digestion”. He mainly noticed two types of bacteria in infant faeces. One was found
particularly frequent in the lower sections of the gut, and for this reason Theodor
Escherich described them as typical “colonic bacteria” and named the species

“Bacterium coli commune”, or the common colonic bacterium (Figure I1-1)

Figure II-1: The first illustration of Bacterium coli commune

Permanent preparation by Theodor Escherich in 1886: stained with gentian violet in
aqueous aniline. In: “The intestinal bacteria of the infant and their relationship to the
physiology of digestion”. Ferdinand-Enke-Verlag. Stuttgart.
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1.1.2 E. coli K-12: The favorite “experimental model” of the molecular
geneticist

In 1922, it was a pure chance that a harmless E. coli variant was isolated from the
stools of a patient suffering from diphtheria. It found a place in the bacteriological
strain collection of the Medical School of Stanford University in California under the
laboratory designation “K-12”. Like conventional animal and plant breeders,
microbiologists started looking through their “domestic species” E. coli and looked for
new strains. With the aid of X-rays and UV rays, they introduced various mutations
into the K-12 “wild strain”. Very soon, many laboratories world-wide were working

with the original strain and the derived variants.

1.1.3 Intra and extra-intestinal pathogenic E. coli variants

Theodor Escherich was initially convinced that Bacterium coli commune was a
“harmless commensal”. He was to a large extent right, because most of the
approximately 50,000 serotypes should be counted among commensal gut organisms.
However, Theodor Escherich reported on “cystitis in children provoked by Bacterium
coli commune” as early in 1894. This early hypothesis that E. coli bacteria, which could
be pathogenic in the urinary tract under certain circumstances, persist without
symptoms in the intestine and for various reasons find their way into the organs
disposing of urine, where they might cause inflammation, has now been confirmed by
modern biochemical and molecular biological methods [1, 2]. There is now a huge
extensive collection of publications on the host-specific pathogenic potential of
various E. coli variants.

The genetic structure of E. coli population is mainly clonal, with four main
phylogenetic groups denoted A, B1, B2 and D [3, 4]. Each phylogenetic group displays
various life history traits and differs in its phenotypic and genotypic characteristics
[4, 5]. Compared to commensal strains, extra-intestinal pathogenic E. coli (EXxPEC)
have additional virulence factors, such as adhesins (e.g., P and I fimbriae), iron-
acquisition systems (e.g., aerobactin), host defense-avoidance systems (e.g., capsule,
lipopolysaccharide), and toxins (e.g., hemolysin, cytotoxic necrotizing factor1) [6, 7].
ExPEC virulence factors, encoded by genes often clustered on so-called pathogenicity

island (PAI), are mainly found in strains of the B2 and D phylogenetic groups but
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scarcely in the A and B1 phylogenetic groups, to which the majority of commensal and

extra-intestinal pathogenic E. coli strains belong [8-10].

1.2 The organism

E. coli is a member of the family of Enterobacteriaceae, related to the genus
Shigella and closely related to the genera Citrobacter, Salmonella and Klebsellia. It is a
Gram-negative bacteria rod of around 1.1-1.5 um x 2.0-6.0 pm in size. It grows under
aerobic and anaerobic conditions (facultative anaerobic), because it possesses two
different redox systems (menaquinone and ubiquinone) which enable it to derive
energy from catabolic metabolism under both aerobic and anaerobic conditions.
Under optimal growing condition, the rate of cell division of the E. coli bacteria is very
rapid; the number of bacteria cells can double every 20 minutes.

The first genetic map of the E. coli K-12 genome was produced as early as 1964
[11]. One of the first strains of bacteria whose genome was completely sequenced was
a strain of E. coli K-12 (MG 1655) [12]. The complete genome sequence of the E. coli K-
12 strain published in 1997 revealed about 4,300 genes, with a size of 4.7x10° base
pairs, the genome of E. coli K-12 is smaller than the human genome by a factor of

1,000.

1.3 Ecology

Most strains of E. coli are commensal and use their host as a suitable habitat
without any noteworthy effect (benefit or detriment) for the host, but pathogenic
strains exist that cause harm or even death [13]. Even so-called extra-intestinal
pathogenic E. coli strains found in mammalian intestinal tracts do not normally cause
disease, but they do when they incidentally invade sterile niches such as urinary tract,
blood [14, 15] or cerebrospinal fluid. Besides this primary habitat, E. coli can use the
external environment, including water, sediment, and soil [16-18] where some

specific strains may grow [19-21] (Figure 11-2).
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Figure I1-2: Potential E. coli life cycle
The main reservoir is the mammalian intestinal tract (squares)
The second habitat is the external environment: water, sediments,
soil (circles)

1.4 Biological model

E. coli is probably the most well-understood bacterium, and it is an extremely
important model organism in many fields of research, particularly in molecular
biology, genetics, and biochemistry. It is easy to cultivate under laboratory conditions,
and research strains are very safe to work with. As with many bacteria, E. coli grows
quickly, allowing for many generations to be studied over a short time period (E. coli
cells can double in number after only twenty minutes).

Furthermore, a very large number of E. coli bacteria can be grown in a small
volume—many millions in a drop of broth, for example.. Microbes offer powerful

systems for experimental evolution (Chapter I, Box 1 p.22).

2. Dictyostelium discoideum

2.1 History
The mycologist Oskar Brefeld (1869) first described the slime mould,

Dictyostelium. He observed Dictyostelium mucoroides while examining the fungal flora
in horse dung, and then grew purer cultures in rabbit dung. He realized that the
amoeba aggregated to give rise to fructifications. He named the species Dictyostelium

- Dicty means net-like and stelium means tower- because the aggregation territories
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looked like nets and fruiting bodies like towers. He added the qualifier mucoroides
because the new organism resembled the fungus Mucor.

In 1899, G.A. Nadson reported that D. mucoroides grew with a known species of
bacteria - Bacillus fluorescens liquefaciens- he assumed that the two organisms were
symbionts rather than predator and prey [22]. It was in 1902 that Potts developed
media more sophisticated than simple dung and realized that the growth of the
amoeba depended on the presence of bacteria [23]. Potts was the first to maintain the
amoeba in a persistent vegetative stage with fresh bacteria food sources. How the
cells of the aggregate assembled was an issue that had been considered as early as
1902 by Olive and Potts, who suggested the possibility of chemotaxis, but provided no
evidence to support the hypothesis [24, 23].

In 1903, Vuillemin possibly under the influence of Metchinikoff, realized that
amoeba engulfed the bacteria, that the digestion was intracellular, and that D.
mucoiroides and its bacterial food source were not symbionts [25].

The social amoebae were assumed to be of no interest for experimental
embryology, until embryology moved out of the shadow of the evolutionary theories
of Haeckel. One of the earliest workers to stress the developmental aspects of
Dictyostelium development was Arndt (1937). Raper, encouraged by Harper, started
to study the Acrasiales as a young student [26]. Raper started by isolating a previously
unknown species D. discoideum, from the hardwood forest of little Butt's Gap, in the
periphery of Ashville, North Carolina [27]. Raper detected on D. discoideum and other
species from soil samples, whereas previously organisms had been recovered from
dung. Raper showed that any species of bacteria, spread as a lawn, would support the
growth of D. discoideum. He settled on a two member system, employing E. coli or
Aerobacter (now Klebsellia) aerogenes, established the media for growth. In the early
1940s, Raper and Thom published their studies about the developmental capacities of
Dictyostelium [28].

Bonner (1947) [29] solved the problem of chemotaxis and aggregation. He found a
substance named acrasin, a generic name for any chemotactic molecule produced by a
member of the order Acrasiales. In D. discoideum and a number of other species, the
acrasin is cAMP [30]. Shaffer proposed that the chemotactic agent was emitted in
pulses that diffused locally and stimulated nearby cells to release more acrasin in a

runaway process. The relay theory predicted a pace-maker consisting of a group of
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cells in the center of the aggregated. All that we know of the pace-maker cells is that
they are the first cells among equals, generated by chance, and are not genetically
distinct [31].

There were two other major contributors to the establishment of Dictyostelium as
an experimental organism. If the experiments of Raper, Bonner, and their students
and colleagues were largely biological, Maurice Sussman realized that he could take
advantage of the natural synchrony of development to study biochemistry of this
development. The period from the late 1960s to the mid 1980s saw an exponential

increase in the number of research articles involving D. discoideum.

2.2 Organism

D. discoideum is a simple haploid eukaryote with a cellular organization typical of
higher eukaryotes. It has a plasma membrane and no cell wall. The 35 Mb genome
was sequenced [32] and found to contain many genes that are homologous to those of
higher eukaryotes but missing in Saccharomyces cerevisiae.

D. discoideum reproduces through mitotic division of single cells that feed by
phagocytosis on bacterial lawn, or on simple axenic liquid medium. Amoebae grow on
bacterial lawns or in liquid cultures of defined media with doubling times of four and
twelve hours, respectively. The term ‘social amoebae’ derives from the observed
behavior of cells when the food supply is exhausted or removed. Upon onset of
starvation, undifferentiated single cells stop division and enter a multicellular cycle

[33] (Figure II-3).
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Figure I1-3: D. discoideum life cycle
Vegetative cycle: haploid amoeba, dividing mitotically. When food is scarce, either the

sexual cycle or the social cycle begins.

In the social cycle, amoeba aggregate toward cAMP by the thousands, forming a slug,
then a fruiting body, in which about 20% of the cells die, to form a stalk for lifting
remaining cells up to a better place for sporulation and dispersal.

In the sexual life cycle, amoeba aggregate to cAMP and sex pheromone, and two cells of
opposite mating types fuse and then begin to consume the other attracted cells. When
cannibalism is complete, the giant diploid cell forms a robust macrocyst which
eventually undergoes recombination and meiosis.

Brown D. and Strassmann J.E.

The initiation of development occurs when on the order of 102 to 10> cells

aggregate to a single point by chemotaxis according to a gradient of cAMP signal,

which is relayed to cells that are more distant from the aggregation center [34].

Following the formation of multi-cellular aggregates, cells differentiate into two

basic cell types, pre-stalk and pre-spore, that ultimately become stalk and spore cells,

respectively. Cell differentiation results in the formation of a mature fruiting body in

which a mass of up to 80,000 spores rests on top of a multicellular stalk composed of

up to 20,000 dead, vacuolated stalk cells (Figure 1I-4).
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Fruiting body

Figure II-4: D. discoideum fruiting body and stalk

This organism is particularly suited for studies of cytokinesis, motility,
phagocytosis, chemotaxis, signal transduction, the evolution of sociality/metazoans,
and aspects of development. Many of these processes, which play important roles in
health and diseases, are either absent or are less accessible in other model organisms.
Free-living amoebae feed mainly on bacteria, fungi, and algae through phagocytosis.
The digestion occurs within the phagolysosomes. Some micro-organisms (such as
Legionella) have evolved resistance to protists, since these micro-organisms are not
internalized or are able to survive, grow, and exit free-living amoebae after

internalization.

2.3 Ecology

Amoebae that occur in the human intestinal tract (Entamoeba species) [35-37]
typically also occur in external environment as well, in habitats such as fresh water,

moist soil, at various interfaces (water-soil, water-plant, water-air, Figure I1-5) [38].
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Figure I1-5: D. discoideum natural habitat
D. discoideum occurs in natural habitats such as moist soil.

They are distributed worldwide (Figure I1-6), but the set of species in a particular
location depends on abiotic factors and food availability. Amoebae are particularly

effective bacterial predators.

Figure II-6: Amoeba geographical distribution
Locations of cellular slime mould sampling around the world. Red circle localises D.
discoideum [39].

The group of free-living amoeba is the only group of organisms that can cause a
decrease in a bacterial population from 108 down to 105 per gram of soil [40-42].
D. discoideum is a cellular slime mould which natural habitat are soil and leaf litter

in which it predates bacteria by phagocytosis.

2.4 Biological model

The haploid social amoeba D. discoideum has been used as a model to study host-

factors involved in cellular aspects of host-pathogen interactions [43, 44]. The
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common mechanisms of infection needed to infect both mammals and D. discoideum
by a wide variety of pathogens reinforces the value of the E. coli/D. discoideum system
as an appropriate model to study host-pathogen relations and their evolution [43, 45].
In addition, elaborate genetic tools including genomic sequence [32] and plasmids
allowing constitutive or inducible expression of genes are now available.
Furthermore, D. discoidleum was described as showing the same pathway as

macrophage phagocytosis (Figure I1-7).
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Figure II-7:Comparison of phagocytosis pathway between macrophage and D.
discoideum

D. discoideum had been described as showing the same pathway as macrophage
phagocytosis.

The bacteria is internalised by endocytosis on a phagosome and then digested
after the phagosome and lysosome fusion. Products of digestion are then exocytised.

The similarity in the intracellular infections of macrophages and protozoa by
Legionella pneumophila is quite remarkable. Within the cells of both of these
evolutionary distant hosts, the bacterium multiplies within a phagosome that does
not fuse with lysosomes [46]. The strategy of resistance to macrophage microbial
effectors varies from species and might have been acquired following exposure to
environmental predators such as free-living amoebae.

Selective predation has given rise to diverse routes of bacterial defense, including
adaptive mechanisms in bacterial biofilms, and has promoted major transitions in
bacterial evolution such as pathogenesis. Bacterial anti-predator adaptations are
diverse and can act either before ingestion or afterwards inside the food vacuole [47]

(Figure 11-8).
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Figure II-8: Schematic overview of the potential routes of bacterial adaptation against
predation by protozoa and the hypothetical transition from grazing resistance to

pathogenesis

Blue arrows indicate the two divergent strategies of pre-ingestional (a-e) and post-

ingestional (f-h) adaptations emerging from bacteria-protozoa interactions.

Red arrows show the potential origin of pathogenesis. [47]
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Chapter 3

[II.LExperimental set up
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It was the first time that different E. coli strains were faced to the amoeba D.
discoideum. For this reason, we had to carry out preliminary experiments to set up
our main experiment of coevolution.

Our main coevolution experiment was design to study the temporal variation of
two neutral alleles over several generations under various environmental conditions:
demography with and without spatial structure and with or without biotic factor.

First, we used a set of strains to study the interactions between E. coli strains and
D. discoideum, confronting a set of E. coli strains to D. discoideum both in liquid culture
media and on agar plates (solid media). We then estimated the growth of D.
discoideum and of seven E. coli strains in the liquid culture media over a period of
seven days. Then, we plated on agar plates the entire set of E. coli in the presence of
D. discoideum. Six days later, we observed the appearance of lysis plaques indicating
the grazing trait or the absence of lysis plaques indicating grazing resistance trait, for
each E. coli strain tested.

Then we tested various culture media. Since E. coli and D. discoideum do not grow
on the same standard culture media, this parameter had to be adjusted to allow for
sustainable coexistence of the two protagonists.

Third, the bottleneck regime (dilution rate and rhythm) needed adjustment on
order to increase the number of generations, while sustaining our culture throughout
the entire experiment.

Finally, we studied the evolution of the invasion of various E. coli strains within

amoeba over three months.
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1. STRAINS AND CULTURE CONDITIONS

1.1 Bacteria strains

We used a collection of 37 E. coli strains (Chapter IV, Table IV.1, p.111) as
previously described [1]. Thirty-one of these strains were isolated from
extraintestinal infection and from feces of healthy humans. They represent ten
commensal, 21 EXPEC and three laboratory adapted strains.

Commensal strains belong mainly to the phylogenetic group A and B1 whereas
ExPEC are mainly from the B2 phylogenetic group. One pathogenic strain belonged to
the D phylogenetic group [1].

An E. coli HPI mutant and its complemented isogenic strain were tested for
D. discoideum grazing: the 1AI51 irp1- mutant (with the irp1 inactivated gene) and the
[AI51 pCP1 mutant (with the re-complementation of the irp1 gene on plasmid pCP1)
(for more details see chapter IV.1, p.104). The HPI-encoded yersiniobactin system of
the strain was inactivated by insertion of a kanamycin resistance gene cassette into
the irp1 gene coding for the yersiniobactin protein HMWPI. These strains were tested
in a mouse model of extra-intestinal virulence [2].

The laboratory adapted strain B/r (Pasteur Institute) constitutes a standard food
for D. discoideum. We also used E. coli K-12 MG1655 and B REL606, REL 607 (Richard
Lenski, Michigan State University) strains which are also phagocytized by
D. discoideum and harmless. E. coli REL 606 and REL 607 are respectively the Ara- and
Ara* ancestors. They are isogenic, with the exception of the spontaneous mutation to
Ara* in REL 607. We used TA agar medium to disentangle Ara- and Ara* strains.
Colonies of Ara- strains appear red on TA agar, while those of Ara* strains appear

white.

1.2 Bacteria culture conditions

An overnight bacterial culture of 10 ml of HL5 liquid medium with 130 rpm/min
agitation was run in a 50 ml Falcon tube, incubated at 37°C. The day of the
experiment, the culture was centrifuged (20,000 rpm/min, 20 min), washed once, and

re-suspended in MCPB.
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1.3 Amoeba strain and culture conditions

The amoeba D. discoideum AX3, an axenic strain was grown in 10 ml of HL5 liquid
culture medium. Cells from mid-logarithmic cultures were centrifuged (2,000

rpm/min, 7 min) and washed once with MCPB.

1.4 Culture media

We adjusted the culture media for each experiment. We used HL5 the standard
rich media for D. discoideum,, another standard D. discoideum media SM/25 and a

D. discoideum buffer: MCPB (APPENDIX 1: CULTURE MEDIA, p.197).

1.5 Freezer protocol

A volume of 900 pl of the bacterial culture was mixed with 300 pl of glycerol
(60%) and frozen at -80°C. Two replicates were run.

A volume of 500 pl of the co-culture (bacteria and amoebae) was mixed with 500l
DMSO (20%) frozen at -80°C. Three replicates were carried out (APPENDIX 2: FREEZE,
p.198).

2. ASSAY PROTOCOL

2.1 Population sizes estimates

2.1.1 Bacteria

In order to carry out the evolution experiment using several replicates, we had to
optimize the plating assays. We tested 100 pl or 10 pl of the bacterial culture for
plating.

Various percentages of E. coli REL 606 were mixed with E. coli REL 607: 1%, 10%,
30%, 50%, 70%, 90%, 99%. A volume of 100 pl and 10 ul were plated to test if plating
of the two volumes lead to significantly different results. We estimated various
proportions of each E. coli type in the culture (APPENDIX 3: PROTOCOL: Plating assay,
p.199).

There was no significant difference between plating 100 ul or 10 pl (Figure III-1).

Thus, for the co-evolution experiments, we plated 10 pl.
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Figure III-1: Test of 100 pul versus 10 pl bacterial culture plated
Different percentages of E. coli REL 606 were mixed with E. coli REL 607: 1%, 10%,
30%, 50%, 70%, 90%, 99%.

70 90 99

The number of bacteria (unit=CFU colony forming unit) was estimated by plating

10 pl at different dilution rates on TA medium (Figure I11-2).

Dilution rate =-5

10 pl plated

Dilution rate = 8 Dilution rate = -6

10 pl plated 10 pl plated

Dilution rate = -7

10 pl plated

Figure I1I-2: Bacterial cell number estimation
The plate was divided in four parts, 10 ul culture media plated on each part with
different dilution rates.
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2.1.2 Amoeba D. discoideum
The number of D. discoideum was estimated by hemocytometer.
Cell density (culture) = number of D. discoideum x 90,000/number square count

(Figure III-3).

Figure I1I-3: D. discoideum cell number estimation
81-squares grid

2.2 Allele frequency estimation

We used E. coli REL 606 and REL 607, the Ara- and Ara* ancestors, respectively.
The number of each bacteria strain (unit=CFU colony forming unit) was estimated by
plating 10 pl at different dilution rates on TA medium (Figure I1I-2). We used TA agar
medium for distinguishing Ara- and Ara* strains. Colonies of Ara- strains appear red
on TA agar, while those of Ara* strains appear white. Different dilutions were

prepared in order to obtain the most precise allele frequency estimates.

3. CULTURE CONTROLS

When conducting evolution experiments using different bacteria strains, we
controlled for putative contamination among the various cultures each week before

freezing them.
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This control was performed by adjusting the PCR protocol of Clermont et al. [3].
DNA was directly provided by 50 ul of bacterial culture. Each reaction was carried out
using a 20 pl mixture containing: 13.35 pl H20, 0.9 pl ANTP, 0.15 pl Taq polymerase,
2 pl of 10x buffer and 20 pmol of each primer.

The primer pairs used were ChuA.1 (GACGAACCAACGGTCAGGAT) and ChuA.2
(TGCCGCCAGTACCAAAGACA), YjaA.l (TGAAGTGTCAGGAGACGCTG) and YjaA.2
(ATGGAGAATGCGTTCCTCAAC), TspE4C2.1 (GAGTAATGTCGGGGCATTCA) and
TspE4C2.2 (CGCGCCAACAAAGTATTACG), which generate 279, 211 and 152 bp
fragments, respectively. The PCR was conduct using a thermal cycler under the
following conditions: DNA denaturation 15 min at 95°C; 30 cycles of 30 s at 95°C, 30 s
at 55°C, 30 s at 72°C and a final extension step of 7 min at 72°C. A volume of 2 pl
charged buffer (DNA loading 6X, fermentas) was added to a volume of 10 pl of PCR
products and loaded on agarose (1g agarose 1.2%, 85 ml TBE 1X, 5 pl BET) at 110
Volts, 80 mA for the migration. This triplex PCR profile is specific for each E. coli

phylogenetic group (Figure II1-4).

A B1 D B2
DI S D

chuA 279 pb
yja 211 pb

TSPE4.C2 152 pb

Figure I11-4: Triplex PCR profiles for each E. coli phylogenetic group

Each combination of chuA and yjaA gene and DNA fragment TSPE4.C2 amplification
allowed phylogenetic group determination of strains. Lanes 1 and 2, group A; lane 3,
group B1; lanes 4 and 5, group D; lanes 6 and 7, group B2. Lane M contained markers.
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4. E. COLI AND D. DICTYOSTELIUM INTERACTIONS IN LIQUID MEDIA

4.1 Strains and culture conditions

4.1.1 Bacteria

We used two laboratory adapted E. coli strains, two human commensal strains,
and one human pathogenic strain (Table 1lI-1).The laboratory strains, E. coli B/r
(Pasteur Institute) and E. coli K-12 MG1655 constitute a standard food for D.
discoideum, they are phagocytized by D. discoideum and are harmless to D.
discoideum. The E. coli strain IAI1 is a human commensal strain, belonging to the B1
phylogenetic group without virulence genes and harmless to the mouse model.

The E. coli strain ED1la is a human commensal strain that belong to the B2
phylogenetic group and carries virulence genes, but is harmless to the mouse model.

The E. coli strain RS218 is a human pathogenic strain belonging to the B2

phylogenetic group that carries some virulence genes and is virulent to the mouse

model.

Table III-1: Characteristics of E. coli strains used

Effect on Effect on Presence of Phylogenetic

E. coli Strain human? mouse model®  virulence genes® group?
B/r L NA - A
K12-MG1655 L NK - A

IAI1 C NK - B1
ED1a C NK + B2
RS218 P K + B2

a: L: Laboratory adapted strain

C: human commensal strain
P: human pathogenic strain
b:  NA:non tested
NK: Non mouse killer [1]
K: mouse Kkiller [1]
c: (-): absence of virulence genes
(+): presence of virulence genes
d:  phylogenetic groups determined as in [1]

An overnight bacterial culture of 10 ml of HL5 liquid medium with 130 rpm/min
agitation was prepared in a 50 ml Falcon tube, incubated at 37°C. The day of the
experiment, the culture was centrifuged (20,000 rpm/min, 20 min), washed once and

re-suspended in MCPB.
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4.1.2 Amoeba
The amoeba D. discoideum AX3, an axenic strain, was grown in 10 ml of HL5
culture liquid medium. Cells from mid-logarithmic cultures were centrifuged (2,000

rpm/min, 7 min) and washed once with MCPB.

4.2 Assays

4.2.1 Growth in co-culture
Each E. coli strain was mixed with D. discoideum at 5.10# cells/ml concentration at
the beginning of the experiment. Each day, the density of each population was
estimated. Controls were conducted with E. coli alone and D. discoideum alone. Three

replicates were carried out for each sample.

4.2.2 Test of resource use
To test whether various effects of bacteria strains on amoeba could be explained
by different level of resource used, we first prepared a bacteria/amoeba co-culture
and an amoeba control culture. After four days of these co-cultures, we filtered them
(thus removing the cells) and added fresh amoebae. The density of amoeba was

monitored daily. Three replicates were run for each sample.

4.3 Statistical analyses

For the growth experiment, a x? test was applied to test for a significant difference
at each time between the control (D. discoideum growth alone) and the set of bacterial
strains co-cultured with amoeba.

For the test of resource used, a x? test was carried out to test for a significant

difference between the set of bacteria/ amoeba co-cultures.
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4.4 Results

4.4.1 Growth in co-culture
We observed a substantial natural variability among bacteria strains for their
effect on amoeba (Figure III-5). Nevertheless, the human pathogenic strain (RS218)
was not the one that showed the most negative effect on amoeba growth compared to
the two commensal strains (IAI1 and ED1a). Amoeba did not substantially affect

bacterial growth (Figure I11-6).
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Figure III-5: D. discoideum growth
D. discoideum density was assessed over seven days with different E. coli strains.
(*) indicates significant differences with the control (D. discoideum without E. coli).
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1411 Mg1655 ED1A AX3 + ED1A
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Figure Il1I-6: E. coli growth
E. coli density was assessed over seven days with (--) and without (-) D. discoideum.
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Both species (bacteria and amoeba) survived and could be maintained when
mixed over one week, but a significant amoeba growth decrease was observed.
The co-culture of each bacterial strain showed no differential growth that could

explain their differential effects on amoeba (Figure III-6).

4.4.2 Test of resource use
The media exhausted by the various E. coli strains showed no difference on

amoeba growth suggesting that their resource use did not differ (Figure III-7).
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Figure III-7: Test of resource use

After four days of a bacteria/amoeba co-culture the culture was filtered (thereby
removing cells) and fresh amoebae were added. The density of amoeba was monitored
daily.

(a) D. discoideum growth

(b) zoom of the D. discoideum growth with the bacteria/amoeba co-culture media
filtered

5. E. COLI AND D.DISCOIDEUM INTERACTION ON AGAR PLATES (solid

medium)

The material and methods and results of these experiments are details in the
chapter IV p.104.

In this paper, we assessed how resistance to grazing correlates with some
bacterial traits such as the presence of virulence genes by subjecting a well-
characterised collection of 31 Escherichia coli strains (human commensal or extra-
intestinal pathogenic) to grazing by the social haploid amoeba Dictyostelium
discoideum.

Whatever the relative population size (bacteria/amoeba) for a non-pathogenic

bacteria strain, D. discoideum was able to phagocytise, digest and grow. In contrast, a
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pathogenic bacterium strain killed D. discoideum above a certain bacteria/amoeba
population size. A plating assay was then carried out using the E. coli collection
confronted with D. discoideum grazing. E. coli strains carrying virulence genes such as
iroN, irp2, fyuA involved in iron uptake, which belong to the B2 phylogenetic group,
and which are virulent in a mouse model of septicaemia were resistant to grazing
from D. discoideum. Experimental proof of the key role of the irp gene in the grazing
resistance was evidenced with a mutant strain lacking this gene. These virulence
determinants may well have been originally selected and (or) further maintained for
their role in the natural habitat, including resistance to digestion by free-living

protozoa, rather than for virulence per se.

6. CULTURE MEDIA AND BOTTLENECK REGIME

6.1 Strains and culture conditions
To carry out co-evolution experiments with E. coli and D. discoideum, we tested
various culture media that allowed these two organisms to survive.
We used the laboratory adapted strains E. coli REL 606 and the amoeba D.
discoideum.
For the bottleneck regime experiment, we used only amoeba.

Cultures were prepared as in Chapter I11.1.2, p.85.

6.2 Assays

6.2.1 Test of culture media
The density of each culture was adjusted to 5.10% cells/ml at the beginning of the
experiment. We tested two culture media: MCPB (buffer) and SM/25. The density of

each population was estimated each day. Three replicates were run for each sample.

6.2.2 Bottleneck regime
To maintain the cultures over a long period and maximize the number of
generations, we had to dilute each sample at the same dilution rate and rhythm.
Each sample was diluted at the same rate and rhythm. Two dilution rates were
tested: 10-1 and 10-2 with a daily rhythm (APPENDIX 4: PROTOCOL: Bottleneck regime,

p.199). Three replicates of each sample were run.
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6.3 Results

6.3.1 Test of culture media
To carry out co-evolution experiments with E. coli and D. discoideum, we tested
different culture media that allowed these two organisms to survive. With the MCPB
media, cells (amoeba and bacteria) were hardly able to grow in one day in
comparison with the SM/25 media, in which amoebae were able to grow compared to

bacteria (Figure III-8).
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Figure III-8: Growth of D. discoideum and E. coli on different culture media

The density was assessed over two days in two different media: SM/25 and the buffer
MCPB.

D.d.: D. discoideum

E.c.: E. coli
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6.3.2 Bottleneck regime
The amoeba growth rates showed that the dilution rates should not be greater
than 1/100t and the frequency should not exceed one dilution over two days (Figure

111-9 and Figure I11-10).
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Figure III-9: D. discoideum growth with a 1/10 dilution
The D. discoideum density was measured daily with 1/10 dilution per day
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Figure I11-10: D. discoideum growth with 1/100 dilution
The D. discoideum density was measured daily with 1/100 dilution per day.
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7. THE EVOLUTION OF BACTERIA RESISTANCE TO AMOEBA PHAGOCYTOSIS

7.1 Strains and culture conditions
Five E. coli strains were used for this experiment. One human pathogenic strain
and its isogenic strain without virulence traits, two commensal strains with different

phylogenetic groups and one laboratory strain without virulence trait (Table III-2).

Table III-2: Characteristics of E. coli strains used
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a— — O €] p— Yt Pt
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536 B2 + + - 4+ II + - + + R S
536AHPI B2 - - ND - - - ND ND ND ND - - - -

IAI1

U
U

REL606 L A - - - - - - - o ..
C

IA14 C

Origin: U (urinary tract), L (laboratory), C(commensal); phylogenetic Group and
virulence genes (+) presence, (-) absence.

Amoebae and bacteria cultures were prepared as in Chapter 111.1.2, p.85.

7.2 Assays

7.2.1 Evolution experiments
Five E. coli strains were cultured with or without (control) D. discoideum (three
replicates per strain), in 10 ml SM/25 culture media without agitation, at 24°C.
Culture media was replaced every three days, with 5 ml transferred to a new bottle
containing 5 ml fresh media or 10 ml removed and fresh media added in the same

bottle.

7.2.2 Control
A triplex PCR was carried out weakly before freezing to control each culture for

possible contamination (see Chapter II1.3 p.87).
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7.2.3 Assessment of the evolution of bacteria resistance to amoeba
phagocytosis

For each culture, an antibiotic (Gentamycin 5 mg/ml) was added during 45
minutes and subsequently removed by centrifugation (2,000 rpm/min, 15 min). This
protocol allowed us to keep only bacteria inside amoeba and remove free bacteria in
the media [4]. Amoeba density was estimated by the use of a hemocytometer.
Amoebae were then lysed with SDS 20% for two minutes, then removed by
centrifugation (10,200 rpm/min, 15 min). Intracellular bacteria were estimated by

plating 10pl of this culture with a set of dilution rates.

7.2.4 Statistical analyses
An ANOVA was applied using JUMP (SAS) software. We tested for each effect:

strains, phylogenetic group, replicate, number of bacteria generation.

7.3 Results

7.3.1 Evolved E. coli with evolved D. discoideum
Statistical analyses showed that two factors had significant effects: the number of
bacterial generations and the bacterial phylogenetic group. When D. discoideum had
coevolved with E. coli, the number of intracellular bacteria increased with the number

of bacterial generations (F77=23,1058, p<0,0001) (Figure I1I-11).

2

15

0.5

Mean(Log(Bacteria/Amoeba))
=

o
(=]

100
115
130
160
200

Number of generations

Figure III-11: Evolution of intracellular bacteria evolved E. coli confronted with

evolved D. discoideum
The number of intracellular bacteria increased with the number of bacterial generations.

Statistical analyses showed that depending on the bacteria phylogenetic group, the
number of intracellular bacteria were different (F2,2=3.61; p=0.0302) (Figure I1I-12).
The strain belonging to the phylogenetic group (B2) showed the greatest number of
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Mean(Log(Bacteria/D.d)

intracellular bacteria. E. coli strains belonging to this group are generally the most

virulent strains [5].
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Figure III-12: Evolution of intracellular bacteria: evolved E. coli confronted with
evolved D. discoideum, by phylogenetic group
For the phylogenetic group B1, intracellular bacteria increased at the beginning, before
decreased. For the phylogenetic groups A and B2, intracellular bacteria increased with

the number of bacteria generations.

7.3.2 Evolved E. coli confronted with ancestral D. discoideum

We confronted evolved E. coli to ancestral and evolved D. discoideum, estimating

the number of intracellular bacteria at three different bacteria generation numbers.

Depending on the D. discoideum status (evolved or ancestral), the number of

intracellular bacteria was significantly different (Figure I1I-13).
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Figure III-13: Comparison of the evolution of intracellular bacteria level between
evolved D. discoideum and ancestral D. discoideum by E. coli strain

For each bacteria strain, we measured intracellular bacteria when confronted with
evolved or ancestral D. discoideum at different bacteria generation numbers of the
coevolution experiment.

For the pathogenic strain E. coli 536, the number of intracellular bacteria was
greater with the ancestral D. discoideum than to the evolved strain for each time
studied.

For the E. coli A536, I1Al1, IAlI4 and REL606 strains, we also observed a greater
number of intracellular bacteria with the ancestral D. discoideum compared to the
evolved one, but only for the first two times. The third time showed a greater number
of intracellular bacteria with evolved D. discoideum compared to the ancestral one,
suggesting the evolution of amoeba resistance to bacterial virulence and its ability to
phagocytize bacteria.

This co-evolution experiment showed that the number of intracellular bacteria

evolved. After several bacteria generations, the ability of amoeba to phagocytize
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bacteria was greater. We will now have to compare ancestral and evolved bacteria
confronted with ancestral amoeba in order to confirm the evolution of the bacterial
resistance to digestion as well as to carry out the same experiments with other

bacteria strains.
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1. FROM GRAZING RESISTANCE TO PATHOGENESIS: the coincidental

evolution of virulence factors

The interactions between E. coli and D. discoideum were complex and we used
liquid culture media and agar plates to study them.

Free-living protozoa affect bacterial populations in multiple ways. They may act as
predators but may also provide a protective environment and even act as vectors.
Moreover, mechanisms that improve resistance to digestion by predators such as
free-living amoeba may well express themselves as virulence factors in other
organisms. These virulence factors understand adherence, digestion resistance,
intracellular toxin production and intracellular replication.

Various theories for the evolution and the maintenance of virulence factors have
been proposed. We tested here one of these theories here: the coincidental evolution

of virulence factors.
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Abstract

To many pathogenic bacteria, human hosts are an evolutionary dead end. This
raises the question of why evolutionary forces have shaped their virulence traits. Why
are these bacteria so virulent? The coincidental evolution hypothesis suggests that
such virulence factors result from adaptation to other ecological niches. In particular,
virulence traits in bacteria might result from selective pressure exerted by protozoan
predator. Thus, grazing resistance may be an evolutionarily exaptation for bacterial
pathogenicity.

This hypothesis was tested by subjecting a well characterized collection of 31
Escherichia coli strains (human commensal or extra-intestinal pathogenic) to grazing
by the social haploid amoeba Dictyostelium discoideum. We then assessed how
resistance to grazing correlates with some bacterial traits, such as the presence of
virulence genes.

Whatever the relative population size (bacteria/amoeba) for a non-pathogenic
bacteria strain, D. discoideum was able to phagocytise, digest and grow. In contrast, a
pathogenic bacterium strain killed D. discoideum above a certain bacteria/amoeba
population size. A plating assay was then carried out using the E. coli collection faced
to the grazing of D. discoideum. E. coli strains carrying virulence genes such as iroN,
irp2, fyuA involved in iron uptake, belonging to the B2 phylogenetic group, and being
virulent in a mouse model of septicaemia, were resistant to grazing by D. discoideum.
Experimental proof of the key role of the irp gene in the grazing resistance was
evidenced with a mutant strain lacking this gene. Such determinant of virulence may
well have been originally selected and (or) further maintained for their role in natural
habitat: resistance to digestion by free-living protozoa, rather than for virulence per

Se.

Key words: coincidental evolution, ecology, virulence, grazing protozoa,

Escherichia coli, Dictyostelium discoideum, amoeba
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Introduction

The evolution and the maintenance of virulence are among the most important
topics addressed in recent years by evolutionary biologists. Different theories have
been proposed and become the focus of intense debate. The “conventional wisdom”
[1] also known as the “avirulence hypothesis” suggests that parasites would always
evolve to become avirulent. Virulence is then considered to be a maladaptation of new
or recent associations between parasites and hosts. This hypothesis was challenged
during the 1980’s. A number of theories [2,3,4,5,6,7] proposed that virulence would
be maintained by natural selection and should depend on the mechanism of
transmission. This “trade-off” hypothesis between virulence and transmission is still
investigated [8]. Two alternative models, namely short-sighted within host-selection
and the coincidental evolution, are two other ways by which natural selection can
favor virulence, irrespective of any relationship between virulence and transmission.
Our work will focus on the last hypothesis: the coincidental evolution which
hypothesizes that virulence is a coincidental by-product of the adaptation to other
ecological niches.

It is well known that free living protozoa may affect bacterial populations in
multiple ways. They may act as predators but also provide a protective environment
and even act as vectors [9]. Their long co-evolutionary history suggests that a series
of adaptations ensuring bacterial survival should have emerged. Moreover,
mechanisms that improve resistance to digestion by predators such as free-living
amoebae may well express themselves as virulence factors in other organisms [10].
Thus bacterial traits such as adherence, digestion resistance, intracellular toxin
production and intracellular replication [11,12] or outer-membrane structures [13]
might facilitate a transition from free-living organism to intracellular parasite. The
ability of bacteria to resist and exploit a normally hostile niche to ensure survival was
discovered in the bacteria Legionella pneumophila, which is able to multiply within
certain species of free-living amoeba [14]. The ability of L. pneumophila to parasitize
macrophages and cause human disease may thus well be a consequence of its
resistance to amoebae. For many diseases such as Legionnaire disease, Lyme disease,
pneumonia disease caused by Hantavirus, human play no (or at best, a negligible one)
role in the transmission, and are then an evolutionary dead-end [15]. Genes that

cause these effects must therefore be favored by their effects elsewhere. Such cases in
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which virulence is obviously of no selective value (neutral) [16], led to the hypothesis
of the coincidental evolution of virulence factors. Adaptation to commensal and/or
saprophyte habitats may thus coincidentally promote some virulence factors, rather
than selection for virulence per se [17]. However, the coincidental evolution
hypothesis has not been tested.

Escherichia coli is a good biological model to investigate such coincidental
evolution. This Gram-negative and facultatively anaerobic bacterium occurs both as
commensal and pathogenic strains. Commensal E. coli (most strains) use their host as
a suitable habitat without any noteworthy benefit or detriment for the host, whereas
pathogenic strains may cause harm or even death [18]. Even so-called extra-intestinal
pathogenic E. coli (ExPEC) strains found in mammal intestinal tracts do not normally
cause disease, but they do, when they incidentally invade sterile niches such as
urinary tract, blood [19,20] or cerebrospinal fluid. Besides this primary habitat, E.
coli’'s secondary habitat involves the external environment, such as water, sediment,
and soil [21,22,23] where some specific strains may grow [24,25,26].

E. coli population genetic structure is mainly clonal, with four main phylogenetic
groups denoted A, B1, B2 and D [27,28]. Each phylogenetic group shows various life
history traits and differs in its phenotypic and genotypic characteristics [27,29].
Compared to commensal strains, EXPEC have additional virulence factors such as
adhesins (e.g, P and I fimbriae), iron-acquisition systems (e.g., aerobactin), host
defence-avoidance systems (e.g., capsule, lipopolysaccharide), and toxins (e.g.,
hemolysin, cytotoxic necrotizing factor1) [30,31]. EXPEC virulence factors, encoded
by genes often clustered on so-called pathogenicity island (PAI), are mainly found in
strains of the phylogenetic group B2 and D, but rarely in the phylogenetic groups A
and B1, to which the majority of commensal and extraintestinal pathogenic E. coli
strains belong [32,33,34]. The maintenance and the evolution of these genes
associated with virulence within the phylogenetic group B2 suggest that virulence
could be a coincidental by-product, since these genes are implicated in complex
commensal niche colonization [15,35], in which bacteria are subjected to grazing by
protista, such as free-living amoeba.

In a similar fashion, amoebae that occur in the human intestinal tract (Entamoeba
species) [36,37,38] typically also occur in external environment too, in habitats such

as fresh water, moist soil, at various interfaces (water-soil, water-plant, water-air)

108



[39]. They are distributed worldwide, but the set of species in a particular location
depends on abiotic factors and food availability. Amoebae are particularly effective
bacterial predators. Free-living amoeba is the only group of organisms that can lead
to a decrease of a bacterial population from 108 down to 105 per gram of soil
[40,41,42]. The haploid social amoeba Dictyostelium discoideum has been used as a
model to study host-factors involved in cellular aspects of host-pathogen interactions
[43,44]. The common mechanisms of infection required to infect both mammals and
D. discoideum by a wide variety of pathogens reinforces the use of the E. coli/D.
discoideum system as a valid model to study host-pathogen relations and their
evolution [43,45]. In addition, elaborate genetic tools including genomic sequence
[46] and plasmids allowing constitutive or inducible expression of genes are now
available.

In the context of the variety of ecological and evolutionary factors involved in the
interconnected life histories of bacteria and amoeba, we investigated here
evolutionary forces selecting and maintaining virulence factors. To test the
coincidental evolution hypothesis, a first goal was to test whether ecological
interactions between D. discoideum and E. coli have an effect. The first experiment
details the relative population size effect (bacteria/amoeba) on amoeba grazing
resistance. Secondly, the ability for pathogenic bacteria to Kkill or inhibit amoeba
growth was assessed. Our main experiment compares the grazing resistance of a
collection of 31 human commensal and pathogenic E. coli strains to predation by the
social amoeba D. discoideum and assesses the correlation of resistance with known
virulence genes. The results we obtained suggested that the so-called High
pathogenicity island (HPI) of E. coli plays an important role. This role was further
assessed using a mutant bacterial strain with inactivated genes and its complemented

isogenic strain.
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Material and methods
Strains and culture conditions

Bacterial strains

The collection of E. coli strains (Table IV-1) has been previously described [72,73].
These strains were isolated from extraintestinal infections and from feces of healthy
humans. They represent 10 commensal, 21 EXPEC and three laboratory adapted
strains.

Commensal strains belong mainly to the phylogenetic group A and B1 whereas
EXPEC are mainly from the B2 phylogenetic group. One pathogenic strain belongs to
the D phylogenetic group.

An E. coli HPI mutant and its complemented isogenic strain were tested for D.
discoideum grazing: the IAI51 irp1- mutant (with the irp1 inactivated gene) and the
[AI51 pCP1 mutant (with the recomplementation of the irp1 gene on plasmid pCP1).
The HPI-encoded yersiniobactin system of the strain was inactivated by insertion of a
kanamycin resistance gene cassette into the irp1 gene coding for the yersiniobactin
protein HMWPI. These strains were tested in a mouse model of extra-intestinal
virulence [48].

The laboratory adapted strain B/r (Pasteur Institute) is a standard food for D.
discoideum. We also used E. coli K-12 MG1655 and B REL606 (Richard Lenski,
Michigan State University) strains which are also phagocytized by D. discoideum and

are harmless.
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Table IV-1: Phenotypic and genotypic characteristics of the E. coli strains studied
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(a) Phylogenetic groups determined as in [74]

(b) Virulence genes determined as in [73]. (+) presence, (-) absence. All these data are from [72] except the amoeba model data that have been generated in this
work

(c) Phenotypes tested as in [72]. abbreviations used are: RSer: serum resistance, RBil: bile resistance, RLys: lysozym/lactoferrin resistance, Mot: motility,
GenTim: generation time. Binarization of data in [72]

(d) Biological model tested: mouse [73, 72]. K- mouse killer (2 or 10 mice killed over the 10 inoculated), NK: mouse non-killer (no mouse lethality or 1-5 mice over
the 10 inoculated), D.discoideum, G: grazing, GR: grazing resistance.
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Bacterial culture conditions

For all the experiments and strains, an overnight culture in 10 ml of HL5
medium (5 g/l proteose peptone, 5 g/l thiotone E peptone, 10 g/l glucose, 5 g/l
yeast extract, 0.35 g/l Na2HPO4, 7 H20, 0.35 g/1 KH2PO4, pH 6.5) with 130 rpm/min
agitation was prepared in a 50 ml Falcon tube, incubated at 37°C. On the day of the
experiment, the culture was centrifuged (20,000 rpm/min; 20 min), washed once,
and re-suspended in MCPB (1.42 g/1 Na;HPO4, 1.36 g/1 KH2PO4, 0.19 g/1 MgCl;,
0.03 g/l CaCly, pH 6.5). Cells were then plated on 5.5 cm diameter plates of HL5

agar.

Amoeba strain and culture conditions

The amoeba D. discoideum AX3, an axenic strain was used in all the
experiments. Amoebae were grown in 10 ml of liquid HL5. Cells from mid-
logarithmic cultures were then centrifuged (2,000 rpm/min; 7 min) and washed
once with MCPB.

For all experiments, a volume of 300 pl was plated. It corresponds to the

minimum volume covering all the Petri dish (5.5 cm diameter).

Assays

Relative population size effects

Bacterial strains used in these experiments were the pathogenic strain 536 and
the non pathogenic strain B REL606.

In the first part of this experiment, the bacterial population size effect was
tested with 10*% to 108 bacterial cells faced to 100 amoebas. In the reverse
experiment, the amoeba population size effect was tested with 102 to 10 amoebae
cells faced to 108 bacteria. Relative population size for both experiments were 102,
103, 104, 103, 10° bacteria cells/amoebae.

A volume of 300 pl bacterial culture was plated on HL5 agar Petri dishes and
allowed to dry for 20 min under a sterile air flow. The same volume of amoeba
culture was added to these plates and allowed to dry for 20 min under a sterile air
flow. Plates were covered with parafilm and incubated for six days at 24°C. Three

replicates were performed for each experiment. Plates were screened at day three
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and day six to assess the occurrence of bacterial lysis plaques formed by D.

discoideum.

Death versus growth inhibition

In the case where no bacterial lysis was observed, it is not possible to
distinguish between Kkilling or growth inhibition of amoebae. Another experiment
was therefore carried out under the same conditions as above, using 108 bacterial
cells (REL606 or 536 strains) and 102 amoebae. Plates were examined two and six
days after plating. Three replicates were performed. To disentangle death and
growth inhibition, the layer was transferred from plates to a liquid MCPB medium
and amoeba and bacterial cells were screened with a Bac-live Kit that colors viable
cells in green fluorescent and membrane damages in red [26]. This experiment was

also done with the strains B/r and IAI51.

Grazing resistance

All strains in the collection were used in this experiment. Bacteria and amoebae
were plated according to the same protocol that was used in the relative
population size experiment. This experiment was performed with two different
bacterial population size: low (10% cells) and high (108 cells). Each bacterial
population size was associated with three amoeba population size: 10, 102, 103
cells. Three replicates were run for the entire collection strains and each
population size combination. Five replicates were run for the IAI51 mutants.

Plates were checked for the occurrence of bacterial lysis plaques formed by D.
discoideum, three and six days after plating for the low and high bacterial
population size, respectively. This experiment was repeated two times with the

strains [AI51 and mutants, IAI52, B/r, RS218, 536 and REL606.

Statistical analysis

For the relative population size experiment, a % test was applied to test for the
effects of various factors on amoeba growth: strain effect (536 vs REL606), relative
population size effects, and the interaction between strain and relative population
size.

For the grazing experiment, in order to investigate association among possible

grazing resistance and various phenotypic and genotypic bacterial traits, a factorial
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analysis of correspondence (FAC) was carried out using R software and a binary
table, with 31 lines corresponding to the collection of strains and 28 columns
corresponding to the origin of the strain (pathogen or commensal), the four E. coli
phylogenetic groups, 13 virulence factors, serum resistance, lysozyme/lactoferrin
resistance, bile resistance, motility, growth rate, mouse Kkiller (mouse lethality in a
septicaemia model), mouse non-Killer [72], grazing resistance, and grazing. The
“grazing resistance” phenotype corresponds to the plates for which we did not
observe a lysis plaque, for the three replicates and for all amoebae densities. The
“grazing” phenotype corresponds to the plates where we observed lysis plaques
for at least one replicate for each amoeba population size, or for all three replicates
with one or two of the three amoeba densities. For each column, we coded each
strain with a binary code: present=1, absent=0. The influence of the various factors
on grazing resistance was tested with a k test of correspondence.

For the IAI51 mutants, the presence of the irp1 gene was tested with a % test.

Results

Relative population size effect on grazing resistance

To test whether the relative population size of E. coli and amoeba cells affect the
grazing of bacteria by amoeba, a plating assay was carried out. D. discoideum cells
were plated on HL5 agar plates with either the non-pathogenic E. coli strain
REL606 or the pathogenic E. coli strain 536. We tested different bacteria/amoebae
cells ratios by measuring grazing capacity at different bacteria (vs. amoebae)
population sizes for a given amoeba (vs. bacteria) population size (summing up to
60 plates). Over the course of a few days, the bacteria formed lawns with amoeba
embedded in them on the plates. The bacteria phagocytized by D. discoideum were
assessed through the occurrence of bacterial lysis plaques.

Three days after plating, with 102 amoeba cells (Figure 1V-1A), plaques were
observed for three REL 606 bacterial population sizes: 104,10°,10¢ cells and one
population size of strain 536: 10* cells (Figure IV-1B). In the symetrical experiment
(108 bacteria cells), we observed plaques only with the strain REL606 for two
amoeba population sizes, 10¢ and 10> (Figure IV-1A), and not for the strain 536
(Figure IV-1B).
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Six days after plating, plaques were noticed with the strain REL606 for both
types of experiments and for all population sizes (bacteria vs. amoebae) (Figure
[V-1C). But for the pathogenic strain 536, plaques appeared for three relative
population sizes: 102, 10® and 10% bacteria/amoeba (Figure IV-1D). In the
symmetrical experiment, using 10% amoebae, plaques were observed for a single
replicate (Figure IV-1D).

These results show that with the pathogenic strain 536, up to a relative
population size of 104, bacterial lysis plaques arise, but not with greater relative
population sizes.

D. discoideum feeds on E. coli REL606 whatever the relative population size
(Figure IV-1C) and form plaques that can be noticed after six days. D. discoideum
does not form plaques on the lawns of E. coli 536 for a relative population size
greater than 10* bacteria/amoeba (strain effect: x’= 4.945, p=0.0262; population
size effect: x°=4.04, p=0.0444; strain*population size effect: x°=4.04, p=0.0444).
Therefore, in contrast with E. coli REL606, E. coli 536 resists digestion by amoebae.
E. coli 536 may kill amoeba, or at least substantially inhibit their growth.
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Figure IV-1: Relative population size effect on E. coli/D. discoideum
interactions

Bacterial lysis plaques (strains REL 606 and 536) observed three days (T=3) or
six days (T=6) after plating.

Dark gray color represents three replicates with bacterial lysis plaques.

Gray color represents one replicate with bacterial lysis plaques.

White color represents zero replicate with bacterial lysis plaques.

(A)  Three days after plating, strain REL 606

(B)  Tree days after plating, strain 536

(9] Six days after plating, strain REL 606

(D)  Six days after plating, strain 536

Death versus growth inhibition

To test the ability of the pathogenic strain E. coli 536 to Kkill D. discoideum or
inhibit its growth, bacteria (the pathogenic strain 536 and the non-pathogenic
REL606) were plated with amoebae at 10° relative population size. Two and six

days after plating, the top layers were transferred in a MCPB liquid medium. This
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liquid culture was then screened with BacLight kit, in which healthy living cells
fluoresce in green, whereas damaged cells fluoresce in red [26].

Two days after plating, both bacteria (536 and REL606 strains) and amoebae
fluoresce in green (Figure IV-2 B, first and second rows), indicating living cells. Six
days after plating, for the experiment with strain REL606, we observed some
bacteria with green and red fluorescent color outside and inside amoeba (white
arrow), red fluorescence indicating membrane cell damages. Amoeba in green
fluorescent stain (Figure IV-2B, third row) indicated live cells. Thus, D. discoideum
remained alive and had digested some E. coli 606 bacteria cells. Similar results
were observed with the B/r strain (data not shown). The culture with E. coli
REL606 thus revealed a high density of amoebae which implies that amoeba can
achieve high growth rates in this diet. In contrast, six days after plating, the picture
with the pathogenic strain E. coli 536 revealed three or more living E. coli cells in
the D. discoideum one (Figure 1V-2B, fourth row) and other bacteria outside the
amoeba in red fluorescence. Staining with BacLight kit revealed green fluorescent,
living bacteria (white arrow) inside amoeba. Red fluorescent staining indicated
damaged membranes of the D. discoideum that should lead to cell death. Similar
results were obtained using pathogenic strain IAI51 (data not shown). This
fluorescent straining showed living E. coli 536 bacteria cells and D. discoideum

dead cells.

117



Strain

606

536

606

536

Figure IV-2: Visualization of the E. coli/D. discoideum viability
(A) Phase contrast microscopy (20x),
(B) Combined Red and Green: Green fluorescent stain indicate living cells, red

fluorescence indicate cells with damaged membranes.

(C) Green channel alone

(D) Red channel alone

(1): Amoeba with the strain E. coli B REL 606 two days after plating, all cells are
green reflecting living cells.

(2): Amoeba with the strain E. coli 536 two days after plating, all cells are green
reflecting living cells.

(3): Amoeba with the strain E. coli B REL 606 six days after plating. Red fluorescent
bacteria are cells with damaged membranes (white arrow) and green fluorescent
cells are alive (amoeba and bacteria).

(4): Amoeba with the strain E. coli 536 six days after plating, green fluorescent
bacteria are living cells (white arrow), red fluorescent amoeba and bacteria are cells
with damaged membranes.
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Grazing resistance

In order to compare the ability of pathogenic E. coli strains to resist grazing
protozoa with that of commensal strains, and to identify bacterial virulence traits
that could have been favoured and maintained by selection for other functions than
virulence per se, a plating assay was carried out for each strain in the bacterial
collection (including pathogenic and commensal ones) at a low (10%) and a high
(108) initial bacterial population size with three amoeba population sizes (10, 102,
103). Three replicates were run for each combination (N=558 plates). A few days
after plating, the bacteria formed lawns on these plates in which the amoebae were
embedded. At low bacterial population size (10%), in agreement with the previous
experiments, D. discoideum formed plaques on lawns with all E. coli strains. At high
bacterial population size (108), D. discoideum fed on some E. coli strains, but did not
form any bacterial lysis plaques for some other strains (Figure IV-3). The results
were highly reproducible with identical results in all replicates for the IAI51, IAI52,
B REL606, RS218 and B/r strains.

Figure IV-3: Bacterial lysis plaque occurrence
(A) A non-virulent E. coli strain (B REL606; 108 cells) was plated with D. discoideum
(102 cells). Bacterial lysis plaques were observed, which is characteristic of the grazing
phenotype.
(B) A virulent E. coli strain (536; 108 cells) was plated with D. discoideum (102 cells). No
bacterial lysis plaques were observed, which is characteristic of the grazing resistance
phenotype.

Association between grazing resistance and bacterial virulence traits

To identify associations between grazing resistance to protozoa and various

bacterial traits, a FAC (Factorial Analysis of Correspondence) was applied using all
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data available for the strain collection (Table IV-1). The FAC (Figure 1V-4) is based
on y? distances, using a covariance matrix. It detects existing positive and negative
associations, and measures the contribution of each factor to the total inertia. The
projection of variables onto the F1/F2 plane accounted for 47.47% of the total
variance and distinguished two main groups of variables by positive and negative
values for the first F1 factor. The first group (F1 negative values and F2 positive
and negative values) encompasses the following traits: grazing, commensal origin,
the absence of mouse lethality and the phylogenetic groups A, B1 and D. The
second main group (F1 positive values and F2 positive and negative values)
encompasses grazing resistance trait, mouse lethality, pathogenic origin of the
strains, phylogenetic group B2, virulence factors, the resistances to serum, bile and

lysozyme/lactoferrin, the motility and fast growth rate.
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Figure IV-4: Factorial analysis of correspondences

Projection onto the F1/F2 plane of the 28 bacterial traits characterized for the 31 E. coli collection
strains. A, B1, B2 and D: phylogenetic groups; Com: commensal, Path: pathogenic; papGl, II, III: papG
and corresponding three existing alleles; K1: K1 antigen (capsule), sfa/foc, iroN, hly, cnfl, hra, fyuA,
irp2, aer: virulence genes; RSer: Serum resistance; RBil: Bile resistance; RLys: lysozym/lactoferrin
resistance; Mot: motility; GenTim: generation time; K: mouse killer, NK: mouse non-killer; G: grazing,
GR: grazing resistance (boxed). The projection of the variables onto the F1/F2 plane accounts for
47.47% of the total variance. The first group (F1 negative values and F2 positive and negative values)
encompasses following traits: the grazing, the commensal origin, the absence of mouse lethality and
the phylogenetic groups A, B1 and D. The second main group (F1 positive values and F2 positive and
negative values) encompasses the grazing resistance trait, the mouse lethality, the pathogenic origin of
the strains, the phylogenetic group B2, virulence genes, the resistance to serum, bile and
lysozyme/lactoferrin, the motility and fast growth rate.
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The FAC thus shows that virulence is strongly associated with grazing
resistance.

To identify possible correlations between grazing resistance to protozoa and
the presence of virulence genes and other traits, we performed a k test of
correspondences. This analysis indicated that grazing resistance was correlated to
the mouse Kkiller phenotype (xk=0.459; p=0.00998), to the phylogenetic group B2
(x=0.497; p=0.00558), to the resistance to serum (k=0.479, p=0.00574), to the
resistance to lysozyme (x=0.349; p=0.0443), to the resistance to the bile (k=0.349;
p=0.0443), and to the presence of the genes iroN (k=0.403; p=0.0222), fyuA
(x=0.412; p=0.0203), irp2 (xk=0.412; p=0.0203). Both fyuA and irp2 genes belong to
the high pathogenicity island (HPI). This 35- to 45-kb stretch of DNA carries a
siderophore-mediated iron uptake system called ‘the yersiniobactin locus’ [47]. In
summary, K analyses revealed that pathogenicity of various E. coli strains on
mouse, the B2 phylogenetic group, and the presence of virulence genes are

significantly correlated with grazing resistance to protozoa.

Experimental demonstration of the role of the HPI in the grazing
resistance

The IAI51 strain showed a high-virulence phenotype on mouse [48] and D.
dictyostelium. This strain was thus selected to test experimentally the impact of
HPI on D. dictyostelium that was already suggested from the correlation analysis.
Two mutant [AI51 strains were tested for the amoeba grazing: IAI51 irp1- (bearing
a deletion covering the irpl gene) and the IAI51 pCP1 (IAI51lirpl- re-
complemented with the irpl gene on a plasmid). These mutant strains were
already tested in a mouse model of the extra-intestinal virulence and have
indicated that HPI plays a role in mouse lethality [48].

Five replicates of the three bacterial strains (IAI51, 1AI51irp1-, 1AI51pCP1)
were plated at a high bacterial population size (108 cell) and three amoeba
population sizes (10, 102, 103 cells) (N=45 plates). The presence of the bacterial
lysis plaques was assessed six days after plating (Table IV-2). This experiment was
repeated twice. The presence of the irp1 gene was highly significantly associated

with the grazing resistance to amoeba since deletion of the irpl gene made the
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strain sensitive to the amoeba (grazing) whereas complementation of this mutant
by the cPC1 plasmid restored grazing resistance (three strains model: IAI51/IAI51
irp1-/1AI51 pCP1, ddl=2, v?=30.11, p<0.0001; two strains model: IAI51 irp1-, IAI51
pCP1, ddl=1, %?= 20.49, p<0.001; two strains model: IAI51, IAI51 irp1-, ddl=1, %* =
42.71, p<0.001).

Table IV-2: Demonstration of the role of the HPI in the grazing resistance

IAI51 pCP1 + + ++
= IAI51 irp- b bt S
A IAI51 - - -
606 +++++ +++++ +++++
1 2 3
log(number amoeba)

Bacterial lysis plaques (strains REL606, IAI51, IAI51 irp-, IAI51 pCP1) observed six
days after plating. A density of 108 bacteria was plated with 10, 102, 103 amoebae.

(+) represents the number of replicates with lysis plaques, (-) means no replicates
showing plaques.

Discussion

This study investigated the coincidental evolution hypothesis of virulence
factors. In particular, we tested the hypothesis that some bacterial traits favor the
survival of E. coli when confronted with grazing protozoa. A close relationship was
observed between the mouse killer phenotype, which represents intrinsic extra-
intestinal virulence of the bacterial strain [32], and the grazing resistance trait. D.
discoideum was able to survive and phagocytize E. coli strains that (i) did not
harbor virulence genes involved in iron capture (iroN, fyud, irp), (ii) are not
resistant to serum, bile, lysozyme/lactoferine, or that do not belong to the B2
phylogenetic group. D. discoideum cells are specialized phagocytes that essentially
feed on a range of bacteria, their natural prey. After adhesion, engulfment of the
bacteria in a phagosome is the first step prior to successive maturation steps that
involve sequential delivery and retrieval of components to phagosomes, where
lysosomal hydrolases are delivered in order to digest bacteria. The association
between grazing resistance and various resistance phenotypes: resistance to
human serum, lysozyme/lactoferine, bile, reflects the importance of the capacity of

ExPEC cells to protect their membrane against lysosomal hydrolases from amoeba
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phagosomes. Other bacterial strains, such as Mycobacterium avium bacilli [49], E.
coli 0157 vero-cytotoxigenic strain [26], are known to resist digestion by amoeba
(for a review, see [50]). However, mechanisms that determine resistance to
grazing amoeba are complex and not fully understood. For instance, we found no
correlation between the presence of the K1 capsule and the resistance of bacteria
to amoeba grazing. Previous studies showed that this capsule enables E. coli to
survive in human endothelial cells by preventing lysosomal fusion [51], as well as
in Acanthamoeba [52]. Nevertheless, even if this capsule enhances bacterial
survival, it does not seem to interfere with amoeba survival.

This study shows that various ExPEC strains can resist to digestion by amoeba.
The percentage of grazing resistant E. coli strains that carry virulence factors is
greater (76%) than the percentage of grazing resistant E. coli strains that do not
(16%). This is consistent with the hypothesis that predation by protozoa can favor
bacterial traits that increase survival, but emerge as virulence determinants in
human infections. Genes responsible for such effects can thus be thought of as
being maintained by coincidental selection. An earlier study [9] had already
established that some intracellular pathogens normally persist in the environment
in close association with protozoa and especially with amoeba. King et al. (1988)
[10] suggested that grazing resistance to protozoa was an evolutionary precursor
of bacterial pathogenicity. This was supported by the finding of predation-
mediated variation at the rfb virulence locus of Salmonella enterica which
illustrates the potential impact of protozoan grazing on the origin of bacterial
pathogenicity [53]. Recently, Steinberg and Levin [54] showed that the Shiga toxin
genes carried by some intestinal pathogenic E. coli strains increase bacterial
survival in the presence of Tetrahymena pyriformis, indicating that such prey-
predator interactions might have driven the evolution of this virulence factor.
Similarly, our experiments showed that E. coli genes involved in the iron uptake
such as irp and fyuA -which are located in the HPI- and iroN were involved in the
grazing resistance to D. discoideum. Iron is a vital resource for bacteria, necessary
for many functions, from respiration to DNA replication. While it is one of the most
abundant elements on earth, its rarity in the biosphere makes it often a limiting
resource for microbial growth. Furthermore, in the presence of oxygen, iron is
oxidised to the ferric state, forming ferric hydroxide, which is insoluble in aqueous

solution. Many bacteria can exploit D. dictyostelium phagocytosis and grow
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intracellularly [26,55]. As a counter-strategy, many hosts have evolved iron
withholding strategies to disable micro-organisms [56]. In D. dictyostelium, the
transport of iron across the phagolysosomal membrane contributes to pH
homeostasis, while at the same time depleting the lysosomal milieu from the iron
required for bacterial growth. In response to this competition for iron, counter-
mechanisms have been developed by microbes to overcome the scarcity of this
metal. These mechanisms involve two principal methods: (i) either the synthesis of
high iron affinity compounds called siderophores (iron-scavenging agents), or (ii)
by a method of direct capture at the bacterial cell membrane [57]. Siderophores
are ferric-specific microbial iron chelator compounds whose biosynthesis is
regulated by the availability of iron in surrounding environment [58]. Bacteria
respond to the low-iron environment by increasing expression of their iron
acquisition system as well as of other various virulence factors [59]. Our IAI51
irp1- mutant showed less virulence on D. dictyostelium compared to the mutant
IAI51 pCP1. This result was consistent with the closed relationship between iron
and virulence. For the host, the competition for iron necessitates careful
orchestration of the iron regulation in order to prevent bacteria invasion and to
assure optimal iron homeostasis. Thus, some of the virulence factors involved in
human disease may have an ecological function within natural communities or
even have their origin specifically in successful anti-predator adaptation. Other
papers [15,16] showed a possible link between bacterial evolution in the natural
environment and their pathogenicity toward animals. They suggested that the

pathogenicity genes were selected for alternative ecological functions.

Our grazing resistance experiment showed a strong correlation between
lethality in mice and grazing resistance. This is the first demonstration that D.
discoideum can be used as host model for specifically detecting ExPEC strain
virulence. More generally, previous studies [60,61] reported a high correlation
between virulence, as estimated from its resistance to D. discoideum grazing, and
death in mammalian infection model. Our results suggest that for EXPEC E. coli
strains, similar mechanisms determine virulence in mammalian systems and
amoeba. This relation is corroborated by correlation between resistance to
lysozyme or serum and grazing resistance in our experiments. From a bacterial

point of view, the similarities between D. discoideum and mammalian cells include
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membrane trafficking, endocytosis, phagocytosis and exocytosis pathways [45,55].
Moreover, D. discoideum shares its chemotactic capacity with leucocytes. Thus D.
discoideum grazing looks like killing by macrophages [62,63]. The amoeba host
model (D. discoideum) has already been used with a variety of bacterial species:
including L. pneumophila [55], Pseudomonas aeruginosa [61], Vibrio cholerae [64],
and Aeromonas spp (A.salmonicida and A.hydrophila) [65]. The relevance of this
model is not only based on the observation that many pathogens show a low
species specificity, but also that a large range of hosts will encounter the same
bacteria in their natural environment. The D. discoideum-E. coli model is a very
simple and powerful system. Using a simple plating assay, D. discoideum forms a
phagocytosis plaque on a lawn of non-pathogenic bacteria but does not on a lawn
of pathogenic ones. The virulence of the bacteria used may thus be extrapolated

from the ability of D. discoideum to survive and grow in their presence [61,66]

The fact that free living amoebae graze on bacteria has important implications
from ecological and evolutionary viewpoints [67]. Ecological interactions are often
grouped according to the net effect that each species acts on its partner (positive,
negative or null). Such definitions of species interactions are then classified either
as competitive, antagonistic, or mutualistic. But the interaction between bacteria
and amoebae reveals many facets. The interactions between E. coli and D.
discoideum are complex, and the balance between conflict and interest may be
delicate. E. coli can find food inside D. discoideum but at the expense of a
substantial risk to be digested. Our death vs. growth inhibition experiment showed
that once inside D. Dictyostelium, a struggle for life begins. Bacteria may exploit
amoeba phagocytosis to find key nutrients, but depending on the strain
characteristics, the bacteria either resists digestion by amoeba and Kkills D.
discoideum (Figure IV-2B fourth row) or is digested by D. discoideum (Figure IV-2B
third row). As soon as bacteria and amoeba show sufficient common interest, they
may both sustain themselves (Figure IV-2B first and second rows), but if selfish
interests prevail over common interest, the harmonious relationship stops and the
struggle for life ensues until the death of one of the partners or the other. If
bacteria are able to resist predation, invading amoebae present a number of
potential advantages: the amoebae protect them against adverse environmental

conditions and may even act as vector for bacteria toward new resources. So even
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if their defence against predation is not perfect, bacteria may be selected to allow
themselves be phagocytized notwithstanding the risk. Such partly antagonistic,
partly mutualistic interactions have been called ‘dangerous liaisons’: partners team
up but nevertheless relentlessly pursue their private interests [68]. Amoeba could
not only be protective niches under stressful conditions or vehicles but also trojan
horses -e.g; amoebal vesicales containing bacilli could be inhaled by humans, who
the bacteria may then infect [14,69].

Other ecological factors, such as abundance, seem to be related to grazing
resistance. Our study demonstrated that the relative population size of
bacteria/amoeba could play a key role in grazing resistance (Figure IV-1). When
the relative population size of pathogenic bacteria compared to amoeba is
sufficiently high, no plaque lysis was observed (107 bacteria for 100 amoeba cells
or 108 bacteria for 1,000 amoeba cells). However, if relative population size of
bacteria to amoeba is lower than a certain threshold, we observed plaques and no
grazing resistance. Many species of bacteria including E. coli K-12 MG1655 [70]
and 0157:H7 [71] were seen to regulate expression of certain genes in response to
change in population size. In the primary (the gut) and secondary (in natura) E. coli
habitats, bacteria and amoeba populations coexist. In natura, they are dispersed in
soil patches. Clarholm [42] observed that amoebae were as abundant as 105
individuals per gram of soil. Their numbers may increase up to 20-fold in four
days, thus amounting to 2.10° individuals per gram of soil. In nature, amoebae have
been documented to cause a decline of prey bacteria from 108 to 105 cells per gram
of soil. Thus, in soil, the relative amoeba/bacteria population size is likely to be
high enough to permit the amoeba to have a great impact on bacterial population.
Nevertheless, the establishment of a community depends on the history of the site,
the order in which the species arrived, what kind of interactions develop among
species and the quality of the patch. All these factors determine whether such a
community would achieve a permanent state of equilibrium [42]. The primary E.
coli habitat, gut, forms a complex ecosystem with various commensal amoeba
species that coexist with more than 500 bacterial species, a total of 1010 to 1011
cells per gram of the large intestinal content. Commensal bacterial strains may
coexist with amoeba in the gut and our experiments showed that whatever the
relative amoeba/commensal bacteria population sizes amoeba may survive and

grow.
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Concluding remarks

In this paper, we argued that ecological factors are associated with the
evolution of bacterial traits responsible for virulence. Our observations support the
coincidental hypothesis for the evolution of virulence: the capacity to resist grazing
by protozoa manifests itself in a human host as increasing virulence. Amoeba and
bacteria coexist in a closed relationship in their different habitats (nature vs. gut).

The use of D. discoideum to detect EXPEC strain virulence has several
advantages. The simplicity of the experimental protocol and its reproducibility
surpasses those of mammalian systems. Furthermore, numerous genetic tools
permit the use of various well-known D. discoideum mutants for studying the
mechanisms underlying pathogenicity (endocytosis, phagocytosis), and sensitivity
to pathogens, or to identify genes involved in virulence. Despite some limits
(temperature culture of 24°C, simple cell), D. discoideum may prove to be a fruitful
model system for preliminary studies prior conducting experiments with

mammalian host models.
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2. Effects of abiotic and biotic factors on temporal allele frequency

variations

We measured variations in the temporal frequency of two neutral alleles in
order to address the interaction of evolutionary forces such as natural selection
and genetic drift. The problem we addressed was the extent to which such
frequency shifts are due to random phenomena or selective effects.

In our experiments, we followed allele frequency variations and the population
sizes in four different environments: homogeneous (with agitation: no spatial
structure), heterogeneous (without agitation: spatial structure), with and without
biotic factor (with the bacteria predator D. discoideum). We crossed 2x2
treatments. Medium removal proceeded by serial transfer of the population every
three days.

We applied these different environmental conditions to take into account the
demography and to test for (i) the spatial structure and (ii) the biotic factor effects
on neutral polymorphism.

We estimated changes in allele frequencies roughly every 17 bacterial
generations.

The selection coefficient and the effective population sizes were estimated from

temporal allele frequency variations.
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Abstract

Biotic and abiotic factors are responsible for the most changes of temporal
allele frequency. Which alleles survive or perish is determined partly by natural
selection and partly by pure chance (generic drift). Understanding evolutionary
processes responsible for such variations in allele frequency is a fundamental
problem in population genetics.

The maintenance of polymorphism in a population determined the rate at
which a population is able to evolve and adapt to new environmental conditions.

Using the biological system bacteria (Escherichia coli) and amoeba
(Dictyostelium discoideum), we follow temporal allele frequency variations under
four environmental conditions: homogeneous environment, with or without biotic
factor and heterogeneous environment, with or without biotic factor. We estimated
allele frequency variations, population dynamics and effective population size
during around 300 bacterial generations. The neutral polymorphism was
maintained for one replicate out of five in the heterogeneous environment with

biotic factor. Our results did not differ from genetic drift predictions.

Key words:
Biotic factor, abiotic factor, spatial structure, neutral polymorphism,

experimental evolution, allele frequency, bacteria, amoeba.
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Introduction

Investigation of temporal allele frequency variation is the most direct approach
in population genetics, since it provides a thorough understanding of the
evolutionary process. Accounting for the abundance of genetic variation relative to
natural selection remains a central problem in evolutionary biology. Genetic
polymorphisms constantly arise through mutation, and although most are
promptly eliminated. Which particular alleles survive and which perish is
determined partly by natural selection, partly by chance. The random process
implies that chance alone can change allele frequency from generation to
generation. This random process, known as genetic drift, does not change the allele
frequencies in any systematic direction. In our work, we followed temporal allele
frequency variations in four different environments: homogeneous, heterogeneous,
both with and without biotic factor. We monitored the evolution of population
sizes and allele frequencies. The selection coefficient and effective population sizes
were estimated from the temporal allele frequency variations.

Our serial transfer regime used in our batch culture is analogous to a range of
periodic environmental changes such as seasonal variations in which resources are
abundant early in the season but become scarce as the population approaches its
saturation density. Such an environment may, in theory promote the stable
coexistence of two types on a single resource with no cross finding, provided one
genotype has a growth rate advantage if a resource is abundant and the other has
an opposing advantage when the resource is scarce (for more details see chapter
[.3 p.37). In a recent study, Tuner et al (1996) [1] examined the relative
importance of both demographic trade-offs and cross-finding as explanation for
coexistence. His results are consistent with theoretical work, showing that the
conditions for the maintenance of polymorphisms under temporal variation are
unlikely to be encountered even in simple bacterial populations.

Rainey and Travisano (1998) [2] explicitly examined the effect of spatial
structure on the emergence of diversity, by allowing replicate populations of plant-
colonizing bacterium Pseudomonas fluorescens to evolve in two kinds of microcosm
that differed solely in the degree of spatial structure they provided. A spatially
homogeneous environment was obtained by incubating broth cultures in an orbital

shaker, and a spatially heterogeneous environment was obtained by incubating
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cultures without shaking. After seven days of cultures, populations propagated in
the heterogeneous environment had diversified, while populations propagated in
the homogeneous environment remained genetically uniform. In order to assess
the significance of spatial structure over long term maintenance of the
polymorphism, populations initially propagated in the spatially heterogeneous
environment were switched to the homogeneous one. Within one week after
switching diversity began to fall, whereas diversity of control, unshaken
(heterogeneous) populations remained high. Spatial structure appears essential
both for the emergence and maintenance of these polymorphic populations. In our
experiments, we used the same conditions to test for the maintenance of diversity
(of neutral marker) in homogenous and spatially structured environments.

The arms race of adaptation and counter adaptation in predator-prey system is
an evolutionary dynamic with broad implications, including the maintenance of
diversity. Such antagonistic coevolution is suspected to be widespread in nature.
We investigated here the contribution of natural selection and genetic drift to the
maintenance of neutral polymorphism, using bacteria populations stained with a
neutral marker and the haploid social amoeba Dictyostelium discoideum as biotic
factor. The latter organism is a particular effective bacterial predator.

The prey diversity appeared dependent upon the presence of both the biotic
factor and spatial structure. Ecological conditions can shape the evolutionary

trajectory of this predator-prey system.

Material and methods

Strains and culture conditions

Bacteria

We used the laboratory adapted strains: E. coli REL 606 and E. coli REL 607,
which are harmless and phagocytized by D. discoideum [3]. E. coli REL 606 and E.
coli REL 607 are respectively Ara* and Ara- ancestors. They are isogenic, with the
exception of the spontaneous mutation to Ara* in REL 607. We used TA agar
medium to set apart Ara* and Ara- strains. Colonies of Ara- strains appear red on
TA agar, while those of Ara* appear white.

An overnight culture in 10 ml of HL5 liquid medium with 130 rpm/min

agitation was prepared in a 50 ml Falcon tube, incubated at 37°C. On the first day
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of the experiment, the culture was centrifuged (20,000 rpm/min, 20 min), washed
once and re-suspended in MCPB.

A sample of each replicate was frozen weekly (Note that these are not clonal
samples).

A volume of 900 pl of the bacterial culture was mixed with 300 pl of Glycerol
(60 %) and frozen at -80°C. Two tubes of each replicate were assayed.

The number of bacteria (unit=CFU colony forming unit) was estimated by

plating 10 pl within a range of dilution rates on TA medium.

Amoeba

The amoeba D. discoideum AX3, an axenic strain was grown in 10 ml of HL5
culture liquid medium 25 cm? bottles, incubated at 24°C. Cells from mid-
logarithmic cultures were centrifuged (2,000 rpm/min, 7 min) and washed once
with MCPB.

A volume of 500 pl of the co-culture (bacteria and amoebae) was mixed with
500 pl DMSO (20%) frozen at -80°C. Three replicates were prepared.

The number of D. discoideum was estimated using a hemocytometer.

Cell density (culture) = number of cells x 90,000/number square count.

Assays

A mixture of 50% E. coli REL 606 and 50% E. coli REL 607 was prepared in 10
ml SM/25 on 50 ml Falcon tube and on bottle. Five replicates over the ten tubes (vs.
bottles) were prepared with no biotic factor D. discoideum and in the five others we
added amoeba. The ten Falcon tubes were incubated at 24°C and shaken at 100
rpm, to remove spatial structure. The ten bottles were incubated at 24°C without
agitation to test the effect of spatial structure.

Every three other days, a bottleneck was performed with a dilution of 100 pl
into 10 ml SM/25 fresh medium (APPENDIX 5: PROTOCOL: Coevolution experiments,
p.200).

Statistical analyses

Population dynamics
Differences between the various environments, replicates and generation times

were tested using ANOVA with JUMP software (full model and interactions),
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separately for the time of each environment. The cell number was transformed in a
logarithmic scale for statistical analyses.

The bacterial population size was estimated weekly before a bottleneck over
126 days (= 294 bacterial generations). For each replicate, a sample (300 pl for E.
coli culture and 500 pl for E. coli/ D. discoideum co-culture) was frozen and plated
(10 ul) to estimate the various proportions of each E. coli strain and bacterial
density.

Amoeba population size was estimated before each bottleneck (every three

days).

Estimates of the number of generations

Prior to every 1/100% dilution, the bacterial density was around 10° cells/ml.
After dilution, the number of bacteria was thus around 107 cells/ml. Roughly seven
generations are needed to increase the cell densities from 107 to 10°. The dilution
was applied every three days, but for two days the bacterial density may be
constant (carrying capacity).

Thus across the 126 days of the experiments, the bacterial number of
generations was:

126 x7

=294 bacterial generations

Allele frequency variation

Effective population size

In a simple Wright-Fisher model, the per generation drift variance of allele
frequency is p(1-p)/2N. where p is the population frequency in the previous
generation and N, the effective population size. The effect of initial allele frequency
can be compensated for by using some variation of Wright’s standard variance F
and this approach has formed the basis for several efforts to relate N. to observe

changes in allele frequencies.

If po is the population frequency in generation 0 and p: is the population

frequency in generation t, the expected parametric F takes the form:
E((po=p)") = po(1-p)1=[1-1/2N,]) (1)

such that E(F)=1-[1-1/2N,] (2)
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and Ne may be estimated from t/(2F) if t is not too large.
However, since one has generally access to sample and not population allele
frequencies, F should be estimated by F, which also takes into account sampling
effects and induced by the method used to estimate po(1-po). During initial use of
the temporal method to estimate effective population size, Krimbas and Tsakas
(1971) [4] computed the mean F and subtracted the quantity [1/(2S,) +1/(2S,)]
with S the sampling sizes, to account for sampling error. Krimbas and Tsakas [4]
used the following expression to calculate F fora single locus:
A K L=, 2

with K being the number of segregating alleles. However, ﬁa is infinitely large

(3)

when an allele is found at time ¢ but not at time O.
Nei and Tajima (1981) [5] proposed an alternative estimator which overcomes

this limitation:

K o2
K& (x;+y,)/2-xy,

Another method was suggested by Pollak (1983) [6]:

K

~ 1 x. - v.)
E = 2 (x, =) (5)
K-14 (x,+y,)/2

The resulting formula to estimate N, is then:
N, =— !
2F, -1/(28,)-1/(28,)]

(6)

And similarly for ﬁ'k .

The differences between the various environments for all replicates were tested
using an ANOVA (JUMP software), with a model involving environment, replicate,
and environment*replicate effects.

We compared this estimation with the census population size before each

bottleneck and taking the dilution rate into account.

Selection versus genetic drift effects

The selection coefficient was estimated for all replicates and all environments
(spatial structure, biotic factor, and the combination spatial structure*biotic factor)

using the following equation for the frequency over time linear regression:
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p@), . p(0)
In( q(t)) - In( q(o)) + st 7)

with p(t) Ara* the allele frequency at time ¢, g(t) the Ara- allele frequency at time
t, s the selective coefficient [7].

To set the significance of the slope on such time series, correlated data, a R
script was developed.

For each replicate, time was re-sampled 1,000 times (bootstrap). For each
bootstrap replicate, a similar linear regression was carried and the associative
selective coefficient estimated, thereby empirically providing empirically the
corresponding null distribution. The selection coefficient estimated from the raw
data was then compared to this distribution in order to assess its p value. This

analysis allowed us to test the significance of selection with respect to genetic drift.

Time to fixation or extinction

For a selectively neutral allele, assuming an initial frequency p, Kimura and

Ohta (1969) [8] showed that the mean time #,(p), to fixation of an allele is

f,(p) = -4N [(I_Tf’)] In(1- p) (8)

Similarly, they showed that the mean time to loss 7,(p) is

- _ V4
i\(p) - 4N[ 5 _p)] in(p) ©)

Differences among the various environments for all replicates were tested using
ANOVA (JUMP software) with a model involving environment, replicate,

environment*replicate effects.
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Results

Bacterial population sizes

Bacterial population sizes were estimated by plating 10 pl of the culture at
different dilution rates (10-3 to 10-8) once a week before the bottlenecks.

During the first 20 day (around the 40t generation), bacterial carrying capacity
was increasing quickly (Figure IV-5 a,b,c) except for one ecological condition: biotic
pressure and spatial structured population (Figure IV-5d). Under these conditions,
the carrying capacity decreased at the beginning and then increased but less
quickly than under other ecological conditions. In the meantime, allele frequency
variations were directional. The same carrying capacity as under other conditions
was reached after the 40t day (around 96t generation) and we subsequently
observed bidirectional fluctuations of allele frequency (Figure IV-11, p.149).
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Figure IV-5: E. coli population dynamic
Each color represents one replicate
(a) With agitation (+) and without amoeba (-)
(b)With agitation (+) and with amoeba (+)
(c) Without agitation (-) and without amoeba (-)
(d)Without agitation (-) and with amoeba (+)
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We compared population sizes in all environments. The statistical analyses
showed a significant difference among the various environments and across time

(Table IV-3).

Table IV-3: Bacterial population sizes differences in various environments
Nombre de Degré(s) Somme des

Source coefficients de liberté carrés RapportF Prob.>F
environment 3 3 56,59370 12,6828 <,0001*
time(Gen) 1 1 312,18389 209,8837 <,0001*

The bacteria carrying capacity is lower in the spatial structured population with
the biotic pressure D. discoideum and increased continuously with the time

(Figure IV-6).
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|
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(+)Agitation(+)Amoeba
(+)Agitation(-)Amoeba
(-)Agitation(+)Amoeba
(-)Agitation(-)Amoeba

Environment

Figure IV-6: Bacterial carrying capacity in the various environments and
accross time

Finally, we tested the time effects separately for each environment with ANOVA.
The carrying capacity significantly increased with time in all environments (Table
IV-4, Figure IV-7).

Table IV-4: Time effect in bacterial population sizes on each

environment
Environment F p
(+) agitation (-)amoeba 64.47 <0.0001 *
(+)agitation (+)amoeba 64.49 <0.0001 *
(-) agitation (-)Jamoeba 56.64 <0.0001 *
(-)agitation (+)amoeba 39.99 <0.0001 *
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Figure IV-7: Linear regression of bacterial population sizes in each
environment
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without spatial structure and without biotic factor.
without spatial structure and with biotic factor.
with spatial structure and without biotic factor.
with spatial structure and with biotic factor.

To test separately shaking and amoeba effects, we applied ANOVA analyses

pairwise across environments (Table IV-5).

Table IV-5: Statistical test between two environments

Environment 1 Environment2 Effect tested F p
(+) Agitation (+) Agitation Biotic n.s

(-) Amoeba (+) Amoeba factor

(-) Agitation (-) Agitation Biotic 13.815 0.0003 *
(-) Amoeba (+) Amoeba factor

(+) Agitation (-) Agitation Spatial 24.3517 <0.0001 *
(+) Amoeba (+) Amoeba Structure

(+) Agitation (-) Agitation Spatial n.s

(-) Amoeba (-) Amoeba structure

(+) Agitation (-) Agitation Spatial Structure 22.112 <0.0001 *
(-) Amoeba (+) Amoeba *Biotic factor

(-) Agitation (+) Agitation Spatial Structure n.s
(-) Amoeba (+) Amoeba *Biotic factor
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With agitation, the population dynamic was not different with or without
amoeba. With biotic factor, there was no difference with or without agitation.

We observed significant difference in bacterial population dynamics for the
interaction spatial structure*biotic factor except between the environment without

agitation-without amoeba versus agitation-amoeba.

Amoebae population dynamic

The population densities of amoebae were measured before each serial transfer
(every third day) for D. discoideum. (Figure 1V-8, Figure 1V-9).

The growth rates oscillated for all replicates much more in the homogeneous
than in heterogeneous environment (Figure IV-10) and become more stable after
the 84t day (around 200t generation) and 68t day (around 160t generation)

respectively.
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Figure 1V-8: D. discoideum population dynamic without spatial structure
(replicate one to five)
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Figure IV-9: D. discoideum population dynamic in spatially structured
environment (Replicate one to five).
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The average population size was greater in the spatially structured population
than on the spatially non-structured population after 126 days (300 generations).
Without spatial structure environment, the mean population size decreased with

the time (Figure IV-10, Table IV-6).
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Figure IV-10: Mean In(D. discoideum) per environment
Mean In(D. discoideum) of five replicates per environment and linear regression

Table IV-6: Statistical interactions for the two environments: with and without
spatial structure

Nombre de Degré(s) Somme des
Source coefficients de liberté carrés RapportF Prob.>F
1 194,00977  188,9262 <,0001*
1 1,00339 0,9771 0,3235
1 0,55448 0,5399 0,4629
1
1
1

Environment
Time(Generations)

Replicate

Environment*Time
Environment*Replicate
Environment*Time*Replicate

44,90078 43,7243  <,0001*
6,07208 5,9130 0,0155*
5,17753 5,0419 0,0253*

Alalalalal o~

Allele frequency variations
Demography:
To maintain our culture during the time of our experiments and to increase the
number of generations, we carried out serial transfers with 1/100 dilution of 10 ml
mixed bacterial cultures (50%;E. coli 606/50% E. coli 607 at time 0) every third

day. Cultures were kept at 24°C with or without agitation at 100 rpm. To take the
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demography effect into account, we monitored temporal allele frequency
variations.

Bacterial allele frequencies were measured for 126 days corresponding to
roughly 300 bacterial generations. We observed bidirectional fluctuations at the
beginning of the experiment and all replicates were fixed at the end of this time

(Figure IV-11a).
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Figure IV-11: E. coli REL606 temporal allele frequency variations
(a) Without spatial structure and without biotic factor.
(b) With spatial structure and without biotic factor.
(c) Without spatial structure and with biotic factor.
(d) With spatial structure and with biotic factor.
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Spatial structure
To test for the spatial structure effect on temporal allele frequency variations,
cultures were not shaken.
We observed bidirectional fluctuations and fixations in all replicates by the end

of the experiment (Figure IV-11b).

Biotic pressure
The same experiments were carried out with biotic selective pressure, with the
addition of the amoeba D. discoideum that may predate bacteria. In a homogeneous
environment (with shaking), we observed bidirectional fluctuations and fixations
in all replicates (Figure IV-11c) after roughly 300 bacterial generations. In a
heterogeneous environment (spatially structured), we observed repeated and
rapid increase in allele frequency at the beginning of the experiment, then

bidirectional fluctuations and fixation in four of the five replicates (Figure IV-11d).

Statistical analyses

Selection versus drift effects

Selection coefficients were estimated from allele frequency variations using a
linear regression (Eq (7)).

We found significant selection coefficients only with the environment in the
presence of agitation and amoeba and for replicate number two (§=0.00773,
p=0.047), four (§ =0.0068; p=0.028) and five (§ =0.0143; p=0).

For the other environments, selection coefficients were not significant thus the
allele frequency variations may be considered as neutral. Genetic drift acted more
strongly than natural selection for these environments or the selection was non-

linear (homogeneous) over the generation time.

Time to fixation or extinction

We compared time to fixation among all environments for all replicates (Egs. (8,9),
Table IV-7). No significant differences were observed in time to fixation or

extinction (Table IV-8).
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Table IV-7: Time to fixation observed and under the neutral model and constant
population size

A

Environment R F. F; Time(F.) Time(F,) Time (obs) Ne(F.) Ne(F,) Ne(obs)
1 054 021 237 645 173 164 446  3.74E+05
(+) Agitation 2 036 035 517 538 236 350 365  1.45E+05
(-)Amoeba 3 047 040 361 431 236 267 318  1.83E+05
4 033 030 596 668 257 421 472 1.66E+05
5 042 040 372 388 222 281 293  1.32E+05
1 066 030 169 381 173 136 307  2.19E+05
(+) Agitation 2 0.28 0.22 936 1241 292 611 810  1.20E+05
(+)Amoeba 3 0.61 029 201 436 194 165 357  2.13E+05
4 055 022 261 713 194 182 498  2.70E+05
5 045 0.44 404 418 236 274 283  1.32E+05
1 021 0.13 929 1614 292 760 1321  1.90E+05
(-) Agitation 2 050 0.50 296 301 194 202 205 1.06E+05
(-)Amoeba 3 036 035 498 513 222 334 344 1.14E+05
4 048 045 354 375 236 262 277  1.21E+05
5 057 055 293 305 236 216 225  1.20E+05
1 052 025 NF NF NF 294 647  3.92E+04
(-) Agitation 2 074 053 221 311 208 145 205 6.77E+04
(+)Amoeba 3 0.69 0.60 185 214 173 130 151  6.42E+04
4 059 045 322 437 236 208 282  7.10E+04
5 0.68 052 256 341 194 148 197  4.10E+04

(+) Agitation= without spatial structure, (-) Agitation= with spatial structure, (+) Amoeba= with biotic factor,

(-) Amoeba= without biotic factor. R=Replicate, NF: not fixed, Time(f:’c ), Time( ﬁ‘k ), Ne( }3’6 ), Ne( If’k) estimated

with Egs (8,9 and 6) respectively, Ne(obs) was the harmonic mean of the cell number before the dilution times the

dilution rate.

Table IV-8: Selection versus genetic drift from time to fixation or extinction

Nombre de Degré(s) Somme des
Source coefficients de liberté carrés RapportF Prob.>F
Environment 3 960,4000 0,1769 0,9100
Replicate 1 207,0250 01144 0,7410
Replicate*Environment 3 4599,8750 0,8474 0,4942

Effective population size

For all replicates and environments, we compared the effective sizes estimated

with the 1:"0 or ﬁk estimator (Eq. (6), Table IV-8). The two estimators did not

reveal any substantial difference. Nevertheless, when we compared these effective

population sizes with the effective population size estimated using the harmonic

mean of the census population size, the differences were roughly about 1,000 fold.
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Discussion

The aim of our study was to address to what extent allele frequency trajectories
where affected by selection and drift according to the presence of predator and
spatial structure.

In our experiments, we followed bacteria allele frequency variations and the
population sizes in four different environments: homogeneous (with agitation, no
spatial structure), heterogeneous (without agitation, spatially structured),
homogeneous with biotic factor (with agitation and with the bacteria predator D.
discoideum), heterogeneous and biotic factor (without agitation and with the
bacteria predator D. discoideum). Populations were maintained by serial transfer
every third day: 100 pl of culture was transferred into 10 ml fresh media. Dilution
by a factor of 1/100 yielded roughly seven generations per transfer. Before the
transfer, bacterial density was on the order of ~107 to 10° cells/ml. Bacterial
densities were obtained by plating cultures. Samples from each population were
periodically (weekly ~17 bacterial generations) stored at -80°C. Changes in allele
frequencies during the experiment were assessed weekly by plating 10 pl of
various culture dilutions (10-# to 10-8). Five parallel cultures were started with a
mix of 50% E. coli Ara* and 50% E. coli Ara-. The cultures were propagated for
around 300 generations. Analyses of the bacterial culture provided allele frequency
trajectories and population dynamics. Hence, for each of the five replicates and
four environmental conditions, we surveyed the allelic distribution every other 17
bacterial generations. Changes in allele frequency could in principle have three
different causes: (i) new mutation, (ii) genetic drift, (iii) selection. The first two
forces are not directed and affect all alleles to the same extent. However, selection
increases only the frequency of the neutral allele associated with the advantageous
mutation. Hence, it is possible to trace adaptive events by significance of the

increase in neutral allele frequency.

Bacterial and D. discoideum population dynamics

Bacteria: dynamic of adaptation
The increased carrying capacity with time demonstrated bacterial adaptation to

a new environment. Such dynamic initially rapid and decelerating over time

152



indicates that populations, after being placed in a new environment, are evolving
from a region of low fitness towards an adaptive peak or plateau [9].

Beneficial substitutions tend to show larger effects early in an experiment,
when the population is far from being at an adaptive peak, rather than later as it
approaches a local peak. Two replicate populations might reach different final
fitness levels if, through the random effects of mutation and drift, they move
toward different adaptive peaks [9].

In asexual populations such as common bacteria, beneficial mutations that
occur in different clones may be affected by ‘clonal interference’ that is caused by
competition among beneficial mutations. This affects the delay of their spread and
partly account for the observed plateau.

The bacterial carrying capacity was lower in the heterogeneous environment
and with biotic factor (Figure IV-5). The impact of D. discoideum was higher in this
spatial structure environment than in the homogeneous environment. This may be
explained by possibily better D. discoideum predation in an environment without

shaking.

D. discoideum population dynamic

We observed some oscillations in the D. discoideum population sizes (Figure
IV-8 and Figure 1V-9), which was measured every third day. These fluctuations
could have been due to D. discoideum coevolution with bacteria.

Bacteria could evolve during the course of this coevolution, and some of them
could have become resistant to digestion by D. discoideum. An arm race [10] could
have begun between resistance of the bacteria to the digestion by D. discoideum
and increased ability of D. discoideum to eat bacteria (see chapter III.7 p.96).
Nevertheless, these oscillations stopped after a while, and we observed a sort of
stability (Figure IV-8 and Figure IV-9). Such observations (oscillations at the
beginning followed by stability) may be due to evolution in the resistance to
digestion of bacteria and/or to evolution of the ability of D. discoideum to eat
bacteria, up to a point at which we observed equilibrium between the two actors.
This seems to involve negative-frequency dependant selection as in the red-queen
theory (advantage to the rare phenotype) [11]. However, in such cases, oscillations
in allele frequency should be observed and neutral polymorphism should be

maintained (as in R1 spatial structure and Biotic Factor, Figure IV-11d and Figure
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IV-9) and we did not observed the maintenance of polymorphism in all
environments.

In the spatially structured environment, we observed greater mean population
sizes (Figure IV-10), which should imply greater impact on bacteria and on the
variation of allele frequency. It is in this environment that neutral polymorphism

was best maintained (Figure IV-11d).

Natural selection versus genetic drift

As defined by Wright [12] random genetic drift includes bidirectional
fluctuations in gene frequencies, which are of indeterminate direction. Such
variation is caused by accidents in the generation sampling of genes from a
population of finite effective size. However, random drift may be important in
conjunction with systematic pressures on the gene frequencies, particularly with
natural selection. What is most needed is the kind of experimental evidence that
would allow analysis of the combined effects of random drift and natural selection.

In the latter environmental condition, the estimation of the selection coefficient
with the linear regression of the equation (7) showed a significant value for three
out of the five replicates (R2, R4 and-R5). For the other environments, we found no
significant selective coefficient. This means that for all these environments and
replicates, genetic drift may only be sufficient to explain the allele frequency
variations.

The effective population sizes were estimated with Fc and ﬁk values. We found
no significant difference between the four environments and demonstrated no
evidence for natural selection using the effective population sizes. But these
estimated effective population sizes were lower than the census population size

(roughly 107 cells/ml) and the estimation with the harmonic mean (Table 1V-7).

This may be explained by the assumptions used to calculate the estimators Fc and

ﬁk which are low allele frequency variations and constant population sizes.

Furthermore, in our experiments, generation times were not constants.

We then compared the times to fixation with the expected values calculated
base on the assumption of a neutral model. If selection was acting, we should have
observed a time that was shorter than the expected value. We found such a

substantial difference for one replicate (R1, Figure IV-11) in the homogeneous
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environment with biotic factor. All other comparisons showed no evidence for
natural selection and we cannot reject the assumption of genetic drift.

In nature, populations frequently experience changes in size under the
influence of a number of factors including varying physical conditions, resource
availability, habitat, and predator density. In growing populations, selection is
more effective, increasing the probability that beneficial alleles are fixed and that
deleterious alleles are lost. Conversely, in shrinking populations, selection is less
effective: beneficial mutations are less likely to go to fixation whereas deleterious
alleles are more likely to go to fixation. If the population is growing, this will reduce
the amount of sampling error or genetic drift that occurs. In declining populations,
the amount of genetic drift in the population increases. Such changes in population
size increase genetic drift and slow the selective spread of beneficial alleles, but
also slow the selective elimination of deleterious alleles. Bottlenecks affect the
evolutionary dynamic, reducing the probability that a beneficial mutation will
reach fixation. Wahl and Gerrish [13] found that the selective advantage of
mutations that eventually survive bottlenecks is about twice as large as the mean
selective advantage of all beneficial mutations that occur. They determined that the
dilution ratio 0.1-0.2 allows the largest number of beneficial mutation to survive. In
our experiments, we used a dilution ratio of 0.01. This serial transfer regime can in
theory promote stable coexistence of two genotypes on a single resource with no
cross-feeding, provided one genotype has a growth rate advantage when the
resource is abundant (at the beginning of the transfer) and the other has an
opposing advantage when the resource is scarce [1, 14, 15]. In a recent study of a
polymorphism steadily maintained under a serial transfer regime, Turner et al. [1]
examined the relative importance of both demographic trade-offs and cross-
feeding as explanation for coexistence. Trade-offs were observed between growth
rates at high and low concentrations of glucose, however, the magnitude of the
trade-off alone was insufficient to explain the coexistence of genotypes
(subsequent experiments revealed the polymorphism to be maintained by cross-
feeding). This outcome and our results are consistent with theoretical work
showing that the conditions required for the maintenance of polymorphisms under
temporal variations are stringent and unlikely to be encountered even in simple

bacterial populations [16, 17].
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Maintenance of polymorphism

Our experiments demonstrated that in both a homogeneous (non-spatial
structure) or heterogeneous (spatial structure) environment, neutral
polymorphism was not ultimately maintained. We observed the maintenance of
the neutral polymorphisms for the entire course of the experiment for only one
replicate (R1, Figure IV-11) in the heterogeneous environment - with biotic factor
but not in the homogeneous environment - with biotic factor. This result is
consistent with other studies [2] showing that spatial structure and predation may
promote polymorphism. Nevertheless, in this last environment, allele frequency
variations were all in the same direction for the same maker. This brought up the
question of the neutrality of the marker we used under our experimental

conditions; further investigations are needed to confirm this neutrality.

Competition

Competition is for resources or space. In our experimental setup, we switched
between rich environment and a scarce one, which means that resources
fluctuated with time but increase evolutionary rates. In the heterogeneous
environment (with spatial structure) competition for space might have an impact
on the maintenance of neutral polymorphism. The competitive exclusion principle
[18] predicts that evolution in an environment containing a single limiting
resource should proceed by a series of clonal replacements. However, in apparent
contradiction to this competitive-exclusion principle, stable polymorphism may
evolve in asexual populations. Selection based solely on the exploitation of
available resources can explain patterns of diversification and the outcomes of this
process are strongly affected by the availability of resources in the environment.
Competition for resources may generate divergent selection, favoring the evolution
of genotypes adapted to different niches. Dykhuizen and Davis (1980) [19] used
two genotypes of E. coli, one of which was deleted for lactose use, to study
competition in mixtures of lactose and maltose. Over the course of the experiment,
a novel mutation occurred in the Lac* generalist, conferring the ability to grow at
low level of lactose. This mutant was able to coexist with the ancestral strain,
apparently because of functional interference between mechanisms responsible
for the uptake of the two substrates. Maclean et al. (2005) [20] found that

metabolic diversity evolved within experimental Pseudomonas line and was
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maintained by negative-frequency-dependant selection, but they observed no
selective sweep. Thus, adaptation to mixtures of substrates may or may not be
associated with the periodic fixation of a single genotype. Hall & Colegrave (2007)
[21] found that diversity was greatest in environments with intermediate resource
supply compared to scarce or rich resource environment.

In an environment that provides ecological opportunity and in which selection
has favored the evolution of niche specialists, the maintenance of coexisting
genotypes is ensured by density-dependent process [16]. In a constant resource
environment, selection will operate in a negative-frequency-dependant manner,
favoring genotypes when they are rare (because corresponding resources will be
relatively more abundant) but not when they are common (because resources will
be scarce and competition intense [22, 23]). Elena and Lenski [24] found that
negative-frequency-dependent selection operated in the six long term E. coli
populations. Negative-frequency-dependent selection is a powerful force
maintaining variation in these experimental bacterial populations. It is also
possible that it plays a significant role in maintaining the genetic diversity
observed in most bacterial species [25, 26].

Our data suggest that even if there is competition for resources or space,
ecological opportunity is necessary but not sufficient for the evolution of stable
polymorphism. Without specialization, stable coexistence of genotypes is generally

not possible.

Spatial structure and biotic pressure

Other factors tested for the maintenance of the polymorphism were spatial
structure and biotic factor. The combination of spatial structure and biotic factor
was found to be a key factor in the emergence or maintenance of polymorphism.
Our spatially homogeneous environment was obtained by incubating broth
cultures in an orbital shaker, whereas our spatially heterogeneous environment
was obtained by incubating cultures without shaking. We found that neutral
polymorphism was not maintained in homogeneous or heterogeneous
environments. Spatial structure is an important component of natural
environments; most species do not occupy spatially distinct niches and instead
exploit a subset from among wide range of simultaneously available resources.

Rainey and Travisano [27] found that populations propagated in a heterogeneous
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environment had diversified, whereas populations propagated in a homogeneous
environment remained genetically uniform. The various genotypes that emerged in
a heterogeneous environment were adapted to different spatial niches and were
identified by their different colony morphologies. When spatial structure was
eliminated by constantly shaking the tubes, diversity was quickly lost, since there
was no longer a range of distinct niches. In our experiments, we followed only the
neutral marker Ara*, but the other bacterial traits may have changed and
diversified.

Our experiments showed that neutral polymorphism was maintained only for
one replicate in the heterogeneous environment and biotic pressure. Predation is
one of the factors believed to have a major impact on competitive interactions and
to favor diversity. But depending on the nature of predation, predators may
increase, decrease or have no effect on diversity. Our experiments showed for all
replicates that predation did not maintain the neutral polymorphism. Predation is
a common hypothesis for high biological diversity. However, the argument that
predators maintain diversity by keeping populations below levels at which they
compete is now known to be highly simplistic [28, 29]. Predators may add density
dependence to their prey populations [30]. They may promote diversity when they
diversified in specialists. Predators are often invoked as biological disturbance
agents inflicting mortality patchily in space and time. Predators may have a role
analogous to a spatiotemporally variable environment, which may lead to

coexistence by the spatial storage effect [31].

Using our experimental design, we were able to demonstrate that biotic factor
only or spatial structure alone were not sufficient to maintain neutral
polymorphism, whereas when we combined the two elements, we observed for
one replicate the maintenance of neutral polymorphism. This result must be
confirmed with further replicates.

Ecological opportunity is necessary but insufficient for the evolution of stable
polymorphism. Without specialization, stable coexistence of genotypes sometimes

seems impossible.
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3. DEMOGRAPHIC STOCHASTICITY EFFECT ON NEUTRAL ALLELE FIXATION

To understand how stochastic (genetic drift) and deterministic (natural
selection) factors interact to shape allele frequency variations in a population, we
shifted to focus our work on stochastic events. We will include natural selection in
future work.

In natural environments, populations frequently change in size, fluctuating
under the influence of factors including a biotic factor (temperature, physical
conditions), resource availability, competition and predation. These variations
affect the maintenance of mutations and then the rate of adaptation of a
population. In a Moran model[1], the probability of fixation of a new neutral allele
is 1/N for a haploid population of constant size N. In a population of finite size, the
change in frequency of a mutant allele depends only on random sampling from
generation to generation. The random sampling results in chance changes in allele
frequency (random genetic drift).

This study examines changes in the probability of fixation and time to fixation
under several scenarios including stochasticity with respect to demography and
time.

A first scenario we considered was one in which populations experience
fluctuations in size with events (birth or death) that occur either at constant or
stochastic intervals.

Another scenario is a population that experiences cycles of pure births, then a
decline in population size.

The last scenario we considered is an alternation of population increases and
declines with stochastic birth and death

For all these scenarios, we studied the effects of stochasticity with respect to

demography and in time on neutral allele fixation probability and time to fixation.
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Abstract

Most of the models developed in population genetics consider either a constant
population size or simple growth and decline scenarios. However, natural
environments change continuously, thereby affecting population size and diversity.
Such fluctuations in population size may be purely stochastic and should affect
whether a new mutant can invade a resident population.

We studied an individual-based population genetics model, for a haploid
population, with overlapping generations over a continuous interval of time. We
examined how such stochasticity in demography can alter mutant fixation
probability and time to fixation. We developed three models: (i) a population
stochastically fluctuating around a fixed value, (ii) repeated alternation of growth
by births and bottleneck by deaths, (iii) the repeated alternation of increase and
decline of population size both with stochasticity.

We used simulations to show that demographic stochasticity alters the fixation

probability and the time to fixation compared to a population of constant size.

Key words: Allele fixation probability, time to fixation, stochasticity in
demography, bottleneck
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Introduction

Theoretical population genetics is concerned with the understanding of how
stochastic and deterministic factors interact to shape the allele frequency in a
population. In this paper, we focus on stochastic factors, which result from
demographic changes and which may be due to fluctuating environmental
conditions. The estimation of the fixation probability of a new allele and its time to
fixation have been greatly developments since the outset of mathematical
population genetics [2-4]. Assessing the relative characteristic of fixation
probability is of primary importance, since it influences the rate at which a
population could adapt to a changing environment and the level of diversity, and is
therefore essential to most models of adaptation. Such models require a number of
assumptions which are often not relevant in natural populations. For simplicity,
previous studies assumed fixed population sizes: birth events are associated with
death events. However, in natural environment, births and deaths are independent
and the population size varies stochastically. Several studies [5-7] involving
changes in population size, presumed deterministic growth between bottlenecks.
These models treated only extinction due to the bottleneck but beneficial
mutations may also be lost due to stochasticity during growth or decline in
population size [7, 8]. More importantly, neutral models assumed discrete
generation times, implicitly assuming fixed generation times with Poisson
distributed numbers of offspring [9]. Parson [10] developed a model that allows
for stochastic population sizes with density dependence that is therefore more
realistic than the standard Wright-Fisher formulation [4, 11, 12]. Some studies [10,
13, 14]} have demonstrated that when the population size varies stochastically, the
probability of fixation differs from that of fixed or deterministic population size
models as in the Wright-Fisher model [4, 15] in discrete time or the Moran model
[16] in continuous time. Nevertheless, they showed that for neutral types with the
same birth and death rates, classical expressions hold with the total population
number replaced by the carrying capacity. They demonstrated that under strict
neutrality, classical results remain valid even when the assumption of fixed
population size is relaxed.

Numbers of models [13, 14, 17, 18] have highlighted the extreme sensitivity of

fixation probabilities to all these different assumptions.
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Some of the adaptations that interest us most in this paper are adaptations to
(i) abiotic factors, such as environmental changes, colonization (founder event),
and antibiotic resistance and (ii) biotic factors such as prey/predator or
host/parasite interactions. All these factors may involve changes in the biological
environment that are severe enough to cause a big reduction in population size.
Bottleneck may be due to predators eating preys resulting in a sharp decrease in
population size; or to virulent parasites infecting some hosts, producing a high
lethality in the population. This reduction in size is often purely random, such as in
evolution experiments in which serial and regular transfers are necessary to
maintain populations over several generations, to add fresh medium, and to
maximize evolution by increasing the number of generations. Such bottlenecks are
generally modeled by a binomial sampling, and no stochastic event is taken into
account. In natura, a decrease in population size could be a purely stochastic death.
To compare fixation probability and time to fixation in a stochastic and fluctuating
demography, we developed three models. Allele fixation probability and time to
fixation were compared to our model of reference: the Moran model with constant
population size.

The first model is a stochastic birth and death model, implying no trend for size
variation (fluctuating). This model included no growth or decline in population
size. The second model is a pure birth process followed by a bottleneck with a pure
death process. The bottleneck mimics natural periodic variations (e.g. seasonal).
The third model includes a growth in population size by birth and death process
followed by a decline of population size with a stochastic birth and death process.

We separated the model to include (a) the time (in generation) for each event
was fixed in order to compare model with fixed generation time versus stochastic
time, (b) stochastic time (following an exponential law). We compared our fixation
probability that we estimated using simulations to that of Moran model
simulations and approximations derived from branching processes.

Our model is a generalization of the Moran model [16], while relaxing the
assumption of fixed population size by making birth and death independent,

thereby allowing the population size to vary stochastically.
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The models

We used population genetics haploid models with two types, mutants and
residents, representing individuals carrying different neutral alleles respectively.
These individual based models were in continuous time with overlapping
generations.

We introduced a single mutant (pg=1/N) in the resident population. This mean
that for a population size of 100, pp=0.01 and for a population size of 1,000,
po=0.001 therefore po decreases with the increased population size.

The Moran model was chosen as referenced. This model is a stochastic process
that describes a finite population of constant size. It proceeds by a series of events
(equivalent to 1/N generations), each of which characterized by the death of a
random individual and replaced by a newborn of allelic type randomly chosen
from those of extant putative parents. Classical results and approximations are
known for the fixation probability and time to fixation from the branching process
(Haldane), and will be used as reference results [4, 12, 19, 20].

For all models developed, we separated the fixation probability and the time to
fixation according to whether the population survives or its size went to one. In the
last case, the fixation or extinction had occurred and the population had a chance
to go to extinction. Furthermore, we introduced a carrying capacity to not have an
explosion of the population size because of stochasticity.

Models 1 involve stochastic birth and death processes. The model 1a
(stochasticity in demography) proceeds by a serie of events, each (equivalent to
1/N generations) characterized by the birth or the death of a random individual
with an allelic type randomly chosen from those of extent putative parents. Thus,
population size fluctuates, but its mean value is constant. Model 1b (stochasticity
with respect to demography and time follows the same mechanism than model 13,
except that the time of event is not constant and follows an exponential law (events
follows a Poisson process).

Models 2 proceeds by a serie of events that are either equivalent to 1/N
generations (model 2a) or following a Poisson process (Model 2b). The population
undergoes cyclic changes in population size, with a pure birth process followed
every Tp units of time by a pure death process. Allelic types are randomly chosen

among extend putative parents. Since the bottleneck frequency (1/7T3) is constant
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and the birth rate not equal to one, the bottleneck occurs each time for a given
population size Nmqx, different at each bottleneck. Thus the magnitude of the
bottleneck was not constant.

Model 3 (stochasticity in growth and decline in population size) consists of a
serie of events each of which is equivalent to 1/N generation (Model 3a) or that
follows a Poisson process (Model 3b). The growth phase is characterized by the
birth (with the probability b/(b+d)) or death (with the probability d/(b+d)) with
b>d of a random individual of an allelic type randomly chosen among extent
putative parents. The death phase follows the same process with d>b. The
frequency of the bottleneck (1/Ts) is constant, thus the population size at the

bottleneck was not always the same.

Fixation probability, time to fixation and effective population size

The fixation probability of a single mutant in the referenced Moran model (as
well as in the classical Wright-Fisher model) is 1/N. We compared this result to our
simulations in order to study the effects of stochasticity on demography and time.

For a selectively neutral allele, the probability of ultimate fixation is equal to its
initial allele frequency. Using the analysis of the Kolmogorov backward equation
[20], under a haploid Moran model, the expected time for a neutral allele with
initial frequency p to go to fixation (given that it is eventually fixed) or to loss
(given that it is eventually lost) are as follow:

Mean fixation time (in generations)

_ 1-

r]<p)=—N[( p)]lna—m )

Mean extinction time (in generations)

- p

{ =-N 1 (2)
o(P) [ - p)} n(p)

When p=1/N, that is, when a new neutral mutation has just occurred and there
is only one copy in the population, the time to fixation (given that it is eventually
fixed) is approximately N generations. On the other hand, the time it takes for a
new neutral mutation to eventually be lost (given that it is eventually lost) is 1-1/N
generations.

We compared these results of our simulation with these approximations.
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Roughly speaking, the effective population size of a population is the number of
individuals in a theoretically ideal population (following a neutral constant size
model, generally the Wright-Fisher model) that displays the same magnitude of
random generic drift as the focus population.

When confronted with demographic variations, the effective size N. may be
approximated by the harmonic mean of the census sizes over time.

1/Ne=(1/t)x(1/No+1/N1+...+1/N¢1) (3 [1]

We used this formula in our simulations to estimate the demographic effective

population size in each model.

Results

Population dynamics
In the model 1, the total population size varies stochastically around a typical
value (Figure IV-12a). In the model 2, the growth is governed by births only, and
bottlenecks occur at regular frequency with a death process (Figure 1V-12b). For
model 2, growth was simulated with a birth rate higher than the death rate, which
allows the population to fluctuate around an average growth trend. The bottleneck
was similarly simulated with a death rate greater than the birth rate, leading the

population to fluctuate and decline (Figure IV-12c).
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Figure IV-12: Population dynamics
(a)Model 1: the population size fluctuates around a mean value

(b)Model 2: the population size increases with a regular birth process and declines with a
death process
(c)Model 3: the population size increases with a birth-death process and decrease with the

Same process
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Effective population size

Due to stochasticity in the population sizes, the model 1 yielded a lower
effective population size compared to the Moran model (Figure IV-13) except for
small values. In the model 2 and 3, we found a lower effective population size

compared to the neutral model, due to bottlenecks and the stochasticity of events.
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Figure IV-13: Effective population size
The effective population size was estimated with the harmonic mean for the three
models.

Fixation probabilities

The fixations probabilities were assessed by simulations (500 simulations). We
compared our model with the referenced Moran model with constant population
size.

The model 1a (stochasticity in demography) showed higher fixation probability
compared to the Moran model (Figure IV-14a). Demographic stochasticity allowed
the population size to fluctuate around a mean value. Nevertheless, due to this of
the population size stochasticity, the population can go to extinction (model 1
extinction). In this case, the mutant allele displayed a greater chance to become
fixed.

For model 2 (growth and bottleneck by death), the fixation probability was
lower than in a population of constant population size (Moran model) (Figure
IV-14 a and b) excepted for the population sizes of 100 and 300, for which the
fixation probabilities were greater.

The model 3a (stochasticity in population growth and decline), showed greater

fixation probabilities compared to the Moran model when the population sizes
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were small (<400) and fixation probabilities were lower when the population size

was larger (Figure 1V-14a).
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Figure IV-14: Fixation probabilities
(a) Fixation probability for the three models developed and the Moran model
(b) Comparison of the fixation probability between the Moran model and

model 2 and 3.

Time to fixation
For the first model (stochasticity in demography), the time to fixation deviates
from the simple neutral prediction (Moran model and approximation) (Figure
[V-15a). Model 1 demonstrated shorter time to fixation compared to the Moran
model, and this time was shorter when the population goes to the extinction due to
the stochasticity (Figure IV-15 a and b). Model 1 (Figure 1V-15b) yielded shorter

fixation times when the events were stochastic (model 1b) and the population size

was small.
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Figure IV-15: Time to fixation
(@) Time to fixation for all models and Moran approximation
(b) Comparison of the time to fixation for the model 1

When we had no stochasticity in the time of events and pure birth followed by
pure death process (model 2a), above a population size 500, the time to fixation

did not differ from the Moran model (Figure IV-15a). For the intermediate values
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(500 and 600 individuals) and greater values (up to 1,000 individuals), the time to
fixation differed from the reference model and was greater and shorter,
respectively. With stochasticity in time (Model 2b), time to fixation was greater.
When we added stochasticity in birth and death processes (model 3a), time to
fixation did not differ from the reference model for small population sizes (lower
than 500 individuals) except for 300 individuals, and was lower for large
population sizes. Adding stochasticity to the time of events (model 3b), time to
fixation was greater for intermediate values of population sizes (between 400 and
700 individuals) than in the Moran model of constant population size (Figure

IV-15a).

Discussion

Our study focused on the effect of demographic stochasticity on neutral fixation
process. We developed three models that allowed for stochastic population sizes,
with or without bottlenecks. We studied fixation probabilities and time to fixation
for the neutral case, with overlapping generations and in continuous time.

This first model tested for the demographic stochasticity. This model simulated
a population with independent birth and death processes, the total population size
fluctuating stochastically, which caused changes in allele number. The second
model simulated a population in growth with pure birth followed by decline with a
pure death process. The third model was that of a population in growth with
stochasticity (the birth rate exceeding the death rate) and in cyclic decline with
deaths (the death rate exceeding the birth rate).

For all these individual based models in continuous time and with overlapping
generations, the fixation probability and time to fixation were estimated by
simulations (500 runs) and compared with those of the Moran model with
constant population sizes. Due to the stochasticity of events and/or bottlenecks,
effective population sizes were lower compared to the Moran model (Figure IV-13)
except for small values in the model 1. The stochasticity in this model allows
population sizes to be greater than with constant population size. In small
populations, the stochasticity may have a great impact on population sizes.

Model 1 of demographic stochasticity showed that when the population size

varies stochastically around a mean value, the fixation probability and the time to
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fixation differ qualitatively from that of a fixed population size model (Moran
model) [16]. Due to stochasticity, a new mutant arising in a resident population
had a better chance to fixe in a resident population compared to a population of
constant size. The time to fixation was also reduced. When the new mutant went to
fixation, it was able tp invade the resident population in a shorter time, due only to
chance. Parson and Quince [10, 13] recently developed a model in which birth and
death were independent and the population size varied stochastically around a
mean value governed by density dependence. They showed that when the
population size varies stochastically, the probability of fixation is different from
that of a constant population size. The deviation was ascribed to two separated
phenomena. The first was an advantage in growing populations for the type that
had the greatest birth rate. The second was a disadvantage for this type, due to
larger fluctuations in population size. This disadvantage of the type with higher
birth rate was an example of “r and K selection” [21, 22]. However, they found that
the expected absorption and fixation times for an arbitrary number of neutral
types, all of which have the same birth and death rates, classical results with the
total population number replaced by the carrying capacity hold. This demonstrates
that under strictly neutrality, the classical results remain valid even when the
assumption of fixed population size is relaxed. This result is due in large part to the
fact that the total population will grow rapidly toward the carrying capacity and
spend a long period fluctuating around the carrying capacity thereafter. This model
was defined as a quasi-neutral model, both types have the same equilibrium
population densities (birth rates are proportional to death rates). In this case, the
proportion of the type with higher birth rate increased. In our model, birth and
death rates are independent and equals, we found greater fixation probability and
a shorter time to fixation. Offsprings variance may affect this probability. Lambert
(2006) [14] showed that variance in reproduction may affect fixation probabilities.
He displayed a mean variance trade-off (reduced growth rate compared to reduced
reproduction variance) therefore different alleles may have different trait values
but still be neutral to each other. In this case, a small departure from that trade-off
was advantageous for those alleles that initially had small variances in
reproduction and growth rate rather than high ones. This proves that classical
models tend to underestimate fixation probabilities in growing resident population

and overestimate then in declining resident population. Another study [23]
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showed that strong stochasticity in offspring variance means smaller fixation
probability for beneficial alleles and higher fixation probability for deleterious
alleles, either reduced growth rate of their increase variance in reproduction. We
intend to study our model 1 in more details, in order to confirm our results
regarding fixation probabilities and analyze whether this is due to offspring
variance or whether in our model the population had a tendency to grow after a
long time.

In model 2 and 3, growth and decline stages occured in addition of demographic
stochasticity (model 3). Stochasticity in the increase and decrease population size
made the probability of fixation greater than with a fixed population size for small
population sizes. But above 200 individuals (model 2) or 300 (model 3), the
probability of fixation was lower than with a constant population size (Moran
model and Figure IV-14). Thus for small population sizes, a new mutant arising in a
resident population had a better chance to invade than in a large population size.

Wahl and Gerish [7] studied the probability that a beneficial mutation was
ultimately eliminated by periodic bottleneck. In a population with growth between
bottlenecks, the probability of fixation drops with s (the selective advantage) and
mutations having small selective advantage are unlikely to survive. They showed
that the number of surviving mutations was reduced by the bottleneck effect,
which is in agreement with our results. Mutations may also be lost during the
growth phase due to drift [24] or competition [25]. In our model, we found that
demographic stochasticity did not change the probability of fixation when
bottleneck occurred (model 2 and 3) except for small population size (<300), in
which case a new mutant had greater chance to survive when stochasticity in
growth and death occurred.

Compared to the model 1 (a versus b), the stochasticity of events in model 2 and
3 increased the time to fixation (model 2a versus 2b and 3a versus 3b, Figure
IV-15). First, the stochasticity in birth and death (model 2 versus model 3)
decrease time to fixation; second, stochasticity in event occurrence increased the
time to fixation (model a versus b, Figure IV-15). Thus, combining stochasticity in
birth and death processes but maintaining the series of events constant (no

stochasticity in time), the time to fixation was shorter.
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Our models showed that demographic stochasticity may influence the
probability of fixation and the time to fixation compared to a fixed population size

model. The results of our model 1 must be confirmed by other analyses.
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A central goal of this thesis was to understand the role of natural selection and
genetic drift processes in maintaining neutral polymorphism. Theoretical and
empirical studies have shown that antagonistic interactions such as prey/predator
or host/parasite interactions, can maintain biological diversity. Our review
highlighted experimental and theoretical studies related to the role assigned to
balancing selection during such ecological interactions in maintaining
polymorphism.

The biological system consisting of the bacteria Escherichia coli and the social
amoeba Dictyostelium discoideum, were chosen for various reasons. First, D.
discoideum is a major predator of several species of bacteria. Therefore, according
to the bacterial strain (even from the same species), bacteria could be digested and
harmless for D. discoideum as E. coli K12 MG1655, B/r or REL606 and REL607.
Other bacterial strain, such as E. coli 0157, could resist digestion by amoeba and
multiply within them [1]. Then, depending on the bacterial strain, we may observe
prey/predator or host/parasite interactions.

For this reason, in our first experiments, we tested for the natural variability of
interactions between various E. coli strains and D. discoideum. Since our amoeba
could be cultured in liquid media or on agar plates, we tested for variability under
both conditions, analyzing the traits responsible for this variation. We then focus
our work on population genetics aspects, by studying various environmental
conditions that influence neutral polymorphism.

In the first part of this chapter, we will discuss interactions between bacteria
and amoebae. Several bacterial strains [2] are known to resist digestion by
amoeba. Environmental pressures may be responsible for bacterial adaptation and
survival strategies. Thus, before carrying out our main coevolution experiment, we
studied the evolution of bacterial resistance to phagocytosis. This topic is covered
in the second part of our discussion.

The collection of E. coli strains we had was well characterized in virulence
genes. Results regarding interactions between a set of E. coli strains and D.
discoideum revealed a correlation between carrying of virulence genes and the
effect on D. discoideum. Our experimental system enabled us to test for the
coincidental hypothesis of virulence factors. In the third part of this chapter, we
will more generally discuss empirical and theoretical studies concerned with the

maintenance and evolution of virulence.
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Finally, we will discuss the maintenance of neutral polymorphism, including our

complementary experimentation and modeling approaches.

1. Interactions between bacteria and amoebae

The various interactions between bacteria and amoebae

The ability of amoebae to feed on Gram-negative bacteria, as well as to harbor
potential pathogens such as Legionella pneumophila [3, 4], E. coli 0157 [1], and
Pseudomonas aeruginosa [5] suggest that both amoeba and bacteria are involved in
complex interactions that may play important roles in the environment and for
human health. We used the amoeba D. discoideum and studied its interactions with
various E. coli strains (laboratory adapted, human commensal and pathogenic
strains) in two kinds of environments (liquid and solid).

We found no correlation between virulence genes and their effect on D.
discoideum growth in liquid media, with agitation. On agar plates (solid media), we
found a correlation between virulence genes and the ability of D. discoideum to
feed on bacteria. Bacteria bearing virulence genes involved in iron uptake
metabolism are resistant to the amoeba phagocytosis. Since iron is a vital resource
for bacteria that is necessary for many functions (see Chapter IV.1 p.104), this
suggests that bacteria may exploit D. discoideum and phagocytosis in order to
obtain key nutrients.

It is well known that amoebae acts as predator and host for several species of
bacteria, and its ability to host bacterial pathogens, such as Legionella pneumophila
[3, 4], E. coli 0157 [1], Pseudomonas aeruginosa [5], Vibrio cholerae [6] has gained
particular attention. However, the precise mechanisms associated with bacteria-
amoebae interactions are still incompletely understood. Further complexity is
added by the fact that amoeba feed on bacteria. Thus, why bacteria interact with
amoeba and how pathogenic bacteria maintain survival inside amoeba while non-
pathogenic are killed remains unclear. Using clinical and laboratory isolates of E.
coli, we demonstrated that the outcome of E. coli interactions with D. discoideum
varies, depending (i) according to environmental conditions, (ii) in the presence of
virulence genes of E. coli strains.

The interactions between amoebae and bacteria are not only complex but also

diverse. It was shown that amoebae may be predators and hosts. Four decades ago
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Jeon [7] demonstrated that the interaction between an amoeba (Amoeba proteus
strain D) and the pathogenic so-called X-bacteria could relatively rapidly evolve
towards an obligate dependency [8]. When X bacteria are phagocytised by A.
proteus, some survive in phagolysosomes and multiply. After the order of 200 host
generations, the X bacteria and the amoebae establish a stable symbiotic
relationship that results in mutual dependence for survival - since evolved amoeba
(called xD) die if their bacterial symbionts are removed [9, 8]. Obligate mutual
dependence evolved within a short period of evolutionary time. The work of Jeon
and his collaborators has paved the way for recreating the process of symbiont
integration in vitro. However, one major difficulty with Jeon’s system is that the
bacteria cannot be cultivated in vitro. Furthermore, the origin of X bacteria is not
known, and genome-wide information on both the host and the symbiont are

limited.

The “dangerous liaisons” between bacteria and amoeba

Using our experimental system, we were able to show that the interactions
between bacteria and amoebae had many facets. The balance between conflict and
interest may be delicate. Bacteria can find resources inside amoeba but take the
risk of being digested. Bacteria may exploit amoeba phagocytosis when the
environment is scarce and resist digestion by amoeba. As soon as bacteria and
amoeba have sufficient common interest they reveal sustainable interactions.
These interactions may in fact be a mixture of antagonistic and mutualistic aspects.
Amoeba feed on bacteria, but can also protect them when the environment is hard.
Jeon [7] demonstrated that the transition from parasite to symbiont could be
relatively rapid. The X-bacteria may confer benefits to the amoeba host. The
difficulty in understanding this interaction is in determining how such common
interests arise. As long as bacteria and amoeba demonstrate sufficient common
interest, they can live together and cooperate, but if the conditions change, private
interests prevail and a struggle begins between the two partners [10].

For host/parasite interactions, the common interest is quite clear: survival of
the host. The parasites may modulate their virulence, whereas the host may modify
its energetic and resource investment for use in fighting against the parasite.

Common interest is less intuitive for prey/predator interaction. The fact that
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amoebae are able to engulf a great number of bacteria may prevent them against
more pathogenic and virulent bacteria. In return, bacteria may not resist to

phagocytosis in exchange for protection, nutrients or a vector.

D. discoideum an alternative host model system

In Chapter 1V.1, p.104, we reported an experiment confronting a collection of 31
E. coli strains to grazing by D. discoideum amoeba. We found a correlation between
the virulence genes carrying by E. coli strains and the amoeba grazing ability.

By definition, the virulence of a given bacterial strain is measured by
confrontating it with a host. Mice are often used to assess the virulence of bacterial
pathogens, based on the fact that murine immune defenses are similar to those of
the human body. However, these experiments are difficult to carry out, expensive,
and ethically problematic, since they inflict significant suffering on infected
animals. Alternative hosts, such as the nematode Caenorhabitis elegans and the
insect Drosophila melanogaster or even unicellular Acanthamoeba castellanii or
Dictyostelium discoideum, have proven useful to study bacterial virulence [11, 12].
Due to the universality of virulence factors implicated in the infectious process and
based on the observation that many pathogens display low species specificity,
alternative hosts models are considered as relevant. Furthermore, these biological
models are naturally confronted with these pathogens in their natural
environments and our paper (Chapter IV.1 p.104, [13]) demonstrates that many
virulence factors can evolve to fight these natural predators [14]. The unicellular
amoeba D. discoideum may be used to carry out a very simple assessment of the
bacterial virulence of clinical isolates. When plated D. discoideum with non-
pathogenic bacteria, we observed plaque lysis, indicating that D. discoideum fed on
this bacterial strain, whereas with a pathogenic bacteria, no plaque lysis was
observed. In this case, we showed that D. discoideum died while bacteria may be
alive. Thus, bacterial virulence can be assessed from the ability of D. discoideum to
eat bacteria as previously shown for Klebsellia pneumonae [15] or Pseudomonas
aeruginosa [5, 16]. These previous studies also showed a correlation between
virulence in the D. discoideum host model and in a mouse infection model.

D. discoideum may be used as a model eukaryotic cell that in aspects to its cell

biology and interaction with microbes mimics a mammalian macrophage. Several
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environmental pathogenic bacteria including Legionella pneumophila [4],
Mycobacterium marinum and Pseudomonas aeruginosa [17] resist D. discoideum
predation by producing factors that either kill amoeba or allow successful
intracellular survival and multiplication. In these cases, the same virulence
mechanisms that operate against mammalian cells have also been implicated in
resistance to D. discoideum predation. For example, it has been shown that
Pseudomonas aeruginosa can Kkill D. discoideum by using type III secretion system
(T3SS) to deliver the cytotoxic ExoU effector protein into target cells [5] and that
this T3SS is also essential for mammalian virulence [18].

All these studies indicate that in various hosts, bacterial pathogenicity relies on
a largely overlapping set of bacterial virulence genes [19]. D. discoideum may be
used to assess the virulence of many bacterial species including Klebsellia [15],
Aeromonas [20] or Pseudomonas [5, 16]. Klebsellia virulence against D. discoideum
relies on its ability to resist intracellular killing [15]. Pseudomonas virulence is due
to secreted toxins that can kill D. discoideum cells [5, 16].

A consequence of the finding that amoeba may host bacterial pathogens under
harsh environmental conditions may help to explain how bacterial pathogens are
transmitted to susceptible hosts, thus offering a potential route of entry into
human body. The fact that D. discoideum resembles human macrophages in many
ways, particularly in its phagocytic activity and cell surface receptor and that they
exhibit parallel mechanisms in their interactions with various E. coli strains
(clinical isolates) may provide an alternative model for studying E. coli
pathogenesis and to understand its immune evasion mechanisms. Amoeba may act
as a bacterial predator, or as a reservoir or ‘Trojan Horse’ [2, 14] for bacteria with
environmental and clinical implications.

Advantages of non-mammalian hosts include their ease of cultivation and short
generation time, as well as the availability to elaborate genetic, biochemical and
cell biological tools. Genetic tools available for D. discoideum include plasmids
which allow the constitutive or inducible expression of genes, GFP (green
fluorescent protein) fusion constructs, targeted deletions of multiple genes, and
restriction enzyme mediated integration mutagenesis. These features render D.
discoideum a powerful protozoan model for studying host factors involved in
cellular aspects of pathogen-host interactions [4, 17]. A possible disadvantage of D.

discoideum is that amoebae do not survive temperatures greater than 27°C, which
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is not compatible with an induction temperature of 37°C required for virulence

gene expression of many pathogens.

2. The evolution of bacterial resistance to phagocytosis

Environmental pressures

In natural environment, bacteria always live in relationships with other
organisms and are particularly threatened by bacteriovorous predators, such as
free-living protozoa or nematodes. The harsh environment in which bacteria live is
characterized by a constant competition for nutrients and the menace of protozoan
and metazoan predators. Over the course of this long co-evolutionary history and
under these evolutionary pressures, some bacteria have developed sophisticated
defense mechanisms, including the secretion of toxins, or the capacity to avoid
lysosomal Kkilling, as well as to replicate intracellularly within protozoa. Protozoa
are primordial phagocytes and share many features with mammalian phagocytes,
particularly macrophages. In the course of these interactions with protozoa,
bacteria may adapt and then become resistant to bactericidal mammalian
macrophages and thereby cause human disease. With the selective pressure the
protozoa exert, they not only select for virulence traits that allow survival and
intracellular replication within macrophages, but also can serve as protective
reservoir when the environment is not adequate, facilitating the transmission of
infectious microbes to human [2, 21-23].

In our experiments on the evolution of bacterial resistance to phagocytosis
(Chapter III, p.96) , we mixed a set of bacterial strains with D. discoideum and let
them coevolved for three months. We then measured the number of intracellular
bacteria (i) at different times and (ii) confronted them to evolved versus ancestral
amoeba. We found that when E. coli and D. discoideum coevolved, the number of
intracellular bacteria increased with time. This increase was observed especially
for the B2 bacterial phylogenetic group. It was shown that bacteria belonging to
the B2 phylogenetic group were more virulent than bacteria belonging to other
phylogenetic groups [24]. When we compared evolved versus ancestral D.
discoideum for each bacteria strains used, the evolved pathogenic strain was more
invasive with the ancestral D. discoideum than with the evolved one. This means

that with time, the pathogenic strain became more resistant to the amoeba
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digestion. For the other evolved bacteria strains (commensal and mutant), the
pattern was discontinuous over generation time, and at the last time step we
observed that bacteria were more invasive with evolved D. discoideum than with
ancestral ones. The carriage of virulence traits permits bacteria to become more
invasive to ancestral D. discoideum. We now have to compare ancestral and evolved
bacterial strains with ancestral amoebae in order to confirm the evolution of
bacterial resistance to phagocytosis and to test more bacterial strains and study

various traits responsible for this evolution.

Survival strategies

Our work showed that bacteria were more able to survive amoeba grazing
when they carried virulence traits. Thus, predation by protozoa might select for
specific antipredator adaptations in bacteria. These adaptations could act before
ingestion (extracellular) or afterward, inside food vacuoles (intracellular).

Extracellular adaptations include the acquisition of oversized morphology,
increased bacterial motility [25], cell-cell contact discrimination [26], biofilm
formation, and toxin release [27] (see Chapter II, Figure I1.8, p.78). Inside food
vacuole, the bacteria have to resist digestion, particularly to face enzymatic
degradation. Intracellular adaptation could be render more drastic by the
production of chemical products (toxins) [27].

Bacteria that are internalized in amoebae encompass three main groups: those
which multiply and cause lysis of amoebae cells such as Legionella and Listeria;
those which multiply without causing cell lysis (Vibrio cholera), and those which

survive without multiplication (certain coliforms and mycobacteria) [14].

Implications for human health

Among Gram-negative bacteria, E. coli is the leading cause of several diseases.
We are only beginning to understand the mechanisms associated with E.coli
survival and multiplication in the blood-stream. It has been shown that the ability
to growth or survive intracellularly in amoeba allowed some species to enable
them to survive and replicate within animal macrophages and to escape host
immunity. Legionella pneumophila survival in both natural and man-made

environments (hospital water systems and moist sanitary areas) is related to its
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ability to survive in the amoebal hosts. There is evidence that the ability of some
bacterial species to cause human disease may be a consequence of evolutionary
selection for intracellular survival and replication within protozoa [14, 28].
Amoebae act as a host for several bacteria and their ability to host bacteria
pathogens under harsh environmental conditions may help transmission to
susceptible hosts and offer a potential route of entry into the human body.

Amoeba may then act as a reservoir, vector or “Trojan Horse’ for bacteria. This
finding has environmental, evolutionary and clinical implications. Thom [29]
showed that the association between Vibrio cholera and amoeba trophozoites
might favor the microorganisms’ survival in an aquatic environment.

It has been shown that after a coculture with protozoa, bacteria (Coliforms:
Escherichia coli, Citrobacter freudeii, Enterobacter agglomerans, Enterobacter
cloacae, Klebsiella pneumonia, Klebsiella oxytoca and bacterial pathogens
Salmonella typhimirium, Yersinia enterocolitica, Shigella somnei, Legionella
gormanii and Campylobacter jejuni) were more resistant to free chlorine [30]. This
raises questions of chlorine disinfection of coliform and pathogenic bacteria within
water distribution systems and indicates important clinical implications. Protozoa
commonly found in natural environment (lakes, rivers) as well as in drinking-
water reservoirs may act as reservoirs for bacteria. The resistance of amoebal cysts
to extremes of temperature [31, 32] and to the effects of biocides [33] may
contribute to difficulties in eradicating some bacterial species, such as Legionella
from contaminated water systems using conventional disinfectant procedures. It
was thus concluded that amoebic intracellular environment was responsible for
the bacterial protection against chlorine disinfection.

The fact that amoebae may act as an environmental reservoirs for bacteria is
well established. There is growing evidence that these organisms play a major role
in the survival and virulence trait of some pathogenic species and through this

requires further investigations.
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3. The maintenance and the evolution of virulence

A number of hypotheses have been proposed to explain the maintenance and
the evolution of virulence for obligate pathogens. However, for facultative
pathogens such as E.coli, the evolution of virulence is poorly understood. Many
observations are consistent with the conventional wisdom [34] concerning host-
parasite coevolution. In this theory, parasite-host coevolution is in the direction of
commensalim or mutualism; parasite should not harm the host needed for their
survival and transmission from one host to another. The virulence is thus
explained here as demonstrating new or recent associations among parasites and
hosts.

Some observations were consistent with this conventional wisdom such as for
emerging diseases (Legionaires’ diseases, lyme diseases), but for some virulent
pathogens like Shigella and Neisseria gonorrhoeae, humans appear to be unique or
dominant host and for some microparasitic diseases like malaria and tuberculosis,
there is evidence for a long history with humans. However, for conventional
wisdom, apparently a ‘long’ time may still not be enough for these microparasites
to evolve in the direction of commensalism.

In the early 1980s, taking into account epidemiology and the ecology of the
microparasite and in particular the relationship between virulence and
transmission (coupling these two parameters positively) in contrast with
conventional wisdom, it was proposed that natural selection could favor and
maintain some level of virulence. Assuming such a trade-off, Paul Ewald [35]
proposed scenarios for the evolution of virulence of some microparasites,
including those responsible for cholera, influenza, dysentery and AIDS [35, 36].
Nevertheless, some pathogenic microbes do not require such a positive association
between virulence and transmission. For example, some E. coli strains that are
commensal of the gut of warm-blooded animals and humans, can cause severe
diseases (septicemia, meningitis) although hosts represent evolutionary dead-end
for these microbes since they rapidly lead to host death with poor inter-host
transmission. For these facultative pathogens, the evolution of virulence remains
unclear.

Our work (Chapter IV, p.104) tested the coincidental evolution hypothesis.

According to this hypothesis, factors responsible for bacterial virulence may be
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favored and maintained by natural selection for other ecological factors such as
survival in natural environment rather than to provide the parasite an advantage
within a host or its transmission to other hosts. By subjecting a collection of 31
E.coli strains well characterized in virulence to amoeba grazing, we found that
bacteria strains carrying virulence factors were resistant to the amoeba grazing.
These virulence factors may have been favored by selection in external
environmental conditions. Further investigations are needed to test whether these
virulence factors provide an advantage to the bacteria expressing them.

Our experimental work proposed basic protocols for experimental studies of
bacterial epidemiology, and it would be relevant to test theories related to the

evolution of the maintenance of virulence in human pathogens.

4. The maintenance of neutral polymorphism: experimental and

theoretical approaches

During this thesis, evolution experiments were carried out to study the
maintenance of polymorphism under four environmental conditions:
homogeneous versus heterogeneous environment and with or without biotic
factor. We followed temporal allele frequency variations over roughly 300
generations. Cultures were maintained by serial transfer introducing fresh media
and increasing the number of generations. We found the maintenance of
polymorphism for one replicate out of five in the heterogeneous environment with
biotic factor. Our experiments suggest that genetic drift played a major role
compared to natural selection (Chapter 1V, p.134) .

The effect of demographic stochasticity and our serial transfer regime may have
an impact on the maintenance of polymorphism. Gerrish and Wahl [37] showed
that the bottleneck regime have an impact on allele fixation probability.
Furthermore, previous studies [38-40] have demonstrated the influence of
stochastic variation in population size on allele fixation probability and on time to
fixation. In our experiments, like in natural environment, population sizes vary,
fluctuating stochastically, since the environment is not fixed but variable.

Thus, to study first this effect of demographic stochasticity and bottleneck

regime, we developed three models (Chapter IV, p.162). Selection will be covered
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in future work. The first model addressed the effect of demographic stochasticity
by allowing the population size to fluctuate around a mean value.

The second model focus on the effect of bottlenecks, and the third model
combined demographic stochasticity and the bottleneck regime. Using simulations,
we estimated fixation probability and time to fixation of a single neutral mutant
arising in a resident population. We found that the fixation probability was greater
in model 1 with a fluctuating in population size compared to a model of constant
population size, and that the time to fixation was shorter. The bottleneck (model 2)
decreases the probability of fixation, which was lower than in a population of
constant size.

When we combined demographic stochasticity with a bottleneck (model 3), the
fixation probability was greater compared to a population of constant size for small
population sizes but decreased rapidly with the population size. For small
population sizes, stochasticity acts in favor of the mutant.

The effective population sizes were lower than in a model of constant size.
Stochasticity in demography (model 2 versus 3) increased the effective population
size. These results have to be confirmed in future studies.

Combining our experimental results with our theoretical has helped to
interpret stochastic forces acting in our experimental system. Our model
demonstrated that only demographic stochasticity and a serial transfer regime
could be responsible of our lost of polymorphism. Bottlenecks had a big effect on
temporal allele frequency variations, thus on polymorphism. Our models must be
further developed in order to address questions of how the two evolutionary
forces, natural selection and genetic drift interact. We will compare this model to

our experimental data.
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Chapter 6

VI.Conclusion and
perspectives
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This thesis describes studies of various ecological and evolutionary aspects of
our biological system. This system was a new biological model devised in our
laboratory, which required that we set up of experiments aimed at first
understanding various ecological interactions between various E. coli strains and
D. discoideum. This system is a powerful biological model for investigating the
natural variability we found for the interactions between bacteria and amoeba. It
opens the door to complementary and innovating experiments in ecology,
evolution as well as for medical research.

We found that E. coli and D. discoideum can be used as a prey/predator model
system, and to test for alternative theories regarding the maintenance of virulence.
We demonstrated that bacterial strains carrying virulence genes are more resistant
to amoeba grazing than bacteria without these traits. Jeon [1] reported a rapid
symbiosis between X-bacteria and D. discoideum, demonstrating that the
interaction between D. discoideum and bacteria could be not only complex, but also

diverse and very interesting for further evolution experiments.

In our coevolution experiments (temporal allele frequency variation, chapter IV,
p.134), we calculated absolute fitness to estimate the selective coefficient under
the various environmental conditions we investigated. Using our frozen cultures,
we still have to (i) estimate the selection coefficient at various steps of the
experiment using competition experiments between ancestral and evolved E. coli
strains (relative fitness) under our four different environmental conditions; (ii)
estimate the evolution of bacterial resistance to digestion by amoeba. Our
experiments on the evolution of resistance to phagocytosis in various bacterial

strains demonstrated that the evolution of the resistance may well be rapid.

It was possible to differentiate bacterial strains we used with a presumably
neutral marker, allowing us to culture them without antibiotics, which may be a
selective environment. We followed temporal allele frequency variation in the
bacteria prey. It would also be interesting to follow the temporal allele frequency
in the predator. With the active participation of Clement Nizak, we constructed
during this thesis fluorescent markers for the predator D. discoideum, and are now

able to follow the system on the both sides, which promises exciting and
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innovating experiments using this biological system. In parallel, we have developed
methods of picture analysis that allow us to very quickly and precisely estimate

population sizes and the frequencies of each marker.

We plan to address the repeatability of evolutionary trajectories and outcomes,
since our populations have evolved by natural selection and by genetic drift acting
on variation generated solely by spontaneous mutation that occurred during the
experiments. Thus, our experiments will allow us to examine the effects of
contingency. The role of historical contingency (Stephan Jay Gould) in evolution has
been much debated but rarely tested. On the other hand, Conway Morris [2]
countered that natural selection constrains organism to a relatively few highly
adaptive options, such that “the evolutionary routes are many but the destinations
are limited”. We will be able to conduct such experiments with our biological

model.

Finally in this work, we used D. discoideum as a unicellular organism; however,
while they are starving, cells cooperate to form multicellular organisms. Some cells
died (20%) and constitute a stalk, leading to consider them ‘altruistic’, and others
form spores (80%), which germinate and can disseminated. Using the fluorescent
markers developed for D. discoideum and the methods devised to estimate various
proportions of D. discoideum stained, we plan to conduct experiments on the

evolution of cooperation.
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APPENDIX 1: CULTURE MEDIA

LB:
25g LB
1L water

Autoclaving

LBA:
40g LBA
1L water

Autoclaving

HL5:

5g Proteose peptone
5g Thiotione E Peptone
5g Yeast Extract

10g Glucose

0,35g NazHPO4, 7H20
0,35g KH2PO4

1L water

pH=6,4-6,6 (+HCI)

Autoclaving

HL5A:
HL5
15g Agar

Autoclaving

SM25:

0,4g BactoPeptone
0,04g Yeast Extract
0,4g Glucose

1,9g KH2PO4

0,1g MgS04

1L water
pH=6,4-6,6 (+HCI)

Autoclaving

TA:

10g Tryptone

1g Yeast Extract
5g NaCl

16g Agar

800 ml water

Autoclaving

10 g Arabinose
200 ml water

Autoclaving

Mix and add 1ml of 5% stock of

Tetrazolium filtred (2,3,4 triphenyl

tetrazolium chloride).

MCPB:

1,42 g Na;HPO,
1,36g KH2PO4

0,19g MgCl»

0,03g CaCl2
11 water
pH=6,5
Filtered
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APPENDIX 2: FREEZE

Bacteria:

300pl Glycerol 60%
900ul Bacterial culture
-80°C

Amoeba:

500pl DMSO (Dimethyl Sulfoxide) 20%

500ul D. discoideum culture

-80°C

Thawing D. discoideum cells:

Transfer the cells to a bottle containing 10ml of HL5 media
Allow the cells to sit (30 min) to recover

Change the media to remove DMSO.
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APPENDIX 3: PROTOCOL: Plating assay

Plating 10 pl Plating 100 pl
100 ul 100 pl

-G -

Plating: 100 pl

Plating: 10 pl 379C - 24 I

37°C-24H

APPENDIX 4: PROTOCOL: Bottleneck regime

Dilution rate: 1/10

1ml
per day

e HHHHHH i,
Ny vV oV

10 ul D. discoideum cell
number estimation
(Hemocytometer)

Dilution rate: 1/100

100 pl
per day

N £ £ £
o HHHHHH
NV v Vv v

10 ul D. discoideum cell
number estimation
(Hemocytometer)
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APPENDIX 5: PROTOCOL: Coevolution experiments
Demography : E.coli without spatial structure and without biotic factor

100 pl every
three davs

NNnnnn

100 rpm
10 ml - L
(UG 0O 00D e
NVVYVVF NVVVVFK NVVV VY

Demography with spatial structure: E. coli with spatial structure and

without biotic factor

100 pl every

£ coli three davs

. coli

T A S A 4 VY o WY 4 U
10 ml

\ R
HBHHHH HHHQQB HHHHHH sz

%ﬁ%
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Demography with biotic factor: E. coli without spatial structure and with

biotic factor (D. discoideum)

] D.' 100 pl every
discoideu three days
::z ".I N\
E. coli
24°C
100 rpm
10 ml
10 pl D. discoideum cell o & & o _
number estimation at each 100 weeeﬂme per
transfer v
NN /e YeYaYaVWat 1aY e YoY%
HB HHH Juodd QO e
different dilution
rates
NVYVYVYVF NVvvVYVY VK

Demography with spatial structure and biotic factor: E. coli with spatial

structure and with biotic factor (D. discoideum)
D.d
100 pl every
three days
MY mn mn mn mn 24°C

E. coli

'. .
N S AR
* ..O

10 ml

L L
T D QO e

estimation at each transfer
ﬁ — —
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VIII. GLOSSARY
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Absolute Fitness: of a genotype is defined as the ratio between the number of
individuals with that genotype after selection to those before selection. It is
calculated for a single generation and may be calculated from absolute numbers or
from frequencies.

Acrasin: chemical messenger

Balancing selection: refers to a number of selective processes by which
multiple alleles (different versions of a gene) are actively maintained in the gene
pool of a population at frequencies above that of gene mutation.

Branching process: is a Markov process that models a population in which
each individual in generation n produces some random number of individuals in
generation n + 1, according to a fixed probability distribution that does not vary
from individual to individual.

Commensal: is a class of relationship between two organisms in which one
organism benefits but the other is unaffected.

Directional selection: occurs when natural selection favors a single phenotype
and therefore allele frequency continuously shifts in one direction.

Disruptive or diversifying selection: describes changes in population
genetics in which extreme values for a trait are favored over intermediate values.
In this case the variance of the trait increases and the population is divided into
two distinct groups. This evolutionary process is believed to be the driving force
behind sympatric speciation.

Fitness: is an individual's ability to propagate its genes.

Frequency dependent selection: is the term given to an evolutionary process
where the fitness of a phenotype is dependent on its frequency relative to other
phenotypes in a given population.

Genetic drift: is change in the frequency of a gene in a population due to
random sampling.

Hill Robertson effect or clonal interference: describes an evolutionary
advantage to genetic recombination.

Hitchhicking or Selective sweep: is the process by which an evolutionarily
neutral or deleterious allele or mutation may spread through the gene pool by
virtue of being linked to a gene that is positively selected.

Isogenic: refers to a group of genetically identical individuals.
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Negative frequency dependent selection: the fitness of a phenotype increases
as it becomes rarer. Negative frequency-dependent selection is an example of
balancing selection.

Polymorphism: having multiple alleles of a gene within a population.

Relative fitness: is quantified as the average number of surviving progeny of a
particular genotype compared with average number of surviving progeny of
competing genotypes after a single generation, i.e., one genotype is normalized at
w= 1 and the fitness of other genotypes is measured with respect to that genotype.

Speciation: evolutionary process by which new biological species arise.

Stabilizing selection: type of natural selection in which genetic diversity

decreases as the population stabilizes on a particular trait value.
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Abstract

The diversity of living organisms is essential for their capacity to evolve and adapt to
environmental changes. Therefore, determining the factors responsible for the origin of diversity
and for the maintenance of the genetic variance observed remains central and fundamental
research objective. The aim of this thesis was to understand the evolutionary factors maintaining
neutral polymorphism. Since the influence of evolutionary processes such as natural selection and
genetic drift are complex, we developed complementary experimental and theoretical approaches
in order to disentangle their contributions.

Using a biological model consisting of the bacterium Escherichia coli and the social amoeba
Dictyostelium discoideum enable us to study the natural variability of interactions between the two
species. In the second part of this work, we studied the bacterial traits involved in this natural
variability. We showed that bacteria carrying virulence genes were resistant to grazing by amoeba,
a result which was in agreement with the coincidental evolution hypothesis of virulence factors.

We then focus on population genetics aspects of our biological system. In coevolution
experiments, we followed temporal allele frequency variations over 300 bacterial generations
under four sets of environmental conditions: with or without biotic factor and with or without
spatial structure. Our results did not differ from genetic drift predictions. The aim of theoretical
model we developed was to address the demographic stochasticity effects on neutral allele fixation
probability and time to fixation. We found that fixation probability and the time to fixation were
affected by the demographic stochasticity compared with a model using a population of constant
size (Moran model).

Key words: natural selection, genetic drift, polymorphism, coevolution, virulence, bacteria,
amoeba, fixation.

Résumé

BN

La diversité des organismes est essentielle pour leur capacité a évoluer et s’adapter aux
variations environnementales. De ce fait, déterminer les facteurs responsables de I'origine de cette
diversité ainsi que de la maintenance de la variabilité génétique observée reste un objectif
fondamental en recherche. L’objectif de cette thése était de comprendre les facteurs évolutifs
maintenant le polymorphisme neutre. L'influence des processus évolutifs tels que la sélection
naturelle et la dérive génétique étant complexes, nous avons combiné des approches
complémentaires expérimentale et théorique.

Le systeme expérimental utilisé, la bactérie Escherichia coli et 'amibe sociale Dictyostelium
discoideum nous a permis d’étudier dans un premier temps la variabilité naturelle des interactions
existant entre les deux especes. Dans une seconde partie, nous avons étudié les traits bactériens
impliqués dans cette variabilité. Nous avons montré que les bactéries portant des facteurs de
virulence sont plus résistantes a la digestion des amibes, ce qui est en accord avec I'hypothése de
coincidence évolutive des facteurs de virulence.

Le deuxieme volet de cette thése concerne les aspects de génétique des populations de ce
systéme. La troisieme partie de notre expérimentation était de suivre les variations temporelles des
fréquences alléliques de populations bactériennes comportant un marqueur neutre, durant 300
générations et sous quatre conditions environnementales : avec ou sans structuration spatiale et
avec ou sans facteur biotique. Nous avons observé que les variations des fréquences alléliques
observées étaient compatibles avec la dérive génétique.

L’objectif du modele théorique a été dans un premier temps d’étudier les effets de la
stochasticité démographique sur les probabilités de fixation d’'un nouvel allele neutre arrivant dans
une population résidente ainsi que sur le temps de fixation. La probabilité de fixation ainsi que le
temps de fixation sont modifiés par les effets stochastiques lorsque 'on compare nos modeles a
taille de population fluctuantes a un modele a taille de population constante tel que le modele de
Moran.

Mots clés: sélection naturelle, dérive génétique, polymorphisme, coévolution, virulence,
bactérie, amibe, fixation.
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