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Résumé

Dans cette thése, nous étudions quelques propriétés dynamiques des solutions de type soliton de
quelques équations dispersives nonlinéaires généralisées.

La premieére partie de ce travail est consacrée a I'étude de ’existence, de 1'unicité et du compor-
tement global de solitons pour des équations de KdV généralisées, a variation lente. On donnera une
description détaillée de la dynamique pour tout temps et on montrera la non-existence de solitons
purs, ce qui est une tres grande différence avec 1’équation gKdV standard.

Dans une deuxiéme partie, on étudiera le cas de I'équation de Schrodinger nonlinéaire. Pour cette
équation, nous allons améliorer tous les résultats précédents en donnant une description précise pour
tout temps de la dynamique du soliton dans le régime a variation lente. En plus, sous des hypotheses
générales, on montrera ce résultat dans le cas 2-D.

Finalement, on considere le probleme de collision de deux solitons pour I’équation de KdV géné-
ralisée. Complétant les résultats récents de Martel et Merle, concernant le cas quartique, nous mon-
trons que la seule possibilité d’avoir une collision de type élastique est donnée par les cas intégrables.

La preuve de tous ces résultats sont des développements et des améliorations de la théorie de
Martel et Merle pour la collision de deux solitons des équations gKdV sous différents régimes asymp-
totiques.

Mots-clefs : équation de Korteweg-de Vries généralisée, équation de Schrodinger nonlinéaire,
dynamique du soliton, potentiels a variation lente, collision de deux solitons, intégrabilité.

SOLITON DYNAMICS AND COLLISION FOR SOME NONLINEAR DISPERSIVE EQUATIONS

Abstract

This work deals with long time dynamics of soliton solutions for generalizations of well-known
dispersive equations.

The first part of this work is devoted to the study of existence, uniqueness and global behavior of
soliton-like solutions for slowly varying, but still large perturbations of generalized KdV equations.
We give an accurate description of the dynamics for all time and prove in addition the nonexistence
of pure soliton-like solutions, a big difference with the standard gKdV equations.

Next, the same kind of results are proven in the case of nonlinear Schrédinger equations. We
improve all the existing results by constructing a unique global soliton solution in this regime, and
studying in detail its behavior. In addition, under some mild assumptions we extend this result to the
two-dimensional case and under general incident velocities.

Finally, we consider the scenario of a 2-soliton collision between a small and a very small soliton,
for generalized KdV equations. We prove a classification result which completes the Martel-Merle re-
sults —concerning the quartic case— asserting that in a very general framework the unique possibilities
for having an elastic collision are given by the integrable cases.

The proof of all these results are reminiscent of the very recent Martel-Merle theory of 2-soliton’s
collision for gKdV equations under different asymptotic regimes.

Keywords : generalized Korteweg- de Vries and nonlinear Schrédinger equations, soliton
dynamics, slowly varying potentials, 2-soliton collision, integrability.
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1 Préliminaires

Dans cette thése, nous considérons des propriétés qualitatives et en temps long de
quelques équations dispersives nonlinéaires, principalement les équations de Korteweg-de
Vries et Schrodinger nonlinéaires.

On parlera des équations dispersives pour désigner des équations sous la forme
uy = Lu + F(u, Du,...),

ol u(t,z) est une fonction a valeurs réelles ou complexes, et t € R,z € RY. L'opérateur
linéaire L est supposé anti-adjoint, c’est-a-dire

F(Lu)(§) = ip(§)u(§), p(&) € R,

en termes de transformées de Fourier. Enfin, F' est un terme dit nonlinéaire, contenant pos-
siblement des dérivées d’ordre supérieur. De facon plus mathématique, I'équation est dite
dispersive si de plus la matrice D?*p(¢) est non singuliere.

L’heuristique nous dit qu'une équation est plus ou moins dispersive en fonction de la
taille de p. Par exemple, I'équation linéaire d’Airy u; + uz,, = 0, qui satisfait p(§) = €3, est
plus dispersive que I'équation de Schrédinger linéaire iu; + uy, = 0, qui satisfait p(¢) = —&2.

Quelques autres exemples d’équations dispersives sont les équations du type Korteweg-
de Vries, les équations de Schrodinger nonlinéaires, I’équation de Benjamin-Ono, 1’équation
BBM, KPI, KPII, etc.

Une fois que l'on a des résultats appropriés sur le caractére localement ou globalement
bien posé de 1’équation, une liste de questions tres intéressantes peuvent étre envisagées.
L'une de ces questions est bien str la dynamique en temps long, ou bien une description
qualitative d'une classe de solutions, méme des solutions tres particuliéres.

Justement, ce travail se focalise sur I’étude d'un type tres particulier de solutions d’une
classe d’équations nonlinéaires dispersives. Ces solutions sont appelées solitons, ou plus gé-
néralement ondes solitaires. Ce sont des concepts légerement différents, mais 1’esprit est le
méme, et nous pensons qu'un exemple simple peut l'illustrer.

On considere 1'un des plus simples cas d’équations dispersives, 1'équation de Korteweg-
de Vries généralisée (gKdV). Elle est donnée par!

up + (Uge +u™)z =0, u=u(t,z), (t,z)€R? m=23ou4. (1.1)

L’équation de Korteweg-de Vries (KdV), c’est-a-dire le cas m = 2 au-dessus, apparait en
physique comme un modele de propagation des ondes dans des eaux peu profondes, comme
décrit par J. S. Russel en 1834 [48]. La formulation exacte de cette équation a été donnée par
Korteweg et de Vries (1895) [33]. Finalement, cette équation a été étudiée du point de vue
numérique par N. Zabusky et M. Kruskal en 1965 [34].

L’équation précédente a quelques propriétés surprenantes. Tout d’abord, notons que
si u = wu(t,x) est une solution a cette équation, alors u(t — to,x — o) et uc(t,z) =
!/ (m=Dy(ct, \/ex) sont aussi des solutions, quels que soient ¢ > 0 et to, 2o € R. Elles illustrent
I'invariance par translation et par scaling, respectivement. Les solitons sont précisément des

solutions localisées de (1.1) de la forme

u(t,z) := Qc(z — ct),

'Le fait de considérer uniquement des puissances m < 5 sera plus clair ci-dessous.
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avec Q.(s) := c/(m=1DQ(y/cs). Si cette classe de solutions existe bien, alors elle a un pro-
fil invariant et se propage vers la droite au cours du temps. De plus, elle est une solution
globalement bien définie.

D’apres ces considérations, il est clair que la fonction () doit étre une solution de I’équation
nonlinéaire de deuxiéme ordre suivante

Q' —Q+Q™=0dansR, Q >0, (1.2)
laquelle a une unique solution dans H*(R) modulo des translations en espace. Cette solution

est donnée par la formule suivante

1
m+1 -
2cosh2((m2;1)x) .

aor-|

Notons que la solution Q.(s) nous donne I'heuristique suivante : les solitons petits sont plus
plats que les grands solitons, mais en méme temps plus lents. Il s’agit de I'équivalence taille-
vitesse dans I'équation gKdV. La figure suivante décrit deux solitons avec deux tailles diffé-
rentes :

Q2

Q1/2

De plus, comme @ est une fonction positive, solution d'une équation elliptique nonli-
néaire, elle peut étre vue comme la solution d’un probléme de minimisation dans H'(R),
dont @ représente I'état fondamental, avec la quantité d’énergie minimale. Pour montrer 'exis-
tence de cette solution de fagon générale, il est nécessaire d’utiliser des méthodes du type
concentration-compacité [6], car I'espace H!(RR) ne contient pas des propriétés de compacité
évidentes.

Un deuxiéme exemple important est donné par 1’équation de Schrodinger nonlinéaire
(NLS)
iug + Uge + |u|™" =0, dansR; xR, m € [2,5), (1.3)

ol u = u(t,x) est une fonction a valeurs complexes. Le cas cubique est connu en physique
comme un modele de propagation des ondes en fibre optique dans un milieu nonlinéaire. En
deux dimensions, la cas cubique est aussi tres important.

Etant données ¢y > 0, v, Zo, ¢o € R, cette derniere équation a des solutions de la forme
Quo ( — vot — w)e7"0%ei( 0= cido,
ol ()¢, est le soliton déja mentionné. Cette solution — localisée — est appelée onde solitaire, et
son module est un profil invariant, traversant 1’espace dans la direction du signe de la vitesse
vo. Derriere cette solution, il y a deux symétries additionnelles que satisfont les solutions de
(1.3) : phase et invariance galiléenne.

Ces deux types de solutions, solitons et ondes solitaires, partagent une propriété tres im-
portante : elles sont pures, dans le sens o1 aucun terme supplémentaire n’est nécessaire pour
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satisfaire I’équation. Ce phénomene est assez étrange dans une solution générale quelconque,
en raison du caractere dispersif de I'équation considérée, et il peut étre expliqué par un équi-
libre délicat entre la dispersion donnée par le terme de la dérivée et la nonlinéarité de 1'équa-
tion.

Au début de ce paragraphe, nous avons mentionné les notions de localement et globale-
ment bien posé (LWP-GWP) comme un élément-clé pour étudier les propriétés qualitatives
en temps long pour les solutions des équations dispersives. Voici quelques raisons a cela.

A partir des solitons, on peut considérer 1’étude analytique ou numérique de petites per-
turbations de ceux-ci, ou encore plus difficile, le comportement de solutions composées de
plusieurs solitons. Si 1’on considére deux solitons ou plus, il est naturel de penser aux pos-
sibles collisions entre eux, ce qui est une question tres difficile a résoudre en raison du ca-
ractére nonlinéaire de 1’équation. Dans les deux cas, on commence pres de solutions du type
solitons, et pour décrire les deux problemes, les propriétés LIWP-GWP nous donnent 'exis-
tence d"une solution a ce probleme pour une période de temps.

Ainsi, dans les prochaines lignes, nous allons donner une compte rendu informel sur la
théorie LIWP-GWP pour les équations gKdV et NLS.

On suppose m = 2,3 ou 4 dans (1.1). L'existence locale pour gKdV est maintenant un
résultat standard. D’apres les travaux de Kenig, Ponce et Vega [31], (1.1) est localement bien
posée dans H'(R) et donc de fagon globale grace a la conservation de la masse et de 1’énergie

MIu](t) = % /R W2(t,2) dy = é /R W2(x)dz = M[u](0), (Masse), (14)
Efu](t) = ;/Rui(t,x) d:n—mi_l/RumH(t,:v) dx (1.5)
= ;/R(uo)i(x) dx — ml+1/Ru8H'1(x) dz = E[u](0), (Energie)

et l'inégalité de Gagliardo-Nirenberg suivante :

[ <x( [ @T( [ ug)“? w6

Rappelons que, pour m = 5, le probléme de Cauchy pour 1'équation gKdV a des solutions
qui explosent en temps fini, voir [?, 42, 38] et les références citées a I'intérieur. On pense que
pour m > 5 la situation est la méme. Pour les deux équations, gKdV et NLS, le cas m = 5 est
noté comme le cas L2-Critique, car tous les solitons ont la méme taille :

1Qecllz2®) = Qllr2®),  pour tout ¢ > 0.

Toutefois, dans le cas surcritique (m > 5), les solitons de taille petite (par rapport a la norme
L) sont plus grands que les solitons grands (par rapport a la norme L?).

La preuve de Kenig, Ponce et Vega utilise un argument de point fixe dans un sous-espace
de C([0,T], H'(R)) en fonction de la nonlinéarité, pour un petit temps 7' > 0. La preuve
d’un effet régularisant de 1’opérateur linéaire d"Airy e~19%, associé a I’équation linéaire, dans

I'esprit de Kato, est 'une des étapes-clés pour boucler la procédure itérative.
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Dans le cas NLS pour 2 < m < 5, le probleme de Cauchy est localement bien posé pour
des données ug € H'(R) (voir Ginibre et Velo [17]), et donc globalement bien posé grace a la
conservation de la masse et de I’énergie

Mu(t) == % / luf2(t, ) dw = M[u](0), (Masse), (17)
R
et
Elu(t) = % /R g 2(, 2) da — m1+1 /R ™ (4, 2) dz = E[u](0), (Energie).  (1.8)

La preuve de Ginibre et Velo est basée sur 1'utilisation des estimations de Strichartz (dans
des espaces LY L1 appropriés) et un argument de point fixe dans une petite boule de I'espace
C((=T,T),H'(R)), pour T > 0 petit, comme dans le cas gKdV. Nous renvoyons a [8] pour
une preuve plus détaillée.

Finalement, rappelons que 'équation NLS a une troisieme quantité conservée, appelée
moment :

Plu](t) := ;Im/Ruuac(t,x) dx. (1.9)

Cette quantité est bien définie pour des solutions dans H'(R). Comme dans le cas gKdV, pour
m > 5, le probleme de Cauchy pour cette équation a des solutions explosives en temps fini,
voir [8] et les références a l'intérieur.

L’étude des perturbations des ondes solitaires ou solitons conduit a 1'introduction des
concepts de stabilité orbitale et asymptotique. Par stabilité orbitale, nous entendons la propriété
suivante. Prenons, par exemple, I'équation gKdV (1.1) et un soliton fixe Q.(z —z¢) pour ¢ > 0
, 9 € R données. Supposons qu'il existe une solution v = u(t) de (1.1), globale en temps, et
telle que

[u(to) — Qc(- — z0) | 1 (r) <

pour une petite constante o > 0. On dit que (). est stable s’il existe K, ap > 0 et une fonction
réguliere p = p(t) définie pour tout ¢t > 0 telles que, pour tout 0 < o < ay,

[u(t) = Qe(- = pO) | 1wy + 10 (t) =l < Ko, |p(to) — w0l < o (1.10)

Autrement dit, une petite perturbation d"une solution de type soliton reste assez proche d'un
soliton avec un parametre de translation corrigé a chaque temps. La stabilité orbitale des
ondes solitaires de (1.1) est par exemple vraie sous '’hypothéese sous-critique m < 5.

On peut donner quelques idées de la preuve de (1.10). On va suivre la méthode proposée
par Weinstein : s'il existe une constante p > 0 telle que, pour toute fonction v € H!(R) qui

satisfait
[aw=o
R

fwwwzéwamﬁ—me%%z¢@ﬁ+#»wéQm% (1.11)

alors (1.10) est satisfait. En effet, par le théoreme des fonctions implicites, il existe une fonction
p(t) et une constante ¢ > 0 telles que z(t) := u(t) — Qz(- — p(t)) satisfait pour tout temps

[az=o [a= [ ),

on a
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D’apres la définition de la masse et 1’énergie, on obtient
E[u(t) + eM[u](t) = EQe](t) + eM[Qcl(t) + F[e](t) + O(ll=() | 31 (g))-
Par la conservation de la masse et de I'énergie, et par I’équation que satisfait )z, on a

FI®) < ll=(to) i )

Finalement, d’apres (1.11), on a

=0y S N=(eo)my + 1| Qe

Enfin, d’aprés la conservation de la masse, on a

Qez = O(HZ(t)H%Q(R))v
R
et par suite le résultat.

La stabilité orbitale de petites perturbations de solitons pour gKdV a été considérée dans
[3, 5, 9, 45]. De facon similaire, dans le cas NLS, on a les travaux de Cazenave et Lions [9],
Weinstein [62, 63], Grillakis, Shatah et Strauss [18, 19], Cuccagna [10], et Martel, Merle et Tsai
[45]. Voir les références a I'intérieur de ces articles pour une bibliographie plus détaillée.

D’autre part, la stabilité asymptotique étudie le petit résidu donné par le résultat de
stabilité ci-dessus. Il est légitime de se demander si u(t) devrait en fait converger vers un
soliton dans un certain sens.

Tout d’abord, quelques remarques. Notons que deux solitons Q. et )z, avec ¢ ~ ¢ mais
différentes, et ayant la méme trajectoire, sont toujours a une distance positive dans H'(R).
D’autre part, un résultat de classification standard affirme que si ||u(t) —Qc(-—2(t)) || g1 ®) — 0
lorsque ¢ — 400, pour une certaine fonction z(t), alors u(t) est un soliton pur. Ces deux
arguments suggerent la non existence d’une convergence générale dans H' vers un soliton
pour une petite perturbation d’un soliton.

Afin de résoudre cette problématique, il faut reformuler la propriété de stabilité asympto-
tique, soit en introduisant des espaces adaptés [56], soit en considérant des normes localisées
[41]. Dans cette derniére formulation, on a I'existence d’une constante 3 > 0, et ¢ > 0 avec
lct — ¢| £ a, telles que

[u(t) = Qe+ (- = p(E) |t @>pe) — O,
lorsque t — +oo. De plus, lim;_. 1, p/(t) = ¢*. Autrement dit, on a convergence H I fort
autour du soliton. Ce résultat peut étre résumé par le schéma suivant :

C)cJr

défaut ?

AAAAAAAAS t — 400

z=ctt
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Derriere la preuve de cette propriété se trouve l'identité de Kato, que nous allons fré-
quemment utiliser dans ce travail. Dans sa forme la plus simple, elle indique que, pour
u(t) € H'(R) solution de (1.1) satisfaisant la propriété de stabilité orbitale (1.10), on a

o, /IR ol — Btyed(t ) <0, (112)

pour 0 < 8 < c et pour toute fonction positive, croissante et bornée ¢ telle que ¢’ ~ Q.
Formellement, cette derniére inégalité implique que la masse pres du soliton est déplacée
vers la gauche quand il avance, ce qui donne finalement le résultat. Une autre application
intéressante de cette inégalité est 'effet réqularisant associé aux équations du type gKdV.

Finalement, on remarquera que cette propriété et des résultats de scattering ont été étudiés
dans [59, 60, 7, 57, 11, 58].

Revenons a 'équation gKdV considérée en (1.1), dans un cadre encore plus général. On
suppose maintenant qu’on a une nonlinéarité quelconque f, ne dépendant que de u = u(t, z),
et on considere I'équation

ug + (uge + f(u))y, =0, dans Ry x R,. (1.13)

2 correspond au cas de KdV. D’autres cas physiquement importants

Rappelons que f(s) = s

sont le cas cubique f(s) = s?, et la nonlinéarité quadratique-cubique, c’est-a-dire f(s) = s? —
us®, € R;. Dans le premier cas, 'équation (1.13) est souvent désignée comme 1’équation
de KdV modifiée (mKdV), et dans le second, elle est connue comme 1'équation de Gardner.
Ces trois équations sont des modeles complétement intégrables. L'équation de Schrodinger
cubique est aussi intégrable [64]. Finalement, la complete intégrabilité implique 1’existence

d’un nombre infini de quantités conservées pour I'équation associée.

Dans la forme générale (1.13), gKdV a seulement deux quantités H'(R) conservées : la
masse et I"énergie. Cette derniere est maintenant donnée par la formule

E(t) = ;/Rug(t,x) daz—/RF(u(t,x))dx,
oll on a noté

F(s):= /05 f(o) do. (1.14)

Dans ce travail, on ne va considérer que des nonlinéarités f € C3(R) de la forme

feC™2R), f(u):=u™+ fi(u), m=234 avec lim 1(5)]

s—0 ‘8|m

= 0. (1.15)

Le signe positif devant f permet 1'existence [4] de solitons pour (1.13) de la forme
u(t,z) := Qc(x — xo — ct),
avec ¢ > 0 petit et 2o € R. La fonction @), est maintenant solution de 1’équation elliptique
Ql+ f(Qc) = cQc, Qe € H'(R). (1.16)

Pour tout ¢ > 0, s’il existe une solution @). > 0 de (1.16) alors elle peut étre choisie paire sur R
et exponentiellement décroissante sur R* (de méme si Q. < 0).
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L'un des problemes les plus intéressants du point de vue physique est la collision de so-
litons. Le probleme dynamique de la collision de solitons est un probleme classique dans la
propagation des ondes nonlinéaires (voir [39] pour plus de références), bien que mathéma-
tiquement loin d’étre compris. A présent, nous réduisons notre recherche au probléme des
collisions de 2-soliton.

Par collision de 2-soliton, nous entendons le probleme suivant : étant donnés deux soli-
tons, solutions de (1.13), bien séparés a I'instant initiale et ayant des vitesses différentes, nous
attendons a ce qu'ils croisent a un temps fini. La solution obtenue aprés la collision est préci-
sément I'objet de ’étude. En particulier, on s’intéresse a tout changement de taille, de position
ou de forme, ou méme a la destruction des solitons, apres un certain temps ensemble.

Les premiers travaux dans cette direction ont été les résultats numériques de Fermi, Pasta
et Ulam [?], et Zabusky et Kruskal [34], qui ont montré le caractére élastique de la collision
entre deux solitons. Par élastique, on veut dire que les solitons restent inchangés et qu’iln’y a
pas de défaut de masse positive pour des temps longs. La seule conséquence de la collision
sont des shifts sur chaque soliton, en fonction de leurs tailles. Ensuite, le travail de Lax [35] et
la méthode de scattering inverse (voir [1] et [48] pour plus de détails) ont fourni des formules
explicites pour des N-solitons (Hirota [24]) ne présentant pas de termes résiduels avant et
apres la collision. En d’autres termes, la collision est élastique, et le N-soliton est pur, comme
le montre le schéma ci-dessous pour le casn = 2:

C1

(pur) t — +o00

Qu

QC‘I QC‘Z

Ces propriétés sont aussi valables pour 1’équation cubique mKdV (voir [1], p. 390), et pour
I'équation de Gardner (voir [16, 61] et les références citées). En particulier, la collision de deux
solitons est élastique. On doit remarquer que, pour I"équation de Gardner

g + (Uge + u* — pu®), = 0, (1.17)

étant donné 1 € R, il existe une solution de type soliton pour tout ¢ > 0 dans le cas x < 0,
etsic < % dans le cas 1 > 0. Ces solutions sont explicites, et sont données par u(t,z) =
Quc(r — ct), ol Q. est la fonction [61]

3c 9
Quel(z) : ope= (L= o)t

T 1t pcosh(y/cx)’ (118)
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En particulier, il n’existe pas de soliton dans le cas ;x > 0 et ¢ > 0 assez grand.

Nous rappelons que ces techniques sont connues pour étre trop rigides pour étre appli-
quées a des modeles plus généraux, et n’ont pas d’équivalent dans le cas de I'équation gKdV
(1.13) avec une nonlinéarité générale. Le but est de confirmer que la collision de deux soli-
tons n’est pas élastique en général, a I'exception des équations KdV, mKdV et des équations
de Gardner.

Notons que méme ['existence d"une solution 2-soliton pour des équations non intégrables
était une question ouverte. Dans [37, 36], les auteurs ont construit une solution du type 2-
soliton, pure a I'infini, ne dépendant que de quelques parametres donnés, dans les cas gKdV
sous-critique et critique, et pour NLS. Dans le cas gKdV, cette solution est aussi unique, en
raison d"une propriété de monotonie similaire a (1.12). La preuve de ces résultats sera adaptée
plusieurs fois dans ce travail pour obtenir I’existence et 1'unicité de certaines solutions de type
soliton.

Nous finissons ce paragraphe avec quelques remarques sur la littérature déja existante. La
propriété d’'intégrabilité a été étudiée dans de nombreuses équations différentielles, comme
I’équation NLS cubique, KPI, Benjamin-Ono, etc., voir par exemple [1]. En particulier, lorsque
cette propriété est perdue, il n’existe que tres peu de résultats. Nous mentionnons les récents
travaux de Perelman [57], Holmer, Marzuola et Zworski [26, 27, 28] et Abou Salem, Frohlich
et Sigal [2] sur le probleme de la collision de deux solitons pour 1’équation de Schrodinger
nonlinéaire sous l’action d’un potentiel ou bien avec des vitesses assez grandes.

2 Résultats principaux

Nous avons examiné en détail le comportement des solitons pour les équations gKdV ou
NLS, et la collision de deux solitons dans les cas intégrables. Dans cette these, nous avons
considéré quelques généralisations non triviales de ces équations et nous avons donné une
description précise de certains phénomeénes intéressants, via des calculs explicites, dans des
régimes asymptotiques particuliers. Les résultats au cceur de ce travail peuvent étre divisés
en trois parties, que nous décrivons maintenant.

La premiere partie traite de la dynamique d’une solution de type soliton pour l"équa-
tion gKdV a coefficients variables et de variation lente. Cette solution peut étre considérée
comme un exemple d’interaction soliton-potentiel. Premiérement, nous étudions ’existence
et I'unicité d"une telle solution, puis nous décrivons completement la dynamique a I'intérieur
de la région d’interaction. Il apparait que la dynamique induit de tres intéressants effets de
dispersion, qui ne sont pas présents dans le régime de coefficients constants. Ensuite, nous
décrivons le comportement asymptotique de cette solution pour des temps longs et, enfin,
nous montrons que cette solution possede un petit défaut, différent de zéro a I'infini.

La deuxiéme partie de ce travail porte sur des questions similaires pour une équation
généralisée de type NLS. Comme ci-dessus, nous décrivons avec beaucoup de détails la dy-
namique d’une solution de type soliton pour une large classe de potentiels. Nous en démon-
trons 'existence et 1'unicité et en établissons le comportement global pour tout temps, ce qui
est une amélioration considérable de tous les résultats précédents existant dans la littérature.

Enfin, dans la troisiéme partie, nous traitons le cas de la collision de deux solitons pour
une équation de KdV généralisée, avec une nonlinéarité générale. Plus précisément, nous
considérons la collision d"un soliton petit contre un tres petit. Nous montrons que pour tous
les cas non intégrables la collision n’est plus élastique, et aucune solution pure 2-soliton
n’existe dans ce régime. Notre preuve est basée sur des résultats récents de Martel-Merle
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concernant le cas gKdV quartique. Nous généralisons ces résultats dans un cadre général
complet.

Dans ces cas, une propriété-clé est perdue : les solutions ne sont jamais complétement
pures, et des termes dispersifs non nuls sont toujours présents au long de la dynamique.

Les trois parties susmentionnées font partie des articles suivants :

1. Mufioz C., On the soliton dynamics under slowly varying medium for generalized Korteweg-de
Vries equations, arXiv :0912.4725. To appear, Analysis and PDE.

2. Muihoz C., On the soliton dynamics under slowly varying medium for Nonlinear Schrodinger
equations, arXiv :1002.1295.

3. Muiioz C., On the inelastic 2-soliton collision for gKAV equations with general nonlinearity,
arXiv :0903.1240, accepté dans IMRN.

Des résultats complémentaires seront bientdt disponibles dans [52, 53, 54].

2.1 Premiére partie : dynamique d’un soliton pour le cas gKdV

La premiére partie de notre travail a été consacrée a 1’'étude de la dynamique des soli-
tons pour des perturbations des équations gKdV sous-critiques. En effet, nous étudions la
dynamique des solitons pour I'équation de KdV généralisée suivante :

{ut + (ugy — Au+alex)u™), =0 dans R, x Ry, 2.1)

m=2,3o0u4d; 0<e<g, 0<A<I,
avec a une fonction réguliére (le potentiel), satisfaisant des hypothéses raisonnables, comme

d(ry>0, lim a(r)=1, et lim a(r)=2.

r——00 r—-+00
Nous supposons aussi gy > 0 assez petit.

Le probleme que nous considérons dispose d"une littérature physique étendue, qui com-
mence par les travaux de Kaup et Newell [30] et Karpman et Maslov [29]. La motivation
physique était ’étude de perturbations en temps de modeles intégrables.

Les auteurs ci-dessus ont effectué une analyse perturbative de la théorie de scattering
inverse pour décrire la dynamique d’'un soliton (de 1'équation intégrable) dans ce régime
variable. Curieusement, I’existence d’une queue dispersive sous la forme d"un plateau derriere
le soliton a été formellement décrite. Ce phénomene est en fait lié a I'absence de conservation de
I'énergie dans 1’équation.

Ultérieurement, le probleme a été considéré dans plusieurs travaux pour différents mo-
deles intégrables, voir par exemple [32, 15, 20, 21]. On peut aussi consulter le manuscrit de
Newell [55], pp. 87-97, pour une exposition plus détaillée du probleme.

Notons qu’une solution de (2.1) non nulle peut perdre ou gagner de la masse, selon le
signe de la fonction u, d’apres l'identité

9

O M(ul(t) = — /Ra'(sx)umﬂ. (2.2)

m+1
De plus, I'énergie est donnée par la formule (A > 0)

E,[ul(t) := ;/Rui(t,x) dx + % /Ru2(t, x)dr — % /Rag(x)umﬂ(t,x) dx, (2.3)

m +
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et reste conservée pour tout temps.

Le probléme de la description analytique de la dynamique des solitons pour différents mo-
deles intégrables dans un milieu a variation lente a recu une attention croissante au cours des
dernieres années. En ce qui concerne I'équation de KdV, notre conviction est que le premier
résultat dans cette direction a été donné par Dejak et Sigal, et récemment amélioré par Hol-
mer, dans [13, 25]. IIs ont estimé la dynamique en temps long des ondes solitaires (solitons)
de perturbations plus lentement variables des équations KdV et mKdV suivantes :

up + (Ugg — b(et,ex)u+u?), =0 dans Ry x Ry, (2.4)

ou b est une fonction bornée et réguliere. Avec ces hypotheses, les auteurs ont montré que
dans le cas de données initiales suffisamment proches d’un soliton, on obtient que pour tout
temps ¢t < ¢! la solution peut étre décomposée comme

u(t, z) = Qe (x = p(t)) + w(t, x),

ot [[wt) | g1w) < K /2 et p(t), c(t) satisfont un systéme dynamique particulier.

Pour obtenir de meilleurs résultats dans cette direction, et passer la barriere e ! en temps,
il a été nécessaire de prendre des potentiels moins généraux. Cette hypothése nous permet
de comprendre, pour encore une trés grande classe de potentiels, la complete dynamique des
solitons généralisés.

Afin de présenter les résultats dans la forme la plus claire possible, nous avons choisi
d’énoncer notre résultat concernant le cas cubique. Pour un compte rendu plus détaillé des
résultats, y compris les cas quadratique et quartique, voir Partie 2, Théoréme 1.1.

Théoréme 2.1 (Dynamique d’interaction soliton-potentiel pour des équations gKdV).

Soitm = 3,ets0it 0 < A < % un parametre fixe. Il existe une petite constante g > 0 telle que,
pour tout 0 < € < eq, on a les propriétés suivantes.

1. Existence d’une solution de type soliton. Il existe une unique solution u € C(R, H'(R))
de (2.1), globale en temps, telle que

m u(t) — Q- — (1 = MNt)|| g w) = 0.

2. Interaction soliton-potentiel et stabilité. Il existe K > 0, ¢™ > 1 et une fonction C1 p(t)
définie pour tout t > 1, telles que

1
wh(t, ) =u(t,) - EQ&(' —p(1))

satisfait, pour tout t > %,
Jw ™ ()] gy + |0/ (8) — T + A < Ke'/2,

La preuve de ce résultat est basée sur la construction d’une solution approchée de (2.1)
dans la région d’interaction, satisfaisant certaines symétries. Cette solution approximative
comporte essentiellement un soliton modulé plus un petit terme de correction. Un des pre-
miers points importants est le fait que la position et le scaling du soliton suivent un systéme
dynamique en la variable lente ¢t. D’apres la nature des potentiels considérés, et sous la
condition de petitesse A < %, nous pouvons montrer que le soliton sort par la droite, en
temps de l'ordre de e~ L. Cependant, a un moment donné, nous obtenons formellement que
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la correction a un terme de masse infinie, voir aussi [43] pour un probleme similaire. Il appa-
rait que, pour obtenir une solution localisée, nous avons besoin de casser la symétrie de cette
solution, ce qui est une différence essentielle par rapport au soliton de gKdV. Ce manque de
symétrie conduit a l'erreur gl/2 indiquée dans le théoréme ci-dessus. A ce prix, nous avons
une description complete de la dynamique dans la région d’interaction, un résultat tout a fait
nouveau.

Une question fondamentale d’apres ces résultats est de savoir si le soliton est pur a I'infini.
Cette question est équivalente a décider si

lim sup \|w+(t)||H1(R) = 0.
t—-+o00

Notre dernier résultat montre que ce comportement n’existe pas.

Théoréme 2.2 (Non existence d"une solution de type soliton pur).

Sous le contexte du dernier résultat, on suppose 0 < X\ < %. Il existe eg > 0 tel que, pour tout

0<e<e,
limsup ||w™ (¢)|| g1y > 0. (2.5)
t—4o00

La preuve de ce résultat est basée sur une idée tres simple. En effet, si 'on suppose que
la solution est un soliton pur en +oo, alors par unicité elle converge a vitesse exponentielle
vers une solution de type soliton. Par 'utilisation de cette décroissance en temps, nous pou-
vons obtenir la décroissance en espace et donc que la solution est effectivement dans L!, et
conserve l'intégrale. Du fait que le scaling varie largement, et en utilisant la précédente loi de
conservation, nous obtenons la contradiction souhaitée.

Le deux derniers résultats peuvent étre schématisés par la figure suivante :

> e
t — 400
défaut non nul %Qch a=2
queue dispersive, O (1/€)
t~0

Quel est le comportement de la solution pour des coefficients + < A < 1? Nous avons

inclus un paragraphe a la fin de la Partie 3 (voir Addendum) qui décrit formellement le com-
portement de la solution dans ce cas. Pour un compte rendu détaillé de ce probleme, voir la
derniere section ci-dessous.

2.2 Deuxieme partie : le cas Schrodinger

Un probléme non trivial est de traiter de questions similaires pour le cas Schrodinger. Tel
est l'objectif de la deuxieme partie de ce travail : 'étude de la dynamique des solitons pour
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I’équation NLS dans le cas d’un potentiel a variation lente.

En effet, on considere 1’équation de Schrodinger nonlinéaire généralisée (NLS)
iug + Ugg + alex)|u/"u =0, dansR; x Ry, m € [2,5). (2.6)

Ici u = u(t, z) est une fonction a valeurs complexes, € > 0 est un parametre petit et a satisfait
les mémes hypothéses qu’avant.

La littérature dans ce cas est beaucoup plus développée, commencant a partir de travaux
physiques de Kaup et Newell [30] et Grimshaw [21]. D'un point de vue mathématique, le
premier résultat dans cette direction a été donné par Bronski et Jerrard [6]. Gustafson et al.
[22, 23] et Holmer et al. [26, 27, 28] ont examiné la dynamique d"un soliton pour des poten-
tiels généraux, et pour des périodes t ~ 1. Voir aussi [12] pour un résultat similaire dans
le cas d’une équation généralisée de Hartree. D’apres ces résultats, il semble évident qu'une
meilleure compréhension de la dynamique des solitons pour des temps longs dépend forte-
ment du caractere spécifique du potentiel considéré. Comme ci-dessus, 1'idée est de consi-
dérer des potentiels un peu plus simples, mais encore tres généraux afin de comprendre le

comportement de la solution.

Maintenant, une solution non nulle de (2.6) peut gagner du moment, dans le sens o1, au
moins de fagon formelle, la quantité P[u|(t) définie en (1.9) satisfait I'identité suivante :
€

OPLu(t) = —— /R o/ (e2)[ul™*! > 0. 2.7)

Par conséquent, le moment est toujours une quantité croissante. Ce simple fait a des consé-
quences importantes dans nos résultats ; en particulier, nous obtiendrons de cette propriété
la stabilité et I'unicité de notre solution.

D’autre part, la masse M [u](t) définie en (1.7) et la nouvelle énergie

Ealul(t) := ;/R]ux|2(t,x) da — m1+1 [ el 1) da

sont formellement conservées.

Notre résultat principal est une description complete, pour tout temps, de I'interaction
soliton-potentiel pour I'équation NLS (2.6). Comme ci-dessus, afin de simplifier I’exposition,
nous allons présenter le cas le plus simple, m = 3. Pour en savoir plus, voir le Théoreme A 1
dans la Partie 3.

Théoreme 2.3 (Dynamique de solutions de type soliton pour des équations NLS généralisées).

On suppose que a(-) satisfait les mémes hypotheses que dans le cas gKdV. Soit vy > 0. Il existe
une petite constante eg > 0 telle que, pour tout 0 < € < eq, on a les propriétés suivantes.

1. Existence d"un soliton.
1l existe une unique solution u € C(R, H'(R)) de (2.6), globale en temps, telle que

i lu(t) = Q- — vot) )0 21Dy ) = 0. (2.8)

2. Stabilité de I'interaction soliton-potentiel. Soit vo := (v + 4)% (> vo). Il existe K > 0, et
des fonctions C1 p(t),~(t) € R définies pour tout t > 1, telles que la fonction

! Q4(x — Voot — p(t))e%m“ e

V2

w(t,x) = ult,z) —
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satisfait, pour tout t > 1,
1
lw()llzr @y + 10" (0] + 1 (8) — 4+ 03| < Ke?. (29)
4

Les deux derniers résultats peuvent étre illustrés par le schéma suivant :

t — 400

O (€2), défaut

VNN AN NN

1
WQ‘“ Uso > V0

OHl (62)

ANANANAAAAAAAAA

t— —o0,a=1

Qav0>0

On peut comparer ce résultat avec les résultats pour le cas gKdV, o1 une borne de I’ordre
de £!/2 a été trouvée. Notre résultat présent est meilleur en raison de I’absence d’une queue
dispersive derriere le soliton, précisément d’ordre £!/? dans H'(R), et présente dans le cas
gKdV. Rappelons enfin que ces éléments dispersifs ne sont pas présents dans le cas d'un
soliton pur de NLS ou gKdV.

De plus, ce résultat est aussi vrai dans le cas deux dimensionnel, si I'on considére le
potentiel ne dépendant que d'une seule variable, et pour une vitesse d’arrivée quelconque
(voir Théoreme 1.24 de la Partie 3). La restriction a la dimension deux est une conséquence
de la perte de régularité pour les puissances dans les dimensions supérieures.

Ces résultats peuvent étre aussi généralisés au cas de potentiels décroissants pour des
temps pas trop longs, mais encore beaucoup plus grands que e~!. Le point important ici est
que la construction d’une solution de type soliton ne dépend pas du signe de a, mais de la
platitude de a(-) a l'infini. La dynamique dans la région d’interaction peut étre décrite de
la méme maniere que dans le cas croissant, avec une différence essentielle : pour de petites
vitesses initiales, la solution est réfléchie. Pour de grandes vitesses initiales, le soliton sort de
la région d’interaction toujours par la droite, mais la stabilité dans ce cas n’est pas connue, et
donc le comportement de cette solution pour des temps longs est encore inconnu. Toutefois,
si la vitesse est assez petite (mais indépendante de ), nous pouvons décrire la solution pour
tout temps. En effet, supposons que le potentiel a(-) décroit strictement d'un état initial @ = 1
a un état final ap € (0,1). Alors, si v < %(1 — a3), il existe une solution de type soliton
satisfaisant (2.8) et

Sug lu(t) — Q(- + vot — p(t))e’i(')vome”(t)||H1(R) < Ke2,
t>>g

avec p/(t) petit (voir Addendum 1 dans la Partie 3 pour plus de détails). Autrement dit, le
comportement dans ce régime est trés similaire a la dynamique exprimée dans la figure sui-
vante :
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Voir [54] pour plus d’informations. Comme expliqué plus haut, le comportement de cette
solution dans le régime v3 > 3(1 — a}) et pour des temps assez grands est une question

ouverte. Dans le cas limite v3 = %(1 — a3) les choses sont apparemment plus compliquées.

2.3 Troisiéme partie : dynamique de la collision pour deux solitons

La troisieme partie de ce travail est consacrée a 1’étude de la collision de deux solitons
pour les équations gKdV avec une nonlinéarité générale.

Nous rappelons que la théorie de scattering inverse est inutile dans le cas d"une équation
non intégrable. Ici, notre but est de confirmer que sous des hypotheéses raisonnables sur la
nonlinéarité, la collision de deux solitons n’est pas élastique en général, sauf par les cas KdV,
mKdV et les équations de Gardner.

On considere ce probleme pour (1.13) avec une nonlinéarité f(u), et deux solitons Q,,
Qey, 0 < 2 < €1 < ex(f), et on suppose 3 plus petit que ¢;.

Sous ces hypothéses, Martel et Merle [39] ont considéré la collision pour (1.13) dans le
cas de nonlinéarité quartique, f(s) = s*. Ils ont montré que la collision est presque élastique,
mais inélastique.

La question qui suit dans ce cas est de généraliser ces résultats a (1.13) sous I’hypothese
(1.15). Dans ce cas, Martel et Merle [40] ont montré que la collision est toujours stable, en
donnant des bornes supérieures sur la taille du défaut figurant apres la collision. Dans [40], la
question de savoir si la collision est élastique ou pas dans ce cas général — et donc 'inexistence
de purs 2-solitons — a été laissée ouverte, voir [40], Remarque 1.

On a été capable de donner une réponse satisfaisante a cette question a partir de I’amélio-
ration des techniques développées dans [39, 40] et de nouveaux calculs.

Théoreme 2.4 (Non existence de solution 2-soliton pure, cas général).

Soit f comme dans (1.15), avec m = 2 ou 3, et
feCPYR), fP0)#£0 pourun p>4. (2.10)

Pour 0 < cp < ¢1 < 1, I'équation (1.13) n’a pas de solution 2-soliton pure de tailles c; et co.
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m

La condition f(P)(0) # 0 pour un p > 4 n’inclut pas les cas intégrables f(s) = s
ou 3 et la nonlinéarité de Gardner f(s) = s? — pus>.

,m =2

Notre preuve suit 'approche décrite par Martel, Merle et Mizumachi [39, 40, 44]. L'hypo-
these ¢y petite permet de linéariser autour de ¢y, et donc de réduire la non existence d"une so-
lution 2-soliton pure au calcul d"un coefficient ne dépendant que de c;. Ce coefficient est une par-
tie d"une solution approchée de (1.13) avec un ordre de précision élevé, et il est évidemment
nul dans le cas intégrable. Pour des fonctions f et des coefficients ¢; > 0 généraux, calculer
ce coefficient est une question ouverte. D’aprés cette étude, nous calculons les asymptotiques
de ce coefficient quand c¢; est petit. C’est le seul endroit ol ¢; petit est nécessaire.

La dynamique de cette solution peut étre décrite a 'aide du schéma suivant (avec 1’auto-
risation de Y. Martel).

CT >y
c; < ¢y
défaut non nul T~ f— doc
Data e a oS oV ooV Vol . L
’ C;— : CT

Q.-
Pour finir, quelques mots sur la littérature du probleme. La collision du 2-soliton a été

considérée pour le cas NLS par Perelman [57], Holmer, Marzuola et Zworski [26, 27, 28] et
Abou Salem, Frohlich et Sigal [2].

3 Perspectives

Dans cette section finale, nous parlons de quelques problémes ouverts qui n’ont pas été
abordés dans ce travail.

3.1 Borne inférieure dans la taille du défaut a I’infini pour les équations gKdV et
NLS

Une des questions ouvertes de ce travail est la preuve d"une borne inférieure sur le défaut
a I'infini pour une solution de type soliton. La solution a ce probleme est probablement posi-
tive, au moins dans le cas A > 0, aprés quelques calculs formels. Nous supposons que pour
le cas gKdV, on a
€

72 pour m = 2,4,

. . +
lim inf lw™ ()| m) 2
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et de facon surprenante a ’ordre £2 pour le cas cubique (voir [53] pour plus de détails).

Dans le cas Schrodinger, nous conjecturons l'existence d"une constante X > 0 telle que,
pour tout € > 0 assez petit,
1
lim inf ||w( > g2
Jo(6) 1 ey >

t——+00

Autrement dit, la borne (2.9) est optimale. Ces estimations sont dans un certain sens équiva-
lentes aux résultats de non existence de solutions 2-soliton pour les équations gKdV, comme
cela a été montré dans [39, 44, 49, 43].

3.2 Dynamique du soliton pour gKdV, cas : < A < 1

Un autre probléme intéressant est de comprendre le comportement de la solution décrite
dans le Théoréme 2.1 pour un coefficient 3 < A < 1. Ici, la principale différence avec le
cas précédent est que formellement le scaling décroit avec le temps. Par conséquence, une
premiere tache non triviale est de montrer 'existence d'un état final du scaling, positif et
loin de zéro, de maniere uniforme en ¢. Toutefois, si 1’échelle est petite par rapport a A, la
solution peut étre réfléchie vers la gauche par le potentiel. En effet, nous pensons qu’il existe
une constante explicite A € (%, 1) telle que, pour tout ¢ > 0 suffisamment petit et pour tout
% < X < ), le soliton sort toujours de la région d’interaction par le c6té droit, et si A< A<,
alors la solution est réfléchie par le potentiel. Cette hypothese est formellement soutenue
par nos calculs dans la partie 2 (cf. Addendum). La figure suivante décrit le comportement
possible dans le cas < A < 1.

Q.-,0<c <A %QC+,)\<C+<1

défaut non nul A A
AAAANAAS t— +o0

\

\\ /'
\ 7
- \ ’
cas A< A <1 \ ,/
\ -
\ e cas $ <A <A
\ /
\ 7/
’
A ’
’
OHl(\/E) \ Vs
1 /7
AAAAA | // t~0
| /
! 7
/ 7
/ /7
’
// 7
’
Q1 /s
/ /7
;7 7
’
’,
X/
17 t — —00

Voir [52] pour plus de détails.

Enfin, quelques résultats annoncés avant dans cette introduction seront bient6t dispo-
nibles sur la page web http ://www.math.uvsqg.fr/~munoz.
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1 Preliminaries

In this Ph.D. thesis we deal with long time and qualitative properties of some nonlinear
dispersive equations, mainly Korteweg-de Vries and semilinear Schrédinger equations.

By dispersive equations we mean equations of the form
uy = Lu + F(u, Du,...),

where u(t, ) is real or complex valued, and ¢t € R, x € RY. The linear operator L is assumed
anti-adjoint, that is

F(Lu)(&) = ip(§)u(E), p(&) € R,

in terms of Fourier transform. Finally, F' is a nonlinear term, possibly containing high or-
der derivatives. Mathematically speaking, the equation is dispersive if in addition Dgp(g ) is
nonsingular.

Heuristically, an equation is more or less dispersive depending on the size and bounded-
ness of p. For example, the linear Airy equation u; + .., = 0, which satisfies p(¢) = &3,
is more dispersive than the linear Schrodinger equation iu; + u;, = 0, which satisfies

p(§) = —¢&.

Examples of (nonlinear) dispersive equations are the Korteweg-de Vries equation, the
nonlinear Schrodinger equation, the Benjamin-Ono equation, the BBM equation, KPI, KPII,
etc.

Once suitable local and/or global well-posedness results are valid for a given evolution
equation, a list of very interesting questions can be considered. One of these questions is
the long-time dynamics, or qualitative description of a class of solutions, even some very
particular solutions.

Precisely, this work is focused on a special type of solutions for a wide class of hamiltonian
and nonlinear dispersive equations. These solutions are called solitons, or more generally
solitary waves. These concepts slightly vary from one equation to another, but the spirit is the
same, and we think that a simple example can illustrate it.

So, let us consider one of the simplest cases of dispersive equations, the generalized
Korteweg-de Vries equation (gKdV). It reads?

up + (Uge +u™) =0, w=u(t,z), (t,x)eR? m=23or4. (1.1)

The Korteweg-de Vries equation (KdV), that is, the case m = 2 above, arises in Physics as a
model of propagation of dispersive long waves, as was pointed out by J. S. Russel in 1834
[48]. The exact formulation of the KdV equation comes from Korteweg and de Vries (1895)
[33]. This equation was studied in a numerical work by N. Zabusky and M. Kruskal in 1965
[34].

In addition, the above equation enjoys some surprising properties. First of all, note that
if u = u(t, z) is solution of the above equation, then also are u(t — to,z — z¢) and u.(t,z) :=
c/m=Dy(ct, \/cx), for any ¢ > 0 and tg, 79 € R. These are examples of translation and scaling
invariance, respectively. Solitons are precisely localized solutions of (1.1) of the form

u(t,x) == Qc(x — ct),

with Q.(s) := ¢/~ DQ(y/cs). If this class of solutions exists, then it has an invariant profile
and moves to the right as time increases. Moreover, they are globally defined solutions.

*The fact that we only consider the cases satisfying m < 5 will be clear below.
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From the above considerations, it is clear that () must satisfy the second order nonlinear
differential equation

Q"-Q+Q" =0, (1.2)
which has a unique positive H!(R) solution modulo translations. This solution is given by

1

m+ 1 w1
2 coshz((mQ;I)a:)

Q) = |

Note that the scaled function Q.(s) gives us the following heuristic: small solitons are wider
than large solitons, but at the same time slower. This is the equivalence scaling-velocity
present in the gKdV equation. The following figure describes two different solitons:

Q2

Q12

In addition, since @) is a positive function, solution of a nonlinear elliptic equation, it can
be related to a minimization problem on H!(R), for which @ represents the ground state, the
minimum level of energy. In order to obtain the existence of such a solution in a general
framework, one needs to apply concentration-compactness methods [6], due to the lack of
compactness on the entire space.

Another important example is given by the Nonlinear Schrédinger equation (NLS)
g+ gy + |u|" =0, inRy xRy, meE[2,5). (1.3)

Here v = u(t, z) is a complex-valued function. The cubic nonlinear Schrodinger equation
(namely the case m = 3) arises in Physics as a model of wave propagation in fiber optics in
a nonlinear medium, and also describes the evolution of the envelope of modulated wave
groups in water waves. In two dimensions, the cubic NLS also possesses an important phys-
ical meaning.

Given c¢g > 0, vg, zo, ¢o € R, this equation has solutions of the form

i

1.2 .
Qc( — vot — mg)e2"0Te/ i)l et

with Q. the aforementioned soliton solution. This localized solution is called solitary wave,
and its module has an invariant profile. Behind this solution, there are two more additional
symmetries satisfied by solutions of (1.3): phase and Galilean invariances.

These two types of solutions, solitons and solitary waves, share an important property:
they are pure, in the sense that no additional terms are required to satisfy the equation. This
phenomenon is rather strange in a completely general solution, considering the dispersive
character of the considered equation, and it can be explained via a delicate balance between
the dispersive member given by the derivative term and the nonlinearity included in the
equation.
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At the beginning of this paragraph we have mentioned the concepts of local and global
well-posedness as a key element to investigate qualitative or long-time properties for solu-
tions of dispersive equations. Let us see some reasons of this.

Once one has soliton solutions, one may consider the analytical or numerical study of
small perturbations, or even harder, the behavior of several soliton solutions. If one consid-
ers two or more solitons, it is natural to think about possible collisions among themselves, a
difficult question to answer due to the nonlinear character of the equation. In both cases one
begins near solitons solutions, and in order to describe both problems, local and/or global
well-posedness (LWP-GWP) ensure the existence of such a solution for a period of time.

So, in the next lines we would like to give an informal account of the -by now— well-
known LWP and GWP theory for gKdV and NLS.

Let us suppose m = 2,3 or 4in (1.1). Local well-posedness for gKdV is by now a standard
issue. From the work of Kenig, Ponce and Vega [31], (1.1) is locally well-posed in H!(R) and
then globally due to the mass and energy conservation laws

M(t) = % /R W2(t, 7) do = % /]R () dz = Mu)(0), (Mass), (1.4)
ER(t) = % /R W2(t, 7) dx—mi_l /R WL ) dae (15)
=5 L@@ o= — [ @) de = Blul(0), Energy)

and the Gagliardo-Nirenberg inequality

/RuP“ §K(p)(/Ru2)IT5(/Rui)T. (1.6)

Let us emphasize that for m = 5, the Cauchy problem for the corresponding gKdV equation
has finite-time blow-up solutions, see [47, 42, 38] and references therein. It is believed that
for m > 5 the situation is the same. For both gKdV and NLS equations, the case m = 5 is
denoted as the L?-critical case, in the sense that every soliton has the same size:

1Qcll2r) = Q| r2®), foralle > 0.

However, in the supercritical case (m > 5), small solitons (with respect to the L°°-norm) are
larger than big solitons (with respect to the L?>-norm).

The proof of Kenig, Ponce and Vega uses a fixed point argument in a subspace of
C([0,T], H'(R)) depending on the nonlinearity, for a small but fixed time 7' > 0. The proof

of a smoothing effect for the linear Airy operator e ~'%2, in the spirit of Kato, is one of the key
steps to close the iterative procedure.

In the NLS case, 2 < m < 5, the Cauchy problem is locally well-posed for uy € H'(R) (see
Ginibre and Velo [17]) and then globally well-posed due to the mass and energy conservation
laws

- % /R u2(t, ) dz = M[u](0), (Mass), (1.7)

and

Elu)(t) := ;/R|ux]2(t z)dx — / |u|" 1 (t, x) dz = E[u](0), (Energy). (1.8)
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The proof of Ginibre and Velo is based on a tough use of Strichartz estimates (in suitable
LY Li-spaces) and a fixed point argument in a small ball of C((—T,T), H'(R)), for T > 0
small, as in the gKdV case. We refer to [8] for a detailed proof.

Finally, let us recall that NLS possesses a third conserved quantity, called Momentum
Ph(t) == %Im / s (t, ) d = Plu)(0). (19)
R
This quantity is well defined for H 1(R) solutions. Similarly to the gKdV case, for m > 5, the

Cauchy problem for the corresponding NLS equation has finite-time blow-up solutions, see
[8] and references there in.

The study of perturbations of solitons or solitary waves lead to the introduction of the
concepts of orbital and asymptotic stability. By orbital stability we mean the following prop-
erty. Consider the gKdV equation (1.1), and a soliton solution Q.(x — ), for ¢, z given. Let
us suppose that there exists a solution v = u(t) of (1.1), global in time and such that

[uto) = Qe(- —z0)l () < @,

for some constant a > 0 small. Then we say that ). is orbitally stable if there exist K, g > 0
and a smooth p = p(t) defined for all ¢ > 0 such that for all 0 < o < ay,

lu(t) = Qe = )y +10'(1) — ] < Ka, [p(0) = zo| < a. (1.10)

In other words, a small perturbation of a soliton solution stays close enough to a soliton with
a corrected translation parameter. Orbital stability of solitary waves of (1.3) holds under the
subcritical assumption m < 5.

Let us give some ideas of one of the known proofs of (1.10). We follow the Weinstein
method, stated as follows: if there exists a constant p1 > 0 such that forall v € H!(R) satisfying

/sza
R

i) = [+t —mQr ) = [ @24t - K] [ Qi

then (1.10) holds. Indeed, by the Implicit Function Theorem there exist ¢ > 0, p(t) such that
z(t) == u(t) — Qz(- — p(t)) satisfies for all time

one has

[@z=0. [wt)= [ 190 -cl+le-cl<Ka
R R R
Using the definition of mass and energy, and the equation of )z, we have
Elu](t) + eM[u](t) = EQe](t) + eM[Qe](t) + FI=)(t) + O(l=(t)lI31 (&)
From the energy and mass conservation, we finally have
FLE() < N12(t0) I ) + Oz y)-

Finally, using the mass conservation, one has [ Qzz = O(sup, ||2(t)|7 (R)), so from (1.11), we
get the final result.
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Orbital stability of small perturbations of solitons for gKdV have been considered in par-
ticular in [3, 5, 9, 45]. Similarly, orbital stability of ground states for NLS equations has been
widely studied during last decades; we mention the works of Cazenave and Lions [9], We-
instein [62, 63], Grillakis, Shatah and Strauss [18, 19], Cuccagna [10], and Martel, Merle and
Tsai [45]. See references therein for a more detailed bibliography.

On the other hand, asymptotic stability concerns with the small residue given by the
stability result above mentioned. It is legitimate to wonder whether u(t) should actually
converge to a soliton in some sense.

First, some remarks. Note that two solitons Q.(z — p(t)) and Qz(x — p(t)), with ¢ ~ ¢
but different are always at a positive distance in H'(R). In addition, a standard classification
result tells you that if ||u(t) — Qc(- — 2(?))[| g1 (r) — 0 as t — +oo, for some x(t), then u(t) is
a pure soliton solution. These two arguments suggest the non existence of a completely and
general H' convergence to a soliton solution of a small perturbation of a soliton.

In order to solve this problem, one needs to reformulate the asymptotic stability property,
either by introducing some suitable weighted spaces [56], or by considering only local norms
[41]. In this last formulation, one has the existence of 3 > 0 depending of o small enough and
¢t > 0 with |¢T — ¢| < a such that

[u(t) = Qe+ (- = p()ll 11 (@>pt) — O,

as t — +o00. Moreover, lim;_, p'(t) = ¢. In other words, there is strong H l—Convergence
near the soliton. This result can be schematized by the following design

C)cJr

residue?

AAAAAAAAS t — +00

rx=ctt

Behind the proof of the asymptotic stability is the Kato identity, that we will frequently
use in this work. In its simplest form, it states that for a H*(R) solution u(t) of (1.1) satisfying
the orbital stability property (1.10), one has

Oy /R o(x — Bt)u?(t,z) <0, (1.12)

for 0 < # < cand for any positive, increasing and bounded function ¢ such that ¢’ ~ Q.
Formally, this last inequality implies that the mass near the soliton is moving to the left as the
soliton advances, which finally gives the desired result. We recall that the historical applica-
tion of this inequality is the so-called local smoothing effect associated to gKdV equations.

Finally, let us remark that asymptotic stability of solitary waves and related scattering
results have been studied in [59, 60, 7, 57, 11, 58].
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Let us come back to the gKdV equation considered in (1.1), but now in complete gener-
ality. We suppose the nonlinearity being a general function f depending on u = u(t, ), as
follows

ug + (uge + f(u))e =0, inRy x R,. (1.13)

Let us recall that f(s) = s? corresponds to the well-known KdV equation. Other physically
important cases are the cubic one f(s) = s3, and the quadratic-cubic nonlinearity, namely
f(s) = s? — us®, p € R. In the former case, the equation (1.13) is often called the (focusing)
modified KAV equation (mKdV), and in the latter, it is known as the Gardner equation. These
three equations are completely integrable models. Cubic NLS is also integrable [64]. The
complete integrability implies the existence of an infinite number of conserved quantities for
the associated equation.

In the general form (1.13), gKdV possesses only two H!(R) conserved quantities: mass
and energy. The energy is now given by

Elu](t) := ;/Rui(t,m)dx—/F(u(t,x))da:,

where we have denoted

F(s) := /05 f(o) do. (1.14)

In this thesis, we will consider nonlinearities f € C3(R) of the form

JECTPR), fw) ="+ fiw), m=234, with lm 2o (115

s—0 ‘S‘m

The positive sign leading in front of f allows the existence [4] of solitons for (1.1) of the form
u(t,x) = Qc(xr — 20 — Ct),

with ¢ > 0 small enough and z € R, and where the function Q). satisfies the elliptic equation

L+ f(Qo) = cQe, Qc€ H'(R). (1.16)

For all ¢ > 0, if a solution Q. > 0 of (1.16) exists, then it can be chosen even on R and
exponentially decreasing on R* (and similarly if Q. < 0).

Finally we consider only nonlinear stable solitons in the sense of Weinstein [63], i.e. such

that J
o [ Qe

Note that since m = 2,3,4 in (1.10), this condition is automatically satisfied for ¢ > 0 small
enough (in the pure power case f(s) = s™, this condition is satisfied for any ¢ > 0 provided
m < 5, see [63]).

> 0. (1.17)

c=c

One of the most interesting problems from the physical point of view is the solitons colli-
sion. The dynamical problem of N-soliton collision is a classical problem in nonlinear wave
propagation (see [39] for a review and references therein), although mathematically speaking
is far from being understood. By now we reduce our research to the problem of 2-soliton
collisions.

By 2-soliton collision we mean the following problem: given two solitons, solutions of
(1.13), well separated at some early time and having different velocities, we expect that they
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have to collide at some finite time. The resulting solution after the collision is precisely the
object of study. In particular, one considers if any change in size, position, or shape, even
destruction of the solitons, after some large time, may be present.

The first works under this direction were the numerical works of Fermi, Pasta and Ulam
[14] and Zabusky and Kruskal [34], showing the elastic character of the collision between two
solitons. By elastic we mean that the collision keeps the solitons unchanged and does not
produce any residual term of positive mass for large times. The unique consequence of the
collision is a shift translation on each soliton, depending on their sizes. Next, the work of
Lax [35] and the inverse scattering method (we refer e.g. to [1] and [48] for a review) provided
explicit formulas for N-soliton solutions (Hirota [24]), showing no residual terms before and
after the collisions. In other words, the collision is elastic, and the N-soliton is pure, as shows
the following schema for the case N = 2:

C1

(pure) .

Qe

QC1 QC‘)

These properties are also valid for the cubic mKdV, (see [1], p. 390) and for the Gardner
equation (see [16, 61] and references therein). In particular, complete integrability and elastic
collisions are still present. Let us recall that for the Gardner equation

ug + (ugy + u? — ,uu?’)x =0, (1.18)

given 1 € R, soliton solutions exist for all ¢ > 0 in the case ;1 < 0, and provided ¢ < %
if 4 > 0. These solutions are explicit and given by u(t,z) = Q,(z — ct), where Q,, . is the
Schwartz function [61]

._ 3¢ PO Y
Que(z) = T peosh(var) pi= (1= Sue) (1.19)

In particular, no soliton-solution exists provided p > 0, and ¢ > 0 large enough, where the
character of the equation becomes defocusing.

We point out that these techniques are known to be too rigid to be applied to more general
models, and have no equivalent for the case of the gKdV equation (1.13) with a general non-
linearity. The purpose of this thesis is to confirm this belief under reasonable hypotheses on
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the nonlinearity: the collision of two solitons is not elastic in general, except for KAV, mKdV
and the Gardner equations.

Let us emphasize that even the existence of a 2-soliton solution for non integrable equa-
tions was an open issue. In [37, 36], the authors constructed a 2-soliton solution, pure at
infinity, for suitable given parameters, in the case of subcritical and critical gKdV and NLS
equations. For the gKdV case, this solution turns out to be unique, due to a monotonicity
property similar to (1.12). The proof of these results will be adapted throughout this work to
obtain existence and uniqueness of suitable soliton solutions.

2 Main results

We have reviewed in some detail the behavior of soliton solutions for gKdV or NLS equa-
tions, and the 2-soliton collision in the integrable cases. In this thesis, we have considered
non trivial generalizations of these equations and we have given a precise description of
some interesting phenomena via explicit computations in special asymptotic regimes. In an
operative level, the results inside this work can be split in three parts, that we describe now.

The first part deals with the dynamics of a soliton-like solution for a variable coefficients
and slowly varying gKdV equation. This soliton solution can be seen as an example of
soliton-potential interaction. First we study existence and uniqueness of such a solution,
and next we completely describe the dynamics inside the interaction region. It turns out
that the dynamics induces some very interesting dispersive effects, which are not present in
the constant coefficients case. Finally, we describe the asymptotic of this solution for large
times, and finally we prove that this solution possesses an additional small defect, nonzero
at infinity for all the considered cases.

The second part of this work is concerned with similar questions for a generalized NLS
equation. As above, we describe in detail the dynamics of a soliton-like solution for a large
class of potentials. We prove existence and uniqueness, and global behavior for all time,
improving all the preceding results in the literature.

Finally, in the third part, we treat the case of a two-soliton collision for generalized KdV
equations, with general nonlinearity. More precisely, we consider a small soliton colliding
against a very small one. We prove that, for all the non integrable cases, the collision is not
elastic anymore, and no pure 2-soliton solution exists in this regime. Our proof is based in the
recent Martel-Merle results concerning the quartic gkdV case, but now we generalize their
results to a complete general nonlinearity.

In these cases a key property is lost: solutions are not pure anymore, and nonzero disper-
sive terms are always present throughout the dynamics.

The three parts before mentioned represent precisely the following three articles:
1. Muiioz C., On the soliton dynamics under slowly varying medium for generalized Korteweg-de
Vries equations, arXiv:0912.4725. To appear, Analysis and PDE.

2. Mufioz C., On the soliton dynamics under slowly varying medium for Nonlinear Schrodinger
equations, arXiv:1002.1295.

3. Muioz C., On the inelastic 2-soliton collision for gKAV equations with general nonlinearity,
arXiv:0903.1240. To appear, IMRN.

Further developments, not included in this thesis, will be available in [52, 53, 54].
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2.1 First part: one-soliton dynamics in the gKdV case

The first part of our work is devoted to the study of the soliton dynamics for small perturba-

tions of subcritical gKdV equations. Indeed, we study the soliton dynamics for the following

generalized Korteweg-de Vries equation (gKdV) on the real line

up + (Uge — Au+ alex)u™); =0 inRy x Ry, 2.1)
m=23and4; 0<e<gy, 0<A<I, ’

with a a smooth function (= the potential) satisfying suitable hypotheses, the most important
fact being that
a(r)>0, lim a(r)=1 and lim a(r) =2.

r——00 r—-+00

We also assume ¢( small enough. we have chosen 1, 2 as initial and final states, but our results
do not depend on these values and can be replaced by any pair of numbers 0 < a(—o00) <
a(400) < 4o0.

The problem we consider possesses a long and large physical literature, starting from the
works of Kaup and Newell [30] and Karpman and Maslov [29]. The physical motivation was
the study of time perturbation of integrable models.

The above authors performed a perturbative analysis of the inverse scattering theory to
describe the dynamics of a soliton (for the integrable equation) in this variable regime. In-
terestingly enough, the existence of a dispersive shelf-like tail behind the soliton was formally
described. This phenomenon is indeed related to the lack of energy conservation.

Subsequently, this problem has been addressed in several other works and for different in-
tegrable models, see for example [32, 15, 20, 21]. The reader may consult e.g. the monograph
by Newell [55], pp. 87-97, for a more detailed account of the problem.

Note that a nonzero solution of (2.1) might lose or gain some mass, depending on the sign of
u, in the sense that, at least formally, the mass satisfies the identity

€

O Mu)(t) = T /Ra’(ax)umﬂ. (2.2)

On the other hand, the novel energy (A > 0)

E,[u](t) := ;/Rui(t,x) dx + % /RuQ(t,x) dx — mi_l/Rae(x)umH(t,x) de  (2.3)

remains formally constant for all time.

The problem of describing analytically the soliton dynamics of different integrable models
under a slowly varying medium has received some increasing attention during the last years.
Concerning the gKdV equation, our belief is that the first result in this direction was given by
Dejak and Sigal, and recently by Holmer in [13, 25]. They considered the long time dynamics
of solitary waves (solitons) over a slowly varying perturbation of the gKdV equation

ug + (ugy — b(et, ex)u + u2)x =0 onR; xR, 2.4)

and where b is a bounded and smooth function. With these hypotheses, the authors show that
if the initial condition ug is close to a soliton solution, then for any time ¢ < ¢!, the solution
can be decomposed as

u(t, ) = Qcry (v — p(t)) +w(t, ),

where [[w(t)|| 1 ®) < Ke'/? and p(t), c(t) satisfy a related dynamical system.



40 MAIN RESULTS

In order to obtain improved results in this direction, and to overpass the barrier e 1in

time, it is necessary to pick less general potentials. This assumption allows to understand,
for a still large class of potentials, the complete dynamics of the corresponding soliton-like
solution.

In order to present the results in the clearest possible form, we have chosen to state the
result concerning the cubic case. For a detailed account of results, including the quadratic
and quartic cases, see Part 1, Theorem 1.1.

Theorem 2.1 (Dynamics of interaction of solitons for mKdV equations under variable
medium).

Letm =3,andlet 0 <\ < \g := % be a fixed number. There exists a small constant g > 0 such
that for all 0 < € < ¢ the following holds.

1. Existence of a soliton-like solution. There exists a unique solution v € C(R, H'(R)) of
(2.1), global in time, such that

i lu(t) = QC = (1 =) a1 r) = 0.

2. Interaction soliton-potential and stability. There exist K > 0, ¢ > 1 and a C*-function
p(t) defined for all t > =1 such that

1
wh(t, ) =u(t,) - EQ&(' —p(1))

satisfies, for any t > &1,

lw™ () |y + 10/ (8) — ™ + A < Ke'/2,

The proof of this result is based on the construction of an approximate solution of (2.1) in
the interaction region, satisfying certain symmetries. This approximate solution is basically
composed of a modulated soliton plus a small correction term. One of the first important
points is the fact that the soliton’s position and scaling follow a dynamical system in the slow
variable et. From the nature of the potential considered, and under the smallness condition
A < £, we can show that the soliton exits by the right hand side, at time of order e~!. How-
ever, at some point we formally obtain that the correction term possesses an infinite mass,
see also [43] for a similar problem. It turns out that, to obtain a localized solution, we need
to break the symmetry of this solution, a key difference with respect to the soliton solution of
gKdV. This lack of symmetry leads to the error £1/2 in the theorem above stated. At this price,
we completely describe the interaction region, a completely new result.

A fundamental question arises from the above results, namely is the final solution an
exactly pure soliton for the gKdV equation (2.1) with a. = 2? This question is equivalent to
decide whether

limsup [lw™ ()| g1 ) = 0.

t——+00

Our last result shows that indeed this behavior cannot happen.
Theorem 2.2 (Non-existence of pure soliton-like solution for generalized gKdV equations).

Under the context of the preceding result, suppose 0 < X < &. There exists eg > 0 such that, for
all 0 < e < gg,
limsup [lw™ ()| g1 ) > 0. (2.5)

t——+o0
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The proof of this result follows a very simple idea. Indeed, if we suppose that the soliton
solution is pure at +o00, then by uniqueness it converges at exponential rate to a soliton solu-
tion. Using this decay in time we can obtain space decay and therefore the solution is actually
in L', and conserves the L!-integral. From the fact that the scaling varies in a nontrivial way,
and using the integral conservation law, we obtain the desired contradiction.

The last two results can be schematized in the following figure:

ct > oo
t — 400
sidual
non zero residua %Qc‘*’a a=2
dispersive tail, Oy (1/2)
t~0

What is the behavior of the solution for a coefficient % < A < 1? We have included a
paragraph at the end of Part 2 (see Addendum) where we formally describe the behavior of
the soliton solution for this case. For a detailed account of this problem, see the last section
below.

2.2 Second part: the Schrédinger case

A basic but non trivial question is to deal with similar questions for the Schrodinger case.
This is the objective of the second part of this work: the study of the soliton dynamics for the
NLS equation in the case of a slowly varying medium.

Indeed, we considered the following subcritical generalized nonlinear Schridinger equation
(NLS)

iy + Uge + alex)|u|" lu =0 inR; xR,, m € [2,5). (2.6)

Here v = u(t, x) is a complex-valued function, ¢ > 0 a small parameter and « satisfies the
same hypotheses as above.

The literature in this case is by far larger, starting from the physical works of Kaup and
Newell [30] and Grimshaw [21]. Mathematically speaking, the first result in this direction
was given by Bronski and Jerrard [6]. Gustafson et al. [22, 23] and Holmer et al. [26, 27, 28]
have considered the dynamics of a soliton under general potentials, for short times, namely
t ~ 1. See also [12] for a similar result in the case of a generalized Hartree equation. From
these results, it seems clear that a deeper understanding of the soliton dynamics for large
times strongly depends on the specific character of the considered potential. As above, the
idea is to consider simple but still general potentials in order to understand the complete
behavior of the soliton solution.
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Now, a nonzero solution of (2.6) might gain momentum, in the sense that, at least formally,
the quantity Plu](t) defined in (1.9) now satisfies the identity

0, Plul(t) = —° / o (ex)u™ ! > 0. 2.7)
R

m—+1

Therefore the momentum is always a non decreasing quantity. This simple fact will have
important consequences in our results, in particular we will obtain from this property the
stability and uniqueness of our solution. On the other hand, the mass M [u](t) defined in (1.7)
and the novel energy

Eulul(t) := ;/R]ux|2(t,x) do— —— [ el 1) d

remain formally constant for all time.

Our main result is a complete description, for all time, of the interaction soliton-potential
for the aNLS equation 2.6. As above, in order to simplify the exposition, we present the
simplest case, m = 3. For the complete result, see Theorem 1 1 in Part 3.

Theorem 2.3 (Dynamics of a generalized soliton-solution for the cubic NLS equation).

Let m = 3 in (2.6). Assume that a(-) satisfies the same hypotheses as above. Let vy > 0. There
exists a small constant ey(vy) > 0 such that for all 0 < e < g the following holds.

1. Existence of a soliton-like solution.
There exists a unique solution u € C(R, H*(R)) of (2.6), global in time, such that

1.2

imlu(t) = Q(- — wot)e /2 a0 | 1 gy = 0. (2.8)

2. Stability of interaction soliton-potential. Let v, = (v3 + 4)% (> vg). There exist K > 0,
and C*- functions p(t),~(t) € R defined for all t > L such that the function

w(t,z) = u(t,z) — \}iQ4(az — Vool — p(t))e%m“e”(t)
satisfies, for all t > 1,
1
lw®)llzz) + 10/ (O] + 1 (1) = 4+ (o3| < Ke?. (2.9)

The last two results can be schematized in the following figure:

t — 400
O (£2), residual
NN NN NN NN NSNS
- 5@ Vs > 00
OHl (52)
AANAAAAAAAAAA t~0

t— —oc0,a=1

Q7U0>0



2.3 - Third part: two-soliton dynamics 43

One may compare the above result with the results for the gKdV case, where a bound
of order /2 is showed. Our present result is better due to the absence of a dispersive tail
behind the soliton, precisely of order £'/2 in H'(R), and present in the gKdV case. A first
mathematical treatment of this phenomenon can be found in [43]. Let us finally recall that
such dispersive elements in a soliton solution are not present in the case of a pure NLS or
gKdV equation.

In addition, this result is also true for the two dimensional case, if we consider a potential
depending only on one variable, and for any incident velocity (see Theorem B 1 and Corollary
C 1). The restriction to the two dimensional case is a consequence of the lack of smoothness
for the power nonlinearity in higher dimensions.

These results can also be generalized to decreasing potentials for not too large times. The
important point here is that the construction of a soliton-like solution does not depend on
the sign of @/, but on the flatness at infinity. The dynamics on the interaction region can be
described in the same way as in the increasing case, with a key difference: for small initial
velocities, the soliton solution is reflected. For large initial velocities, the soliton exits the in-
teraction region by the right hand side, but stability is not known in this case, so the behavior
of this solution for large times is by now unknown. However, if the velocity is small enough
(but still independent of ), we can describe the soliton solution for all time. Indeed, let us
suppose that the potential a(-) strictly decreases from an initial state « = 1 to a final state
ao € (0,1). Then, if v} < 3(1 — a3), there exists a soliton solution satisfying (2.8) and

sup [u(t) = Q-+ vot = p(t))e 2O | 1y < K,
t>1

with p/(t) small (see Addendum 1 in Part 3 for more details.) In other words, the behavior in
this regime is very similar to the dynamics expressed by the following figure:

; ?
non zero residual? A Q1, —vo t — +oo
NSNS

\
case v} < 3(1 — af) A~~~ t~0

/

Q1,v0 >0 A
t — —oo

See [54] for more details. As above expressed, the behavior of this solution in the regime

v > %(1 — a3) and for large times is an open problem. What happens in the limiting case

v¢ = 3(1 — a}) seems to be a hard open problem.

2.3 Third part: two-soliton dynamics

The third part of this work concerns the study of the 2-soliton collision for gKdV equations
with a general nonlinearity.
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We emphasize that inverse scattering theory is useless in the case of a non integrable
equation. Here, our purpose is to confirm that under reasonable hypotheses on the nonlin-
earity, the collision of two solitons is not elastic in general, except for the KdV, mKdV and the
Gardner equations.

We deal with this problem for (1.13) with a general nonlinearity f(u) in a particular set-
ting: we consider two positive solitons Q.,, Q¢,, 0 < c2 < ¢1 < ¢(f), and we assume c3 is
smaller than c;.

Under these assumptions, Martel and Merle [39] considered the collision problem for
(1.13) in the quartic case, f(s) = s*. They showed that the collision is almost elastic, but

inelastic, by showing the nonexistence of a pure 2-soliton solution.

The next question arising from this result is to generalize these results to (1.13) under
assumption (1.15). In this case, Martel and Merle [40] proved that the collision is still stable,
giving upper bounds on the residual terms appearing after the collision. In [40], the question
of whether the collision is elastic or inelastic in the general case —and thus the nonexistence
of pure 2-soliton solutions— was left open, see [40], Remark 1.

By extending some techniques from [39, 40] and developing new computations, we are
able to provide a satisfactory answer to this open question.

Theorem 2.4 (Non-existence of pure 2-soliton solution, general case).

Let f be as in (1.15), with m = 2 or 3, and

feCrti(R), fP0)#0 forsome p>4. (2.10)

For 0 < ¢p < 1 < 1, equation (1.13) has no pure 2-soliton solution of sizes ci, c.

The nonzero condition f(P)(0) # 0 for some p > 4 rules out the integrable cases f(s) = s™,
m = 2 or 3 and the Gardner nonlinearity f(s) = s — us>.

Our proof follows the approach described by Martel, Merle and Mizumachi [39, 40, 44].
The assumption ¢y small allows to linearize in ¢y, and then to reduce the non-existence of
a pure 2-soliton solution to the computation of a coefficient depending only on ¢;. This co-
efficient is part of an approximate solution of (1.13) with high order of accuracy, and it is
evidently zero in the integrable cases. For general f and general ¢; > 0, it is an open question
to compute this coefficient. According to this, we compute the asymptotic of this coefficient
as ¢ is small. This is the only place where ¢; small is needed.

The behavior of this solution can be represented schematically by the following picture
(by courtesy of Y. Martel).
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Finally, some words about related literature. The 2-soliton collision has been considered
for the case of NLS equation very recently. We mention the recent works of Perelman [57],
Holmer, Marzuola and Zworski [26, 27, 28] and Abou Salem, Frohlich and Sigal [2].

3 Perspectives

In this section, we describe some interesting open problems following in this work.

3.1 Lower bound on the defect at infinite for gKdV and NLS equations

One of the questions left open in this work is the obtention of a quantitative lower bound
on the defect at infinity for a soliton-like solution. The answer to this question is probably
positive, at least in the case A > 0, after some formal computations. We believe that in the
gKdV case one has

o 4 € B
lim inf 0™ (t)]| @) > 5 form = 2,4,

and surprisingly of order 2 in the cubic case (cf. [53] for more details).
In the Schrodinger case, we conjecture the existence of a constant & > 0 such that, for all
¢ > 0 small enough,

- 1,
liminf [[w(®)l| g1 r) = 7€

In other words, the behavior in (2.9) is sharp.

These estimates are in a certain sense equivalent to the results of nonexistence of pure
2-soliton solution for gKdV equations and BBM equations outside the integrable cases, as
showed in [39, 44, 49, 43].
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3.2 Dynamics of soliton solutions for gKdV, case s < \ < 1

Another interesting problem is to understand the behavior of the solution described in The-
orem 2.1 for values of the coefficient z < A < 1. Here the main difference with the preceding
case is that formally the scaling decreases in time. Therefore a first non trivial task is to show
the existence of a final state for the scaling, positive and far from zero, uniformly in . How-
ever, if the scaling is smaller compared with A, the soliton solution may be reflected to the
left by the potential. Indeed, we believe that there exists a explicit constant A € (3,1) such
that, for any ¢ > 0 small enough and any 1 < \ < A, the soliton still exits the interaction
region by the right hand side, and if A < A < 1 then the soliton solution is reflected by the
potential. This claim is formally supported by our computations in Part 2 (cf. Addendum).
The following figure describes the conjectured behavior in the case 3 < A < 1.

Q.-,0<c™ <A %QC+,A<C+<1

non zero residual A A
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We refer to the work [52], in preparation.

Let us finally remark that some of the results announced in this introduction are available
in the web page http://www.math.uvsq. fr/~munoz.
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54 INTRODUCTION AND MAIN RESULTS

Abstract

We consider the problem of the soliton propagation, in a slowly varying medium, for a
generalized Korteweg - de Vries equations (gKdV). We study the effects of inhomogeneities
on the dynamics of a standard soliton. We prove that slowly varying media induce on the
soliton solution large dispersive effects at large time. Moreover, unlike gKdV equations, we
prove that there is no pure-soliton solution in this regime.

Keywords : generalized Korteweg- de Vries equation, soliton dynamics, slowly varying po-
tentials.

1 Introduction and Main Results

In this work we consider the following generalized Korteweg-de Vries equation (gKdV) on the
real line
Ut + (uzx + f(l‘a u)):}c =0, in Ry x R,. (1-1)

Here u = u(t,x) is a real-valued function, and f : R x R — R a nonlinear function. This
equation represents a mathematical generalization of the Korteweg-de Vries equation (KdV),

namely the case f(z,s) = s?,

up + (Uge + 1)y =0, inRy x Ry; (1.2)

another physically important case is the cubic one, f(z, s) = s®. In this case, the equation (1.1)
is often refered as the (focusing) modified KAV equation (mKdV). In general, mathematicians
denote by generalized Korteweg-de Vries (gKdV) the following equation

Ut + (Uge +u™)z =0, InRy xRy;  m > 2integer. (1.3)

Concerning the KdV equation, it arises in Physics as a model of propagation of dispersive
long waves, as was pointed out by J. S. Russel in 1834 [62]. The exact formulation of the KdV
equation comes from Korteweg and de Vries (1895) [41]. This equation was re-discovered in
a numerical work by N. Zabusky and M. Kruskal in 1965 [42].

After this work, a great amount of literature has emerged, physical, numerical and math-
ematical, for the study of this equation, see for example [8, 7, 75, 63, 62]. This continuous,
focused research on the KdV (and gKdV) equation can be in part explained by some striking
algebraic properties. One of the first properties is the existence of localized, exponentially
decaying, stable and smooth solutions called solitons. Given two real numbers zy and ¢ > 0,
solitons are solutions of (1.3) of the form

u(t,x) := Qc(x —xog — ct), Qc(s) = cﬁQ(cl/zs), (1.4)

and where @) is a explicit Schwartz function satisfying the second order nonlinear differential
equation

m+1 T
2 cosh?( @x)
In particular, this solution represents a solitary wave defined for all time moving to the right
without any change in shape, velocity, etc.

Q'-Q+Q"=0, Q)= (1.5)
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In addition, equation (1.3) remains invariant under space and time translations. From the
Noéther theorem, these symmetries are related to conserved quantities, invariant under the
gKdV flow, usually called mass and energy:

Mu](t) = /R W2(t, ) da = /R 2(x) dz = M[u](0), (Mass), (1.6)
and
Elul(t) = ;/Rui(t,a?) d:c—mil/RumH(t,x) dx (1.7)
= ;/R(uo)i(x) dx — mi—l /Rug”rl(x) dx = E[u](0). (Energy)

Let us now review some facts about the gKdV equation (1.3), with m > 2 integer. The
Cauchy problem for equation (1.3) (namely, adding the initial condition u(t = 0) = wug) is
locally well-posed for ug € H'(R) (see Kenig, Ponce and Vega [39]). In the case m < 5, any
H!(R) solution is global in time thanks to the conservation of mass and energy (1.6)-(1.7),
and the Galiardo-Nirenberg inequality

/]Rup+1 gK(p)(AUQ)T(Au§)4. (1.8)

For m =5, solitons are shown to be unstable and the Cauchy problem for the corresponding
gKdV equation has finite-time blow-up solutions, see [61, 56, 50] and references therein. It is
believed that for m > 5 the situation is the same. Consequently, in this work, we will discard
high-order nonlinearities, at leading order.

In addition, there exists another conservation law, formally valid only for L' (R) solutions:

/ u(t, x)dzr = constant. (1.9)
R

The problem to consider in this paper possesses a long and extense physical literature.
In the next subsection we briefly describe the main results concerning the propagation of
solitons in slowly varying medium.

1.1 Statement of the problem, historical review

The dynamical problem of soliton interaction with a slowly varying medium is by now a
classical problem in nonlinear wave propagation. By soliton-medium interaction we mean,
loosely speaking, the following problem: In (1.1), consider a nonlinear function f = f(t, z, s),
slowly varying in space and time, possibly of small amplitude, of the form

flt,x,s) ~s™ asxz — +oo, forall time;

(namely (1.1) behaves like a gKdV equation at spatial infinity.) Consider a soliton solution
of the corresponding variable coefficient equation (1.1) with this nonlinearity, at some early
time. Then we expect that this solution does interact with the medium in space and time,
here represented by the nonlinearity f(t,z,s). In a slowly varying medium this interaction,
small locally in time, may be significantly important on the long time behavior of the solution.
The resulting solution after the interaction is precisely the object of study. In particular, one
considers if any change in size, position, or shape, even creation or destruction of solitons,
after some large time, may be present.
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Let us review some relevant works in this direction. After the works of Fermi, Pasta and
Ulam [19], Zabusky and Kruskal [42] (see [62] for a review), where complete integrability
was established for KdV and other equations, a new branch of research emerged to study
the dynamics of solitons solutions of KdV under a slowly varying (in time) medium. Kaup
and Newell [38] and after Karpman and Maslov [37] considered the study of perturbations of
integrable equations, in particular, they considered the perturbed (in time 7) gKdV equation

ur + (B(eT)ugy + a(em)u™), =0, m=2,3; «a,3>0. (1.10)

This last equation models, for example, the propagation of a wave governed by the KdV
equation along a canal of varying depth, among many other physical situations, see [37, 4] and
references therein.

Note that this equation leaves invariant (1.6) and (1.9), but the corresponding energy for
this equation is not conserved anymore. After the transformation ¢ := [ 3(es)ds, u(t, z) :=

-
(§) ™ (em)u(r, z), the above equation becomes

a
B

The authors then performed a perturbative analysis of the inverse scattering theory to de-
scribe the dynamics of a soliton (for the integrable equation) in this variable regime. In-
terestingly enough, the existence of a dispersive shelf-like tail behind the soliton was formally
described. This phenomena is indeed related to the lack of energy conservation (1.7) for the
equation (1.11).

U + (Ugy +0™)y = ey(et)u, where ey(et) = O [log(=)(e7(1))]. (1.11)

1
m—1

Subsequently, this problem has been addressed in several other works and for different
integrable models, see for example [40, 20, 25, 26]. Moreover, using inverse-scattering tech-
niques, the production of a second —small- solitary wave was pointed out in [85], see also [27],
but an analytical and satisfactory mathematical proof of this phenomenon is by now out of
reach of the current technology. The reader may consult e.g. the monograph by Newell [70],
pp. 87-97, for a more detailed account of the problem.

In addition, another important motivation for the study of this problem comes from an
interesting point of view, given in Lochak [45], see also [46] for a more detailed description.
Based in formal conservation laws, the author points out that, in the case of equation (1.11),
well-modulated solitons are good candidates to be adiabatically stable objects for this infinite
dimensional dynamical system. See [45, 46] for more details.

In this paper we address the problem of soliton dynamics in the case of a slowly varying,
inhomogeneous medium, but constant in time. This model, from the mathematical point of
view, introduces several difficulties to the study of the dynamical problem, as we will see
below; but at the same time reproduces the production of a shelf-like tail behind the soliton,
formally seen by physicists. Our main result states that, as a consequence of this tail, there is
no pure soliton-solution (unlike gKdV) for this regime. This result illustrates the lack of pure
solutions of non-trivial perturbations of gKdV equations.

Now let us explain in detail the model we will study along this paper.

1.2 Setting and hypotheses

Let us come back to the general equation (1.1), and consider ¢ > 0 a small parameter. Fol-
lowing equation (1.10), along this work we will assume that the nonlinearity f is a slowly
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varying x-dependent function of the power cases, independent of time, plus a (possibly zero)
linear term:

{f(x, 5) = —As +ac(z)s™, A >0, m=23and4. (1.12)

ac(x) := a(ex) € C3(R).

We will suppose the parameter A fixed, independent of . Concerning the function a we will
assume that there exist constants K, > 0 such that

1<a(r)<2, d(r)>0 forallreR,
0<a(r)—1< Ke", forallr <0, and (1.13)
0<2—a(r) < Ke " forallr > 0.

In particular, lim, ., a(r) = 1 and lim,_,;» a(r) = 2. We emphasize that the special choice
(1 and 2) of the limits are irrelevant for the results of this paper. The only necessary conditions
are that
0<a_o = Tli)mooa(r) < Tgrfwa(r) =! (oo < +00.
Of course the decay hypothesis on a in (1.13) can be relaxed, and the results of this paper
still should hold, with more difficult proofs; but for brevity and clarity of the exposition these
issues will not be considered in this work.

Finally, to deal with a special stability property of the mass in Theorems 3.1 and 6.1 (cf.
also (6.22)), we will need the following additional (but still general) hypothesis: there exists
K > 0 such that for m = 2,3 and 4,

‘(al/m)(3)(s)| < K(al/m)’(s), for all s € R. (1.14)

This condition is generally satisfied, however o’ must not be a compact supported function.

Recapitulating, given 0 < A < 1, we will consider the following aKdV equation

{“t + (Uze — Au+ac(2)u™)y =0 inR; X Ry, (1.15)

m=2,3and4; 0<e<ep; asatisfying (1.13)-(1.14).

The main issue that we will study in this paper is the interaction problem between a
soliton and a slowly varying medium, here represented by the potential a.. In other words,
we intend to study for (1.15) whether it is possible to generalize the well-known soliton-like
solution @ of gKdV. Of course, it is by now well-known that in the case f(t,z,s) = f(s), and
under reasonable assumptions (see for example Berestycki and Lions [6]), there exist soliton-
like solutions, constructed via ground states of the corresponding elliptic equation for a bound
state. However, in this paper our objective will be the study of soliton solutions under a
variable coefficient equation, where no evident ground state is present.

To support our beliefs, note that at least heuristically, (1.15) behaves at infinity as a gKdV
equation:

{ut + (Ugy — Au+ 1u™), =0 asz — —oo, (1.16)

up + (Ugy — Au+2u™), =0 asz — 4o0.
In particular, one should be able of to construct a soliton-like solution u(t) of (1.15) such that
u(t) ~ Q- — (1= \)t), ast— —oc,

in some sense to be defined. Here () is the soliton of the standard gKdV equation given by
(1.5). Indeed, note that Q(- — (1 — A)¢) is an actual solution for the first equation in (1.16), but
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on the whole real line, going to the left , to the right or being a steady state depending on
A>1,A < 1lor A = 1respectively.

On the other hand, after passing the interaction region, by stability properties, this solu-
tion should behave like (for small ¢)

1
—Qc..(x — (ceo — A)t) + lower order termsine, ast — +oo, (1.17)

2 m—1
where ¢, is a unknown, positive number, a kind of limiting scaling parameter. In fact, note
1
that if v = v(¢) is a solution of (1.3) then u(t) := 2~ m—Tv(t) is a solution of

up + (Uge — Au+2u™), =0 inRy x R,. (1.18)

In conclusion, this heuristic suggests that even if the potential varies slowly, the soliton will
experiment non trivial transformations on its scaling and shape, of the same order that of the
amplitude variation of the potential a.

Before stating our results, some important facts are in order. First, unfortunately equation
(1.15) is not anymore invariant under scaling and spatial translations. Moreover, a nonzero
solution of (1.15) might lose or gain some mass, depending on the sign of u, in the sense that, at
least formally, the quantity

ME(t) = / 2t ) do (119)
R
satisfies the identity
oMt =~ / o (ex)um . (1.20)
R

Another key observation is the following: in the cubic case m = 3, with our choice of a,
the mass is always non increasing. This simple fact will have important consequences in our
results, at the point of saying that the cubic case corresponds to a well-behaved problem, a
sort of good generalization of the pure power case.

On the other hand, the novel energy (A > 0)

1 A 1
E,[ul(t) := 2/ﬂ{u§(t,x) dx + 5 /RUQ(t,J:) dx — M/Raa(x)umﬂ(t,x) dx (1.21)
remains formally constant for all time. Moreover, a simple energy balance at oo allows to
determine heuristically the limiting scaling in (1.17), for example in the case A = 0, if we
suppose that the lower order terms are of zero mass at infinity. Indeed, from (1.17) we have

2

Eum[u)(—00) = E[Q] ~ 2 7212 7 E[Q] = Eamoful(+o0),  E[Q] #0,

(cf. Appendix G.1). This implies that co, ~ 97+ > 1. These formal arguments suggest the
following definition.

Definition 1.1 (Pure generalized soliton-solution for aKdV).

Let 0 < A < 1be a fixed number. We will say that (1.15) admits a pure generalized soliton-
like solution (of scaling equals 1) if there exist a C! real valued function p = p(t) defined for
all large times and a global in time H'(R) solution u(t) of (1.15) such that

JimJu(t) = Q( = (1= Ny = Jim_[[u(®) =277 Qe (- = (1) s gy = 0

with limy_, 4+ p(t) = +00, and where ¢, = ¢ () is the scaling suggested by the energy
conservation law (1.21).
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Remark 1.1. Note that the existence of a translation parameter p(¢) is a necessary condition:
it is even present in the orbital stability of small perturbations of solitons for gKdV, see e.g.
[5, 9, 13]. Note that we have not included the case p(t) — —oc ast — 400 (= a reflected
soliton), but we hope to consider this case elsewhere.

1.3 Previous analytic results on the soliton dynamics under slowly varying
medium

The problem of describing analytically the soliton dynamics of different integrable models
under a slowly varying medium has received some increasing attention during the last years.
Concerning the KdV equation, our belief is that the first result in this direction was given
by Dejak, Jonsson and Sigal in [17, 18]. They considered the long time dynamics of solitary
waves (solitons) over slowly varying perturbations of KdV and mKdV equations

u 4 (Uge — b, 2)u+u™), =0 onRy xR,, m=23, (1.22)
and where b is assumed having small size and small variation, in the sense that for ¢ small,
07 0Pb| < " TP forO0<n+p<2.

(Actually their conclusions hold in more generality, but for our purposes we state the closest

version to our approach, see [17] for the detailed version.) With these hypotheses the authors

show that if m = 2 and the initial condition ug satisfies the orbital stability condition
inf_Juo = Qcl- — a)lmm < e*, s<

0<cp<c<er
a€R

> co, 1 given,

then for any for time ¢ < Ke~* the solution can be decomposed as

U(t, :U) = Qc(t) (:E - p(t)) + w(ta IL‘),
where [|w(t)| g1 (r) < Ke® and p(t), c(t) satisfies the following differential system

pl(t) = c(t) = blt,a(t)) + O(*), (1) = O(*);

during the above considered interval of time. In the cubic case (m = 3) their results are
slightly better, see [17].

Note that our model can be written as a generalized, time independent Dejak-Jonsson-
1
Sigal equation of the type (1.22), after writting v(t, z) := a(ex)u(t, z), with a(ex) := a™=1 (ex).
From these considerations we expect to recover and to improve the results that they have
obtained.

Recently Holmer [32] have announced some improvements on the Dejak-Jonsson-Sigal
results, without assuming b small. In this paper, in order to achieve a deep understanding of
the phenomenon we have preferred to avoid the inclusion of a time depending potential, and
to treat the infinite time prescribed and pure data, instead of the standard Cauchy problem.
This election will be positively reflexed in the main Theorem, where we will describe with
accuracy the dynamical problem, including its asymptotics as ¢ — +ooc.

The interaction soliton-potential can be also considered in the case of the nonlinear
Schrodinger equation

iug + gy — V(ex)u + |ul>u=0, on R;xR,. (1.23)

We mention the recent works of Holmer, Marzuola and Zworski [33, 34, 35] and Gustafson
et al. [28, 29], where similar results to the above one were obtained. Finally we point out the
very recent work of Perelman [73], concerning the critical quintic NLS equation.
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1.4 Main Results

Let .
1
T, := ~1T0 > 0. 1.24
S - (1.24)
This parameter can be understood as the interaction time between the soliton and the potential.
In other words, at time ¢ = —7 the soliton should remain almost unperturbed, and at time
t = T, the soliton should have completely crossed the influence region of the potential. Note
that the asymptotic A ~ 1 is a degenerate case and it will be discarded for this work.

In this paper we will prove (cf. Theorems 1.1, 1.2 and 1.3) that for a suitable general case a
pure soliton-like solution as in Definition 1.1 does not exist, in the sense that the lower order
terms appearing after the interaction have always positive mass. This phenomenon will be a
consequence of the dispersion produced during the crossing of the soliton with the main core
of the potential a..

In what follows, we assume the validity of above hypotheses, namely (1.12), (1.13) and
(1.14). As has been previously claimed, our first result describes in accuracy the dynamics of
the pure soliton-like solution for akKdV (1.15).

Theorem 1.1 (Dynamics of interaction of solitons for gKdV equations under variable
medium).

Letm =2,3and 4,and let 0 < A < \g := % be a fixed number. There exists a small constant
€0 > 0 such that for all 0 < e < eq the following holds.

1. Existence of a soliton-like solution. There exists a solution u € C(R, H'(R)) of (1.15), global
in time, such that

JimJu(t) = Q( — (1= M)llgey =0, (1.25)

with conserved energy Eqlul(t) = (A — Xo)M[Q] < 0. This solution is unique in the cases
m = 3; and m = 2,4 provided X > 0.

2. Interaction soliton-potential. There exist K > 0 and numbers coo(A) > 1, pe, T. € R such
that the solution u(t) above constructed satisfies

[u(T2) =27 VQe (= po) ||y gy < K2 (1.26)

Moreover, \
Coo(A=0)=2m+3  and coo(A=Xg) = 1. (1.27)

Finally we have the bounds

T~ Tl < o5 (1= N < pe < (Gess(N) — A= DT (1.28)
Remark 1.2. Let us say some words about the special parameter Ao from above. First, note
that \g = A\g(m) is always less than 1 for m = 2,3 and 4; with A\g(m = 5) = 0 (= the L?-critical
case). In addition, note that for A\ = Ao we have E,[u|(t) = (A — X\)M[Q] = 0; and if A < A
one has E,[u](t) < 0, for all ¢ € R. For more details about the consequences of this property,
and a detailed study of ¢ () see Lemma 4.4.

Remark 1.3. The proof of this result is based on the construction of an approximate solution
of (1.15) in the interaction region, satisfying certain symmetries. However, at some point we
formally obtain an infinite mass term, see also [57] for a similar problem. It turns out that to
obtain a localized solution we need to break the symmetry of this solution (see Proposition



1.4 - Main Results 61

4.6 for the details), a key difference with respect to the soliton solution of gKdV and the recent
result of Holmer et al. [36], up to 2~ for the cubic case. This lack of symmetry leads to the
error £1/2 in the theorem above stated. At this price we overtake the interaction region, a
completely new result.

The next step is the understanding of the long time behavior of our generalized soliton
solution.

Theorem 1.2 (Long time behavior).

Under the assumptions of Theorem 1.1, suppose now in addition that 0 < X\ < g for the cases
m=2,4,and 0 <X < Agifm =3. Let 0 < 8 < 3(coo(A) — A). There exists a constant =9 > 0 such
that for all 0 < e < ¢ the following hold.

There exist K, ct > 0 and a C*~function ps(t) defined in [T, +00) such that
w+(t7 ) = U(t, ) - 2_1/(m_1)Qc+(' - pQ(t))

satisfies

1. Stability. Forany t > T¢,

™ ()11 ey + ¥ = oo (W] + [9(E) = (coo(A) = A)| < Ke'/2. (1.29)
2. Asymptotic stability.

i o (011 o0y = 0. (130)

3. Bounds on the parameters. Define 6 := —1- — 1 > 0. The limit
tli+m E,wT|(t) = ET (1.31)

exists and satisfies the identity
. (c+)2 .

ET = WO\OC — NM[Q]+ (A = Ao)M[Q), (1.32)

and for all m = 2,3,4 and 0 < A < A there exists K (\) > 0 such that

1
I lim sup Her(t)Hip(R) <E" < Ke. (1.33)

t——+o0

Furthermore, in the case m = 3, A\ = 0, we have %E* = (%)3/2 — 1, and for all X > 0,

1. ct 2
ghmsup Hw+(t)||§{1(R) < (7) —1< Ke. (1.34)

t——+o0 0

Remark 1.4. Stability and asymptotic stability of solitary waves for generalized KdV equations
have been widely studied since the "80s. The main ideas of our proof are classical in the
literature. For more details, see e.g. [5, 13,9, 59, 71].

Remark 1.5. The sign of /() is a sufficient condition to ensure stability; however, it can be
relaxed by assuming for example the weaker condition a/(s) > 0 for all s > sp. In this
paper we will not pursue on these assumptions. It is not known whether under more general
potentials stability still holds true, see also below.
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Remark 1.6 (Decreasing potential). Pick now a potential a(-) satisfying a/(s) < 0 and

. . 1
1= Sgr_nooa(s) > a(s) > tl}inooa(s) =5
Let us explain the main changes in the above theorems. First of all, Theorem 1.1 part (1)
holds true, however we do not know whether the solution constructed is unique. On the
other hand, part (2) holds true with the coefficient Zﬁ in front of Q.__, %0 < eo(A) < 1,
and ¢ (A = 0) = 277 (see Lemma 4.4 to see this). (1.28) holds true with the obvious changes.
Finally, Long time stability (=Theorem 1.2) for this case is an open question.

A fundamental question arises from the above results, namely is the final solution an
exactly pure soliton for the aKdV equation with a. = 2? (cf. Definition 1.1.) This question is
equivalent to decide whether

limsup [|w™ ()| g1 ) = 0.
t—+00

Our last result shows that indeed this behavior cannot happen.

Theorem 1.3 (Non-existence of pure soliton-like solution for aKdV).

Under the context of Theorems 1.1 and 1.2, suppose m = 2,3,4 with 0 < X < Ao. There exists
g0 > 0 such that for all 0 < e < ¢,

limsup [lw™ ()| g1 ) > 0. (1.35)
t——+o0

Remark 1.7. We have been unable to solve several questions related to these results. In addi-
tion to the classical problem of the extension of these results to more general potentials a(-),
we have the following questions in mind:

1. A first basic question is to decide if every solution of (1.15) with H!(R) data is globally
bounded in time. In Proposition 2.2 we prove that every solution is globally well de-
fined for all positive times, and uniformly bounded if A > 0 or m = 3. However, for the
cases m = 2,4 and A = 0 we only have been able to find an exponential upper bound
on the H!-norm of the solution. Is every solution described in Theorem 1.1 globally
bounded?

2. In the cases m = 2,4 and A = 0, is the solution constructed in Theorem 1.1 unique? Is it
stable for large times? (cf. Theorem 6.1).

3. What is the behavior of the solution for a coefficient A\jg < A < 1? We believe in this
situation the soliton still survives, but becomes reflected to the left by the potential.

4. Itis possible to obtain in Theorem 1.3 a quantitative lower bound on the defect at infin-
ity?

5. Is there scattering modulo the soliton solution, at infinity?

Remark 1.8. The case of the Schrodinger equation considered in (1.23) will be treated in an-
other publication (see [65].)

Remark 1.9 (Case of a time dependent potential). As expected, our results are also valid, with
easier proofs, for the following time dependent gKdV equation:

up + (uge — Au+a(et)u™), =0, inRy x R,. (1.36)
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Here a satisfies (1.13)-(1.14) now in the time variable. Note that this equation is invariant
under scaling and space translations. In addition, the L' integral and the mass M [u] remain
constants and the energy

Blul(t) = /R w4 /R t - 2D /R o

ed'(et)

OB [u](t) = — VD /R L,

T m+1

satisfies

Furthermore, Theorems 1.1 and 1.2 still hold with co, (A = 0) = 2%/(>~™) (because of the mass
conservation), for any A > 0, m = 2,3 and 4 (follow Lemma 4.4 to see this). We left the details
to the reader.

Before starting the computations, let us explain how the proof of the main results work.

1.5 Sketch of proof

Our arguments are an adaptation of a series of works by Martel, Merle and Mizumachi [49,
53, 58, 52, 57], and some new computations. The idea is as follows: we separate the analysis
among three different time intervals: t < —¢1, |t| < e and e7! < t. On each interval the
solution possesses a specific behavior which we briefly describe:

1. (t < —e~1). In this interval of time we prove that u(t) remains very close to a soliton-
solution with no change in the scaling and shift parameters (cf. Theorem 3.1). This
result is possible for negative very large times, where the soliton is still far from the
interacting region [t| < e~ L.

2. (Jt| < e71). Here the soliton-potential interaction leads the dynamics of u(t). The nov-
elty here is the construction of an approximate solution of (1.15) with high order of ac-
curacy such that (a) at time ¢t ~ —&~! this solution is close to the soliton solution and
therefore to u(t); (b) it describes the soliton-potential interaction inside this interval, in
particular we show the existence of a remarkable dispersive tail behind the soliton; and
(d) it is close to u(t) in the whole interval [—e~!,e7!], uniformly on time, modulo a
modulation on a translation parameter (cf. Theorem 4.1).

3. (t > e 1) Here some stability properties (see Theorem 6.1) will be used to establish the
convergence of the solution u(t) to a soliton-like solution with modified parameters.

Additionally, by using a contradiction argument, it will be possible to show that the
residue of the interaction at time ¢t ~ ¢! is still present at infinity. This gives the conclu-
sion of the main Theorems 1.1, 1.3. Indeed, recall the L' conserved quantity from (1.9). This
expression is in general useless when the equation is considered on the whole real line R,
however it has some striking applications in the blow-up theory (see [61]). In our case, it will
be useful to discard the existence of a pure soliton-like solution.

Remark 1.10 (General nonlinearities). We believe that the main results of this paper are also
valid for general, subcritical nonlinearities, with stable solitons. In this case the scaling prop-
erty of the soliton is no longer valid, so in order to construct an approximate solution one
should modify the main argument of the proof.
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Finally, some words about the organization of this paper, according to the sketch above
mentioned. First in Section 2 we introduce some basic tools to study the interaction and
asymptotic problems. Next, Section 3 is devoted to the construction of the soliton like solution
for negative large time. Sections 4.1 and 5 deal with the proof of Theorem 1.1. In Section 6 we
proof the asymptotic behavior as t — +o00, namely Theorem 1.2. Finally we prove Theorem
1.3 (Section 7).

2 Preliminaries

In this section we will state several basic but important properties needed in the course of
this paper.

2.1 Notation
Along this paper, both C, K, v > 0 will denote fixed constants, independent of ¢, and possibly
changing from one line to the other.

Finally, in order to treat the case A > 0 we need to extend the energy (1.7) by adding a
mass term. Let us define

B0 [0 +5 [0 - = [ami) 1)

namely E[u] = Eq=1[ul.

2.2 Cauchy Problem
First we develop a suitable local well-posedness theory for the Cauchy problem associated to
(1.15).

Let ug € H*(R), s > 1, A > 0. We consider the following initial value problem

(2.2)

up 4 (Ugy — A+ ac(x)u™), =0 inRy x R,
u(t =0) = uo,

where m = 2,3 or 4. The equivalent problem for the generalized KdV equations (1.3) has
been extensively studied, but for our purposes, in order to deal with (2.2), we will follow
closely the contraction method developed in [39]. We have the following result.

Proposition 2.1 (Local well-posedness in H*(R), see also [39]).

Suppose ug € H*(R), s > 1. Then there exist a maximal interval of existence I (with 0 € I), and
a unique (in a certain sense) solution v € C(I, H*(R)) of (2.2). Moreover, the following properties
hold:

1. Blow-up alternative. If sup I < +o0, then

t&?z ()] 1= () = +o00. (2.3)

The same conclusion holds in the case inf I > —oo.
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2. Energy conservation. For any t € I the energy E,[u](t) from (1.21) remains constant.
3. Mass variation. For all t € I the mass M [u](t) defined in (1.19) satisfies (1.20).
4. Suppose ug € L*(R) N H'(R). Then (1.9) is well defined and remains constant for all t € I.

Proof. The proof is standard, and it is based in straightforward application of the Picard iter-
ation procedure and the tools developed in [39]. We skip the details. O

Once a local-in-time existence theory is established, the next step is to ask for the possibil-
ity of a global well-posedness theorem. In many cases the proof reduces to the use of conservation
laws to obtain some bounds on the norm of the solution for every time. In the case of gKdV
equations (m < 4) this was proved in [39] by using the mass and energy conservation; how-
ever, in our case relation (1.20) is not enough to control the L? norm of the solution. As we
had stated in the Introduction, the global existence for cubic case m = 3 follows from the
mass decreasing property. However, to deal with the remaining cases, we will modify our
arguments by introducing a perturbed mass, almost decreasing in time, in order to prove
global existence. Indeed, define for eacht € I, m = 2,3 and 4,

- 1

Mlul(t) := 2/Ra;/m(a;)u2(t,aﬁ)da;. (2.4)

It is clear that M[u](t) is a well defined quantity, for any time ¢ € I and u solution of (2.2)
in H'(R). Note also that for all t € I we have the equivalence relation M[u](t) < M[u](t) <
2L/ M ] (t).

This modified mass enjoys of a striking property, as is showed in the following
Proposition 2.2 (Global existence in H!(R)).

Consider u(t) the solution of the Cauchy problem (2.2) with u(0) = ug € H'(R) and maximal
interval of existence I. Then u(t) is continuously well defined in H(R) for any t > 0. More precisely,
the following properties hold.

1. Cubic case. Suppose m = 3, X > 0. Then I = (to, +00) for some —oo < ty < 0 and there
exists K = K(||uo|| g1 (r)) > O such that

sup [[u(t)|| mr) < K. (2.5)
>0

2. Almost monotony of the modified mass M and global existence. For any m = 2,3 and 4,
and for all t € I we have

ouTlul(t) = 5 [ (@ (eond = 5 [ @y = 2Ot @6)

In particular,

(a) I is of the same form as above;
(b) If X > 0 there exists ¢o > 0 small such that (2.5) holds;
(c) if X\ =0and m = 2,4, then we have for all t > 0 the exponential bound

()] g1 gy < KeXe, .7)

for some K = K([luo|| g1 (w))-
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Proof of Proposition 2.2. First we consider the cubic case, namely m = 3. From (1.20) we have
foranyt € I,t >0
Mlu](t) < M[u](0).

This bound implies the global existence for positive times. Indeed, the above bound rules out
the L? blow-up in (positive) finite and infinite time scenario, namely (2.3). In order to control
the H!(R) norm, we use the energy conservation, the Galiardo-Nirenberg inequality (1.8) and
the preceding bound on the mass. Indeed, for any ¢ € I, ¢t > 0, and redefining the constant K’
if necessary, we have

1 1 1
Z/RU?C = Ea[u}(O)—2/\/Ru2—|—m_i_lfRa,gum+1

< Egu[u](0) + AM[u](0) + K”“(t)||(Ln;?ﬁg3))/2||ux(t)\|(£?(§))/2.

Noticing that (m — 1) < 1 for m = 2,3 and 4, we have that

A@SMMmmmm

for a large constant K. This bound implies the H'(R) global existence for all positive times
and the uniform bound in time (2.5). The bound (2.5) is direct.

In order to prove (2.6), we proceed by formally taking the time derivative. Every step can
be rigorously justified by introducing mollifiers. From the equation (1.15) we have

1[u = al/ My, = a' ™)y (Uge — M+ acu™
= ¢ «aﬂmy@xﬁn%x—JxaUmy@myﬁ)-55 (a*/™) (ex)u?
R 2 2 Jr

+€/Ra8(a1/m)/(€x)um+1_mil/R(al/mH)/(w)umH

= —5e [ (e) = M Ol = Sz [ (@ (e

This proves (2.6). Now, in order to establish global H L(R) existence for positive times, we
first control the L? norm using M [u](t). Let us consider the case A > 0. In this case, taking &g
small enough, and thanks to (1.14), we have

O M[u](t) <0,

and thus M|u](t) < M[u](0) for all t € I, ¢t > 0. The rest of the proof is identical to the cubic
case.

Now we consider the last case, namely m = 2,4 and A = 0. Here the above argument is
not valid anymore and then we have only the existence of K > 0 independent of ¢ such that

A Mlu)(t) < Ke®Mlu](t).
This implies that forany ¢t € I,t > 0,
MTu)(t) < Mu](t) < K Mu](0)e"="".

This bound rules out the L? blow-up in finite time scenario for positive times. To control the
H'(R) norm, we use the same argument from the preceding case. Indeed, for any ¢ € I,
redefining the constant K if necessary, we have

3
/ui < Keke ¢
R
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for some large constant K. This bound implies the H!(R) global existence for positive times.
The proof is now complete. O

Remark 2.1 (Mass monotony). A conclusion of the above Proposition is the following. Con-
sider u(t) € H(R) a solution of (1.15). Define de following modified mass

~ ) Mu)(t), ifm =3,
Mul() := {M[u](t), if m =2,4and A > 0. @8)

TNhen there ~exists gg > Osuch that forall0 < ¢ < ggand forallt € R, t > ¢t one has
Mu](t) — M[u](to) < 0.

We will also need some properties of the corresponding linearized operator of (1.15). All
the results here presented are by now well-known, see for example [53].

2.3 Spectral properties of the linear gKdV operator

In this paragraph we consider some important properties concerning the linearized KdV op-
erator associated to (1.15). Fix ¢ > 0, m = 2,3 or 4, and let

1
Lw(y) = —wyy + cw —mQ" Hy)w, where Q.(y) :=cm1Q(\cy). (2.9)
Here w = w(y). We also denote Ly := L.—1.

Lemma 2.3 (Spectral properties of £, see [54]).

The operator L defined (on L?(R)) by (2.9) has domain H*(R), it is self-adjoint and satisfies the
following properties:

m+1 m+1
1. First eigenvalue. There exist a unique \,, > 0 such that LQ.> = —X\pQc? .

2. The kernel of L is spawned by Q... Moreover,

. _ir 1 1o
AQe = 00Qulue, = 2| =7 Qe + 32QL]. (2:10)
satisfies L(AQ.) = —Q.. Finally, the continuous spectrum of L is given by ocont(L) =

[c, +00).

3. Inverse. Forall h = h(y) € L*(R) such that [ hQ = 0, there exists a unique h € H%(R)
such that [ hQ.. = 0 and Lh = h. Moreover, if h is even (resp. odd), then h is even (resp. odd).

4. Regularity in the Schwartz space 8. For h € H*(R), Lh € S implies h € S.

5. Coercivity.
(a) There exists K, 0. > 0 such that for all w € H'(R)
Blw, w] := /(wi + cw?® — mQm 1w?) > ac/ w? —K!/ wQ.|? —K\/ wQ')?.
R R R R
In particular, if [, wQ. = [ wQ. = 0, then the functional Blw,w) is positive definite in

H(R).

(b) Now suppose that [, wQ. = [ wxQ. = 0. Then the same conclusion as above holds.



68 CONSTRUCTION OF A SOLITON-LIKE SOLUTION

Now we introduce some notation, taken from [53]. We denote by ) the set of C*° functions
f such that for all j € N there exist K, ; > 0 such that for all z € R we have

19 (@)] < K1+ fal)se

Now we recall the following function to describe the effect of dispersion on the solution.
Letc> 0and
Q'(z)

= T) = —Q—/C: c cx
plr) =~y ele) = —GE = Vap(Vea). @11)

Note that ¢ is an odd function. Moreover, we have

Claim 1 (See [54]). The function ¢ above defined satisfies:

1. limy oo () = —1; limy— 4 o0 () = 1.
2. Forall = € R, we have |¢(z)] + |¢" (z)] + |¢®) (z)| < Ce~ 1=l
3. Both ¢, (1 — ?) € V.

Remark 2.2. The function ¢ has been already used to describe the main order effect of the
collision of two solitons for the quartic KAV equation (see [53]). In that case, ¢ represented
the nonlinear effect on the shift of solitons due to the collision. In this paper, ¢ will describe
the dispersive tail behind the soliton product of the interaction with the potential a.. For
more details, see Lemma 4.3.

We finish this section with a preliminary Claim taken from [53].

Claim 2 (Non trivial kernel, see [53]). There exists a unique even solution of the problem
LoVp =mQ™ ™, Ve .
Moreover, this solution is given by the formula (cf. Lemma 2.3 for the definitions)
_%AQ(y)a form = 27

Voly) = ¢ —Q?*(y), form =3, and
Q) [§ Q*—2Q%(y)), form =4.

Finally, this solution satisfies (Lo(1 + Vp)) = (1)) = 0.

3 Construction of a soliton-like solution

3.1 Statement of the result

Our first effort concerns with the proof of existence of a pure soliton-like solution for (1.15)
for t — —oo. Indeed, we prove that, at exponential order in time, there exists a solution u(t)
of the form

u(t) ~gimry QG — (1= M)t), t— —o0,
and where @ is a soliton for the gKdV equation.

Theorem 3.1 (Existence and uniqueness of a pure soliton-like solution).

Suppose 0 < X < 1 fixed. There exists g > 0 small enough such that the following holds for any
0<e<ep.
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1. Existence. There exists a solution u € C(R, H*(R)) of (1.15) such that

Jimu(t) ~ Q( — (1= M) 1) = 0. 31)
and energy Eq[u](t) = (A — Ao) M [Q)]. Moreover, there exist constants K,~ > 0 such that for
all time t < —3T. and s > 1,

lu() = QC = (1= M) rs(m) < Ke™le". 3.2)

In particular,

1

Ju(=T2) = Q(- + (1 = NTo) [l vy < Kele™® ™0 < K10 (3.3)

provided 0 < € < g small enough.

2. Uniqueness. In addition, this solution is unique in the following cases: (i) m = 3; and (ii)
m=2,4and 0 < A < 1.

Remark 3.1. This result follows basically from the fact that inside the region z < —37. the
potential a. is constant (= 1) at exponential order (see (1.13)). In other words, the equation
(1.15) behaves asymptotically as a gKdV equation, for which soliton solutions exist globally.

Remark 3.2. Note that the energy identity in (1) above follows directly from (3.1), Appendix
G.1 and the energy conservation law from Proposition 2.1.

Remark 3.3. The uniqueness of u(t) in the general case is an interesting open question.

The proof of this Theorem is standard and follows closely [49], where the existence of a
unique N-soliton solution for gKdV equations was established. Although there exist possible
different proofs of this result, the method employed in [49] has the advantage of giving an
explicit uniform bound in time (cf. (3.2)). This bound is indeed consequence of compactness
properties. For the sake of completeness, we sketch the proof in Appendix B.

Remark 3.4. An easy consequence of the above result is the following. Consider u(t) the
solution constructed in Theorem 3.1. Then from the negativity of the energy £, and the
Galiardo-Nirenberg inequality (1.8) there exists a constant £ > 0 such that for all time ¢ € R,

1
1Ol < llu®lrzm < Kllu)lla .- (3.4)

Moreover, if m = 3 or m = 2,4 and A > 0, then we have

1
sup [|[u(t) || 1wy < Kllu(—=5T:) | 51 (w)- (3.5)
teR 2
This last estimate shows that, in order to understand the limiting behavior at large times of
u(t), we may consider only the L?-norm.

4 Description of interaction soliton-potential

Once we have proven the existence (and uniqueness) of a pure soliton-like solution for early
times, the next step consists on the study of the interaction soliton-potential. In this sense,
note that the region [—T;, T.| can be understood as this nonlinear interaction regime, because
of a.(—T.) ~ 1 and a.(T.) ~ 2 (cf. (1.12)-(1.13)).
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The next result shows explicitly that perturbations induced by the potential a. are sig-
nificative, of order one, mainly focused in the scaling and shift parameters. Moreover, the
soliton exits the interaction region as a first order solution of the aKdV equation (1.15) with
a. = 2, and a small error, dispersive term, of order £1/2 in H'(R).

Before state the main result of this section, let us recall \g the parameter introduced in
Theorem 1.1. These coefficients have a crucial role to distinguish different asymptotic behav-
iors.

Theorem 4.1 (Dynamics of the soliton in the interaction region).

Suppose 0 < X\ < \o. There exist constants g > 0, and coo(\) > 1 such that the following holds
forany 0 < & < gg. Let u = u(t) be a globally defined H" solution of (1.15) such that

[u(=T2) = Q-+ (1 = NT2)|| gy < Ke'/2. (4.1)
Then there exist Ky = Ko(K) > 0and p(T:), p1(T:) € R such that
[u(Te + pr(T2)) — 270 DQe (- = p(T)) ||y < Koe/. (4.2)
In addition, coo(A =0) = 2P, p = mi%, and coo(A = Ao) = 1. Finally, we have the bounds
1
‘pl(Ta)‘ < 100° (1 - )\)TE < P(Ta) < (zcoo()‘) - A= 1)T87 (4.3)

valid for eg sufficiently small.

Remark 4.1. The above theorem is a stability result ensuring that, under the hypotheses of
Theorem 1.1, the soliton survives the interaction, with the scaling predicted by the conserva-
tion of energy.

Remark 4.2. Even if from Theorem 3.1 we have an exponential decay on the error term at
time t = -7 (cf. (3.3) and (4.1)), we are unable to get a better estimate on the solution at
time t = T.. This problem is due to the emergency of some order ¢!/? dispersive terms, hard
to describe using soliton based functions. This new phenomenon has high similarity with a
recent description obtained by Martel and Merle for the collision of two solitons of similar
sizes for the BBM and KdV equations, see [57].

Remark 4.3. We do not know whether the above result is still valid in the range A > ). Formal
computations suggest that in this regime the soliton might be reflected after the interaction. We
hope to consider this regime in a forthcoming publication.

The proof of this Theorem requires several steps, in particular this Section and Section 5
deal with the proof of this result. As we have mentioned in the introduction of this paper, we
will construct an approximate solution of (1.15). In the next section we prove that the actual
solution describing the interaction of the soliton and the potential a. is sufficiently close to
our approximate solution.

4.1 Construction of an approximate solution describing the interaction

Let us remark that, after the time —7, the interaction begins to be nontrivial and must be
considered in our computations. The objective of the following sections is to construct an
approximate solution of (1.15), which describes the first order interaction between the soliton
and the potential on the interval of time [T, 7.]. The final conclusion of this construction is
presented in Proposition 4.6 below.

Our first step towards the proof of Proposition 4.6 is the introduction of a suitable nota-
tion.
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4.2 Decomposition of the approximate solution

We look for 4(t, x), the approximate solution for (1.1), carring out a specific structure. In
particular, we construct @ as a suitable modulation of the soliton Q(z — (1 — \)t), solution of
the KdV equation

U + (Ugy — Au+u™), = 0. 4.4)

Let ¢ = ¢(et) > 1 be a bounded function to be chosen later and

y:=x—p(t) and R(t,z):= g(céz)(i)y)), (4.5)
where .
a(s) = ami(s), p(t) = —(1— \Ts + /_  (eles) = N)ds (4.6)

The parameter @ intends to describe the shape variation of the soliton along the interac-
tion.

The form of (¢, ) will be the sum of the soliton plus a correction term:
u(t,z) := R(t,z) + w(t, x), 4.7)
w(t,z) = cAc(et;y), (4.8)
where A, 1= A o) (et;y) = T A(et;y/cy) and A is a unknown function to be determined.

We want to measure the size of the error produced by inserting # as defined in (4.8) in the
equation (1.1). For this, let

S[a](t, 2) = iy + (figg — A+ ac@™)g. (4.9)
Finally, let us recall the definition of the linear operator £ given in (2.9). Our first result is
the following
Proposition 4.2 (First decomposition of S[a]).
For every t € [T, 1|, the following nonlinear decomposition of the error term S[u] holds:
Sla)(t,r) = e[F1 — (LAL),](et;y) + 2 [(Ac): + ¢ (et) AA (et; y) + 2E (L, @),
where A (y) == L(=L5 Ac(y) + 2y(Ac)y (y)) (cf. Lemma 2.3) and

cim—1
dept) ;1

d(et) -
nep(t) | m—1

aep(t))
and E(t, x) is a bounded function in [-T.,T;] x R.

Fi(et;y) := AQc(y) + (c(et) = NQe(y) + (WQI(Y))y], (4.10)

Proof. We prove this result in Appendix C. O

Note that if we want to improve the approximation %, the unknown function A, must be
chosen such that
Q) (LA:)y(et;y) = Fi(et;y), forally € R.

Then the error term will be reduced to the second order quantity S[i] = &2[(A.): +
d(et)AA.)(et;y) + €2E(t,z). We prove such a solvability result in a new section, of inde-
pendent interest.
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4.3 Resolution of ((2)

When solving problem (£2), we will see below that it is not always possible to find a solu-
tion of finite mass. In fact, we will look for solutions such that time and space variables are
separated:

~

Ac(t,y) = blet)pe(y) + d(et) + h(et) Ac(y); (4.11)

where b(s), d(s) and h(s) are exponentially decreasing in s, ¢ is the bounded function defined
in (2.11) and A, € Y (recall that lim1, p. = £/c.)

This choice gives us a crucial property. Recall that ¢ > 1. We say that A, satisfies the (IP)
property (IP = important property) if and only if

(IP) Any spatial derivative of A.(et,-) is a localized Y-function,
and there exists K,v > 0 such that [[Ac(et, )| oo (r) < Ke It forall t € R.

Note that a solution of the form (4.11) satisfies the (IP) property.

4.3.1 Resolution of a time independent model problem

In this subsection we address the following existence problem. Let us recall from (2.9), £y :=
—ajy +1—mQm (y).

Given a bounded and even function F' = F(y), we look for a bounded solution A = A(y)
of the following model problem
(LoA) = F. (4.12)

satisfying A bounded. The following result deals with the solvability theory for problem
(4.12), in the same spirit that Proposition 2.1 in [53] and Proposition 3.2 in [64].

Lemma 4.3 (Existence theory for (4.12)).
Suppose F' € Y even and satisfying the orthogonality condition

/ FQ=0. (4.13)
R

Let 3 =1 [ F. Forany § € R, problem (4.12) has a bounded solution A of the form

Aly) = Bo(y) +0 + Ai(y), with Ai(y) € V. (4.14)

Finally, this solution is unique in L*(R) modulo the addition of a constant times Q'.

Proof. Letus write A := S+ 6(1+Vy)+ A1, where 3,5 € Rand A; € Y are to be determined.
Inserting this decomposition in (4.12), we have (LoA1) = F — 5(Lop)’, namely

Y
Lo = 1 = BLop+. HG)i= [ Fs)ds, (4.15)

— 00

and where v := LyA;(0) — ffoo H(s)ds. Without loss of generality we can suppose the con-
stant term v = —f3, because from Claim 2 Ly(1 + Vp) = 1, thus any constant term can be
associated to the free parameter J.

Now, from Lemma 2.3 the problem (4.12) is solvable if and only if

s+ 1)@ = [ #a = [ Fo-o,
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namely (4.13) (recall that £oQ = 0.) Thus there exists a solution A; of (4.15) satisfying
Jz A1Q" = 0. Moreover, since

Jim (7 = 3(Cog+ 1)) =0, lim (1 = B(Lop+ D)) = [ F=26,

we get Ay € Y provided 8 = £ [, F, by Lemma 2.3. This finishes the proof. ]

4.3.2 Existence of dynamical parameters

Our first result concerns to the existence of a dynamical system involving the evolution of
first order scaling and translation parameters on the main interaction region. This system is
related to the orthogonality condition fR F1Q. = 0, see proof of Lemma 4.5.

Lemma 4.4 (Existence of dynamical parameters).

Suppose m = 2,3 or 4. Let Ao, p,a(-) be as in Theorem 4.1 and (1.13). There exists a unique
solution (p, c), with c bounded positive, monotone, defined for all t > —T, with the same regularity
than a(e-), of the following system

(4.16)

In addition,

1. If X\ = X, one has c = 1.

2. If0 < X\ < Ag then for all t > —T. one has c(et) > 1 and lim;_, 1 c(et) = coo + O(g1?),
where coo = coo(A) > 1 is the unique solution of the following algebraic equation

A (Cop — i)140 =2P(1 — i)I—AO, Coo > 1. (4.17)
Ao Ao

Moreover, A € [0, Ao] — ¢oo(A) > 1 is a smooth decreasing application, and coo (A = 0) = 2P.

Remark 4.4 (Case A = 0). In this situation, there exists a simple implicit expression for c(et):

a(ep(t))

p(t) = c(et) = P (—eTL)

Using the strict monotony of a, from this identity we can find explicitly c(et).

Remark 4.5. Note that the critical value )y can be seen as the exact value of A such that the
solution u(t) constructed in Theorem 3.1 has zero energy. Indeed, note that from Theorem
3.1 we have E,[u] = (A — A\o)M[Q]. This implies that E,[u] = 0 (> 0,< 0 resp.) if A = Ao
(A > Ao, A < Ag resp.). Because of this phenomenon the study of the soliton dynamics for
A > g is an open question.

Proof of Lemma 4.4. The local existence of a solution (c, p) of (4.16) is a direct consequence of
the Cauchy-Lipschitz-Picard theorem.

Now we use (4.16) to prove a priori estimates on the solution c. Note that

(C(&t) — )\) , _ B CL/ B ) ail
c(et)(elet) — ) (et) = p(e(et) = A)—(ep) = pp'()—(ep).
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In particular,

A

(1 — Xo)0: log(c(et) — )\—) + A0 log c(et) = po; log a(ep).
0

By integration on [—1%, t], using ¢(—¢7;) = 1, we obtain

M (et) (elet) — ;O)uo —a- ;O)Mo ap(i Eif’f?m). (4.18)

Since 1 < a < 2, cis bounded and p is bounded on compact sets and consequently we obtain
the global existence. One proves in particular ¢ > 0 and

4

AM(et) < aP(ep), andthus 1< c(et) <25, (4.19)

Moreover, lim; . c(ct) exists and satisfies limy ;o c(6t) = coo + O(e'?), where ¢ is a
solution of (4.17), after passing to the limit in (4.18). In order to prove the uniqueness of the
solution of (4.17), consider for iz > 1 the smooth function

A A

g A) = 0 (= ) = 2P(1 - =

_ 1-Xo

Note that in the case A < A\g we have g(1; \) < 0 and

_ A A
Oug(; ) = (=) (u=A) = (1— =) > 0.
)\0 )\O
This implies that there exists a unique co(A) > 1 such that g(co(A); A) = 0. This proves the
uniqueness. The smoothness of the application A € [0, A\g] — coo(A) is an easy consequence of
the Implicit Function Theorem.

Finally we prove that A — ¢ () is a decreasing map. To do this, we take derivative in
(4.17). We obtain

Coo M) (e (N) = A 1 cég A 2P
e =N, Ly W
(Coo(A) = 557 Ao (Coo(A) = 5% (1= 55
1 A
< (—-—1)1-2)Ma—27) <o.
< (5 -DI-)-2) <0
O
4.3.3 Conclusion of resolution of (2)
Lemma 4.5 (Resolution of (2)).
Suppose 0 < X < X\g and c(et) given by (4.16). There exists a solution A. = A.(et;y) of
(LA (etyy) = Fi(et;y), (4.20)

satisfying (IP) and such that

1. Foreveryt € [-T.,T¢],

Ac(et;-) € L®(R),  Ac(et;y) = b(et)(pe(y) — ¢'/2) + h(et) Ac(y),
A. ey, |b(et)|+ |h(et)| < Ke el

2. limy—4 o0 Ac(y) = 0.
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Remark 4.6. The function A, models, at first order in ¢, the shelf-like tail behind the soliton, a
dispersive effect of the interaction soliton-potential.

Proof. We prove this lemma in three steps.

Step 1. Reduction to a time independent problem. We suppose c given as in Lemma 4.4. Note
that F} in (4.10) can be written as follows

/

a A 1
Fi(et;y) = am [pe(c — )TO)AQC -

m —

(e = NQe+ W) ()

Consider now the functions

1 4
-1

Fily) =pAQ - @+ (Q")s Fi)i= Q- Fag—

We claim that if ¢(et) satisfies (4.16) then every term in F has the correct scaling, as shows
the following result.

Claim 3. Suppose A(y), A(y) solve the stationary problems
(LoA) = F1, (LoA) = Fy. (4.21)

Then for all ¢t € R,

!/
Acet;y) = 5(8'0) T (et)| A+ A7 (et) Al (¢ (et)y)
is a solution of (4.20).

Proof. Note that

!
/
+A ~a (5p) Cﬁ [ _ A// + A _ QO_IA]/(Cl/2y)
am(ep)

a'(ep) L i1z 1 a(ep) 1~ 1p
= m-= F )\7 m—1 [

(et T AGa e Re)
_ den), s 1 o L @lep) 1 p
= Fn() [pc”AQ. Qe+ (¥Qc") ]+ )\&m(gp) [m — Qe )\OCAQC}
= Fi(et;y).

This finishes the proof. O

The above Claim reduces to time independent problems.

Step 2. Resolution of (4.21).
Claim 4. There exists A, A solutions of (4.21) satisfying (4.14).

Proof. According to Lemma 4.3 it suffices to verify the orthogonality conditions

/REQ:/REQZQ
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Indeed, using Lemma G.1 in Appendix G

[Be = »[r00-— [ @+ [ euam,
- p/RAQQ—ml_l/RQMmlH/RQm“

(5—m) 4 B
4(m—1)[p_m+3]/RQ2_0'

Similarly

Thus, by invoking Lemma 4.3 there exist solutions A, A of (4.21) of the form

{fuy) = Boly) +3+Ai(y), Aie,
Aly) = Bely) + 0+ Aily), A1 e,

and where 3, 3,4, 6 € R. Moreover, (3, 3 are given by the formulae
~ 1 - 1 1 1 1 1 1
B = Q/RFI_2/R(pAQ_m—1Q)_2[p(m—1_2)_m—l]/RQ
3
= [ Q<o
2(m + 3) /RQ

for each m = 2,3 and 4. On the other hand

N 1 \ 1 1 4
b= 2/RF1:2/R(m—1Q_5—mAQ)
1 1 4 3—m 1
- 2[m—1_5—mx2(m—1)]/RQ:2(5—m)/RQ>O,

for each m = 2,3 and 4. O

Final step. Finally, to get lim, | Ay) = limy_ 4o A(y) = 0 we choose 6 = —3 and
6 = —f3. This proves the last part of the lemma. With this choice we have

Aly) = Ble(y) = 1)+ Aily),  Aly) = Bley) - )+ Aily), A Are ).
Using Claim 3, an actual solution A.(et; y) of (4.20) is obtained by considering

Adletsy) = ;ﬁfg)cm%@ A4+ A () A] (V2y)

= blet)(pely) — ?) + h(et)Acly), Ac€ V.

where
11

b(&‘t) = %(B + )\Cil(ft)ﬁ)a h(&‘t) = ;r;((e;;))

This finishes the proof of Lemma 4.5. O
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Remark 4.7. We emphasize that in any case A, € L?(R), even if it is exponentially decreas-
ing in time. This non summable solution must be modified in order to obtain a finite mass
solution.

Before continuing with the construction of the approximate solution, we need some cru-
cial estimates on the parameter c(ct).

Remark 4.8 (Bounds for c¢(et)). From the bound on c(et) in (4.18) we conclude that for all
€ [-T.,T,]
1< c(et) < 257,

4.4 Correction to the solution of Problem ((2)

Consider the cutoff function € C*°(R) satisfying the following properties:

n(s) < 0<7(s) <1, forany s € R; 422)
n()50f0r3<—1 n(s)=1 fors > 1. '
Define
ne(y) == nley +2), (4.23)
and for A, = A.(et;y) solution of (4.20) constructed in Lemma 4.5, denote
Ay (etsy) = ne(y) Ac(et; y). (4.24)
Now redefine

where R is the modulated soliton from (4.5).

The following Proposition, which deals with the error associated to this cut-off function
and the new approximate solution 4, is the principal result of this section.

Proposition 4.6 (Construction of an approximate solution for (1.15)).

There exist constants g, K > 0 such that for all 0 < ¢ < ¢ the following holds.

1. Consider the localized function Ay defined in (4.23)-(4.24). Then we have

(a) New behavior. Forall t € [-T.,T;],

= < 3
{ jﬁzz z; = Zc(gfya)ll yfor al;;/ > —%. (4.26)
(b) Integrable solution. Forall t € [-T;,T.|, Ag(et,-) € H(R) with
leAx(et, )l mm) < Keze el (4.27)
2. The error associated to the new function u satisfies
IS[a)(t)]| 2y < Keze M, (428)

and the following integral estimate holds

/Hs Dl eyt < K2,
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Proof. The proof of (4.26) is direct from the definition. To prove (4.27) it is enough to recall
that
72l 2wy < Ke /2,

For the proof of (4.28), see Appendix D. O

4.5 Recomposition of the solution

In this subsection we present some important estimates concerning our approximate solution.
More precisely, we will show that « at time +7. behaves as a modulated soliton with the
scaling given by the formal computations at infinity. We start out with some model H'-
estimates.

Lemma 4.7 (First estimates on ).

1. Decay away from zero. Suppose f = f(y) € Y. Then there exist K,~ > 0 constants such that
forallt € [-T;,T;]
la' (e2) £ ()| 1y < KM (4.29)

2. Almost soliton solution. The following estimates hold for all t € [T, T;].

e + (¢ = Nig |y < Kee Y 1dy + (¢ — Nl || poom) < Kee ¥, (4.30)
ligw — M+ @™ = (¢ — N+ Opz(g)(ee M), (4.31)

and
(G — ¢t + ac@™ ) || grmy < Kee ¥+ Ke?, (4.32)

Proof. The proof of (4.29) is a direct consequence of (1.13) and the fact that p/(t) = c(et) — X >
1— )\ forallt € R.

Now let us prove (4.30). From (4.25) we obtain

~/

@+ (e=Nits = e=AQe — ez (c = NQe+el(Ag): + c(A)a]
= e[(Ag) + c(Ag)a] + O my(ee M),

Now, from (D.3) in Appendix D, we know that
el(Ap) + c(Ag)e) = €2(c — NnlAe + O gy (277 = Oy gy (277N,

This estimate completes the proof of the H'-estimate. The L>°-estimate follows directly from
the continuous Sobolev embedding H!(R) — L*°(R).

Concerning (4.31), note that from (4.27)

gy — M+ az@™ = (c— N+ e[(Ag)pe + ma-R™ 1Ay
+O0r2(r) (ce ) + O(?|Ap?)
= (c— N+ Opaq)(ce ).

Finally we deal with (4.32). Note that [t,, — ct + a.0™], = S[a] — ((¢ — AUy + U¢); the
conclusion follows directly from (4.28) and (4.30). O
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The next result describes the behavior of the almost solution @ at the endpoints ¢ =
=T, T;.

Proposition 4.8 (Behavior at ¢t = £+77).
There exist constants K,eq > 0 such that for every 0 < e < eg the approximate solution @
constructed in Proposition 4.6 satisfies
1. Closeness to ) at timet = —1T..
la(=T2) = QC + (1 = M)l 1y < Ke'®. (4.33)

2. Closeness to 2~/ (m=1Q,_ at time t = T.. Let coo(\) > 1 be as defined in Lemma 4.4. Then
(T2 = 27D Qe (- = p(T2)) | 1 (ry < Ke™. (4.34)

Proof. By definition,
u(=T2) = Q( — p(=T1z)) = R(-T2) = Q(- + (1 = NT) + w(-Tz).
From Lemma 4.6 we have
(T2l ) = oA (T2 iy < KeM2e™ ™ < K1,
for € small enough. On the other hand, from p(—7;) = —(1 — A\)7; and using the monotony

of a, we have
4

1 < ¢(—€T.) < a5 (ep(—T.)) <1+
In conclusion we have
IR(=T2) = Q(- + (1 = NT) |l ) < Ke™,
as desired. Estimate (4.34) is totally analogous, and we skip the details. O

In concluding this section, we have constructed and approximate solution u describing, at
least formally, the interaction soliton-potential. In the next section we will show that the solu-
tion u constructed in Theorem 3.1 actually behaves like @ inside the interaction box [—1%, T].

5 First stability results

In this section our objective is to prove that the approximate solution % describes the actual
dynamics of interaction in the interval [-T;, T.]. The next proposition is the principal result
of this section.

Proposition 5.1 (Exact solution close to the approximate solution ).

Let s > 155. There exists g > 0 such that the following holds for any 0 < & < &. Suppose that
IS[E)(0) | g2 sy < KM Fre N, / IS g2 gyt < K<™, (5.1)
R

and
[u(=T%) — a(=T2)[ g1 (r) < Ke, (5.2)
with u = u(t) a HY(R) solution of (1.15) in a vicinity of t = —T.. Then u(t) is defined for any
t € [~T:,T:) and there exist Ko = Ko(r, K) and a C*~function py : [~T:, T:] — R such that, for all
te|[-T:,T,
Ju(t + p1(t) — @(t)|| m1w) < Koe™, 101(1)] < Koe™ (5.3)
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Before the proof, we clarify some important details about the statement of the proposition.

Remark 5.1. Note that u has to be modulated in order to get the correct result. However, in this
case we have not modulated on the scaling and spatial translation parameters because (1.15)
is not invariant under these transformations. Nevertheless, we still have another degeneracy,
due to time translations, which fortunately allows to control the dynamics of the solution
u for every t € [T, T;]. In this sense, the new time s(t) := t + p1(t) can be interpreted as
a retarded (or advanced) time of the actual solution with respect to the approximate solution.
Moreover, note that for € small enough,

99
") =1+p 100
s'(t) p(t) > 10 > 0,

forall t € [T, T:]. This means that we can inverse s(t) on s([—T%, T.]) € 55 [— 1=, Tz).

From the proof we do not know the sign of p/(t), so in particular we do not know if the
solution v is retarded or in advance with respect to the approximate solution 4.

Proof of Proposition 5.1. Let K* > 1 be a constant to be fixed later. Let us recall that from
Proposition 2.2 we have that u(t) is globally well-defined in H!(R). Since |ju(—T:) —
a(=T%)| g1ry < Ke®, by continuity in time in H'(R), there exists =T, < T* < T, with

T" = sup{T € [-T:,T.], such that for all t € [T, T, there exists r(t) € R with
lu(t +r(t) = a(t) |1 r) < K7™}

The objective is to prove that 7" = T, for K* large enough. To achieve this, we argue by
contradiction, assuming that 7" < T and reaching a contradiction with the definition of 7™
by proving some independent estimates for ||u(t+7(t)) —(t)| g1 () on [~1%, T*], for a special
modulation parameter ().

5.1 Modulation

By using the Implicit function theorem we will construct a modulation parameter and to
estimate its variation in time:

Lemma 5.2 (Modulation in time). Assume 0 < ¢ < eo(K*) small enough. There exists a unique
C* function py(t) such that, forall t € [-T.,T*,

2(t) = u(t + p1(t)) — a(t) satisfies /Rz(t, 7)QL(y)dz = 0. (5.4)
Moreover, we have, for all t € [T, T"],
o1 (T + 2(=T)l ) < K™, 2(0) | m) < 2K7e". (5.5)
In addition, z(t) satisfies the following equation
2+ (L4 p) {200 — Az + ac[(@+ 2)™ — @™}, — prae + (1+ p})S[a] = 0. (5.6)

Finally, there exist K,~ > 0 independent of K* such that for every t € [T ,T*]

, K

— e 2 ~
P ()] < (et — [HZ”LQ(R) +ee” |t|HZ(t)HL2(R) + 2O 72wy + 151 L2w) |- (5.7)



5.2 - Control on the Q. direction 81

Proof. The proof of (5.4)-(5.5) is by now well-know and it is a consequence of the Implicit
Function Theorem. See e.g. [53] for a detailed proof. On the other hand, the proof of (5.6)
follows after a simple calculation using (1.15).

Finally, we prove (5.7). From (5.4)-(5.6) we take time derivative and replace z; to obtain
0 = (1+ ,0'1)/ {200 — cz+ acl(a+2)" — "]} QL
R

4, /R (it — (c — N)2) @ — (1 + ) /R S[E]Q. + e (¢t) /R 2AQ,.

First, note that

/

[ (= (e~ N2@ = =2 (=) [ Q2+ O+ |=(0)llm)]
On the other hand,
[ —esbadl@e o —am}@r = — [ QL+ Oee M a(0) 2
R R

+ O(llz(®)lz2))-

Collecting these estimates, and using the fact that ||2(t)|| g1 (r) is small, we get desired result.
0

5.2 Control on the (). direction

We recall from (1.7) that the energy of the function u(t+p1 (t)) is conserved, moreover, E, [u(t+
p1(t))] = E,ul(t) for any t € [-T.,T*]. In what follows, we will made use of this identity to
estimate z against the degenerate direction (). First we prove that the approximate solution
@ has almost conserved energy.

Lemma 5.3 (Almost conservation of energy).

Consider u the approximate solution constructed in Proposition 4.6. Then
O E,[u)(t) = — / (Uge — AU+ aca™)S[u]. (5.8)
R

In particular, there exists K > 0 independent of K* such that
|Eqlu)(t) — Eqlu](—T:)| < Ke". (5.9)

Proof. We start by showing (5.8). From (4.9) we have

/ S[it] (s — Nl + a.@™) = / iy (T — il + ™)
R R

1 A 1
— ot [@2-9l | w2 a/ g1
tZ/R% tQ/RU +m—|—1 t Rasu

= _8tEa [a](t)v

as desired.

Now we consider (5.9). From Cauchy-Schwarz inequality, we have
0 Eala](t)] < K[S[al()] 2 (w),

for some constant K > 0. After integration and considering (5.1), we get the result. O
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Lemma 5.4 (Control in the . direction).

There exists K,y > 0, independent of K* such that for 0 < € < eg small enough,
K K _1/2 —ert] 2
| Qutw)el < o[ + % O lgey + 1Ol o)

Proof. Consider the conserved energy E,[u(t + p1)]; we expand this term and make use of the
identity u(t + p1) = u(t) + z(t) to obtain

BJu+2(t) = Ea[ﬂ](t)—/Rz(axx—)\ﬂ—i-agﬂm)‘i‘;/IRZ§+;/RZQ

1
— /Ras[(ﬁ + 2)™H gt (4 1) a™m].

First, note that

/R (figs — N + a:@™)(t) = /R itz — X+ ai™)(~T2) + { BaJil(t) — Eula)(-T.)}
£ OO0 my)

We use now (4.31):

[ #iaa = a0 = (e %) [ 7+ Ofee M a(0) | 12ge)
R R

The conclusion follows from the above identity and (5.9). O

5.3 Energy functional for =

Consider the functional

F(t) := ;/R(zi + c(et)2?) — /Raa[(ﬂ +2)" T — @t (m o ) a™ 2] (5.10)

Lemma 5.5 (Modified coercivity for F, second version).

There exist K, vy > 0, independent of K* and e such that for every t € [-T;, T;]
f@zwwwﬁmyﬂé@@m%mkfwmmmmm@w—wa@my
Proof. We write

F(it) = ;/(zg + cz? — ma. a1 2?) (5.11)
R

1 1
- / ac[(@+ 2)™ T — @™t — (m 4+ D)™z — gm(m + Da™ 122, (5.12)
R

In the case m = 2 the term (5.12) above is identically zero, and for m = 3,4 we have |(5.12)| <
K|J2(0)2 g

On the other hand, the first term above looks as follows

md'(ep)
2a(ep)

(5.11) = ;/R(zg + c(et) 2?2 —mQM12%) — ¢ /Rszn—lZz + O(ﬁzuz(t)”%qu{))'
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It is clear that
ma'(ep)

2a(ep)

Finally, from Lemma 2.3, we have the existence of constants K,y > 0 such that for all ¢ €
[_Te ’ T*]

e

/R yQI122) < Kee M2 2

1 _ 2
3 G clens = mQr ) = w0l e ~ K] [ Qe

Now we use a coercivity argument to obtain independent estimates for F (7).
Lemma 5.6 (Estimates on F(7)).

The following properties hold for any t € [T, T™].

1. First time derivative.

Ft) = —/th{zm—cz—i—ag[(a—l—z)m—ﬂm]}—l—;gc’(st)/ZQ

R
- / acty[(T+ 2)™ — 4™ — ma™ 2. (5.13)
R
2. Integration in time. There exist constants K,~ > 0 such that
Flt) — F(-T.) < KK 1m0 + K(K*)P¥ 1m0 + KK*e™

1K / =M 2(1) |21 g .

Proof. First of all, (5.13) is a simple computation. Let us consider (5.14). Replacing (5.6) in
(5.13) we get

PO = (ele) =N+ ) [ alita” =iz, (5.14)
—p} /Rﬂt{zm —cz+a:((a+2)" —a"} (5.15)
+(1 +p’1)/RS[a]{zm —cz+a:[(a+2)™ —a™]} (5.16)
—i—%ac’(at) /R 22 — /R actiy[(i+ 2)™ — a™ — ma™ ). (5.17)

Now we consider separate cases. First let us suppose m = 2. After some simplifications, we
get

(5.14) = (c=N1+4) /Rag[zaz + 22z,
= —(c= N1 +p) /R[agﬂ;,;z2 + ed (ex)uz® + %m'(ex)z?’].

From this

(5.14) + (c = (L + p}) /R acinz| < Kee M 2(0) 200y + Kell 2031 gy
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On the other hand,

(5.15) = —p} /R(at + (¢ = N)g) {222 — €2 + ac[20z + z2]} + (e = N)p} /Rasﬂsz

+(c— N)py / 2ty — cli + act?]y — (¢ — )\)plle/ d (ex)a?z.
R R

In particular, using estimates (4.29), (4.32) and (4.30) we obtain

6:15) = (c= Nk [ acie=?] < Kelghle ™ (0)
We also have

(5.16) = (1 + p}) /R 2[Slles — cS[a] + 2a.aS[a] + a.2S[]],

thus using (5.7)

|(5.16)] < K[[2() ]| 2wy [1S[6) (8) | 2 )

Finally,
1
(5.17) = 550’(5& / 22— / ac (i 4 (¢ — N)iig) 22 + (¢ — /\)/ T
R R R
We get then from (4.30)
6:17) = (e = X) [ actas?] < Kee M a(0) e
Collecting the above estimates and (5.7), and after an integration, we finally get

t
F () = FI-T)| < K10+ KK+ K [ e () s
—T.

The cases m = 3,4 are similar, but more involved. From (5.14)-(5.17), and after some
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integration by parts, the result is the following:

F(t) = (c= N1 +p) x

[ as{(i+2)" — @™ —ma" 'z — %(m — D" %%}z, (5.18)
R
m m-1.2_ € m—2,3
—5¢ A a' (ex)a Em(m - 1)/]R a'(ex)i
5 [ et = =) [ @, (5.19)

0 [ G+ e = i) {zan 2+ acl(@+ 2" - )

+(c— N)p] {/Rz(ﬂm —clu+au")y —¢ /IR a'(e:v)ﬂmz}
+(e—= N1+ ph) /R pac{ (@ + 2)™ — @™ — mam™ "z

_5( _1) m—2 2 %(m—l)(m 2) m—3 3} (5.20)

=N ] [ a@ e+ gom=1) [ @), (521)
+(1 —i—p/l)/Rz{S[ﬂ]m — cS[a] + ma.a™ ' S[a) }
+(1+ ) ag{ (4 2z)™ —a™ m~m_1z}8 7
+= c/z —/aE U+ (c— Nag)[(a+ 2)™ mi™ 1 2]
e )\)[/Ras(um 1,22 4 ;( —1)/]R (@ 2)9023] (522)

Note that (5.19), (5.21) and (5.22) disappear. With (5.18) and (5.20), we need a little more
care. Indeed, for m = 3,

1
(5.18) + (5.20)] = | 7= = A)(1+ p}) /R o/ (e2)2"] < el () |2z
In the case m = 4,

(5.18) + (5.20) = (c—N(1+p,) /R ez (4025 4 2) + 1Y

— —ele= N+ 4 [ dlen)(ast+ ).

R
Consequently we have

(5.18) + (5.20)] < Kee M| 2(0)||42 ) + Kell =) z(g
Finally, using (4.29), (4.32), (4.30) we obtain
F'(t) < Kellz(Olip + Kee M=)y + Kell2(0)3p g
+E 1, (D)lee 20 gy + KNS[EE) 2wy 12(2) ] 2wy
Integrating and using (5.7), we obtain

F(t) —F(-To) < KK 10 4 K(K*)P¥ 10 + KK
t
— 2
4K /_ e M) ey s

This finishes the proof. O
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We are finally in position to show that 7% < T leads to a contradiction.

5.4 End of proof of Proposition 5.1

From Lemma 5.2, F(—T.) < Kc¢**, and from Lemmas 5.5, 5.4 and (5.14) we get

ZOlze@ < Kl /R 2Qu(y)? + K& + K (K*)leb 0 4 K (K*)P<* 10

t
+KK* ™ + K / ee M 2(0)]1 72wy dt
T
< K|€I€+K*€%+H€—’Yé“t| + (K*)QEQH_‘_ ||S[’1~L]HL2(R)‘2+K62H
+K(K*)4E4n—ﬁ +K(K*)3€3n—r=0 _'_KK*EQ,%
t
+K/ 86775‘5‘“2(8)||%2(R)d8
T,
< K€2H+K(K*)484ﬁ—%00 _}_K(K*)?)e&%—ﬁ +KK*52H

B t
—|—K/ ee N2 () 172 gy ds.
—T:

Using Gronwall’s inequality (see e.g. [81]) we conclude that for some large constant K >
0, but independent of K* and ¢,

2 (8) 13y < K2 + K (K™ 10 + K(K*)%3 10 + KK,
From this estimate and taking ¢ small, and K* large enough, we obtain that for all ¢ €
[_TE7 T*]/
1 *
2y < 5 ()2

This estimate contradicts the definition of 7, and concludes the proof of Proposition 5.1. [J

5.5 Proof of Theorem 4.1

Now we prove the main result of this section, which describes the core of interaction soliton-
potential.

Proof of Theorem 4.1. Consider u(t) the solution constructed in Theorem 3.1. We first compare
u(t) with the approximate solution %(t) constructed in Proposition 4.6 at time ¢t = —7.

Behavior at t = —T. From (3.3), Proposition 4.8 and more specifically (4.33) we have that
lu(~T2) = a(~T:) | 1y < Ke'.

Behavior at t = T.. Thanks to the above estimate and (4.28) we can invoke Proposition 5.1
with x := % to obtain the existence of K,y > 0 such that forall 0 < ¢ < g

_ 1o T
[u(Te + p1(T2)) — W(Te) | g1 r) < Koe'?, |p1(Ty)] < Koem 27100 < 1060-

Therefore from (4.34) and triangular inequality,
[u(Te + p1(Tz)) — 27D Qe (- = p(To)) i1 my < Koe'/?.

(cf. also (4.5).) Finally note that (1 — \)7; < p(T.) < (2¢s(A) — A — 1)T.. This finishes the
proof. O
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Next step will be the study of long time properties, on the interval [T}, +00).

6 Asymptotic for large times

6.1 Statement of the results

The purpose of this Section is to prove the asymptotic behavior of the solution u(t) as de-
scribed in Theorem 1.2. Recall the parameters Ay and co(A) from Theorems 1.1 and 4.1.

Theorem 6.1 (Stability and Asymptotic stability in H!).

Suppose m = 2,4 with 0 < A < Ao, orm = 3 with0 < X < XAg. Let 0 < § < %(coo()\) —A).
There exists eg > 0 such that if 0 < e < &g the following hold. Suppose that for some time t; > 1T,
and t < Xo < 2t1

Hu(tl) —27 Y, (x - XO)HHl(R) <&l (6.1)

where u(t) is a H'-solution of (1.15). Then u(t) is defined for every t > t| and there exists K,c* > 0
and a C~function ps(t) defined in [t1, +00) such that

1. Stability.

sup [|u(t) - 271 NQe (- = p2(t)) || gy < K=, (6.2)
—Zl1

where

lpa(t1) — Xo| < Ke'/2, andforallt > t1, |ph(t) — coo(N) + A| < Ke'/2,

2. Asymptotic stability. One has

: —1/(m—1 o
Jim () =27 DQuk (- = p2(8) | 1 gy = O- (6.3)
In addition,
lim ph(t) =ct — A\, T — coo| < Ke'/2, (6.4)
t——400

Remark 6.1. We do not know if stability results are valid in the cases m = 2,4 and A = 0. In
particular, note that the stability property as stated above is false if we have

limsup [[u(t)|| p2r) = +oo.

t——+o0
Remark 6.2. Let us recall that for any 0 < A < )¢ the asymptotic stability property (6.3) holds
for any 3 > —), provided ¢y small enough, however we will not pursue on this improve-
ment.>

We shall split the proof in two different parts, according with the proof of stability (cf.
(6.2)) and asymptotic stability (cf. (6.3)).

The proof of the stability result is standard and similar to Proposition 5.1, see also [5, 59].
For this reason, our proof will be in some sense very sketchy. We invite to the reader to
consult the references above mentioned for the original proof. Concerning the asymptotic
stability result, the proof will follow closely the papers [55, 52].

*In [66] we made use of this property.



88 ASYMPTOTIC FOR LARGE TIMES

Let us recall that for large times (¢ > T.) the soliton-like solution is expected to be far
away from the region where a. varies. In particular, from (1.13), the stability and asymptotic
stability properties will follow from the fact that in this region (1.13) behaves like the gKdV
equation

ut + (Ugy — Au+2u™), =0, in{t>T.} xR,.

Of course, this formal argument must be stated in a rigorous way.

6.2 Stability

Proof of Theorem 6.1, stability part. Let us prove (6.2). Let us assume that for some K > 0 fixed,
Ju(t) = 27 0Qe (- = Xo)lmn ey < Ke'/2. (6.5)

From the local and global Cauchy theory exposed in Proposition 2.1 and Theorems 3.1 and
4.1, we know that the solution u is well defined for all ¢ > ¢;.

In order to simplify the calculations, note that from (1.18) the function v := 21/(m=1)y
solves a
vt + (Vg — A0+ Eavm)m =0 onR; xR,
and (6.5) now becomes 3
[v(t1) = Qeu (- — Xo) |1 () < Ke'/2. (6.6)

With a slight abuse of notation we will rename v := u and K := K, and we will assume the
validity of (6.6) for u. The parameters X and c., remains unchanged.

Let Dy > 2K be a large number to be chosen later, and set
1
T* := sup {t >t [Vt € [t1,t), I p2(t') € Rsmooth s.t. [p5(t) — coo + A < 00"
- 1 -
|p2(t1) — Xo| < 100’ and |Ju(t) — Qe (- — pg(t/))HHl(R) < D051/2}(.6.7)

Observe that 7% > t; is well-defined since Dy > 2K, (6.5) and the continuity of ¢ — wu(t)
in H'(R). The objective is to prove T* = +oo, and thus (6.2). Therefore, for the sake of
contradiction, in what follows we shall suppose 7™ < +o0.

The first step to reach a contradiction is now to decompose the solution on [t;, 7] using
modulation theory around the soliton. In particular, we will find a special pa(t) satisfying the
hypotheses in (6.7) but with

1
sup [[u(t) = Qe (- = p2(t)) | 11 ®) < §D0€1/ %, (6.8)
te(ty, T*]

a contradiction with the definition of 7.

Lemma 6.2 (Modulated decomposition).

For € > 0 small enough, independent of T, there exist ok functions pa, co, defined on [t1,T*],
with ca(t) > 0 and such that the function z(t) given by

z(t,x) == u(t,x) — R(t, z), (6.9)
where R(t, ) := Qc, ) (x — pa2(t)), satisfies for all t € [t1, T*],
/ Rt 2)2(t, )dz = / (z — po())R(t, 2)2(t, 2)dw = 0, (Orthogonality),  (6.10)
R R
|12(8) ]| #r1(Ry + lea(t) = cool < KDoe'/?, and (6.11)
2(t0) || i1y + 1p2(t1) — Xo| + |e2(t) — coo| < Ke'/2, (6.12)
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where K is not depending on Dy. In addition, z(t) now satisfies the following modified gKdV equation

1t {ne = e+ SR+ 2 — 7+ () _nygmy,

+ A(HAQe, + (c2 — A — ph)(H)QL, = 0. (6.13)

Furthermore, for some constant v > 0 independent of e, we have the improved estimates:
1
104(t) + X —ea(t)] < K(m—3) [ / e—vlr—m(t)lz?(t,x)dx} 2
R
+K / e V=P 24 1) da + Ke ¥, (6.14)
R

and

o(t
|CQEt;’ < K/ e V=P 2 1) + Ke "Yz(t)]| g (ry + Kee =" (6.15)
2 R

Remark 6.3. Note that from (6.11) and taking ¢ small enough we have an improved the bound
on pa(t). Indeed, for all ¢t € [t;,T7],

|95(t) = coo + Al + |pa(t1) — Xo| < 2Dge'/?.
Thus, in order to reach a contradiction, we only need to show (6.8).
Proof of Lemma 6.2. As in Lemma B.4 and 5.2, the proof of (6.9)-(6.12) are based in a Implicit

Function Theorem application, and is very similar to the proof of Lemma A.1 in appendix A
of [52].

On the other hand, equation (6.13) is a simple computation, completely similar to (B.11)
and (5.6).

Now we claim that from the definition of 7* we can obtain an extra estimate on the pa-
rameter py(t). We claim that for any ¢ > ¢,

1
pa(t) = 15 (exs(N) = M. (6.16)
Indeed, from (6.7) and after integration between ¢; and ¢ € [¢;, 7*] we have the bound
1 1
— — — ) < —(t— — e —
|p2(t) — p2(t1) — (coo = A)(t —t1)| < 100 (t—t1), |p2(t1) — Xo| < 100

Thus we have
1
[92(6) — (coo = M| < 55 (= 11+ 1) + (a0 = A1 — Xol.
In particular, for any ¢ € [t;, T%] (recall that pa(t1) ~ Xo > 0)

1 1
t) > ANt — —(t—t 1) > —coot.

This inequality implies that the soliton position is far away from the potential interaction
region.

Now we prove the estimates in (6.14) and (6.15). For this, first denote y := x — pa(?).
Taking time derivative in the first orthogonality condition in (6.10) and using the equation
(6.13) we obtain

0 = ~4(0) [ A0u(Qu—2)+ (@A) [ @z [ Qlla: =21l

1
_m /R d(e2)Q5 () + 5 /R Qr,a:[(R+2)" — R™ —mR™'2]..
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First of all, note that by scaling arguments
/R AQe,Qe, = 03771 (2) /R Q> (6.17)
Secondly, by redefining + if necessary,
E / o (ex) Q™ (y)| < Keem1#2Wr() < Kee™e,
R
Similarly, from (6.16) and following (B.13) we have
[ @il = 20211 < Klle0)lme ™
Finally, note that for v > 0 independent of ¢,
\/}R Q.a:[(R+2)™ — R™ —mR" 2] < K/Re_ﬂy'zz.

Collecting the above estimates, we have

1
< K/ e M2 1 Klea (1) —)\—p'Q(t)][/ Lk
R

R
+Ke M|2(t) | g ry + Kee (6.18)

On the other hand, by using the second orthogonality condition in (6.10), we have

0 = (@=A=m)0) [ 2R+ b0 [ 1hQuz+le-2=m0) [ Q&
/(yR) {1a5[(R+ 2)™ — R™ — mR™ 2] + (%éx) ~1) ’g}
+ [ @R = caz e mR 1) + 5 [ GR)fac =2 R
Note that by integration by parts,

/R(ym (22 — C22 + mMR™'2) = /R 2(2R + (m — 3)R™) = (m3)/Rsz.

Using the same arguments as in the precedent computations, we have

(2= A=) < K(m mu+“ﬁyﬂ/'2ﬂwr

+K/ze”|y|+!/Q 2.

From (6.16) and following (B.13) we have

/Q a. —2)| < Ke e,

Putting together (6.18) and the last estimates, we finally obtain the bounds in (6.11), and
further we obtain (6.14) and (6.15), as desired. O
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6.2.1 Almost conserved quantities and monotonicity
We continue with a complete analogous proof to Proposition B.1 from Section 3. Recall from
(2.8) the definition of the modified mass M.
Lemma 6.3 (Almost conservation of modified mass and energy).

Consider M = M|R] and E, = E,[R] the modified mass and energy of the soliton R (cf. (6.9)).
Then forall t € [t1,T*| we have

~ 1
WIR)(D) = 3371 / Q? + O(e="); (6.19)

ER)(t) = e

(B = Aoca(®) /R Q2+ O(e=). (6.20)
Furthermore, we have the bound
|Ea[R](t1) — Ea[R](t) + (ca(t1) — N (M[R](t1) — M[R](t))|

CQ(t) 20 —evt1
< K’[CQ(tl)] o 1’2+K€ . (6.21)

Proof. We start by showing the first identity, namely (6.19). We consider the case m = 2,4, the
case m = 3 being easier. First of all, note that from (2.8),

~ ~ 1 Qa m 1 Ae\T m
iR = 3R = 5 [ ()R = g [ @2 g [ )
R R
From (6.16)-(6.17) and following the calculations in (B.13),
’/ 1/m 21/m R2‘ < Ke—fyet

for some constants K,~ > 0. Now we consider (6.20). Here we have

BRI = 5 [R5 [ R - m+1>/ R

= FOlanG (@ - [ @+ [ @]r =5 [a-Frm

Similarly to a recent computation, we have
|/ (2 — ag(x))Rm+1| < Ke ¢t
R

for some constants K,y > 0. On the other hand, from Appendix G we have that % fR Q2 -
#ﬂ Je QM = =2 [LQ% Ao = >-m, and thus

BURI(E) = 56O~ aealt) [ Q% +0(e™)

Adding both identities we have
Eo[R)(t) + (ca(tr) = NM[R](t) = &3’ (1) (ca(tr) — hoc2(1)) M[Q] + O(e™").
In particular,
Eq[R](tr) — Ea[R](t) + (ca(t1) = N(M[R](t1) — M[R](t)) =

= XM[Q)| " (1) — & (1) ~ Czitl)[cé"(t) — ()] + O™,
0
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To obtain the last estimate (6.21) we perform a Taylor development up to the second order
(around y = yo) of the function g(y) := y>%; and where y := c2%(t) and yo := c2(t1). Note
that % = )%O and yé/ 2% c2(t1). The conclusion follows at once. O

In order to establish some stability properties for the function u(t) we recall the mass M [u]
introduced in (2.8). We have that form =3 and 0 < A < Ag;and form = 2,4and 0 < A < ),

M{u)(t) — M[u](t1) < 0. (6.22)
for any ¢ € [t;,T*]. This result is a consequence of Remark 2.1.

Now our objective is to estimate the quadratic term involved in (6.21). Following [59],
we should use a “mass conservation” identity. However, since the mass is not conserved,
estimate (6.22) is not enough to obtain a satisfactory estimate. In order to avoid this problem,
we shall introduce a virial-type identity.

6.2.2 Virial estimate

First, we define some auxiliary functions. Let ¢ € C(R) be an even function satisfying the
following properties

¢’ <0 on[0,+00); ¢(z) =1 on|0,1], 6.23)
¢(z) =e"® on[2,+00) and e ¥ < P(x) <3e”* on [0, +00). '
Now, set (z) := fom ¢. It is clear that ) an odd function. Moreover, for |z| > 2,
(+00) — (|z]) = 71, (6.24)
Finally, for A > 0, denote
— x . plxl/A ! —|=|/A
V(@) = Ap(+00) +9(5)) > 05 e < Pl(x) < 3e . (6.25)
Note that lim, . ¥(x) = 0. We are now in condition of state the following
Lemma 6.4 (Virial-type estimate).
There exist K, Ay, 60 > 0 such that for all t € [t1,T*] and for some v = (¢, Ao) > 0,
0 [ (ta)vala  pa(t) <
R
< 5, / (2 + 2)(t2)e 37O L KA lme ™. (626)
R
Proof. See Appendix E. O
From Lemma 6.4 we can improve the estimate (6.21) to obtain
Corollary 6.5 (Quadratic control on the variation of ca(t)).
|Ea[R](t1) — Eq[R](t) + (c2(t1) — A)(M[R](t1) — M[R](t))]
< K|=(®)l4: gy + Kl2(t) |21 ) + Ke . (6.27)

Proof. From (6.15) and taking A large enough (but fixed and independent of ¢) in Lemma
6.4, we have after an integration of (6.26) that

lea(t) = e2(t1)] < K Aoll2(t)[17 2 gy + K Aollz(t1) (|72 gy + K AgDoe™'/2e771,

Plugin this estimate in (6.21) and taking v even smaller, we get the conclusion. O
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6.2.3 Energy estimates

Let us now introduce the second order functional
1 a
Fat) = 5 [ {240 el - ()2
R

2
_Q(Tnl_m/RaE[(R"_z)m+l _Rm—H o (m+1)Rmz].

This functional, related to the Weinstein functional, have the following properties.
Lemma 6.6 (Energy expansion).

Consider E,[u] and M[u] the enerqy and mass defined in (1.21)~(2.8). Then we have for all t €
[tla T*]/

Eo[u](t) + (e2(tr) = NM[ul(t) = Eu[R] + (c2(t) — N M[R] + Fa(t)
+ 02| 1 ) )-

Proof. Using the orthogonality condition (6.10), we have

Eaul(t) = EG[R}—/Rz(ae—z)Rm+;/Rzg+;/Rz2

1
il /]R a:[(R+ 2)™™ — R™! — (m 4+ 1)R™2].

Moreover, following (B.13), we easily get

\/ -~ DR < Ke 2(0)]| 1 s,

Similarly,

NI[u)(t) = M[R] + M[] + / (%

A 5 )" = )Rz = M[R] + M[z] + O(e™*"|l2(D)[ 111 ).

Collecting the above estimates, we have
Ea[u](t) + (c2(t1) — )\)M[ 1(t)
B[R] + (ex(tn) — / {2+ [(ealtr) = M) 4 )27)

—2<ml+1> /R%[(R +2)™H = R — (m 4 )R] + O 201 m))-

This concludes the proof. O

Lemma 6.7 (Modified coercivity for 7).

There exists e > 0 such that for all 0 < ¢ < &g the following hold. There exist K, g > 0,
independent of K* such that for every t € [t;,T"]

Falt) = Doll2(t) s gy — Kee 1200 Bay + OO ey (6.28)
Proof. First of all, note that
/{z +[(ealin) = N(E)™ + X))
5 [ QT OOl )+ O =) ey
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Now take Ry > 0 independent of ¢, to be fixed later. Consider the function ¢, (¢, z) := ¢((x—
p2(t))/Ro), where ¢ is defined in (6.23). We split the analysis according to the decomposition
1 = ¢r, + (1 — ¢r, ). Inside the region |z — p2(t)| < Ry, we have

2 — ac(x) < Ke kel < gerefog—em(®),

This last estimate is a consequence of (1.13). Outside this region, we have ¢, > e 0. We
have then

/ Srol(calts) — M)/ 4222 > [ea(ty) — Keroe152(0)] / DRy
R 2 R

for some fixed constants K,y > 0.

On the other hand, |(1 — ¢r,)Qc,| < Ke~7%0, and thus
[ 1= 6r)eatr) = D)™+ e —/ 1= 6y Q12
R
> [(ea(tr) — A)(i)l/m b A— Ke7R0) /Ru s (6.29)

for some fixed K,~ > 0. Taking Ry = Ry(m, ) large enough, we have

1 2
(6.29) > 21/mc2(t1)/R(1 — PRry)?
Therefore,
1
Alt) = 5 [ on et beat)z - mQu 24 (- o) (5 + grmean)?)
—Kerefoemrenl /RaﬁRoz + Oz 132 @) + O 12(0) 71 gy)-

Taking Ry even large if necessary (but independent of ¢), and using a localization argument
as in [56], we obtain that there exists Ay > 0 such that

Folt) > 5\0/(2§+z) Keretog=repa(t /¢ROZ + Ol 1371 (my)
R
+O(e " 2() |70 gy)-

Finally, taking e smaller if necessary, we have
Fat) = 3o [ (2242 + OOl ey) + O 10l o)

for a new constant 5\0 > 0. ]

6.2.4 Conclusion of the proof

Now we prove that our assumption 7" < +o0 leads inevitably to a contradiction. Indeed,
from Lemmas 6.6 and 6.7, we have for all ¢ € [t;,T*] and for some constant K > 0,

Lzl < KFao(tr) + Ealul(t) — Ealul(t1) + (e2(t1) — A)[M[u] (£) — Mlu](t1)]

+Ea[R](t1) — Ea[R](t) + (c2(t1) — N)[M[R](t1) — M[R](1)]

+Ke sup e z(0)]| 2y + K sup [|2(8)]1 72
tety, T*] teft,T*]
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From Lemmas 6.2 and 6.3, Corollary 6.5 and the energy conservation we have

L@@ < Ke+ (catr) = MM [u](t) — M[u](t1))

+K sup [|2(t)[|}1 ) + Ke " (1 + Doe'/?) + K Dje?/>.
teft,T*]

Finally, from (6.22) we have M [u](t) — M[u](t;) < 0. Collecting the preceding estimates we
have for € > 0 small and Dy = Dy(K) large enough

1
12017 gy < ZD(%E,

which contradicts the definition of T*. The conclusion is that

sup [[u(t) = 27" Qe ) (- = p2(®) | gy < K2
Zl1

Using (6.11), we finally get (6.2). This finishes the proof. O

6.3 Asymptotic stability

Now we prove (6.3) in Theorem 6.1.

Proof of Theorem 6.1, Asymptotic stability part. We continue with the notation introduced in the
proof of the stability property (6.2). We have to show the existence of K, ¢t > 0 such that

tim_Ju(t) = Qe (- = 2Dl (oot oy = 05 oo — ¥ < K2,

t——+00

From the stability result above stated it is easy to check that the decomposition proved in
Lemma 6.2 and all its conclusions hold for any time ¢ > ¢;.

6.3.1 Monotonicity for mass and energy

The next step in the proof is to prove some monotonicity formulae for local mass and energy.

Let Ky > 0 and
() = 2 arctan(e®/50). (6.30)
™

It is clear that lim; 1o ¢(z) = 1 and lim,—,_ ¢(z) = 0. In addition, ¢(—z) = 1 — ¢(x), for
allz € R, and
2 ex/K

/ .
0<¢@) = Ko 1+ e2v/Ko’

L
#0(x) < 2 0'(2).

Moreover, we have 1 — ¢(x) < Ke %/Ko a5 2 — 400, and o(x) < Ke*/Ko ag ¢ — —o0.

Let o, 29 > 0. We define, for t,tg > t1, and Q(ZE()) =T — (pg(to) + O‘(t — to) + l’o),

I to(t) ::/RUQ(t,m)qb(gj(mo))dx, Ioo 1o (1) ::/Ruz(t,x)qb(g](xo))dx, (6.31)

and

2a
. 2 2 A% m41 ~
Tegag = [ [0+ 02 = 2 )t )i a0)) o
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Lemma 6.8 (Monotonicity formulae).

Suppose 0 < 0 < 3(coo(A) — A) and Ko > \/g There exists K,eo > 0 small enough such that
forall 0 < e < gg and for all t,to > t1 with ty > t we have

Lo to (t0) = Lt (1) < K[e*xO/KO + EflefvsTEe*E”O/Ko]. (6.32)
On the other hand, if t > to and pa(to) > t1 + xo,
Lo to(t) = Lng 1o (to) < K [e~ @0/ K0 4 = 1emevpallo) gerao/ Ko (6.33)
and finally if to > ¢,

Jio,t0 (t0) = Jao 10 (1) < K[eﬂo/KO + eflefngfe*”xo/KO]. (6.34)

Proof. For the sake of brevity we prove this Lemma in Appendix F. O

6.3.2 Conclusion of the proof

Now we finally sketch the proof of the asymptotic stability theorem, namely (6.3). Consider
0 < € < gg and u(t) satisfying (6.1). From Lemma 6.2, we can decompose u(t) for all ¢t > ¢;
such that u(t,z) = 27Ym=1Q_, ¢ (z — pa(t)) + 2(t, z), where = satisfies (6.10), (6.11), (6.12),
(6.14) and (6.15). We claim that there exists K = K (Dy) > 0 such that

Teer s — e Ja—pa(t)]
j/ l/}zx4-zxt¢me 75 < K(Do)e. (6.35)
t1 R

This last estimate is a simple consequence of Lemma 6.4 and an integration in time.

Now we claim that

= lim e(t) <400, and |¢F — o] < Ke'/2 (6.36)

t——+00

In fact, note that from (6.35) there exists a sequence t,, T +00, t,, € [n,n + 1) such that

lim (22 + 2)(tn, x)ei‘%olwfm(t”)‘ =0. (6.37)

n—-+4o0o R
From this and (6.14)-(6.15), and taking A, > 0 large such that ALD < 7, we get
/ 2 — 4 lz=p2(t)] —et
\MWSK/Z@@e% b Kee
R
This inequality combined with (6.35) and (6.12) allow us to conclude (6.36). Note that this

proves the first part of (6.4).
The next step is to prove that
lim sup/(zg + 22)@’  + pa(t))d(z — m0) < Ke—%0/2Ko + Kele—eT= g—ev20/ Ko,
t—+oo JR

First of all, note that the above assertion follows directly from the decay properties of R and
the estimate

lim sup / (U2 + u?)(t, x4 pa(t))d(z — mg) < Ke@0/2K0  [gele=evTeg=e7m0/Ko  (6.38)
R

t—+4o0
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So we are now reduced to prove this last estimate. We start from (6.34): we have for ¢y > t;,
Jao.to(t0) < Jagte(t1) + Ke w0/Ko | fe=1le=evTe g—evzo/Ko,

From the equivalence between the energy and H!-norm (we are in a subcritical case), we
have

[+ )0+ pat)ote —ao) < K [ (4 ad)(to o+ pat)ole - )
R R

+Ke—zo/2K + Kg—le—a’yTge—E’yxo/K(),
where y := pa(to) — p2(t1) + o(t1 — to) + 0. Now we send ¢y — +o0 noticing that yg — +oo.
This gives (6.38), as desired.

The next step in the proof is to prove that

lim [ (22 4 23 (tn, 2)p(z — pa(ty) + xo)dz = 0. (6.39)

n—+oo Jp

where (t,,)nen is the sequence from (6.39). Indeed, note that for any z; > 0,

||

/ (224 22ty @+ palta))dlx +70) < K(e% + cAb) / (2 4 22)(tmy @ + paltn))e 50
R R
+K / (22 + 2%) (tn, x + p2(tn))p(x — 7).
R

Thus, using (6.39) we are able to take in the above inequality the limit n — +o00 with zq, 21
fixed. Next, we send x; — 00 to obtain the conclusion.

We finally prove that the above result holds for any sequence ¢,, — +00. Let 3 < coo(A) — A
to be fixed. We want to prove that for € small enough,

lim [ (224 2)(t,z)p(z — Bt)dz = 0.
t—+oo Jp

First, we claim that for any t5,t3 > t; with ¢ < t3 and pa(t2) > z¢ + t1, we have

/ u?(t3, 2)p(z —y3)da < / u?(ty, 1) p(a —y)du+ K™/ K0 e~ e () remo/ Ko - (6 40)
R R

where y3 = pg(tg) + %ﬁ(tg — tg) —xp and yo = pg(tg) — xo. In fact, the left hand side of
the above inequality corresponds to I, (t3) and the right one is I, ¢, (t2), with o := 33 (cf.
(6.31) for the definitions). Thus the above inequality is a consequence of Lemma 6.8, more
specifically of (6.33).

Now the rest of the proof is similar to [55]. Since [, z(t, z + p2(t))R(x) = 0, we have
| [ ot 4 m®) R+ w0 < K2
R
Second, we use the decomposition u(t, z) = 2_1/(”‘_1)6202(,5) (x — p2(t)) + 2(t, z) in (6.40) to get

[ Aot —mide < [ Ptan)o - s+ Ke/2H (6.41)
R R

+Ke lemrem(t2) 050/ Ko o Kjey(ta) — ealts)).
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Third, consider ¢ > t; large, and define ¢’ € (¢1,t) such that 5t := pa(t') + g(t —t') — xp. Note
that ¢ — +oo ast — +o0. Since t,, € [n,n + 1) there exists n = n(t) such that 0 < ¢t — ¢, < 2,
and then

Bt = pa(ta) + g(t —tn) = @0, with[Zo —zo| < 10.

Now we apply (6.41) between t3 =t and t» = t,,. We get

/ 2(t,x)p(z — ft)de < / 22 (tn, 2)$(x — pa(tn) + Fo)da + Ke 0/
R R

+ Ke levep2(tn) grezo/Ko K|ea(t) — ca(tn)|

Since n(t) — 400 as t — +00, by (6.39) and (6.36) we obtain

lim sup/ 22(t, @) p(x — Bt)de < Ke ®0/2Ko,
R

t——+00

and since x is arbitrary (because of lim; | p2(ty) = +00), we get the desired result. The
same result is still valid for z,. We have

lim sup/ 22(t, x)p(x — Bt)de < Ke ®0/2Ko,
R

t——+o0

Finally, let w™ (t, ) := u(t,2) =27/ DQ 1 (2 —pa(t)) = 2(t, ) +2~ Y m=D[Q,, &) (x—pa(t))—
Qo+ (z — p2(t))]. From (6.36) and the above result we finally obtain (6.3). O

7 Proof of the Main Theorems

In this section we prove the Main Theorems of this work, namely Theorems 1.1, 1.2 and 1.3.

For the proof of Theorem 1.1, we essentially combine Theorems 3.1, and 4.1 to produce
the global solution wu(t) with the required properties. This method had also been employed
in [53, 58, 64]. The proof of Theorem 1.2 is a consequence of Theorem 6.1. Finally, Theorem
1.3 will require several additional arguments, in particular the fundamental Lemma 7.5.

7.1 Proof of Theorem 1.1

From Theorem 3.1 there exists a solution u of (1.15) satisfying u € C(R, H!(R)) and (3.1). This
solution also satisfies, from (3.3),

lu(~=T2) = Q(- + (1 = NTo) | ry < K<,

for ¢ small enough. In addition, u is unique in the cases A > 0 and m = 2,4;and m = 3, A > 0.
This proves the part (1) in Theorem 1.1.

Next, we invoke I:heorem 4.1 to obtain part (2) in Theorem 1.1. In particular, we have (4.2)
and (4.3). We define T; := T.+p1(1%), and p, := p(1%). Then (1.27) - (1.28) are straightforward.
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7.2 Proof of Theorem 1.2

The proof of Theorem 1.2 is a consequence of Theorem 6.1. Indeed, suppose m = 2, 3,4 with
A > 0for m = 2,4. Define t; := T + p1(T:) and X := p(7%). Then, from the above estimates
and Theorem 6.1 we have stability and asymptotic stability at infinity. In other words, there
exists a constant ¢ > 0 and a C'! function py(t) € R such that

wh(t) := u(t) = 27 Qur (- = pa(1))
satisfies (6.2) and (6.3). This proves (1.29) and (1.30).

We finally prove (1.32) and (1.33). From the energy conservation, we have for all ¢ > ¢4,
Eqfu)(—00) = Eo[27" D Qe (- = pa(t)) + w (1))
In particular, from (6.3) and Appendix G.1 we have as t — +o00

(C+)29

= Sa/in=y A~ Ao )M[QI + BT (7.1)

(A= A0) MIQ)]
From this identity " := lim;_ o E,[w™](¢) is well defined. This proves (1.32). To deal with
(1.33), note that from the stability result (6.2) and the Morrey embedding we have that for any
A>0

o)) = 5 [P0 +3 [@ o -— [ ew)mie

v
—_
—
—
84
S~—
[}
=
+
N | >
T
—
g
+
S~—
[}
=
=
m/\
3
—
N
[N}
T
S
B
+
~—
[N}
Py
=

> pllwt (Ol @
for some p = p(A) > 0. Passing to the limit we obtain (1.33).

Now we prove the bound (1.34). First, the treat the cubic case with A = 0. Here, from (7.1)

we have
n (C+)3/2
EY = No(gargmmyy ~ DMIQ)

Since in this case we have 22/(m-1) — 9 — 2/2 M[Q] = 2 and \g = 1/3, we obtain 3 E+ =
+\3/2
()1,

Now we deal with the case A > 0. First of all, note that after an algebraic manipulation
the equation for c4, in (4.17) can be written in the following form:

W(/\ocoo —AM[Q] = (Ao — NM[Q].
On the other hand, note that from (7.1) and (1.33) we have
. s (ct)20 .
plimsup ot (8) 2 gy < so(oet = NMQ] — (Ao — NMIQ)].
t et oo (R) = 92/(m—1)

Putting together both estimates, we get

A
i lim sup ||w+(t)||§{1(R) < (T2 2001 2 ((ohy2 G20y,
t—-+o00 )\0

for some fi > 0. Using a similar argument as in Lemma 6.3 we have
1

filim sup o ()11 gy < 3 (O~ () = X) +O(l(ch)* — ).
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From this inequality and the bound |¢™ — ¢oo| < Ke we get
¢t 20 .
(5992 — 1> plimsup ot (1) 3 .

Coo t——+oo

as desired.

7.3 Proof of Theorem 1.3

In this section we prove that there is no pure soliton at infinity. To obtain this result we will
use a contradiction argument, together with a monotonicity formula which provides polyno-
mial decay of the solution and L!-integrability, something contradictory with the change of
scaling of the soliton.

Proof of Theorem 1.3. By contradiction, we suppose that (1.35) is false. In particular,
; + _
Jim o (1)l ey = 0.
First of all, note that from the above limit and the sub-criticality we have E* = 0. There-

fore, by using (7.1), and after some basic algebraic manipulations we have that ¢t must satisfy
the following algebraic equation (compare with (4.17)):

A A
Ao/t 1=X0 _ 9p(1 _ 1=Xo0
(P = 1) (1-5)
This relation and the uniqueness of c., gives
ct = coo(N). (7.2)

In other words, the soliton-solution is pure (cf. Definition 1.1).

Let us consider now the decomposition result for u(¢) from Lemma 6.2. We claim that z(¢)
also vanishes at infinity. Indeed, from Lemma 6.2, the fact that for ¢t > ¢;

u(t) = R(t) + 2(t) = wh(t) + 27V DQe (- = p2(1)),

and estimates (6.11)-(6.36), we have

i [[2(0) 1y = 0. 73)
and
u(t, -+ pa(t)) — 2_1/(’”_1)@000 in Hl(R) ast — +oo, lim ph(t) — (coo(A) — A) = 0.

t—+00

In order to prove the following results, we need a simple but important result.
Lemma 7.1 (Monotonicity of mass backwards in time).

Suppose u(t) solution of (1.15) constructed in Theorem 3.1, satisfying (6.2) and (6.3). Define

U2 X
Mlu](t) = / u(2) (7.4)

R CLg(J?)

Then, under the additional hypothesis X > 0 for m = 2,3, 4, we have that for all t,t' > t,, witht' > t,

M(u)(t) — Mu](t') < Ke ", (7.5)



7.3 - Proof of Theorem 1.3 101

Proof. First of all, a simple computation tell us that the time derivative of M[u](t) is given by

2 / / / /
Oy LS :25/ uia—; +€/u2[ a—; —52(%)"} —26/ e ym+1,
R Qe R ag R ag ag R Qe
Replacing the decomposition v = R + z given by Lemma 6.2, assumption (1.14), and using
similar estimates to (B.13), and the smallness of ||2(?) || 1 (r), We get

O Mlul(t) > —Kee ",
for some K, v > 0. The final conclusion is direct after integration. O

Remark 7.1. Note that estimate (7.5) in Lemma 7.4 is valid under the additional assumption
0 < A < Ao. This extra hypothesis unfortunately does not hold for the case m = 3, A = 0.

The last result allows to prove a new version of Theorem 3.1, for positive times.
Proposition 7.2 (Backward uniqueness).

Suppose m = 2,3,4. Let 3 € Rand 0 < X\ < Xq. There exist constants K,~,eo > 0 and a unique
solution v = vg € C([3T:, +00), H'(R)) of (1.15) such that

Jim [fo(t) =27V 0Q0 (- = (eoo(A) = Mt = B)[ gy = 0- (7.6)
Furthermore, for all t > 3T, and s > 1 the function v(t) satisfies
[o(t) =27V DQe (- = (e (A) = At = )|
Finally, suppose that there exists 9(t) € H(R) solution of (1.15) such that
Jim ([6(2) = 27 0Qe (= pa(0)) | wy = 0. (7.8)

Then v = vg for some 3 € R.

< Kete 1, (7.7)

H*(R)

Proof. Given 3 € R, the proof of existence and uniqueness of the solution vg satisfying (7.6)
and (7.7) is identical the proof of Theorem 3.1 in Section 3 and Appendix B. Indeed, first
we construct a sequence of functions v,, as in (B.1) for times ¢ ~ T;,. Next, we prove a de-
composition lemma as in Lemma B.4. This decomposition allows to prove a version of (7.5)
for M[v,](t). The main difference is given in estimates (B.14)-(B.15), where now we intro-
duce the modified mass M|v,](t) defined in (7.4). The energy functional in B.18 is now given
by Eq[vp](t) 4+ (coo(A) — A) M wvy](t). The rest of the proof, including the uniqueness, adapts
mutatis mutandis.

Now consider v a solution of (1.15) satisfying (7.8). Using monotonicity arguments, simi-
lar to the proof of Lemma B.5, we have the existence of 3 € R such that

5(6) = 27V Qe (-~ (eao(A) = Nt = B)| oy < K™,

for some K,y > 0. This implies that there exists 5 € R such that ¢ satisfies (7.6). The
conclusion follows from the uniqueness of v(t). O

As a consequence of this result together with (7.3), the solution u(t) constructed in Theo-
rem 3.1 satisfies the following exponential decay at infinity: there exist K,y > 0 and 5 € R
such that, for all ¢ > t;, if pa(t) := (oo (A) — A)t + 3, then

2(t) = u(t) —27YNQ, (- — fa(t),  satisfies || Z(t)]| przqr) < Kete ™", (7.9)

Now we prove that this strong H!-convergence gives rise to strange localization proper-
ties.
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Lemma 7.3 (L?-exponential decay on the left the soliton solution).

There exist K, xo > 0 large enough such that for all t > Tj and for all xq > &

lult, -+ P2 72 (<) < K™K (7.10)

Proof. Suppose xg > 0, t,t9 > t; and o > 0 from (6.3). Consider the modified mass

~ 'I,L2 T
fnn(t) 1= 5 [ 0 = dlu))da

a ()
with y := 2 — (p2(to) + o(t — to) — x0) and ¢ defined in (6.30). For this quantity we claim that
for xg > Zg and for all ¢ > ¢,

Tiy 20 (t0) — Tp.0e () < K20/ K(1 4 ¢20(t~10)/K), (7.11)

Let us assume this result for a moment. After sending ¢ — +oo and using (6.3), we have
limy 400 Ity 20 (t) = 0 and thus
Ito,ro (tO) < Ke_xU/K'

From this last estimate (7.10) is a direct consequence of the fact that ¢ty > ¢; is arbitrary.

Finally, let us prove (7.11). A direct calculation tell us that

1 (1_¢(y)) _ Cb/ a/ /.m
231‘/]&@5“2 T 2w *5 /Ra@“— —/¢ o

1 / (3)
+2/]R [(0+A)¢E ¢a€ + 3e¢” 5+3 2¢/( g)]

8

+;/Ru2 A= - 52(;%)“} (1-¢) - E/R =" (1 ).

g €

Using the decomposition (7.9), we have
|/ Sumt| < KS(m—l)/Z/ § 3 + Kebolt=to)g—ao/K
R R

and
/ !/
/]R %umﬂ(l —¢)| < Ke39(t—t0) p—w0/K + Kg(ml)/Q/ %52(1 — ).

Ag R Qe
After these two estimates, it is easy to conclude that

1815/ A=0W) 2o po—Lot—to) j—a0/K
2 R -
The conclusion follows after integration in time. O

The proof of decay on the right hand side of the soliton requires more care, and is valid
under the assumption lim sup,_, ; o, [|w* (t)||g1(r) = 0 and XA > 0. We do not expect to have
exponential decay in a general situation, but for our purposes we only need a polynomial
decay. The following result is due to Y. Martel.

Lemma 7.4 (L%-polynomial decay on the right the soliton solution).

There exist K,zo > 0 large enough but independent of €, such that for all t > Ty and for all
To = To

/R(x 202 2(tx + pa(t))da < K,

where x4 := max{z,0}.
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Proof. Take z¢ > 0, tg,t > t; and define

Tty o (t) 1= /RZQ(@ z)p(g)dz; G =z — (p2(to) + 7 (t —to) + 20),

and

Jiao(®):= [ 200

Here ¢ is the cut-off function defined in (6.30), and ¢ is a fixed constant satisfying ¢ >
2(coo(A) — A). First of all we claim that there exists K > 0 such that (for simplicity we omit
the dependence if no confusion is present)

|0cdty.20 ()] < K / (22 4 2)[¢ + ed/ (e2)ldx + K||Z(t) ||y U1V Kememo/K - (7.12)
R
and
|0cJro,0 ()] < K / (Z2o+ 22 + 220 +ed () dldx + K||Z(1) || gomye =710/ K emer0/ K (7.13)
R

Indeed, these estimates are proved in the same way as in Lemma 6.4 and Appendix E. For
the sake of brevity we skip the details.

From Proposition 7.2 and the exponential decay of z we have that both right-hand sides
in (7.12)-(7.13) are integrable between ¢y and +o00. We get

A~ +m
Ity zo(to) < K / (22 + 29)[¢ + ed(ex)pldwdt + Ke™ ' sup || Z(t)|| e ="/*.  (7.14)
to R t>to

In the same line, we have
A +m
Jto,20(t0) < K / (22, + 224+ 2%)[¢) +ed (ex)p|dadt + KL sup ||2(t) HHQ(R)e*”O/K. (7.15)
to R t>to

Note that both quantities above are integrable with respect to x.

Let us denote &(y) := ¢(7), and §;(9) := f?oo &j—1(s)ds, for j = 1,2. Recall that ¢; are
positive and increasing functions on R, with £;(§) — 0 as § — —oo, and &;(§) — %’ — 0 as
y — +oo. Integrating between xy and +o0 in (7.14), and using Fubini’s theorem we obtain

+o0o
/ & (f(to)) 7 (o) < K / (224 2)[€o +ed (ex)&1] + Ke 2 sup ||2(t) || g mye =/ %, (7.16)
R to R t>to
and similarly, from (7.15)
/1R &1 (§(t0))Z2(to, x)dz < Ke 3e 20 4 Ka*tsgtp 1Z(8) || 2y e ="/ K. (7.17)
20

In conclusion, thanks to the exponential decay of Z and (7.16)-(7.17), we have

“+o0o
/ E1(z — po(t) — 20) (22 4 22)(t, x)dxdt < +oo0.
to R
Furthermore, note that for all ¢ > ¢y one has pa(t) < p2(to) + o(t — to). Thus we have

/+OO E(G)(Z2 + 23 (t, x)dzdt < +oo. (7.18)
to R
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In addition, an easier calculation gives us

/t +°°/R o (e3)Ex (1)) (22 + 32)(t, 2)dadt < +o0. (7.19)

From (7.18) and (7.19), we can perform a second integration with respect to z¢ in (7.16) to
obtain

/52 *(to, z)dx < K(e),

uniformly for xq large. Since ty is arbitrary, this last estimate gives the conclusion. O

Lemma 7.5 (L!-integrability and smallness).

Under the assumption (7.3) the following holds. There exists K, Ty > 0 large enough such that for
all t > Ty one has u(t, - + p2(t)) € L1 (R). Moreover,

1
| /R 20| < 155 (7.20)

Finally, from the L' conservation law (1.9), we have u(t) € L*(R) for all t € R and

/Ru(t) :/RQ. (7.21)

Proof. Let z9 > o to be fixed below. First of all, note that if |z|] > z7 we have

2-1/(m=1Q, (x) < Ke Ve<l*l. In particular, since #(t,z + pa(t)) = u(t,x + pa(t)) —
2_1/ (m— 1 ¢ (), by using Lemma 7.3 and the stability bound (6.2), in addition to a Galiardo-
Nirenberg type inequality, we get

IN

1 1
Kug(t? -+ ﬁg(t))‘|22(y2$)||5y(t, “+ ﬁ2(t))"zz(R)
K€1/4GI/K7

|2(t, = + pa(t))]

A

for all x < —uxy.

On the other hand, inside the interval [—x, z(] one has
/[ e+ 7o) < K130+ ) g < e
—T0,%0

The case x > zy requires more care. From Lemma 7.4 and the Cauchy-Schwarz inequality,
we have (for clarity we drop the dependence on z + pa(t))

/mzxoz(tﬂ < (330—[@(0)1/2‘[/;52%(1 + (z — 70)%)2%(1)] ' < x(l)f/i_,

for ¢ large enough, independent of €. From the above estimates we finally obtain the small-
ness condition (7.20).

The final assertion, namely u(t) € L*(R) for all ¢ € R, is a consequence of Proposition 2.1.
It is clear that from this last fact (1.9) remains constant for all time and (7.21) holds. The proof
is now complete. O
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7.3.1 Conclusion of the proof

From the above lemma we can use (7.21) to get the desired contradiction. Indeed, from (7.2)
and Appendix G.1 we have

3—m
2(m—1)

. Coo
tilgloo RZ(t)_ 21/m 0 /Q ’fm)/RQ#Ov Km = 21/(m=1)’

a contradiction with (7.20). Indeed, for the cases m = 3,4 we easily have 1 — k,,, > . In

the case m = 2 we have ky = 2004 ; but from (4.19) we know that ¢y, < 25. Thus we have

1 — kip, > 5 for every m. In concluding,

’tl1+moo =10 / @
a contradiction with (7.20). This finishes the proof of (1.35). O

Appendices

A Proof of Proposition 2.1

In this section we deal with the proof of the local well-posedness result from Proposition 2.1.
As above mentioned, the proof is basically an adaptation of the original proof from [39]. In
particular, we will follow the standard notation used in that paper.

First of all, note that for any A > 0 we have that u = u(t, z) is a solution of (1.15) if and
only if u(t,x) = u(t,x — At) is a corresponding solution of the following time-dependent
coefficient gKdV equation

iy + (ligg + ac(z — M)@™)z =0,  on Ry x R,.

In what follows, in order to profit of the Kenig-Ponce-Vega machinery, the local existence
theorem will be proved for this last equation. Consequently, to avoid some useless notation,
we will drop the hat on @ and we will assume that a. means a.(x — At). In addition, and
without loss of generality, we may suppose to = 0.

Let W (t) be the unitary group generated by the linear Airy operator, namely W (t) :=
et By using the Duhamel formula,

u(t) = ®(u)(t) == W(t)uo — /0 W(t — s)[a-u™]; ds, (A1)

we will construct a unique solution of the fixed point problem u = ®(u) in the ball (centered
at 0 and of radius a > 0) B X5 (a), where, for T' > 0 to be chosen,

Xi(a) :=={w e C([-T,T),H*(R)), AZ(U) < a}.

Here AZ(-), p > 3 is the specific Kenig-Ponce-Vega norm for the quadratic case, but with the
corresponding adaptation to the H*(R)-case, s > 1 (see (A.3) for the details).
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Denote v(t, z) := mmag 7 (x—At)u(t, r), m = 2,3 and 4, such that (a.u™), = v 1v,. From
(4.11) in [39] we have that

T
AT (@) < Kluolmsm + K / o™ g
T
< Kluolms + Kol | ol
< Kluoll sy + KT 00752 ey 10l .03 0

The second inequality is an easy consequence of the following estimate. Suppose f € H*(R),
s > 3. Then

[ £l oo (m) <CHfHLz a2 IIfIH%R < Cllfllmsw) (A2)
On the other hand, note that it a standard calculation shows that
o) las®) < K1+ &) [u)|msw),

so that the final conclusion comes from the following fact.

Claim 5. There exists K > 0 such that for all v with A:pr(u) < +00, we have

lvvall 2 s ry < K(1+T)P(Ag ().

Proof. From (4.11) in [39] we have
Ay (v) = max {0l g g, [[vall s poo 1 D30zl poep2s (1 +T) 0]l L2 Lo }- (A.3)

Now, note that vv,; ~ 5a’5u2 + uu,, so that by using estimate (A.2) and the estimates in pp.
581 and 582 from [39], we get

lvvall iz gy < K (1+T)P(A ().

We are done. O

It is clear that from this Lemma and following the arguments from [39], the rest of the
proof of the local well-posedness result is straightforward.

Now we prove the properties (1), (2) and (3). First, the blow-up alternative (2.3) is a
standard consequence of the definition of maximal interval of existence. Next, the proof of
the energy conservation and mass variation in (2), (3) is also a well-known fact. Indeed, after
having H3(R) local well-posedness, a density argument allows to pass to the limit to obtain
the result. See for example Appendix A in [18] for a complete proof.

Finally, the L!-conservation law is a consequence of a density argument and a formal
computation with H°(R) solutions, for s large. This finishes the proof.

B Proof of Theorem 3.1

In this section we sketch the proof of Theorem 3.1, for the complete proof, see [49].
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Let (T),)nen € R an increasing sequence with 7,, > %Tg for all n and lim,, 1o 1), = +00.
For notational simplicity we denote by T;, the sequence (1 — \)T;,. Consider u, (t) the solution
of the following Cauchy problem

{(un)t + ((un)xl‘ - )\~un + aaugl)x = 07 in Ry x Ram (Bl)

un(_Tn) = Q( - Tn)

In other words, u,, is a solution of (aKdV) that at time t = —7T, corresponds to the soliton

Q(- — Ty). Itis clear that Q(- — T;,) € H*(R) for every s > 0; moreover, there exists a uniform
constant C' = C(s) > 0 such that

1Q(- — Tn)”HS(]R) <.

According to Proposition 2.1 and Proposition 2.2, we have that u, is locally well-defined in
time, and global for positive times in H L(R). Let I,, be its maximal interval of existence.

Following [49], the next step is to establish uniform estimates starting from a fixed time
t = —3T. < 0 large enough such that the soliton is sufficiently away from the region where
the influence of the potential a. is present. This is the purpose of the following

Proposition B.1 (Uniform estimates in ° for large times, see also [49]).

There exist constants K,~ > 0 and ey > 0 small enough such that for all 0 < e < ¢q and for all
n € N we have

%Ta} C I, (namelyu, € C([-Ty, —%Ta], H*(R))),

[_Tna -
and forall t € [-T,,—3T.],
lun(t) = Q(- = (1 = M) s (r) < Ke™ '™ (B.2)
In particular, there exists a constant Cs > 0 such that for all t € [T, —%TE}

llun ()| s (r) < Cs. (B.3)

Using Proposition B.1 we will obtain the existence of a critical element ug . € H*(R), with
several good compact properties, non dispersive and uniformly close to the desired soliton.

Indeed, consider the sequence (u,(—37%))nen C H*(R). We claim the following result.
Lemma B.2 (Compactness property).

Given any number § > 0, there exist g > 0 and a constant Ko > 0 large enough such that for all
0 <e<egandforalln €N,

1
/ ul(—=T:) < 6. (B.4)
|;B‘>K0 2
Proof. The proof is by now a standard result. See [49] for the details. O

Let us come back to the proof of Theorem 3.1. From (B.3) we have that
Jun(=T2/2) || 1 my < Co,

independent of n. Thus, up to a subsequence we may suppose u,(—37%) — u, o in the H(R)

weak sense, and un(—%T £) — Uy in leo .(R), as n — +4o00. In addition, from (B.4) we have the
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strong convergence in L*(R). Moreover, from interpolation and the bound (B.3) we have the
strong convergence in H*(R) for any s > 1.

Let u, = u,(t) be the solution of (1.1) with initial data u.(—37%) = us o. From Proposition
2.1 we have u, € C(I,H*(R)), where —1T. € I, the corresponding maximal interval of
existence. Thus, using the continuous dependence of u,, and u., we obtain u,(t) — u.(t) in
H*(R) for every t < —%TE C I. Passing to the limit in (B.2) we obtain for all ¢ < —%TE,

[ (t) = Q(- = (1 = N)t) || oy < Ke™'e,

as desired. This finish the proof of the existence part of Theorem 3.1.

B.1 Uniform H' estimates. Proof of Proposition B.1

In this paragraph we explain the main steps of the proof of Proposition B.1 in the H! case; for
the general case the reader may consult [49].

The first step in the proof is the following bootstrap property:

Proposition B.3 (Uniform estimates with and without decay assumption).

Let m = 2,3 0r4,and 0 < X\ < X\g < 1. There exist constants K,~,e9 > 0 such that for all
0 < e < g the following is true.

1. Suppose m = 3 or m = 2,4 with A\ > 0. Then there exists oy > 0 such that for all 0 < o < av,
if for some =T, . € [—T, —%Tg] and for all t € [—-T,,, =T}, ] we have

[un(t) = Q(- = (1 = M)l (m) < 20, (B.5)
then, forall t € [—T,,, =T}, «]

lun(t) = Q( = (L = Nt) [ 1wy < Ke™le". (B.6)

2. Suppose now m = 2,4 and \ = 0. Then the same conclusion (B.6) holds if for some —T,, , €
[—T, =312 and for all t € [—T,,, —T, ] one has

lun(t) = Q( = (L = Nt)|| 1y < 2K e~ e, (B.7)

Proof of Proposition B.1, assuming the validity of Proposition B.3. We prove the first case, the sec-
ond one being similar. Firstly note that from (B.1) we have

[un(=Tn) = Q(=(1 = N 1)l g1y = 0,

so there exists ¢y = to(n, @) > 0 such that (B.5) holds true for all ¢t € [-T,,, =T}, + to]. Now let
us consider (we adopt the convention 7 ,, > 0)

- 1
—T = sup{t € [Ty, —§T€] | forallt’ € [Ty, t], lun(t') — Q- — (1 = Nt mr) < 20}
Assume, by contradiction, that —T*,n < —%TE. From Proposition B.3, we have
[un () = Q(- = (1 = M)l (r) < Ke '€ <

%Tg = —3 (117 A)a_l_TiO), a contradiction with the defini-

tion of T*yn. O

for € small enough (recall that ¢t < —
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Now we are reduced to prove Proposition B.3.

Proof of Proposition B.3. The first step in the proof is to decompose the solution preserving a
standard orthogonality condition. To obtain this fact, and without loss of generality, by taking
T« even large we may suppose that for all t € [—T;,, =T}, ]

[un(t) = Q( = (1 = Mt = ra(®) |1 (r) < 20, (B.8)

for all smooth r,, = r,(t) satisfying r,,(=1;,) = 0 and |r],(¢)| < %2 A posteriori we will prove
that this condition can be improved and extended to any time ¢ € [-T,, —37T¢].

For notational simplicity, in what follows we will drop the index n on -7 ,, and w,, if no
confusion is present.

Lemma B.4 (Modulation).

There exist K,v,e0 > 0 and a unique C! function py : [~T,,—T.] — R such that for all
0 < € < g the function z defined by

z(t,x) == u(t,x) — R(t,z); R(t,z):=Q(x— (1 — Nt — po(t)) (B.9)

satisfies for all t € [—T,,, —T%],

/ 2(t, @) Ry (t, w)dr = 0, ||z()|[mr) < Ko, po(=T) =0. (B.10)
R
Moreover, z satisfies the following modified gKAV equation,

24 {2ee — Azt a[(R+2)" — R™ + (1 - aE)Rm}I — po(t)Ry = 0, (B.11)
and

o) < K[e + 120 ey + 120172 - (B.12)

Proof of Lemma B.4. The proof of (B.10) is a standard consequence of the Implicit Function
Theorem, the definition of 7}, (= 7% ,), and the definition of u,(—1},) given in (B.1), see for
example [49] for a detailed proof. Similarly, the proof of (B.11) follows after a simple compu-
tation.

Now we deal with (B.12). Taking time derivative in (B.9) and using (B.11), we get

0 = /ZtRx—(l—)\—}—pf))/sz
R R
_ /{%m—z+%KR+@m—Rmhw1—%ﬂwq3m+p@/RARW+%y
R R

First of all, note that
/R Ro(Ry + 2,) = /R Q2+ 0|20l p2(x))-

On the other hand, from (1.13), (B.10), the uniform bound on p{(t) in the definition of 7 and
the exponential decay of R, we have

| / (1 —as)R™Ryy| < Ket, (B.13)
R

Indeed, first note that from (B.8), by integrating between —7;, and ¢ and using (B.10) we get

1
T,

2
Te

SR

po(t) < — < S < Keltmo,
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Thust+po(t) <t+ K et < l%t. Therefore, by possibly redefining v, we have from (1.13),

0
| / (1-a)R"Rys| < K / e1re (mE il gg
R —00

4 K el (o (1) / o~ (mt e gy,
0
< Kexp [ye(t + po(t))] + K exp [v(m + 1)(t + po(t))] < Ke™".

Finally,

/RRm{zm — 2+ a[(R+2)" = R} = O(l=(t)ll 2wy + 12(8) 7 2(z))-

Collecting the above estimates we obtain (B.12). O

B.1.1 Almost conservation of mass and energy

Now let us recall that from remark 2.1 the modified mass defined in (2.8) satisfies
Mu)(t) < M[u)(=Ty). (B.14)

forall -7, <t < —%Tg. Moreover, in the case m = 2,4 and A = 0, since (1.20) and (B.7) hold,
there exist K,~ > 0 such that

Mu(t) < Mu)(~T,) + Kee™®, (B.15)

for ¢ small enough. By extending the definition of M|[u] to the latter case, we have almost
conservation of mass, with exponential loss for all cases.

Similarly, note that in the region considered the soliton R(t) is an almost solution of (1.15),
in particular it must conserve mass M (2.8) and the energy E, (1.21), at least for large negative
time. Indeed, arguing as in Lemma 6.3 (but with easier proof), one has

Eu[R)(=T,) — Eo[R](t) + (1 — X) [M[R](=Ty,) — M[R](t)] < K¢ (B.16)

for some constant K > 0 and all time t € [-T;,, T}]

The next step is the use the energy conservation law to provide a control of the R(¢)
direction (note that R(¢) is a essential direction to control in order to obtain some coercivity
properties, see Lemma 2.3). Following e.g. Lemma 5.4, one has

[ Retol < 5

for some constants K,y > 0, independent of ¢.

K
[ H 1O + O @l (B.17)

Now, consider E,[u] and M|u] the energy and mass defined in (1.21)-(2.8). Then one has
Ea[u](t) + (1 — NMu(t) = Eq[R](t) + (1 — N)M[R](t) — /Rz(ae —1)R™+ Fo(t), (B.18)

where Fj is the quadratic functional

Folt) == ;/R(zg +A22) + (1= N T[] — %ﬁ—l /Rag[(R 42— R (- 1)R™2].
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In addition, for any ¢ € [—T,,, —T%],
[ o= DR") < K (0 e (B.19)

The proof of this identity is essentially an expansion of the energy-mass functional using the
relation u(t) = R(t) + z(t). The proof of (B.19) is similar to (B.13).

On the other hand, the functional F(¢) above mentioned enjoys the following coercivity
property: there exist K, \p > 0 independent of ¢ such that for every t € [—T},, —T%]

Folt) > oll=(®)paqe — | / RO — KO 2020 — K022 (B20)

This bound is simply a consequence of the inequality A + (1 — A)ac Y "(x) > 1, (B.10) and
Lemma 2.3.

B.1.2 End of proof of Proposition B.3

Now by using (B.18), (B.20), and the estimates (B.14)-(B.15) and (B.17) we finally get (B.6).
Indeed, note that

Bulul(t) = Ealu)(~Tn) + (1 = NN [u)(t) - M[u)(~T)] < Ke.
On the other hand, from (B.18) and (B.10),

Eq[u](t) = Balul(=Ty) + (1 = N)[M[u](t) — M [u)(~T5)]
> Fo(t) — Ke¥ — Ke™™||2(t) || 2w

Finally, from (B.20) and B.17 we get
2] 2y < K.

Plugging this estimate in (B.12), we obtain that |p{,(¢)| < Ke*', and thus after integration we
get the final uniform estimate (B.6) for the H!-case. Note that we have also improved the
estimate on pf(t) assumed in (B.8). This finishes the proof. O

B.2 Proof of Uniqueness

First of all let us recall that the solution u above constructed is in C(R, H*(R)) for any s > 1,
and satisfies the exponential decay (3.2). Moreover, every solution converging to a soliton
satisfies this property.

Proposition B.5 (Exponential decay, see also [49]).

Letm =3,0orm = 2,4with0 < X\ < \g. Let v = v(t) a C(R, H*(R)) solution of (1.1) satisfying

lim [jo(t) = Q( — (1 = A)t)|| . w) = 0.

t——00

Then there exist K,~y,e9 > 0 such that for every t < —T, we have

lo(t) = Q= (1= )|y < Ke™'e™.
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Proof. Fix a > 0 small. Let g = £9(a) > 0 small enough such that for alle < ¢g and ¢t < —T;

lo(t) —Q(-— (1 — )‘)t)”Hl(R) < a.

Possibly choosing ¢y even smaller, we can apply the arguments of Proposition B.5 to the
function v(t) on the interval (—oo, —37.] to obtain the desired result. O

Remark B.1. For the proof of the above result a key ingredient is the monotony of mass from
remark 2.1; this property apparently does not hold in the cases A = 0, m = 2, 4.

Now we are ready to prove the uniqueness part.

Sketch of proof of uniqueness. Let w(t) := v(t) — u(t). Then w(t) € H'(R) and satisfies the
equation

{wt + (Wgg — Aw + ac[(u+w)™ —u™]), =0, in Ry x Ry, (B.21)
lw(t)|| 1) < Ke~ter®  forallt < —3Te. '
The idea is to prove that w(t) = 0 for all ¢ € R. For this purpose, one defines the second order
functional

It is easy to verify that

1. Lower bound. There exists K > 0 such that forall t < — %TE,

1
Fo(t) = 5 / (w + w?® = mQ" ™ w?)(t) — Ke™'e" sup [[w(t) |3 g)-
2 Jr <t

2. Upper bound. There exists K,y > 0 such that

Fo(t) < K2 sup () s sy

These estimates are proved similarly to the proof of Lemma 5.6. However, this functional is
not coercive; so in order to obtain a satisfactory lower bound, one has to modify the function

w in (—oo, —17%] as follows. Let

Jrw®Q'(—1)

W(t) = w(t) +b(B)Q'(-—1), b(t) = QT

This modified function satisfies

1. Orthogonality to the Q' direction: / w(t)Q'(-—t) = 0.
R

2. Equivalence. There exists C1, Cy > 0 independent of € such that

Cillw®l g w) < 0Oz w) + [0 < Collw@)] a1 (r)-
Moreover,
1 1

; /R(“’z +w’ —mQ" W) (t) = 5 /R(wi + % — mQm %) (t) + O(e= M),
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3. Control on the @ direction:
[ BRC 1 < KT sup [l e

This property is proved similarly to the proof of (6.15): We use the fact that variation in
time of the above quantity is of quadratic order on w.

4. Coercivity. There exists A > 0 independent of ¢ such that
1 _ - me1 ~ - -
5 (80 = mQ N 0) = Ala0) ey — K1 | a0)Q( —

5. Sharp control. From the equivalence w-w and the coercivity property we obtain

10 (8) | 1y + elb()] < Kem2e7/ Sup lw®) | a1 (r)- (B.22)
Note that the bound on b(t) is proved similarly to (6.14).

The proof of these affirmations follows closely the argument of Proposition 6 in [49], with
easier proofs. Finally, from (B.22) we have for ¢ small enough and ¢t < — T .,

_ 1
lw ()1 ) < K€ sup [w(t) || grry < 5 sup [lw(t)]| g @)
v<t 2 <t

This inequality implies w = 0, and in conclusion the uniqueness. ]

C Proof of Proposition 4.2

The proof is similar to Proposition 2.2 in [54] and Appendix in [53].

Proof. First of all, we recall the error term S[u] introduced in (4.9), subsection 4.2.

We easily verify that
Sla] =T+ I+ 111, (C1)
where (we omit the dependence on ¢, x)
I:=S[R], II=1IL(w):=w;+ (W — Aw+ma.R™ 'w),, (C.2)
and
I := {a.[(R+w)™ — R™ — mR™ ]} _. (C.3)
In the next lemmas, we expand the terms in (C.1).
Lemma C.1. Suppose m = 2,3 or 4. We have
2 a’
I=cF(etiy) + o (P QU)y + 2 f1(e) FL (y), (C4)

where
~/ !

et >-—C—'AQ BN+ Q) €
18’y'_& ¢ &20 ¢ &mycy
and | fr(et)| < K, FI € Y. Finally, for every t € [T, T.]

€2 fr(et) FL ()l 2wy < K&,
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Proof of Lemma C.1. Recall that a := 7T and

Thus we have
I = Rt+(Rw—AR+a5Rm)
- g Ny e
a

TN+ 200 - 200+ - (alen)Qa

Note that via a Taylor expansion,

(a(e2)@Q)e = alep)(QT)x + €d/(ep) (yQI )2 + ;EQG”(Eﬂ)(yQQZ”)x + Oz () (€9).

Therefore,
/ - (e — \ 1 a’
1= Cag- N SN low Agns LQry + S e,

a a m— 1 a a
2 1

o (PQ + 1 EDFL )

1 1 m\/ ! a’ ! m

= (@ = Qe+ QY + TAQe — e (e — NQe+ = (yQI),

2.1

+E L (2Qm), + E (e FL(y)

2a™

~/ / 2 //

_ 6[%/\@20 — %(c —NQc + %(QQT)y]

o (PQD)y +  fr(e) F (y)-
Moreover |f;(ct)| < K, F!(y) € Y and
€2 f1 () F (9)l| sz ey < ECE°.
This finishes the proof. O

Lemma C.2 (Decomposition of II). We have

IT = —e(LA)y(et;y) +2[(Ad) + ¢ (et)AA (et; y)

4t L Q) Adleti), + S FE et

with FX(et; ) € Y, uniformly in time. In addition, suppose (IP) holds for A.. Then

e Fet(etsy) oy < Kee oM.

Proof. We compute:

IT = e(Ac(et;y)i +e[(Ae)yy(ets y) — AMc(et;y) + ( e "y)Acletsy)],

= _5(£A6)y(5t5 y) + 52(140)1:(5755 y) + e’c (Et)AAC(5t7 Y)

+me? C;/((Sg)) QI (y)Aclet;y))y + 2 Fil(et; y),

where FI(st;y) = O(y*Qm 1 (y) Ac(et;y)),) € Y and thus, thanks to the (IP) property,
€ et o) rzqey < KPem M

This concludes the proof. O
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Lemma C.3 (Decomposition of III). Suppose (IP) holds for A.. Then we have
T = *a/(ex)[e™ 2 AT (et y) + Fr (et )] + 0. G (et y),
with FMY(et; ), G (et; -) € Y, uniformly for every t € [—T%, T.]. Moreover, we have the estimate
|LL|| oy < Ke2e M, (C.5)
forevery t € [-1.,T.].
Proof. Define III := ag[(R +w)™ — R™ — mR™ 'w]. We consider separate cases. First, note
that for m = 2, III = aq.w? = ¢ agA2 thus taking derivative
ITT = &%d/ (ex) A% 4 £%a. (A2).
Note that (42)" € Y because (IP) property holds for A..
Suppose now m = 3. We have ITI = £2a.[3Q.A2 + £A3]. From this we get
1T = 30/ (1) [3QA? + e A3] + €24 [3(Q.A2) + £(A2)].
Finally, for the case m = 4
I = {a€ 6QIAZ +4QcAY + 2 A7)}
= (sx)[GQzAg +4£%Q A2 + 2 AY) + £%a.[6(Q2A2) + 45(Q A2) + 2 (ALY).
Under the (IP) property, for each m = 2, 3 and 4, we can estimate III as follows
ITLI]| 2y < Ke2e <M,

O
Now we collect the estimates from Lemmas C.1, C.2 and C.3. We finally get
Slu] = I+II+1II
[F1 — (LA, (et;y) + 2[(Ao)e + ¢ (et) AA] (et; y) + O(e2e eI,
provided (IP) holds for A.. O
D End of Proof of Lemma 4.6
In this section we will show that for all ¢t € [-T, T;] (cf. (4.28))
IS[a] ()| 2 ey < Keze e, (D.1)

where 1 is the modified approximate solution defined in (4.25).

Proof of (D.1). Similarly to the proof of Proposition 4.2 in Appendix C, we claim that we can
decompose L
S[a] = T + 1T + I1I,

(cf. the definitions in (C.1)-(C.3)).

First of all, note that the conclusions of Lemma C.1 in Appendix C remains unchanged.
In particular, (C.4) holds without any variation.

Concerning the term I11, we have the following
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Claim 6 (Decomposition of III revisited). We have
III = 3d/ (ex) [ 2 A ety y) + FI ety )] + e2a. [GE ety y) + ™1 () A™,

with FI(et;.), GIM(et;-) € Y, uniformly for every t € [~T.,7.]. Moreover, we have the
estimate _
TXT)| oy < Ke2e el (D.2)

for every t € [-T¢,T%].

Proof. The proof is identical to Lemma C.3, being the unique new element in the proof the
emergency of the term

e a () AT, with (€™ ac () AT ey < KM ze M,

The other terms and their respective estimates remain unchanged. This finishes the proof. [

Finally we consider the term II.

Claim 7 (Decomposition of I1 revisited). We have

II = _577c(y)(£Ac)y(5t§y)+OH2(R)(5%€_%M)-

Proof. We follow on the lines of the proof of Lemma C.2: First we have

(eAy(et;y))e = —(c—Ne*nLAc(et;y) — (¢ — Nen=(Ac)y (et; )
+e2n. (A (et; y) + €2 (et)n.AA.(et; y).

We use now Lemma 4.5 and (4.27) to estimate this last term. We get

(eAg(eti ) = —(c = Nene(y)(Ae)y (et y) + Oppaqy (2 4. (D.3)
On the other hand,
e((Ag)ew — My + %mQ;ﬂ—l(y)A#)x
:5{775[( ( ) Qm 1( ) ]+2€772(A) + € 7]€A }I
= ene [(Ae)yy ( )mQ;” ) A]
+2[3n(Ae)yy — ML Ac + acmnl QT A, + 3enl/(Ac)y + 2P A,
= €N [(Ac) = Me+mQP () A, + sgnsmczl((;))(yQ’Zl_lAc)y

+€2 (3L (Ac)yy — MLAc + acmil QP  Ag + 3enl (Ac)y + €°nlP A
+0(63775(y QM LAL),).

We use now Lemma 4.5 and the (IP) property to estimate as follows

d(<p) . i
mEQ\M\Hng(yQ? LAy a2y < Kete e,
7

100 (P QT A 2wy < K&, P Acll o gy < €277,

1AL Al 2y < K Aeze oM,



E.1 - Proof of Lemma 6.4 117

n
e 52”3772(146)1/2; + aemU;Q?_lAc + 35772/(A0)y“H2(R) < Ke?e el
Therefore
[(Ap)an = My + ——mQP 7 () Ayle =
a(ep)
en- [(Ae)yy = Me +mQI T () Ac], + Oy (e M 4+ 6%). (D)
The conclusion follows from (D.3) and (D.4). O

We return to the global estimate on S[u]. From (C.4), Claims 6 and 7 and Lemma 4.5 we
get

S[ﬂ] = S[Fl (Et, y) - nc(y> (EAC)y)(5t7 y)] + OH2(]R) (g%e*'YEM)
= e(1— W) Fi(et;y) + Opagmy(e2e M),

The final conclusion of this appendix is a straightforward consequence of the following fact:
Forevery t € [-1.,T]

1
le(1 = ne(w) Fi(et; y) || ey < Kee =M < K10,
for € small enough. Indeed, note that supp(1 — 7.(-)) C (—oo, —%] From (C.4),
|Fi(et;y)| < KelvImel,

From this estimate the desired estimate follows directly. O

E Proof of Lemma 6.4

E.1 Proof of Lemma 6.4

Our proof of the Virial inequality (6.26) follows closely to the proof of Lemma 2 in [55].

Proof. Take t € [t1,T*], and denote y := x — pa(t). Replacing the value of z; given by (6.13),
we have

o /R Ppaly) = 2 / cebao(y) — oh() /R 2!, ()

) / (s (9))a(200 — Az + MmO ()2) (E1)
R
~(ealt) = \) / 290, () — 2eat) — A — ph)(1) / 2Ql a0 (1) (E2)

R R
42 [ (ea)al(R + 2" = R™ — mR 1 (E3)
R

—2d)(1) /R 2AQeytbag(y) + (c2 — A — ph)(1) /R 2y () (B
+ /[R (0 (8))o (e — 2)(R + 2)™ (E5)
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Now, following [55] and by using (6.14) and (6.15) it is easy to check that for A large enough,
and some constants dg, £y small

(B.3) + (B.4)| < 2

= 100/<Z§+22)( Je A,

On the other hand, the terms (E.1) and (E.2) goes similarly to the terms B and B; in Appendix
B of [55]. We get

(E1)+ (E2) < —%/(zi + z2)(t)e‘%o'y'.
10 Jr
Finally, the term (E.5) can be estimated as follows. First, from (6.11) and (6.12) we have for
t>1
ea(t) = coo + O("?), palt) = (coo — N+ O("?(t = 11)),
and then

11 9
— < < — : > — — . .
10000 < eot) < 10000, pa(t) > 10(000 At (E.6)

On the other hand, we can write (E.5) in the following way

(E5) = /R(Z@ZJAO)z(ae—Q)[(RﬂLZ) Zm]+/(Z¢Ao)( —2)z"

N /(WO)“"?(“& (B +2)" z+/¢Ao MR+ 2)™ — 2™z,
R
Tl / () (ac = 2)2" " = m—i—l/Rona (ex)2™ 1,

Then, from (1.13), (6.25) and by using that ¢ > ¢; > %TE, we get for some constant v =
vY(Ao, Coo, A) > 0 independent of ¢ and Dy, (cf. (B.13) for a similar computation)

[ Wan)elae = DR+ 2" ="l < Kdoe™ 00 o (0) 1 e
< KA =0 i ry
Similarly
[ danlas = DR+ 2)" = 2za] < K Ao 2(0) e
and

I/ Yap)a(ae = 2)2" ] < K Aoe ™ 2(t) i -

Finally, from (6.24) and (E.6),

o [ dan)a'(e0) ] < Ko )T

In conclusion, (E.5) = O(Aoe™"||2(t)| g1(r)), for & small enough.

From (E.6) we obtain the second term in (6.26). Collecting the above estimates we con-
clude the proof. O
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F Proof of Lemma 6.8

The proof of this result is very similar to Lemma 3 in [55].

Proof. First of all, recall that ¢ = ¢(g(xo)), with §(zo) = x — (p2(to) + o(t — to) + zo). Then we
have

2ma 2e
2 2 2 e m+1\ 4/ 2 1(3)
8t/u¢——/(3ux—i—(a+)\)u— 1u )(Z)—i—/ud) 1

/ al(Eﬁ)Uerld),
R

and

2a:(x
8t/ (’U/i — Aum"rl)gb — / ( _ (ul’l‘ + asum)Q o 2uiz + 2ma8u:20um—l)¢/
R R

m+1
2a
2 .(3) 2 e mtl\
+/RUI¢ J/R(ux 7m+1u )qf)
__ ¢ / alu™ e — 782 / alumtty (1)
m + 1 R € m + 1 R € ’ )
(see for example Appendix C in [55]). The conclusion follows from the arguments in [55],
after we estimate the unique new different term. In particular, we have

_/ (3u:20 + (0 + /\)u2 _ Mum+1)¢’ + / u2¢(3) < Ke (to—t)/2Ko g—w0/ Ko (F2)
R m+1 R

Indeed, using that 1/ K3 < /2, we have (we discard the term with ))

_/ (3u2 + ou? - QWIE("U)umH)qb/JF/
R

2,,(3) « _ 2, 0 2_2ma€(1:) m+1\
] Ruw < /R(3uz+ U — ——u )qb.

2 m+1

Now we estimate the nonlinear term. Let Ry > 0 to be chosen later. Consider the region
t > t1, |x —p2(t)| > Ryp. In this region we have from the stability and the Morrey’s embbeding

[ult,2)] < [[ut) = ROl + R(t, ) < Ke'/? 4+ KMo,

with v > 0 a fixed constant. Taking 0 < ¢ < g sufficiently small and R, large enough, we
have |ma.(z)u™ 1| < o /4, in the considered region. Now we deal with the complementary
region, |z — pa(t)| < Ry. From (6.11) and the hypothesis o < 1(1 — \g) we have

|9(20)| = [p2(to) — p2(t) — o(to —t) + wo| — |z — p2(t)] = %U(to —t)+xo— Ro.  (E3)

Thus we have |¢/(7)| < Ke (to=t)/Kog=20/Ko_Collecting the above estimates we obtain (F.2).
Now we claim that

|
Indeed, denote Z(t) := pa(to) + o(t — to) + wo. Then from o < (1 — Ag) and (6.11) we have

Z(t) = pa(to) — p2(t) — o(to — 1) + (zo + p2(t))
> %0(750 —t) + p2(to) + 0 > %U(to —t) + %Ts + zo,

2e
m—+1

/ a’(ax)um+1<;§| < Ke VT g=ev(to—t)/ Ko g —vexo/Ko (F4)
R

and thus for € small,

2e / m+1 ‘ —ev|z| ,(z—2)/ K > —eyT
] aex)u™ ¢l < Ke e N%le Odx + Ke e 7
m+1Jg —o0 i
< Kee /Ko 4 ge=o1E
< Ke—’y&Tge—’yE(to—t)/Koe—’yEl’o/Ko .
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This last estimate proves (F.4). Integrating between ¢ and ¢y we get (6.32).
On the other hand, by following the same kind of calculations (see [55]), we have

at/' (u2 I u2 _ QGE(LE) um+1)¢ < Ke—’y(to—t)/Koe—Io/Ko
R z m + 1 -

_’_Kef'ysTEef'ys(toft)/Koef’yszo/Ko )

In consequence, after integration we get (6.34).

Now we prove (6.33). The procedure is analogous to (6.32); the main differences are in
(E3) and (F.4). For the first case we have that §(—x¢) = x — (p2(to) + o(t — to) — ) satisfies

o(t—ty) + zo — R.

[\.')M—t

19| = |p2(t) — pa(to) — ot —to) + wo| — [z — p2(t)] >

From the hypothesis we have that 2(t) := pa(to) + o(t — tg) — 20 > t1 > 37.. Therefore (F4)
can be bounded as follows

2e / m+1 ' —ev|z| ,(z—2)/ K > —evx
| a(ex)u™ 9| < Ke e e Odr + Ke e 7
m+1 Jr —o0 2
< ge /Ko 4 emo®
< Keer2(to) g—ve(t—to)/ Ko ,vewo/ Ko

Collecting the above estimates and integrating between ¢, and ¢, we obtain the conclusion.
Ul

G Some identities related to the soliton ¢)

This section has been taken from Appendix C in [53].

Lemma G.1 (Identities for the soliton @)). Suppose m > 1 and denote by Q. := cﬁQ(ﬁx) the
scaled soliton. Then

1. Energy.
_ 1 _ 2 _ . . 5—7771
B(Q) = L Ao)/RQ = (- )MIQL with =
2. Integrals. Recall 6 = m %. Then
/Qc—c i/Q, /Q2—c29/Q2 E1Q.) = T B Q).
R
and finally

/Qm+1 m;+329+1/Q2 /RAQCQCZQCQQ_l/RQQ'
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8 Addendum. Formal dynamics in the case \) < A < 1

An important question left open in the preceding pages was the behavior of the soliton solu-
tion u(t) in the case of positive energy, namely Ao < A < 1. The analysis in this case requires
more attention due to the fact that the scaling of the soliton solution decreases as long as the
interaction region is being crossed. In this occasion our main objective is to describe in some
detail this case. Indeed, in the next paragraph we formally state the following surprising
result: given a fixed A close to 1, for any small € > 0 the soliton may be reflected by the po-
tential a(e-). This result is basically a consequence of the fact that given0 < A < landc¢ > 0
fixed, with ¢ < ), the small soliton Q.(- — (¢ — A)t), solution of

up + (Uge — Au+u™), =0, in Ry x Ry,
moves towards the left direction.

This section is devoted to the study of the approximate dynamical system involving the
evolution of first order scaling and translation parameters (C(t), P(t)) on the main interaction
region. This system shares many properties with the nonlinear dynamical system considered
in [65] for 0 < A < \g (see Lemma 4.4above), however the large time behavior in the case
Ao < A < 1 may differ radically from the previous case.

We start with some basic properties. First of all, let us define, for m = 2,3 and 4, and
A< A<,

Ao 120
p(A) = (1—7) Yoo >0, 8.1)
and recall that
\ _5—m _ 4
o= m+3 p_m—|—3‘

Lemma 8.1 (Existence and basic properties of dynamical parameters, case A\g < A < 1).

Suppose m = 2,3 or 4. Let \o, p be as above and a(-) as in (1.13). Then the following holds.

1. Existence. There exists a unique solution (P(t),C(t)), with C' bounded positive, monotone
decreasing, defined for all t > —T, with the same regularity than a(e-), of the following system

O'(t) = —pC(B)[ 2~ CW]L(EPE).  O(-T) =1, 62
P(t)=C(t)—),  P(-T.)=—(1-NT.. '
In addition for all t > —T one has 0 < C(t) < 1 and
CR(e)Ge = O™ = (5 = ' e 83

Moreover, limy_, o, C'(t) exists and satisfies lim;_, oo C(t) > pu(X) > 0, forall \g < A < 1.

2. Asymptotic behavior. Let A\g < A < 1 be the unique number satisfying

- 1—
AET20)1-%0 _op (8.4)
A—Xo
Then one has

(a) Forall \g < \ < ), one has limy—, 400 C(t) > Aand limy_, ;oo P(t) = +o0.

(b) Forall \ < X\ < 1, there exists a unique ty € (—T%,+o0) such that C(tg) = X, with
limy_, 400 C(t) < . Moreover, limy_, o, P(t) = —oc. Finally, one has the bounds —T, <
to < K(\)Tx.
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Proof of Lemma 8.1.

1. The local existence of a solution (C, P) of (8.2) is a direct consequence of the Cauchy-
Lipschitz-Picard theorem. In addition, C' = 0, /\—’\0 are constant solutions. Since C(—71;) = 1

and A > Ao, we have C globally defined, strictly decreasing and satisfying 0 < C(t) < % for
allt > —T..

2. Now we use (8.2) to obtain some a priori estimates on the solution C. Note that

(CO=N_criy) = _ep(oe) - )\)Z/(EP(t)) = —epP’(t)f;(eP(t))-

In particular,
A
(1 —Xo)O: log(/\— —C(t)) + MOt log C(t) = polog a(e P(t)).
0

By integration on [T, t], and by using C'(—7;) = 1, we obtain (8.3).

Since 1 < a < 2 and c is bounded we have P bounded on compact sets and consequently
we obtain global existence. Using C' > 0 and (8.3) one proves for € small

Cho(t) > %9 (1— %

2 155 V=ro — ) > pu(N).

Moreover, lim; ., C(t) exists and is always far from zero, as long as Ao < A < 1.

3. Now, given Ay < A < 1, we study the existence of a point ¢y > —T; such that C(ty) = A\. A
priori, replacing this condition in (8.3), we have

Ay Pl

N %o (1100}

-1 1-Xo _
Ao )

(8.5)

By choosing A := Ao(1 + J), with § > 0 any small enough number, we obtain a contradiction
in the above i@entity. In conclusion, such a ty does not exist if A = A\g(1+ ), with § > 0 small.
Moreover, let A € (\g, 1) be the unique solution of (8.4). Since the function

1—2Xo

A€ Qo 1) = FN) = Ay

)17/\0 € (0, +00)
is strictly decreasing4, we have f(\) > 2P provided \g < A < \. Therefore, from (8.5) we have
< 2P,

In conclusion, since f(\) is independent of ¢, there is no ty € R such that C(ty) = A. Thus, by
continuity we have C(t) > A forallt > —T; and lim, C(-) > A. Moreover, if lim o, C(-) = A,
we have from (8.3) after passing to the limit

f(A) <limsup a?(eP(t))

— T coP A<,
t—too aP(—e~1/100) -

“More precisely, one has
(1= M) (1= Ag)' 0
()\ — )\0)27>‘0

7y =-
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a contradiction. Thus, lim ., C(-) > A. Moreover, from the equation for P in (8.2) one has for
allt >0

0

P(t) = P(-T.) + / (C(s) — Nds + /0 (C(s) — Nds > P(~T2) + (C(0) — At

—T.

therefore lim;_, o, P(t) = +o0.

4. Now, let us prove that for all A € (), 1) there exists ty € R such that C(ty) = A (and
therefore lim, , C(-) < A.) By contradiction, let us suppose C(t) > X for all t > —T, with
Coo = limi oo C(+) > A

First let us suppose ¢ > A. Thus we have lim , P(-) = +o0 and from (8.3) we have

A 2P
~\o o~ V1) _ 1\1-20
COO ( )\0 00) ()\0 1) (Ip( 5_1/100) . (86)

Since ¢ > A one has

Ao A_AOéOO)I—AO < max ’[")\0()\_ )\07"

1—>\0: )\ 2])
(3 Th s max r () f) <27,

a contradiction with (8.6) for small &.

Now we suppose ¢~ = A. Here we have two possibilities: either Py, := lim; 1o P(t) =
+00, or P, < +o0. For the first case, by following the preceding analysis, we have

A — AoCoo

o
( A— Ao

o0

e = f) <27,

a contradiction with (8.6), for small e. Otherwise, computing C”(t) in (8.2) we have

" 12

C(t) = ~p2C(H) (5 — CUNI(C = N EP) + 5 PONCON — AL — 1)];

and thus

1 a/2

lim C”(t) = —pe?\3( 1)

p
Po)No — 2 +1) #£0,
i o D (Po)o = 1) £ 0

2
a
for all m = 2,3 and 4. This last result contradicts the fact that lim, C(-) exists.

In conclusion, we have that there exists at least one ty > —T. such that C(¢y) = A. From
C" < 0 we have that such a ¢ is unique.

5. We finally prove some properties of P(t) in the case A < A < 1. From (8.3), one has

aP(eP(t
100 = g ey

Since f(\) € (1,2P) for fixed A € (), 1), and it is independent of &, one has, for small ,
leP(to)| < K (X);
(the constant K becomes singular as \ approaches ) or 1.) Therefore, from (8.2) one has

Cl(to) — —é‘pAQ(i _ 1)a’(5P(t0))

< —k(Ne, K(A) > 0;
Ao

a(eP(ty)) —
and thus, for o > 0 small enough (but independent of ¢), since C”'(t) = O (g?),

(0%

Clto—2) 2 A+ w(Na+0(e?) 2 A+ 19—0,%()\)05. 8.7)
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We use this identity to obtain

P(ty) = —-(1-NT:+ /;5(0(5) —Ads + /t ig(C(s) — A)ds
> (1= NT+ gor(alte - £+ T2 - 12,

and therefore ty) < K(\)Tx.

Finally, note that P(t) is strictly decreasing for all t > t,. Therefore, for all ¢ > t; + 1 one
has C(top+ 1) < A and
to+1 t
P(t) = P(to) +/ (C(s) — N)ds +/ (C(s) — A)ds < P(tg) + (C(to +1) = A)(t —tp — 1);
to to+1

thus lim;_. o, P(t) = —oo. The proof is complete.

The last properties obtained in the above Lemma lead to the following definition.

Definition 8.1 (Exit time).

~ Suppose A\g < A < A Let us define T. > —T¢ such that P(Tg) = (1 — \)T.. Otherwise, if
A < A < 1, let us consider T, > ¢y such that P(7;) = —(1 — \)T-.

The next result states that in the interval Ay < A < A the soliton leaves the potential zone
by the right hand side, with a well determined scaling 0 < co(\) < 1. Moreover, the exit time
is bounded by K (\)T;, with K becoming unbounded as A approaches .

Lemma 8.2 (Asymptotic behavior, case Ao < A < \).
Suppose now \g < A < \. There exists a unique solution c..(\) of the following algebraic equation

Ao A — )‘OCOO

1=d0 — op 1. .
3 ( N ) , A<t < (8.8)

In addition, A — coo(A) is a strictly decreasing map with coo(No) = 1 and coo(A) > Coo(A) = A
Furthermore, one has C(T;) = coo(N), and T < K(A\) Ty, with K()\) ~ (coo(X) — A) 7L
Remark 8.1. Note that the condition ¢, > ) is essential, because there exists another minimal

branch of solutions ¢, (\) < X increasing in A with ¢%,(A) = 0 and ¢, (A) = A.

Proof. The proof of existence and uniqueness of a solution c., () of (8.8) is similar to Lemma
4.4 in [65]. We skip the details.

Let o (A, €) := lim; o C. From (8.3) and lim 4, P = +o0 one has

A — Ao€ 2p
Ao 0Coo\1-)\g _ A ~ 1 8.9
Now let us define for r € (0,1)
or) = (3

A—Xo
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Note that g(r) is strictly decreasing in the interval (), 1). In addition, from (8.8) and (8.9) we
have c,, < és. Moreover, from the behavior of a in (1.13) we have ¢y, = co, + O(e?), for all
¢ small. This implies that

Coo(AyE) = A > Ccoo(A) = A >0,

uniformly for all £ small enough. On the other hand, at time ¢ = T} one has

= A= NC(TL) aP (e~ 1/100) .
Ao 0 €)\1=Xo —
C(TE) ( )\ _ )\O ) ap(f571/100>’ 0 < C(TE) < )\)
therefore C(T.) = coo(A) + O(£'9). Moreover,
~ TE ~
(1 NTL = P(T.) = P(—T0) + / (C(s) = N)ds > —(1— VT2 + (coo — \)(T + T0).
—T.

From this inequality we obtain, for all Ay < A < )\, the upper bound 7. < K (MT%, with
K()\) ~ (co(N) — )7L Note that K()\) becomes singular as A T A. O

Now we consider the case A < A < 1. Here we obtain the following striking result:
the soliton is formally reflected by the potential. The final scaling is given by a modified
parameter 0 < co(A) < 1, away from zero provided A € (A, 1).

Lemma 8.3 (Asymptotic behavior, case A < A < 1).

Suppose X < X < 1. There exists a unique solution c..(\) of the following algebraic equation

A— )\(]Coo

Col TN TN,

Ao(

o0

PR =1, 0< o <A (8.10)

In addition, the map X\ +— coo(N) is strictly increasing with ceo(A) > coo(N) > p(N), and
limyt1 ¢oo(A) = 1. Finally, one has C (1) = coo(X), and T, < K(N)T-.

Proof. The proof of existence and uniqueness of a solution ¢ () of (8.10) is similar to Lemma
4.4 in [65]. We skip the details.

Let ¢oo (A, €) := lim4 o C. From (8.3) and lim o, P = —oo one has
,,)\0()\—)\0600)1_)\0 _ 1 )
VA= aP(—g—1/100)

with 0 < ¢, < . From the behavior of a in (1.13) we have ¢, = coo(\) + O(e!?), for all ¢
small. This implies that

99
— > —
A coo()\,s) 100 ()\ coo()\)) > 0,

uniformly for all £ small enough. On the other hand, at time ¢ = 7. one has

A= XC(Te) 1y,  aP(—e(1—NT.) .
)\_7)\0) = ) 1, 0<C(T:) < A,

C(Te)™(
therefore by uniqueness C(7%) = coo()).
Finally, we prove the upper bound on 7.. We have

Te
P(-T.)=—-1-NT.=—-1-NT: + /—T (C(s) — N)ds.
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From here we have for 5 > 0

B

0 = /tO_S(C(s)—)\)ds+/to+§(0(s)—)\)ds—/TS (A — C(s))ds

—T. to—g t0+§

3 K3 [T
< Q=N+ Z+T)+— - /Mf(A — C(s))ds.

Similarly to estimate (8.7), one has for § > 0 small, but independent of ¢,

Cl(to + g) <A—v(\)B+0(6%), v(\) > 0.

Inserting this estimate above, and using the estimate on ¢(, one has
T. < K(MT.,

as desired. n
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Abstract

We consider the problem of the soliton propagation, in a slowly varying medium, for a
generalized, variable-coefficients nonlinear Schrodinger equation. We prove global existence
and uniqueness of soliton-like solutions for a large class of slowly varying media. Moreover,
we describe for all time the behavior of this new generalized soliton solution.

Keywords : Nonlinear Schrodinger equations, soliton dynamics, slowly varying potentials.

1 Introduction and Main Results

In this work we continue our study of soliton-propagation under an inhomogeneous
medium, started in [65]. Now we consider the following generalized nonlinear Schrodinger
equation (NLS)

iy + Uge + fz, [ulP)u =0, inR;xR,. (1.1)

Here u = u(t, x) is a complex-valued function, and f : R x R — R a nonlinear function.
This equation is a generalization of the —one dimensional- semilinear nonlinear Schridinger
equation (NLS)

Ut + Ugy + ]u\m_lu =0, inR;xRy; m>1. (1.2)

Concerning the cubic nonlinear Schrodinger equation (namely the case m = 3), it arises in
Physics as a model of wave propagation in fiber optics in a nonlinear medium, and also
describes the evolution of the envelope of modulated wave groups in water waves. In two
dimensions, the cubic NLS also possesses an important physical meaning.

The Cauchy problem for equation (1.2) (namely, adding the initial condition u(t = 0) =
ug) is locally well-posed for ug € H'(R) (see Ginibre and Velo [22]). In addition, solutions of
(1.2) are invariant under translations in space, time and phase. From the Noéther theorem,
these symmetries are related to conserved quantities, invariant under the NLS flow, usually
called mass, energy and momentum:

M (1) ::/Ru|2(t,x)d1‘:/R|u02(:z:)dx:M[u](O), (Mass), (13)

Blt) = 5 [ luaPtayde = — [ [0 do (1.4
=5 [ w)eP@)de = — [l (@) do = Elul0). (Energy)
and
Plul(t) = %Im /R g (1, 7) dz = %Im /R dio(uo)e(x) dz = P[u](0), (Momentum).  (1.5)

In the case 1 < m < 5, any H!(R) solution is global in time thanks to the conservation of
mass and energy (1.3)-(1.4), and the Galiardo-Nirenberg inequality

/R P < K(p)( /R )5 ( /]R 2) T (L6)
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One of the main properties of NLS equations is the existence of localized, exponentially
decaying, stable and smooth solutions called solitons, or traveling waves. Given four real num-
bers xg, vo, 70 and c¢o > 0, traveling waves are solutions of (1.2) of the form

u(t,z) == Qey(x — 0 — Uot)ei(co_i”?})tei%eévox, (1.7)

with Q.(s) := cﬁQ(cl/ 25), where Q is the explicit Schwartz function satisfying the second
order nonlinear differential equation

m + 1 m—1 7|$‘

~e
2 coshZ(%;l)x)

(1.8)

Q" -Q+Q"=0, @>0, Q@)=

In particular, for vy > 0, this solution represents a solitary wave, with invariant profile, defined
for all time moving to the right with constant velocity.

For m > 5, solitons are shown to be orbitally unstable and the Cauchy problem for the
corresponding NLS equation has finite-time blow-up solutions, see [12] and references there
in. In this work, in order to guarantee the stability of soliton solutions, we will discard high-
order nonlinearities. In other words, we will only consider the case 1 < m < 5.

The study of perturbations of solitary waves lead to the introduction of the concepts of or-
bital and asymptotic stability. Orbital stability of ground states for NLS equations has been
widely studied during last decades; we mention the works of Cazenave and Lions [13],
Weinstein [83, 84], Grillakis, Shatah and Strauss [23, 24], Cuccagna [14], and Martel, Merle
and Tsai [60]. See references therein for a more detailed bibliography. On the other hand,
asymptotic stability of solitary waves and related scattering results have been studied in
[78, 80,11, 72,15, 74].

The problem we consider in this paper possesses a large physical and mathematical liter-
ature. In the next subsection we briefly describe the main results concerning the propagation
of solitons in slowly varying medium.

1.1 Statement of the problem, historical review

The dynamical problem of soliton interaction with a slowly varying medium is by now a clas-
sical problem in nonlinear wave propagation, representing a simple model of several physical
applications. By soliton-medium interaction we mean, loosely speaking, the following prob-
lem: In (1.1), consider a nonlinear function f = f(¢, z, s), slowly varying in space and time,
possibly of small amplitude, of the form

f(t,z, s%) ~|s|™ 1 asx — +oo, forall time;

(namely (1.1) behaves like a NLS equation at spatial infinity.) Consider a solitary wave solution
(note that this assertion must be actually proved) of the corresponding variable coefficient
equation (1.1) with this nonlinearity, at some early time. Then we expect that this solution
does interact with the medium, here represented by the nonlinearity f(¢,z,s). In a slowly
varying medium this interaction, small locally in time, may be significantly important for the
long time behavior of the solution. The emerging solution after the interaction is precisely
the object of study. In particular, one considers if any change in size, position, or shape, even
creation or destruction of solitons, if any, after some large time, may be present.

Let us review some relevant works in this direction. Kaup and Newell [38] studied, via in-
verse scattering methods, slowly varying perturbations of integrable equations. In particular,
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they considered the following perturbed NLS equation
iy 4 U + |[u)?u = alex)u,. (1.9)

Here the additional term a(ex)u, is intended to describe e.g. depth variations on a surface
gravity wave packet. The authors studied the case where a(cx) := e2? and showed that, for
a small ¢, the soliton shape remains unchanged, but both velocity and position parameters
evolve following a trapped trajectory of an harmonic oscillator at leading order.

Subsequently, this problem has been addressed in several other works and for different
integrable models. In [26], the author considered the time dependent NLS equation

ity + Uge + a(et)ul*u =0, in Ry x R,.

(See [26] for the physical description associated to this model.) Using a perturbative analysis
the author found an approximate solution up to second order in €. This approximate solution
is less dispersive than the corresponding solution for the generalized KdV equation studied
in [38], in the sense that it does not present a tail behind the soliton solution as in the gKdV
case (see also [25, 65] for more details).

In this paper we address the problem of soliton dynamics in the case of a slowly varying,
inhomogeneous medium, but constant in time.

1.2 Setting and hypotheses

Let us come back to the general equation (1.1), and consider € > 0 a small parameter. Along
this work we will assume that the nonlinearity f is sufficiently smooth and slowly varying
z-dependent function of the power cases, independent of time:

{f(:v, s2) := a.(a)|s|™t, 2<m <5, (1.10)

a:-(x) == a(ex); a€ C3R)ifm <3, a € CHR)if m > 3.
Concerning the function a we will assume that there exist constants K, 1 > 0 such that

1<a(r) <2, d(r)>0,|a® (@) < Ke#rl forallr e R, k =1,2,3,(4);
0<a(r)—1< Ket" forallr <0, and (1.11)
0<2—a(r) < Ke# forallr > 0.

In particular, lim, ,_ a(r) = 1 and lim, ., a(r) = 2. We emphasize that the special choice
(1 and 2) of the limits is irrelevant for the results of this paper. The only necessary conditions
are that

0<a_oo= lim a(r) < lim a(r)=:ac < +o0.
r——00 r—+00

Of course the decay hypothesis on a in (1.11) can be relaxed, and the results of this paper still
should hold, with more difficult proofs, for asymptotically flat potentials; but for brevity and
clarity of the exposition these issues will not be considered in this work.

Recapitulating, we will consider the following 1D aNLS equation

{iut + Uge + ac(2)|u/m"lu =0 inR; x Ry, (112)

2<m<b; 0<e<ep asatisfying (1.11).

The main issue that we will study in this paper is the interaction problem between a
soliton and a slowly varying medium, here represented by the potential a.. In other words,
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we intend to study for (1.12) whether it is possible to generalize the well-known soliton-like
solution @ of NLS. Of course, it is by now well-known that in the case f (¢, z, s?) = f(s?), and
under reasonable assumptions (see for example Berestycki and Lions [6]), there exist soliton-
like solutions, but our objective here will be the study of soliton solutions under a variable
coefficient equation.

To support our beliefs, note that at least heuristically, (1.12) behaves at infinity as similar
NLS equations:

{z’ut+um+ lu"lu=0 asx— —o0, (1.13)

g+ gy + 2" lu =0 asz — +oo.

In particular, given vy > 0, one should be able to construct a soliton-like solution u(t) of (1.12)
such that , L,
u(t,z) ~ Q(z — vot)e2"0e1=1%)  ast — —oo,

in some sense to be defined. Here () is the standard soliton solution introduced in (1.8).

On the other hand, after passing the interaction region, by stability of the soliton, this
solution should behave like

i

~ 2_ﬁQcoo (T — Vool — poo(t))e2”°°ze”°°(t) + lower order terms ine, ast — +oo, (1.14)

for ¢ small enough. Here ¢, > 0, v are unknown parameters, and poo(t), Yoo (t) are small
perturbations. In fact, note that if v = v(t) is a solution of (1.2) then u(t) := 2=/~ Dy(t) is a
solution of

iy + Uge +2u/™ lu =0 inR; x R,. (1.15)

In conclusion, this heuristic suggests that even if the potential varies slowly, the soliton
should experiment non trivial transformations on its shape, scaling and phase, of the same
order that of the amplitude of the potential a.

Before stating our main results, some important facts are in order. First, unfortunately
equation (1.12) is in general not anymore invariant under scaling and spatial translations.
Moreover, a nonzero solution of (1.12) might gain momentum, in the sense that, at least for-
mally, the quantity Plu](t) defined in (1.5) now satisfies the identity

0Plul(t) = —— /R o/ () [ul ™! > 0. (1.16)

Therefore the momentum is always a non decreasing quantity. This simple fact will have
important consequences in our results, in particular we will obtain from this property the
stability and uniqueness of our solution. The hypothesis a’(-) > 0 is crucial in our arguments,
although we think it can be relaxed by considering for example a potential satisfying a’(r) > 0
for all |r| > ro. We will not pursue on these issues.

On the other hand, the mass M [u](t) defined in (1.3) and the novel energy

Ealu(t) = ;/R\ux|2(t, 2) dz — m1+1 [aelaup™ (t2) do (1.17)

remain formally constant for all time. Moreover, a simple balance of mass and energy at +co
allows to determine heuristically the limiting scaling and velocity parameters in (1.14), if we

suppose that the lower order terms in (1.14) are of zero mass at infinity. Indeed, we have (cf.
Appendix K)

2

e

1
172

MQ] ~

MI[Q)], (1.18)

_2
2m—1
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and 2 1 2 1
W12 m-1 2
EIQ]+ uiMIQ~ S FlQ)+ pA MGl BlQl£0, (119

This implies that ¢, ~ 95 m > 1 and veo ~ (v3 + 4(::;) (coo — 1))1/2.

These formal arguments suggest the following definition.
Definition 1.1 (Pure generalized soliton-solution for aNLS).

Let vg > 0 be a fixed number. We will say that (1.12) admits a pure generalized soliton-like
solution (of scaling equals 1 and velocity equals v), if there exist C' real valued functions
p = p(t),y = ~(t) defined for all large times and a global in time H!(R) solution u(t) of (1.12)
such that

i flu(t) = Q- — vgt)es (V0T | 1 ) = 0,

Jim[lu(t) = 2777 Qe (- = vact = p(8))e3 "N 1y = 0,
with |p/(t)] < wp for all large times, and where ¢y, v5 > 0 are the scaling and velocity
predicted by the mass and energy conservation law, as in (1.18)-(1.19).

As we will see below, a standard method allows us to construct a generalized soliton
solution as ¢ — —oo, as required in the above definition; however, it is expected that any
reasonable soliton-like solution would not be able to satisfy the second assertion, because of
some very small dispersive effects produced by the potential a..

1.3 Previous analytic results on the soliton dynamics under slowly varying
medium

The problem of describing analytically the soliton dynamics of different integrable models
under a slowly varying medium has received some increasing attention during the last years.
In the framework of NLS equations with non constant potential, the first result in this direc-
tion was given by Bronski and Jerrard [10]. In this paper it is proved that in the semiclassical
limit, the soliton’s mass center obeys the Newton’s second law with external force given by
the potential’s gradient. Gustafson et al. [28, 29] and Holmer et al. [33, 34, 35] have consid-
ered the dynamics of a soliton under general potentials, for short times, namely ¢ ~ % See
also [16] for a similar result in the case of a generalized Hartree equation. From these results it
seems clear that a deeper understanding of the soliton dynamics for very large times strongly
depends on the specific character of the considered potential, as we will see below.

A related problem is the study of the interaction soliton-medium for a generalized
Korteweg- de Vries equation, following the physical literature [42, 38, 37, 70]. Dejak, Jons-
son and Sigal in [17, 18] considered the long time dynamics of solitary waves (solitons) over
slowly varying perturbations of KdV and mKdV equations. Recently Holmer et al. have
improved these results, up to quadratic order in €. Finally, we recall that in the case of the
generalized Korteweg- de Vries equation

u + (Uge — Au+ ac(x)u™), =0, InRy xRy, A>0,

we have described in [65] the dynamics of a generalized soliton solution. We proved, among
other things, that no pure soliton solution is present for any small ¢ > 0 and A > 0. In this
paper, our main objective is to extend some of these results to (1.12).



1.4 - Main Results 135

1.4 Main Results

Let .
T.:= —e =15 > 0, (1.20)
V0
and
1, if 2,3
Pmi=14 1 me [2,3), (1.21)
2, if m€[3,5).

The first parameter can be understood as the interaction time between the soliton and the
potential. In other words, at time ¢t = —7. the soliton should remain almost unperturbed,
and at time ¢ = T the soliton should have completely crossed the influence region of the
potential. Note that the asymptotic v9 ~ 0 depending on ¢ is a degenerate case and it will be
discarded for this work.

Second, the parameter p,,, measures the degree of accuracy of the main result, based in a
Taylor expansion of the nonlinearity involved. In other words, the smoother the nonlinearity,
the more accurate the main result.

In what follows, we assume the validity of above hypotheses, namely (1.10) and (1.11).
Our first result is a complete description, for all times, of the interaction soliton-potential for
the aNLS equation (1.12).

Theorem A 1 (Dynamics of a generalized soliton-solution for aNLS equation).

Assume that a(-) satisfies (1.11). Let 2 < m < 5, vg > 0, Ao := f;;—lg and p,, be as in (1.21).
There exists a small constant eg > 0 such that for all 0 < € < ¢ the following holds.

1. Existence of a soliton-like solution.
There exists a unique solution u € C(R, H'(R)) of (1.12), global in time, such that

i u(t) = Q(- — wot)e! 0 2l iRy = 0, (1.22)
with conserved mass M[u)(t) = M[Q] and energy Eq[u](t) = (203 — o) M[Q].
2. Stability of interaction soliton-potential. Let

Moo 1= 27T, e = 25 (> 1), g = (02 + Aol — 1))7 (> w0).  (1.23)

There exist K > 0, and C*- functions p(t),y(t) € R defined for all t > JT. such that the
function

w(t,x) = u(t,r) — AooQeo, (T — Vool — p(t))e%moo e
satisfies for all t > 3T,

1
lw®)llzz) + 10 (] + 1Y () = oo + 03] < KePm. (1.24)

Remark 1.1. One may compare the above result with Theorems 1.1 and 1.2 in [65], where a
bound of order £'/2 was showed (note that p,, > 1). Our present result is better due to the
absence of a dispersive tail behind the soliton, precisely of order ¢'/2 in H'(R), and present in
the gKdV case. A first mathematical treatment this phenomenon can be found in [57]. Let us
finally recall that such dispersive elements in a soliton solution are not present in the case of
a pure NLS or gKdV equation.
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Remark 1.2. We do not discard the existence of very small solitons after the interaction, with
size of order at most e”~ in H'(R). This question is also related to the question of scattering
modulo-solitons.

One may wonder whether Theorem A is available for other potentials. A first answer in
that direction, is the following remark.

Remark 1.3 (Decreasing potential). Pick now a potential a(-) and an initial velocity vg > 0
satisfying e.g. a/(s) < 0,

1
1= lim a(s)>a(s)> lim a(s) = 5

§——00 t—+0o0

and v > 4)\(1 — Q_ﬁ). Then there exists a solution u(t) satisfying (1.22), and (1.24) for
times ¢ ~ 7, (and a little bit more), with the following minor modifications:

Moo 1= 271 (> 1), coo = 27 Y6 (1), and  weo i= (02 + Aho(cos — 1)),

The uniqueness and stability for large times of this solution is not known, mainly due to the
fact that the momentum law has now the opposite sign:

e

9, Plul(t) = /R o (ex)ul™+ < 0.

m—+1

What happens in the regime v < 4\¢(1 — c) is also an interesting open question. Formal
computations suggest a possible reflection of the soliton in the case of small initial velocity.
We hope to consider some of these situations in a forthcoming publication.

We believe that the analysis in the interaction region can be carried out in a general situ-
ation, under asymptotically flat potentials. However, stability and uniqueness properties are
probably highly dependent on the nonlinearity considered.

Remark 1.4 (Non existence of pure soliton-like solution). An important problem arises from
the above results. Is the solution u(t) constructed in Theorem A above an exactly pure soli-
tary wave for the aNLS equation? (cf. Definition 1.1.) This question is equivalent to decide
whether

i [w(®) ) = 0.

We have been unable to solve this problem, due to the lack of backwards stability for large
times®. In other words, if we suppose ||w(T)|| 1 (x) < « for small o and very large time
T > T, we do not know if a suitable modulation of w(t) is still small (of order «) at time
T.. This result is equivalent to obtain stability for a decreasing potential a(ez), also an open
question (see Remark 1.3).

Let us recall that Theorem 1.3 in [65] puts in evidence the following conjecture: the pres-
ence of a non constant potential induces on any generalized solitary wave nontrivial disper-
sive effects, contrary to the standard NLS and gKdV equations. We believe that the same
phenomenon is present in the Schrodinger case.

Remark 1.5 (Time depending potentials). As expected, our results are also valid, with easier
proofs, for the following time dependent gKdV equation:

g + Uge +alet)|u|™ fu =0, inR, x R,. (1.25)

*Note that in [65] one has backward stability for all A > 0.
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Here a satisfies (1.11) now in the time variable. Note that this equation is invariant under scal-
ing and space translations. In addition, the mass M [u] and momentum P[u] remain constants

and the energy ) o)
~ al\e
Bu(e) = 5 [ sl = 2 [ ful !

oBlul(0) =~ [ fup.

Furthermore, Theorem A still holds with Moo = 27D and coo = 24/G—) We left the
details to the reader.

satisfies

1.5 The two dimensional case

A natural question arising from the above results is their extension to higher dimensions.
Very few results are valable on this topic, apart from the aforementioned works [29, 28].

Here we shall consider the two dimensional case with a potential a(-) depending only on
one spatial variable. Indeed, let x = (z1,22) € R2. For € > 0 small, consider the following
aNLS equation

iug + Au+ alex)|u/™'fu =0 inR; xR%, 2<m<3. (1.26)

We assume a = a(r) satisfying (1.11). The exponent m is chosen to ensure a subcritical regime
in L? and global wellposedness with L? and H' data (cf. [22]). The mass M (), energy E,(t)
and —vectorial- momentum P(¢) in (1.3)-(1.5) are defined in the usual way. From the above
assumptions we have mass and energy formally conserved, and

gey

O Plul(t) = 1 Aa’(exl)u|m+l(t,x)dx > 0. (1.27)

Here e is the first unitary vector in R2.

Concerning solitons solutions, given xg, 7y € R?, 7o € R and ¢y > 0, there exists a solution
of the two-dimensional version of (1.2) of the form

u(t, z) == Qe (x — 0 — ﬁot)ei(cofi‘60|2)tei7°e%ﬁo'x, (1.28)

with Q.(s) = cﬁQ(cl/ 25). Here @ is the unique (modulo translations) Schwartz function
satisfying the second order nonlinear elliptic equation

AQ-Q+Qm=0, Q>0, [Q(z)<Kel (1.29)

For this case, we have the following positive result.
Theorem B 1 (Dynamics of a two-dimensional generalized soliton-solution).

Assume the preceding hypotheses. Let 2 < m < 3, and vo > 0. There exists a small constant
g0 > 0 such that for all 0 < e < ¢ the following holds.

1. Existence of a soliton-like solution.
There exists a unique solution u € C(R, H'(R?)) of (1.26), global in time, such that

i lu(t) = Q- — voert)e et/ 2Tt | 1y o) = 0,
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2. Stability of interaction soliton-potential.

Let )‘OO = Q_ﬁ/ Coo i = 22/(3_7”)/ and

4(3 —m) meH
1 X Tor

There exist K > 0 and C*- functions v(t) € R, p(t) € R? defined for all t > 3T. such that the
function

Voo = Voo (V0) 1= (VE + ap(Coo — 1))%, with o 1= (1.30)

i

w(t, ) = u(t,r) — MooQeo, (T — Vo1t — p(t))eﬁ'“ooele”(t)

satisfies for all t > T,
1
lw(®)] g1 w2y + 0" ()] + [V (1) — coo + zvgol < Ke. (1.31)

Remark 1.6. The proof of this theorem is close the proof of Theorem A. Note that uniqueness
and stability follow from the fact that for any constant v > 0,

di{vey - Plu](t)} > 0. (1.32)

In section 4 we sketch the main lines of the proof.

Remark 1.7. The restriction to the two dimensional case is a consequence of the lack of smooth-
ness for the power nonlinearity in higher dimensions. We believe that the above results re-
main valid for a sufficiently smooth nonlinearity of the form f(x, |u/*)u (e.g. f(z,s?) =
as(7)(s? + ags?), with ap small enough in the one dimensional case.)

Last, thanks to the invariance of (1.26) with respect to Galilean boosts on the z; direction
we obtain the following striking result.

Corolary C 1 (Description of the soliton dynamics for a general incident velocity).

Let o = (01,2) € R? be an initial velocity such that © - ey > 0. Then Theorem B holds with
the obvious modifications, and with ey independent of U2. Moreover, the final velocity is given by
Voo 1= (’Uoo(’f)l),@g).

Remark 1.8. Note that in this situation one has the following refraction law among the two
velocities and the angles of incidence () and refraction (61 ):

D] 8in 0_ oo = |Doo] SN O oo-

Proof of Corolary C. Note that v; > 0. Since any solution of (1.26) is invariant under the
Galilean transformation

Glu|(t,x) = Gu](t, x1,x2) = u(t,x1, x2 — 17275)6%‘”2626*&532

we may suppose without loss of generality that o = vgey, for vy = || > 0. We apply Theorem
B with this new data. The conclusion follows at once. O

Remark 1.9. The proof of non existence of pure soliton-like solutions for this case remains an
open problem.

Before starting the computations, let us explain the main ideas behind the proof of Theo-
rems A and B.
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1.6 Main ideas of the proof

Similarly to [65], the proof of our results are mainly based on the construction of a new ap-
proximate solution of (1.12) in the interaction region, see e.g. [49, 53, 58, 57, 64] for similar
computations. The construction requires several new computations, up to second order in
e in the best cases, in order to describe with enough accuracy the behavior of the soliton
solution.

The idea is as follows: one separates the analysis among three different time intervals:
t< — 7Lt < g and e~ < t. On each interval the solution possesses a specific behavior,
as is now described.

Indeed, in the first interval of time we prove that u(t) remains very close to a soliton-
solution with no change in the scaling, velocity, phase and shift parameters. This result is
possible for negative very large times, where the soliton is still far from the interacting region
t| < &1, and the potential is essentially a = 1. The idea is to use a compactness property of
the soliton solution to get exponential decay in time of the convergence at infinity in (1.22).

For the second regime, namely |t| < 7!, the soliton-potential interaction leads the dy-
namics of u(t). The novelty here is the construction of an approximate solution of (1.12) with
high order of accuracy such that (a) at time ¢t ~ —~! this solution is close to a modulated
soliton solution and therefore to u(t); (b) it describes the soliton-potential interaction inside
this interval; and (c) it is close to u(t) in the whole interval [—e~!, 7], uniformly on time,

modulo a modulation on some degenerate directions.

Finally, for times ¢t >> ¢!, some well known stability properties allow to establish the
stability of the solution u(¢) as a soliton-like solution, and therefore the proof of Theorem A.

These arguments are easy to extrapolate to higher dimensions, giving the proof of Theorem
B.

Notation. Along this paper, both C, K, ;1 > 0 will denote fixed constants, independent of ¢,
and possibly changing from one line to the other.

Finally, some words about the organization of this paper. First in Section 2 we sketch the
proof of Theorem A. Section 3 is devoted to the proof of the main ingredients of Theorem A.
In Section 4 we prove Theorem B. Finally Appendices H and I are devoted to the construction
of the soliton-like solution for negative large times and to prove the asymptotic behavior as
t — +oo.

2 Proof of Theorem A

The proof is very similar to the proof of Theorem 1.2 in [65], and it is based in three indepen-
dent results: Propositions 2.1, 2.2 and 2.3. Assuming these three results, the proof of Theorem
A is straightforward. For the proof of each Proposition, we did as follows. In Section 3 we
prove Proposition 2.2, and in Appendices H and I we prove Propositions 2.1 and 2.3.

Step 1. Construction of a soliton-like solution at infinity. First we prove the existence and
uniqueness of a pure soliton-like solution for (1.12) for t — —oc. See e.g. [65], Theorem 1.1 for
a related result.

Proposition 2.1 (Existence and uniqueness of a pure soliton-like solution).
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There exists eg > 0 such that for any 0 < e < e, there exists a unique solution u € C(R, H*(R))
of (1.12) such that

lim [u(t) — Q(- — vgt)ed 0380y ) — 0, 1)

t——o00

with mass M[u](t) = M|Q] and energy E,[u](t) = (30 — o) M[Q]. Moreover, there exist constants
K, i > 0such that for all t < —1T,

lu(t) — Q(- — wot)ez Voel0=5) || 1y ) < Keot, (2.2)

In particular,

. . 1
w(=T:) — Q(- + UOTE)eﬂ')voe—Z(l—%”%)Ts||H1(R> < Ke He ™ < Kel0 (2.3)

provided 0 < € < eg small enough.
Proof. See Appendix H. O

Note that the mass and energy identities above follow directly from (2.1), Appendix K
and the energy conservation law from Proposition 3.1. Hereafter, we consider the solution
u(t) given by the above Proposition.

Step 2. Interaction soliton-potential. The next step in the proof consists on the study of the
region of time [—71, T;], which is the zone where the interaction soliton-potential governs the
dynamics.

Recall the definition of A, co, and v in (1.23), and p,, in (1.21).
Proposition 2.2 (Dynamics of the soliton in the interaction region).

Suppose vg > 0. There exist a constant eq > 0 such that the following holds for any 0 < ¢ < &y.
Let u = u(t) be a globally defined H' (R) solution of (1.12) such that

lu(~T2) = Q(- + voT2)ez e 4D Te | 1y ) < Ko, (2.4)

Then there exist Ko = Ko(K) > 0, and p.,~. € R such that

[u(Tz) = AooQeu (- — Ps)eé(.)vwei%”Hl(R) < KoePm, (2.5)
and 99 101
m'I}OTE S pE S m(Q’UOO - ’UO)Tg. (2.6)

Proof. See Section 3 for a proof of this Proposition and some additional but not less important
properties related to this result. O

We apply the above Proposition as follows. From (2.3), one has directly (2.4). Then the
solution u(t) satisfies (2.5) and (2.6). We are done.

Last step. Long time behavior. The final step of the proof is the use of the following result.
Proposition 2.3 (Stability in H!(R)).

Suppose 2 < m < 5. There exists g > 0 such that if 0 < € < g the following hold. Suppose that
for some time t; > 3T, vot1 < Xo and vp € Rand K > 0,

(1) = AooQens (- — X0)e2™= e 0| 1y < KePm. 2.7)
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where u(t) is a global H'-solution of (1.12).

Then there exist Ko > 0 and C~functions ps(t),y2(t) € R defined in [t1, +0o0) such that

W(t) 1= u(t) = AscQew, (- = vact — palt)) e3P,

satisfies for all t > t1,

1
lw(®)llz1z) + [P (O] + 175(E) = oo + 05| < Ko™, (2.8)
where, for some K > 0,

|p2(t1) + voot1 — Xo| + |y2(t1) — v0| < KePm.
Proof. For the proof, see Appendix L. O

End of proof of Theorem A.

We conclude in the following form: define ¢; := T, X := p. and 7o := 7.. From (2.5)-(2.6)
we have (2.7) and therefore (2.8). By renaming p(t) := pa(t), 7(t) := 12(t), we have that from
(2.8) and (1.23) we obtain (1.24). The proof is now complete, provided Propositions 2.1, 2.2
and 2.3 are valid.

3 Proof of Proposition 2.2

The proof of Proposition 2.2 is divided in four steps. In the first part, we introduce some basic
notation. Next, in Step 2 we construct an approximate solution @ solving (1.12) up to second
order in ¢ in the best cases. Then in Step 3 we prove that u is close to an actual solution up to
order e’ in the whole interval [T, T¢]. Finally, in Step 4 we conclude.

Step 1. Preliminaries.

3.1 Cauchy Problem

First we recall the local well-posedness theory for the Cauchy problem associated to (1.12).

Let uyp € H'(R). We consider the following initial value problem

{iut + gy +ac(@)|u/"tu =0 inR; xR, 2<m<5, 3.1)

u(t = 0) = up.

Following [12], thanks to the subcritical character of the nonlinearity and the bounds on the
potential, we have the following result.

Lemma 3.1 (Local and global well-posedness in H!(R), see [12]).

Suppose ug € H'(R). Then there exist a unique solution u € C(R, H*(R)) of (3.1). Moreover, for
any t € R the mass M[u|(t) and the energy Eq[u](t) from (1.17) remain constant, and the momentum
Pl[u](t) defined in (1.5) obeys (1.16). The same result is valid for L*(R) data.

Proof. The proof is standard, and it is based in a Picard iteration procedure. For the proof see
Example 3.2.11, Theorem 4.3.1, Corollary 4.3.3 and Corollary 6.1.2 in [12]. O
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We will also need some properties of the corresponding linearized operator of (1.12). For
the proofs, see e.g. [53].

3.2 Spectral properties of the linear NLS operator

Fixc >0, m = 2,3 or 4, and let
Liw(y) = —wyy +cw—mQ" (y)w, and L_w(y) = —wy, +cw — Q" Hy)w; (3.2)
where w = w(y). Then one has

Lemma 3.2 (Spectral properties of L, see [54]).

The operators L. defined (on L?(R)) by (2.9) have as domain of definition the space H*(R). In
addition, they are self-adjoint and satisfy the following properties:

m—+1 m—+1
2

1. First eigenvalue. There exist a unique Ay, > 0 such that L1Q.? = —X\pQc? .

2. The kernel of L and L_ is spawned by Q.. and Q.. respectively. Moreover,

1

1 1
AQe = 0.Qu|,_ ==~ [7@: + —xQ’c} , (3.3)
clm—1 2

satisfies L1 (AQ.) = —Q.. Finally, the continuous spectrum of L is given by oeont(L+) =
[e, +00).

3. Inverse. Forall h = h(y) € L*(R) such that [z hQ' = 0 (resp. [, hQ = 0), there exists a
unique hy € H?*(R) (resp. h— € H?*(R)) such that [ h1Q = 0 (resp. [, h-Q = 0) and
Lihy = h(resp L_h_ = h). Moreover, if h is even (resp. odd), then h. is even (resp. odd).

4. Regularity in the Schwartz space S. For h € H?(R), L1 h € S implies h € S.

5. Coercivity. There exists vy > 0 such that the following is satisfied.

(a) Forw = w(y) € H'(R), define

Bluvul =5 [ (o + = Q2 ful? = (m = D@2 (Rew)?)

Suppose that Im [ wQ. = Re [, wQ,, = 0. Then one has
Blw, w] > V()/ Jw|? —K\Re/ Q..
R R

for some K > 0.

(b) Suppose now that for v # 0, and 6 € R one has
Re/ wQ/Ceiyv/ZeiG _ Im/ U—}chiyv/QeiG = 0.
R R

Then
Blw,w] > Vo/ lw|? —K|Re/ wQ.eM 2|2,
R R

where Blw, w] := Blwe™?/2e wevv/2eif],
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We finish this paragraph with a last definition. We denote by ) the set of C*° functions f
such that for all j € N there exist K;,r; > 0 such that for all z € R we have

1fD (@) < Kj(1+ |a])rie sl (34)

Recall that Q.. is a function in Y, for ¢ > i.

Step 2. Construction of the approximate solution.

We look for u(t, z), an approximate solution for (1.1), carrying out a specific structure. We
want @ as a suitable modulation of a solitary wave, solution of the NLS equation

ity + Uy + |u|™ =0, (3.5)
plus some extra terms, of small order in ¢. Indeed, for ¢t € [T, T.], let

p(t),y(t) €R, c(t),v(t) >0,
to be fixed later. Consider

y:=x—pt), and R(t,z):= ?(C t)((g; i(t) (3.6)

where .

t
a:=am71, O(tx) ::/0 ()ds—{— v i ; s)ds + y(t). (3.7)

In addition, we will search for bounded parameters (c, v, p, ) satisfying the following con-
straints:
1

1
5N <2 Jw<ut) Sw+2 |00 ()] < .

By now we only need these hypotheses. Later we will construct a quadruplet (c,v,~, p) with
better estimates, see (3.63)-(3.64).

~v(t) € R. (3.8)

On the other hand, the form of the ansatz (t, z) is the sum of the soliton plus a small
correction term: )
u(t,z) := R(t,z) + w(t,x), (3.9

where the correction term depends on the nonlinearity we consider:

(A1 o(t,y) +iB1c(t,y))e’®, inthecase2 < m < 3,

w(t,z) = Z e¥(Apc(t,y) +iByo(t,y))e’®,  for the case 3 < m < 5, (3.10)
k=1,2

where Ay, (t,y) := Ai(t,\/c(t)y), and Ay, B), are unknown real valued functions to be deter-
mined.

Let us be more precise. Given k = 1 (for m < 3), or k = 1 or 2 for m > 3, we will search
for functions (A ¢(t,y), Bk.c(t,y)) such that for all t € [T, 7] and for some fixed constants
K, p>0,

1Ak ,e(t, )l ooy + | Brelt )| ooy < Ke POl Ay o(#,), Brelt,-) € V. (3.11)

We want to measure the size of the error produced by inserting @ as defined in (3.10) in
the equation (1.1). For this purpose, let

Sla](t, ) = ity + tige + ac(z)|a|™ . (3.12)

The next result gives the error associated to such an approximated solution.
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Proposition 3.3 (Decomposition of S|i]).
Let AA. := 0.A.. Forevery t € [—T¢,T¢], one has the following nonlinear decomposition of the
error term S[a].

1. Case2 <m < 3.

Sla)(t,z) = Folt,y)e® + S[a(t, z)
= | Folt,y) +eFi(t,y) + 2 Falt,y) +&° f(t)]-"c(y)} e®,  (3.13)

where
Foltoy) =~ (1)~ efi(0)yis + i (8) — folt))ei
() + R Op)i + i (1) ~ v )OyE (319
with f1(t) = fi(c(t), p(t)) and fo(t) = fa(c(t), v(t), p(t)) given by
_ _8d'(ep(t))c(t) . dd'(ep())c(t)v(t)
N e M A R O o1
Fi(t,y) == Fi(t,y) +iG1(t,y) — [»C+(A1,c) L_(B; c)] (3.16)
and
_ @(ep(t)) m— Ac(t)
Fl(tvy) : ( (t)) Qc( )[Q 1(?/) - m+ 3]7 (317)
. @ep(t)v(t) ( ) 1
Giltv) 1= ol (5 = e AQe®) — 7 Qelw)]. (3.18)
Furthermore, suppose that (A ¢, Bi ) satisfy (3.11). Then
|3 (Fa(t, ) + ef (O F)e™® gy < KeP (e POl e, (3.19)
uniformly in time.
2. Case 3 < m < 5. Define 9, := 9,R — w,. Here one has the improved decomposition
Slal(t,x) = Folt,y)e’® + S[a(t, )
= [Folt,y) +eFilty) + 2 Fa(ty) + EFa(t y) + ' F (1) Fely)]e93.20)
with Fy given now by
Folt,y) = —%(v/(t) —efi())yi +i(c'(t) — e fa(t)) D
~('(t) + %v'(t)p(t) — 2 fa()a +i(p(t) — v(t) — £ fu(t)),u(3.21)
with f1, fo as in (3.15), and for awy, By ER,
’UQ(t) a’ 2 (t) a?
F3lt) = So(e(t) o0, 1)) = s + s ) @0 (0) + (s + any 25 O (ep(0),
(3.22)
and " 2
F1(0) = F(e(0) o0, 0) = {51 (en(0) + o g o)) o G2
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In addition,
with Fy, Gy given by (3.17)-(3.18), and

_ a5 a .. 1 1
By o= 2dmy QR+ mEQC YA — §f1yA1,c - E(Bl,c)t — [2AB1 ¢
1 t
Falm = DaQr(mA?, + B3~ g, 3.25)
and
1 a’/ m—1 1
Gy = E(Al,c)t + foAA1 .+ EQC yBic — §f1yBl,c
t
+(m — 1)&Q?_2A1,CB1,C - f46~5 )Q/C, (326)

Moreover, suppose that (Ay, ., By ) satisfy (3.11) for k = 1 and 2. Then
€3 (Fs(t, ) + ef () Fe)e™® || my < Ke*(e POl 1 ¢), (3.27)

uniformly in time.

Proof. See Appendix J. O

Remark 3.1 (Important notation). In what follows, and in order to simplify the notation, we
will assume that decomposition (3.20) is valid for all 2 < m < 5, with the obvious modifi-
cations; in particular, we assume f3 = f4 = 0 in (3.22)-(3.23), for the case 2 < m < 3. This
simplification will be useful in Proposition 3.10 below, where a stability results is proved.

From (3.13)-(3.20) we see that in order to improve the accuracy of @ as a solution of (1.12),
we have to eliminate some terms Fj,. The next subsection is devoted to the proof of the
following assertion: we can choose dynamical parameters (c, v, p, ) in the interval [T, T;]
in such a way that Fy(t,-) ~ 0.

3.3 Existence for a simplified dynamical system

Our first result concerns the existence of solutions of the differential system involving the
evolution of velocity, scaling and phase parameters. This system is given by imposing the
condition Fy = 0.

We we are able to prove existence and long time behavior for an approximated differential
system given by Fy = 0. Indeed,
Lemma 3.4 (Existence of approximated dynamical parameters, case 2 < m < 5).

Let vg > 0, N, a(s) be as in Theorem A and (1.11). There exists a unique solution (C,V, P,G)
defined for all t > —T. with the same regularity than a(e-), of the following nonlinear system of
differential equations (cf. (3.14))

VI(t) = efi(C(1),U(t)), V(=Tz) = vo,

Cl(t) = EfQ(C(t)7 V(t), U(t))v C(_Ts) =1,

U'(t) = V(1), U(-T2) = —vpTe. (3.28)
H(t) = —%V’(t)U(t), H(=T.) = 0

In addition, for all t € [-T;,T¢],
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1. O(t)isstrictly increasing with 1 < C(t) < C(T:) and C(T%) = coo+0(e'0) = 95 +0(e19).
2. V/(t) is strictly increasing with vy < V (t) < V(1), and where
V(T2) = vos + O("%) = (v + 4Xo(coo — 1))/? + O(e'?),

voT: < U(T:) < (2000 — v9)Te.

Remark 3.2. Note that (C(t),V(t),U(t), H(t)) satisfy (3.8) and therefore is a admissible set of
parameters for .

Proof of Lemma 3.4. The existence of a local solution of (3.28) is consequence of the Cauchy-
Lipschitz-Picard theorem.

Now, in order to prove global existence of such a solution, we derive some a priori esti-
mates. Note that from the first equation in (3.28) we have C strictly increasing in time with
C(t) > 1,t € [T, T.]. Moreover, after integration, we have

o = LEUW)

T A (—eweTL) a®/B=m (U (1)) (1 + O('7)). (3.29)

Since 1 < a < 2, one has that C' is bounded and globally well defined with

4

1< O®t) < cop =257, t>—T..

Moreover, from the hypothesis on a (cf. (1.11)), it is easy to see that C(T%) = ¢, + O('?).

On the other hand, from the second equation in (3.28), we have V strictly increasing in
time. Replacing (3.29), and after multiplication by V'(¢), one has

8 me , e
m+3a5_ (eU(t))d' (eU )V (t)a (—evTy)).

‘ 3

V(V(t) =

3

After integration in [T, t) we obtain V2(t) = v3 + 4\o[C(t) — 1]. This relation implies the
global existence of V and the uniform bound

vo < V(1) < oo i= (0 4+ 4Xo(coo — 1))V2 £ > —T0.

In addition, one has V (T}.) = v + O(e'?).
]

Remark 3.3. Note that the parabola C(t) = (1 — %) + %(Ot) and the bound (3.29) allow to
describe in great detail the dynamics of the soliton solution. In particular, in the case of a
decreasing potential a(ex) as in Remark 1.3, with initial velocity vy > 0 small enough (de-
pending on ming a), one can predict the reflection of the soliton.

In order to construct a reasonable approximate solution describing the interaction we
need to improve the error term S[u| from Proposition 3.3 to the second order in e. This is
the objective of the next subsection.
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3.4 Resolution of the first order system

In this paragraph we eliminate the term F; in (3.13)-(3.20). According to Proposition 3.3, this
can be done for any 2 < m < 5. We are then reduced to find (A; .(¢,y), B1,(t,y)) satisfying,
for all (¢,y),

(Q ) £+A1,C(t7 y) = Fl (t,y),
Y\ LoBuo(t,y) = Galt,y).

When solving problem (€2;), a key property will be the separability between the variables ¢
and y on the source terms F, . This is a surprising property, not necessarily true for more
complicated nonlinearities others than pure powers. Let us recall that this property is also
present in the case of generalized KdV equations, see [65].

3.4.1 Resolution of the linear problem ()

Recall that from Proposition 3.3 and (3.24) the system (2;) is more explicitly given by

a’ 4e(t)

LiArelty) = = (ep(0)yQe)(QF ™ (v) — —5);
() U m+ (3.30)
L_Bi(t,y) = m&—m(sp(t))v(t)(Qc(y) + 2yQL(y)).

This system is solvable, as shows the following

Lemma 3.5 (Resolution of (£21)).

Suppose (c(t),v(t), p(t),y(t)) satisfy (3.8) for t € [—1,T.]. Then both right hand sides in (3.30)
are in Y, and there exists a unique solution (A1 (t,y), B1,c(t,y)) of (1) satisfying (3.11), given by

_ a'(ep(t)) / /
Ay e(t,y) = (T 3)am(ep(0) D) {ct)y(yQL(y) — Qe(y)) +£Qu(v) },
Bra(t0) = ~ g5 el + X)Qul) (331)

for &, x given by®

__RG@+yQ?)  m+7 __kve
5 = fR Q/Q - 2(m — 1) +X, X:= fR QQ X

Moreover, Ay c(t,-) is odd and By .(t, -) is even, and satisfy

/mmwmwwz/mww@@@:u

R R

/ Bi.(t,y)QL(y)dy = / Bi.o(t,y)Qc(y)dy = 0. (3.32)
R R

Proof. From (3.8) we have Fy, G € V. Using Lemma 3.2, we have the existence of the required
solution provided the following two orthogonality conditions

/E@MQ@@z/GW@@@@z&
R R

%See Appendix K for more details on the computations.
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are valid for all t € [T, T;]. This is an easy computation. Indeed, up to a function of time,
we have (cf. Appendix K)

o / m—1 _ de 0 oph 1 m+1 2 2
/RFlQC_/RyQCQC(QC mi3 ~°¢ [m+1/RQ +m+3/RQ]_

On the other hand,

B 4c 1 _r 41 20 2 _
/RGch_/RQC(SmA mlec)_[f)*m m—l]c /RQ =0

The fact that A; ¢, By in (3.31) solve (£2;) is a simple verification. This finishes the proof. [

Remark 3.4. Note that (3.31) can be written as follows (we skip the dependence on ¢ of v and
¢, and the dependence on ep(t) of the function a)

/ 1 /

Arelty) = soemT 2 A(Vey), Biolty) = Soent BuVey),  (3.39)
for some A, B; € Y not depending on c. More precisely,
1 o1 2
Ay) = = y(yQ - Q) +£Q'), Bi(y) = 2G—m) (" +x)Q. (3.34)

3.5 Improvement of the approximate solution

In this paragraph we consider the case m > 3. Our objective is to profit of the smoothness
of the nonlinearity in this case (see Proposition 3.3) to go beyond on the computations and
solve one more linear system —denoted by ({2)—, and equivalent to solve 7, = 0 in (3.20). As
a consequence, the error term S[a] in (3.20) will become or order ~ €2 (see (3.27) and Lemma
3.7 below.)

3.5.1 Improved description of F, and G>

Before solving the second order system F» = 0, we need to simplify some useless terms
appearing in the description of F, and G given in (3.25)-(3.26). Indeed, note that terms like
(A1)t or (Bi.): can be expressed by using the system of equations given by Fy = 0, as we
state now.

Claim 8 (Simplified description of F» and G32).

We have .
Fy(t,y) i= Fa(t,y) + O (elp’ — v — 2 fale 1P (3.35)
and )
Ga(t,y) = Ga(t,y) + O (ry(elp’ — v — &2 fyle~=+IP) (3.36)
where Fy(t,-) is even and Ga(t, -) is odd. More precisely, they have the form
_ a U2 /2 v? 3
By(t,y) = = (Fyo(y) + —Foev) + mos (Fod () + — P () - Bouw, 63
~ a’v _; av fa
Gmm:%%mwﬁﬂG<>f4w (3.39)
with Fég(y) = cin- 1F (\fy) and Gé)c(y) = cim-1m (\fy) Finally, FQ(') and Gg) are

explicitly given below.
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Remark 3.5. Note that the small order terms in |p’ — v — £2f,| above can be added to F in
Proposition 3.3. In what follows, we adopt this convention.

Proof. First, in order to simplify the notation, let p (t) := p'(t) — v(t) — 2 f4(t). Note that from
(3.33) we have

m a/2

(m — 1)a]

ev ma'?

am [~ (m — 1)a]

/
(A1) = gi[a"— Cﬁ_%Al(\ﬁy)

&m

173 Ay (vey) + Oy (el (1) e~=HP0l),

and similarly, using (3.15),

_ &2 __m a?v?, 1 / —eplp(t)|
(Bie)t = Zm [a"v* +d f1 1 . ]C*" T Bi(Vey) + O(elpi (t)]e )
8a’20 m  a?v?
= —[a"0? - w1 1B —eplp(t)]y
0 e T T e 1 By + el (e )

In addition, we replace (3.31) in Fy, Go. We obtain

a v2 (t)

Buity) = Salen®)[Fw + 2 i)
a’? 2
Famer O [FE ) + SO )] - S0
with F)(y) = 1 (ey), and Ff(4) = 3°Q"(w), Ff'(4) := ~Ba(w),
F{1(y) = (mQ" ™ (4) = =)y i (y) + 5 (m — Q" (1) A} (y) - (mi?)) 1(y);
FfY(y) = Slm ~ Q"2 0)BI) — s yBil) — T Baly).
Note that each term above is even and thus orthogonal to Q.
On the other hand,
A o iﬁ I a? II _ fa(?) 1N,
Coly) = o(8)[ 5 (p0)Gho0) + oy (1) CEL )] — 27 QL)
with G3),(y) = =12 G (Vey) and G (y) := Ai(y),
GH ) = g M) @™ ()~ W )+ AL )+ =) Q™ (1) A (1) Br0).
The proof is complete. O

3.5.2 Resolution of a modified linear problem (22)

From Proposition 3.3, more precisely (3.24), and the above Claim, we want to solve the mod-
ified system (€22) given by

Z ( )) (3.39)
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where F, and G are given in (3.35)-(3.36). The particular choice of f3(t) and f4(t) done in
(3.22)-(3.23) will allow us to find a unique solution of this linear system satisfying suitable

orthogonality conditions. Recall the terms Fg(') and Gg) introduced in the above Claim, and

1 1
0=0g—1
Lemma 3.6 (Resolution of ().

Suppose m > 3 and f3(t), fa(t) given by (3.22)-(3.23), with

_ 1 ) _ 1 )
) = 5T /]R AQEY), By = 3G /R yQGY. (3.40)

There exists a unique solution (Aq2(t,y), Bea(t,y)) of (Qg) satisfying (3.11). In addition, A is
even and By .. is odd and satisfy the following decomposition:

a v? II a” IIT v? v /3
Az e(t,y) = dfm(Az,c(y) + ?AQ,c(y)) + (Ao (y) + ?Az,c (y)) + AQc, (3.41)

"2m 1

with Ag)c( )—cm I 1A (Vey), A 2 ) even, and

a’v a’?v f
Be(t.y) = 2 BLo(y) + =3y Brew) + 524Qe. (3.42)

with Bg) (y) = cﬁ_%Bg)(ﬁy) and Bg) odd. Moreover, both A, . and Bs . satisfy

,C

/ Ao o(t, 1) Q(y)dy = / A o(t,9)Qely)dy = 0.
/Bgcty dy—/Bzctch() ~0. (3.49)

Remark 3.6. Note that thanks to the introduction of f3(¢) and f4(¢) in (3.22)-(3.23), and from
(3.10), (3.32) and (3.43) one has

/ w(t, )Qu(y)e = / w(t, D)Q(y)e© = 0. (3.44)
R R

Let us remark that f3(¢) and f4(t) formally represent the lack of symmetry of the soliton solu-
tion, with respect to the pure soliton solution considered in Definition 1.1. In this case, and
similarly to [57], the main order in the defect of the soliton solution is present on the trajectory
and phase, rather than in the scaling, as in [53, 58, 64].

Remark 3.7. The exact value of .y and .y can be computed explicitly but their are not nec-
essary for our purposes. Nevertheless, it is simple to see that from Claim 8, Lemma 3.2, (3.34)
and Appendix K one has

_ 1 2 ym+1 ) :_(m—l) 22 )
“f‘2<m+1>M[Q]/RyQ >0 = o) /RyQ <0
and 1 € 1 T4
_ 2 2 - m
A S S Vi3] [Q][/ @+ /Q mr3amo1 T >0
for m € [3,5).

Proof. Note that Fy(t,-) is even and Go(t,-) is an odd function, and both functions are in Y,
uniformly in time. Therefore F5 is orthogonal to Q’,, and G+ is orthogonal to Q.. From Lemma
3.2 part (3), we obtain the conclusion.
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Moreover, note that L, AQ. = —Q¢, L_(yQ.) = —2Q"... Thanks to the choice of f5 and f4
one has (see Appendix K for more details on the computations)

/ AoQe = — / Ly Ao AQ. = — / A0,
R R

a’ v? IH E
== = AQC(FQ c + — - ~2m 1 AQC - ) + — AQCQC
a C a Jr
20— 1 02 a2
= ——= [;(Oq + OZH?) + CT(OUU + OéIV . ) fs}
= 0.
Similarly,
/ BZ,CQ/C = —z / L_Bs cch = _/ GZch
R
a-v
= g et - it [vactir [ o
029 12 v
= %{(ﬂfg‘i‘ﬂllﬁ)g—le}
=0
The proof is complete. O

From Proposition 3.3 and the singular behavior of the nonlinearity |2/ !z around z = 0
for 2 < m < 4, m # 3, we cannot perform a new expansion to improve our estimates. We
stop here the search of an approximate solution for the case 3 < m < 5.

3.6 Error estimates

As a consequence of Proposition 3.3 and Lemma 3.4 and Lemma 3.5, we have the following
estimates on the error associated to the approximate solution . Recall the definition of S|
and p,, given in (3.13)-(3.20) and (1.21) respectively.

Lemma 3.7 (Estimation of the error S[i]).

There exist constants o, K > 0 such that for all 0 < ¢ < ¢ the following holds. The error
associated to the function u satisfies

ISTal ()11 gy < KePm* (e + e, (3.45)

and the following integral estimate holds

/ 151yt < FePm. (3.46)

Proof. First we prove the case 2 < m < 3. Here p,, = 1. From Proposition 3.3 and Lemma 3.5
we have

Sla] = [ Fa(t,y) + e f () Fely)]e’®,
From estimate (3.19) we have (3.45) in this case.

Let us consider the case m > 3, with p,, = 2. Here we invoke Proposition 3.3 and Lemmas
3.5 and 3.6 to get
Sla] = ' [Fa(t,y) + e f () Fely)]e’®,
From (3.27), the rest of the proof and (3.46) are direct since from (3.8) one has p'(t) > %vo >
0. O]
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3.7 Recomposition of the solution

In this subsection we will show that % at time ¢ = —7; behaves as a modulated soliton. We
begin with some H!-estimates.
Lemma 3.8 (First estimates on ).

Suppose 0 < e < g small enough, and (c, v, p,y) satisfying (3.8). Then the following auxiliary
estimates hold.

1. Decay away from zero. Suppose f. = f.(y) € Y. Then there exist K, > 0 constants such
that for all t € [T, T]
o (e2) fe(W) | (ry < Ke el (3.47)

2. Almost soliton-solution. The following estimates hold for all t € [T, T¢].

1
llag — (c(t) + 702 (1) + aclal™ i — iv(t)ie = Opp gy (ee™P ), (3.48)
and .
il + iy 4 (c(t) + 1112(75))11 = O () (ce PO, (3.49)

Proof. (3.47) is a classical result, see [65] Lemma 4.7 for a complete proof. On the other
hand, to prove (3.48), note that after some simplifications, and by using (3.9)-(3.11) with
w1 ry < Kee~eHr)l we have

1
fige — (¢ + Zqﬂ)a + ac|a|™ i — vy,

as(z)
aa(p)

- %(QZ — Qe+ Qe + (-0 = 1) Qa €' + Oy (e~ /)

= O (m) (Ee—u‘f\p(t)\)'

Let us prove (3.49). From the definition of S[u] and estimate (3.45),

1 1
ity + vl + (¢ + Zzﬂ)a = S[i] — {fge — (c+ 11)2)11 + ac|a|™ i — vty
= Omp (ee~HelP®]y,
The proof is complete. O
The next result describes the behavior of the almost solution @ at the endpoint ¢t = —7.

Lemma 3.9 (Behavior at t = —T¢).

There exist constants K,eq > 0 such that for every 0 < e < g the following holds. Let
a(t) == u(t; C(t),V(¢),U(t), H(t)) be the approximate solution constructed in Section 3 Step 2 with
modulation parameters (C,V, U, H) given by Lemma 3.4. Then one has

a(—T2) — Q(- + voTx)e2 e ||y gy < Ke'0, (3.50)
with
0 1 0
yop = — C(s)ds + ~ / V2(s)ds. (3.51)
T 4 ) 5



3.7 - Recomposition of the solution 153

Proof. By definition,

U(=T2) = Q- + v09T2)e3 e 1 = R(—T.) — Q- + voTL)es el 1 4 w(~T).

From (3.10), (3.11) and Lemma 3.4 we have
(T2 | gy < Kze e ™ < ke,
for € small enough. Since from (3.62) U(—T1;) = voT:, V(—1:) = vp and C(—T;) = 1, we have
IR(~T2) — Q(- + voT:)er Ve 1| i gy < Ke',

as desired. 0

Resuming, we have constructed an approximate solution % formally describing the inter-
action soliton-potential. In the next subsection we will show that a suitable modification of
the the solution u constructed in Theorem 2.1 actually behaves like @ inside the interaction
region [T, T¢].

Step 3. Stability results.

In this paragraph our objective is to prove that the approximate solution () describes
the dynamics of the soliton in the interaction interval [T, T;]. We will prove the following
result, cf. Propositions 5.1 in [65] for a similar result for a gKdV equation.

Proposition 3.10 (Exact solution close to the approximate solution ).

Let 2 < m < 5, py, defined in (1.21). There exists ¢y > 0 such that the following holds for any
0 < € < eg. Suppose that for w(—1T.) as defined in Lemma 3.9 one has

|u(=Tz) — a(=T2) || g1y < KePm, (3.52)

with u = u(t) the H(R) solution of (1.12) constructed in Proposition 2.1. Then there exist Ky =
Ko(m, K) > 0 and C'-functions c,v, p,v : [Tz, Tc] — R such that, forall t € [~T., T¢],

Ju(t) — a(t; c(t), v(t), p(t), YD)l 1wy < Ko™, (3.53)

and .
10/ (t) —v(t) — 2 f1(t)| + |Y/(t) — §vl(t)p(t) — 2 f3(t)| < KoePm, (3.54)
[V (t) — efi(t)| + | (t) — efo(t)] < Ko(e?Pm 4 Pm Ty, (3.55)

Proof of Proposition 3.10. Let K* > 1 be a constant to be fixed later. Since ||u(—T;) —
W(=T.)| p1ry < KePm, by continuity in time in H'(R), there exists —T. < T* < T with

T* := sup{T € [-T.,T¢], such that forall t € [T, T], there exists p(t),v(t) € R,
with [u(t) — a(t; C(t), V(2), p(t), /() g1y < K77 ).

The objective is to prove that 7* = T for K* large enough. To achieve this, we argue by con-
tradiction, assuming that 7 < 7 and reaching a contradiction with the definition of 7™ by
proving some independent estimates for ||u(t) — a(t; C(t), V (t), p(t), ()| g1 vy on [-Te, T7],
for a special modulation parameters p(t), y(t).
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3.7.1 Modulation
By using the Implicit function theorem we will construct some modulation parameters and

estimate their variation in time:

Lemma 3.11 (Modulation in time).

Assume 0 < & < go(K*) small enough. There exist unique C! functions c(t),v(t), p(t), v(t)
such that, for all t € [T, T*], the function

2(t) == u(t) — a(t; c(t), v(t), p(t), ¥(t)), (3.56)
satisfies
/z(t,w)Qc(y)eiedx = / Z(t,2)QL(y)e®dx = 0, (3.57)
R R
and

|p(_Ts) - U(_TE)| + |7(_Ts) - H(_T5)|
Fle(=T2) = C(=To)| + |o(=T2) = V(=T + [2(=T) | i1 (r) < KeP. (3.58)

Moreover, we have, for all t € [T, T"],
12O ) + le(t) = C@O)] + [o(t) = V(#)] < KK P, (3.59)
In addition, z(t) satisfies the following equation
12t 4 2aw 4 ac]|i 4 2| N @+ 2) — |a|™ ) + S[a) + i(d — ef2)0q0

1 1
—5(1)’ —efi)yi+i(p —v—e*f1)0,i — (v + iv’p —e%f3)u = 0. (3.60)

Finally, there exist K, i > 0 independent of K* such that for every t € [T, T"]

0/ (t) = v(t) = 2 fa(@®)] + 1Y (t) - %v'(t)p(t) — 2 f3(t)] <

< K[l20) 2@ + e PO o) 2@y + 120 22y + 1STE10) o | (3-61)
and

[0/ (8) —e f1 ()| +|¢ (t) —e fa(t)] < K[ae-“f")“)‘Hz(t)HLz(R)+Hz(t>H%Q(R)+H5[a]<t>HL2<R>]. (3.62)

Proof. The proof of (3.56)-(3.59) is by now well-know and it is a consequence of an Implicit
Function Theorem application. See e.g. [53] for a detailed proof. On the other hand, the proof
of (3.60) follows after a simple calculation using (1.12).

The proof of (3.61) and (3.62) follow from (3.57)-(3.60) after taking time derivative and
replacing z;. We skip the details. O

3.7.2 Improvement of (3.8)

In this paragraph we prove that the parameters (c(t), v(t), p(t),y(t)) constructed in Lemma
3.11 satisfy the assumptions required in (3.8). Recall that under these hypotheses, all the
results of Section 3, Step 2 are valid. In particular, one has (3.45).
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First of all, from (3.58) we have

11 9
E <ec(t) < T <25 1Yo <w(t) < vo + 25 (3.63)

On the other hand, from (3.61) we have for £ small,

(1) — v(t <K*pm<— 3.64
P'(8) —w(t)] < K*ePm < oo (3.64)

We are done.

3.7.3 Energy functional for 2

Consider the H'(R) functional

/|zx|2 —(c+ v /|22—v1m/zzm

~ m+1 ~1m+1 ~1m—1 ~_
—W/Rag(x)[lu+2| @™t — (m+1)|a/™ ' Re{az}].  (3.65)

Lemma 3.12 (Modified coercivity for F).
There exist K, vy > 0, independent of K* and ¢ such that for every t € [T, T¢]

F(t) = voll2(6)3 gy — Kele PO+ 1)]|2(0) 30z — Kl @,

In particular, for € small enough, one has

9
F(t) 2 EVOHZ(t)H%Jl(R)'

Proof. The proof is similar to the proof of Lemma 5.5 in [65]. First of all it is easy to see that

1
Ft) = 2/|zm|2 —(c+ v /\z|2—v1m/

- [ 2wl + m — DR+ Ol ey + 10 o)

On the other hand, it is clear that | (8p ¢ R yQE Lz2| < Kee Hele®l) z(¢ )H%Q(R). Thus we

have
Ft) = /|Z:v|2 ~(c+ v /z|2—v1m/zx

/Qcm_l(y)[IZIQHml)[Re(e’ 2)’]
+O0(e(1+ e~ PON () 7 gy + I12(8) 13 ))- (3.66)

Finally, from Lemma 3.2 and (3.57), we have the existence of constants K,y > 0 such that for
allt € [-T.,T%]

(3.66) > voll2()31 () — Ke(L + e PPN 207 @) — Kl 2Ol z)-

The proof is now complete. O

Now we use a coercivity argument, similar to Lemma 5.6 in [65] to obtain independent
estimates for F (7).
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Lemma 3.13 (Estimates on F(7™)).

The following properties hold for any t € [—T.,T*].

1. First time derivative.
F(t) =

= Im/ i2¢{2pe — (c+ iv2)z +acf|i+ 2™ i+ 2) — |a|™ ] — dvzg ) (3.67)

1 1
+Im/ acity[|a + 2| (@ + 2) — @™ a - o (m o+ D)fal™ e — (m = D)lal™ a2

2
(d + UU /|z]2 —v Im/zzm (3.68)

2. Integration in time. There exist constants K,y > 0 such that

t
P~ FIT2) < KC 17T KK K [ e (o) ey
T
(3.69)

Proof. First of all, (3.67) follows after derivation in time. Let us consider (3.69). In order to
1

simplify the computations, let v} := 5(v' —¢f1), ¢, = ¢ —efo, p) == p' —v — e2f, and
vii=9+ %v’ p — €2 f3. In addition, consider
1

1
L[z] := zge — (¢ + ZUQ)z + §a5[(m + Da|™ 1tz 4 (m = D)]a™3a2z] — vz,

and

Nlz] == ac(z)[|a@ + 2|™ Ha + 2) — |a|™ o — = (m+ D)|a|™ 2 — %(m — D)|a|™3a%z).

N |

Replacing (3.60) in (3.67) we get
F(t) =
= Im/{(c + 102)2' + ivzx}{lag[(m +Da|™ 1z + (m — 1)\ﬁ|m’3522] + N[2]} (3.70)
R

- Im/ Sla)L[z] — Im/ Zl[via + viya — ¢1idea — pid,a)

— Im/ Nz]lit, — S[a] + v1@ + viya — ¢, id.a — p}id,ul (3.71)

+(d + v’v)/ |2|* — fv’ Im/ Z2g. (3.72)
4 R 2 R

From (3.62),
13.72)] < Kee M PON2(0)|21 gy + K 12(8) [ 1 -

On the other hand, note that L[z] = Lg[2] + O(ge=IP®l|| () | 71 (r)), with

Lo(z]) := 2zga — (c+ ivz)z + %Q;n_l(y)[(m + 1)z + (m — 1)e?®z] —ivz,.

Therefore a simple computation using (3.57) and (3.62)-(3.61) gives us

Tm / L)W+ vyii — ¢hideii — pidyil| < Kee POl 2(0) |2 g,
R
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We also have
o [ SEELLE < K0 2 IS0 - 673)

Next, note that from (3.12), Proposition 3.3 and (3.48) one has
ity — S[it] + ~yi + vhyi — hidei — phidyin = —(c + %zﬂ)a — iy + Op1 gy (ge=H1POI),
therefore we obtain
(3.70) + (3.71) =
_ Im/R{(c + %vz)z + évzz}{%ag[(m F a1z 4 (m— 1)]amt7%] + N}
+1m [ (e o)+ ivi N+ Oee POt o)
Now we claim that
Im/R %agz[(m F D)™ 2 + (m— )| 2] + Im/RaN[z] = Im/RzN[z], (3.74)
and
Im/ L cizaltm + DJa™ 15 + (m — 1)]a™ 354 + Im/RmN[z] _
= —Im/ i2:N[2] + O(ee™ P2 (1) | 31 gy)- (3.75)
Assuming these two identities, we have finally
(3.70) + (3.71) = O(ee™ PO (1) |31 ())-

Therefore

F B < Keem PON2(0)[ 72w, + KIS @ llzOll 2@ + K20l
Kee POl 2(t)|7 gy + KK e #elPWlght2rm 4 (R )tetpm,

A

After integration between —7T and ¢ we obtain (3.69).

Let us prove (3.74) and (3.75). First of all, note that (3.74) is consequence of the identity
Im {%agz[(m +D[a™ 2 4 (m— DJa™ %7 — aN[2]} = In{zN]:]).
On the other hand, (3.75) is an easy consequence of the following identity

Re { Sasz|(m + 1)[al™ 2+ (m — 1)@m= + @NM} -

= —Re{zN[z]

~ m+1 _ | ~5m+1 ~1m—1 ~-1 (.
S Oe{ [+ ™ (A" (m ot 1) Refiz) |

and integration by parts and (3.47). O

End of proof of Proposition 3.10. Using Gronwall’s inequality (see e.g. [65] for more details)
in (3.69), the fact that p/(t) > %vo > 0, estimate (3.59), and Lemma 3.12 we conclude that for
some large constant K > 0, but independent of K* and ¢,

H ()HHl < K€2P7n+K(K*)4 Apm—1— 100 +KK* 2pm
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From this estimate and taking ¢ small, and K* large enough, we obtain that for all ¢t €
[_TE ) T*]/

10y < ()2
Next, from the mass conservation law and (3.58) one has
le(t) — C(t)] < KePm + K(K*)%e?Pm < KePm,
and from the energy conservation law and once again (3.58)

lw(t) — V(t)] < KePm 4+ K(K*)2e?Pm < KePm,

Therefore, for K* large enough and all ¢ > 0 small,
* ~ * * * * 2 *
[u(T™) = a(C(T™), V(T™), p(T7), V(T )l 1y < 3K

This estimate contradicts the definition of 7*, and therefore T* = T.. In addition, from (3.59)
we obtain (3.53). Finally (3.54) and (3.55) are consequence of (3.61)-(3.62). The proof of Propo-
sition 3.10 is now complete.

Final Step. Conclusion and Proof of Proposition 2.2. Now we prove the main result of this
section, which describes the core of interaction soliton-potential.

Proof of Proposition 2.2. Consider u(t) a solution of (1.12) satisfying (3.52). We first compare
u(t) with the approximate solution #(t) from Lemma 3.9, at time t = —T-.

3.7.4 Behavioratt= —T;

We claim that a suitable modification of u matches with our approximate solution 4(t). In-
deed, for v_; introduced in (3.51), let

~ 1
U(t,l’) = u(t7$)ewv 7= (1 - Z’U(%)Tﬁ +7-1,
which still satisfies (1.12). From (3.52) and (3.50) we have that

lo(=T2) = (=T || ) < Ke™

3.7.5 Behavioratt =T,

Thanks to the above estimate we can invoke Proposition 3.10 to obtain the existence of
Ky,e9 > 0such that forall 0 < e < gq

[0(Te) — a(Te, o(T2), v(T2), p(T2), Y(T)) | 12 () < KogP™,
with |¢(Tz) — C(T:)| + |v(T%) — V(T:)| < KoeP™. On the other hand, note that from Lemma
34, (3.6), (3.9), (3.10), (3.11) and the last estimates
(T, e(Te), v(Tz), p(Te), V(1)) — AooQeno (- — P(TE))G%(.)%Oeﬁ(TE)||H1(R) < K Koe™,

where
T

100’

T: T:
F(Te) :== /0 c(s)ds — ‘11/0 v?(s)ds + y(Tv).

|,0(T5) - U(Te)‘ <
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The proof of this last estimate is similar to the proof of Lemma 3.9. Therefore
[0(T2) = AcoQeue (- — P(TE))G%(%%@W(TE)||H1(]R) < KKoePm,
Returning to the original function u, we obtain that
[(T2) = AooQeu (- — p(TE))e%(-)vmei(ﬁ(Ts)fi) | () < K KoeP™.

Finally, note that T5vT. < p(T.) < 1% (2vs — vo)T%. By defining p. := p(1.), and 7. :=
~(T:) — 7, we obtain (2.5)-(2.6). This finishes the proof. O

4 The two dimensional case

In this section we sketch the proof of Theorem A for dimension 2, namely Theorem B. More
precisely, our objective is to adapt the proof of Propositions 2.1, 2.2 and 2.3 to the two dimen-
sional case. Recall that 2 < m < 3.

Step 1. Proposition 2.1 revisited. The proof of this result is identical to the one dimensional
case (see Appendix H), with the novelty that p(t) is now a R?-valued vector. The uniqueness
follows essentially from (1.32). No additional modifications are required.

Step 2. Proposition 2.2 revisited. Here we need to introduce several modifications on the
computations.

First of all, the Cauchy problem (3.1) in the higher dimensional case is globally well posed
for1 < m < 3for L? and H'! data, see [12, 22]. The conservations laws (1.3), (1.17) and identity
(1.27) hold without modifications.

On the other hand, (3.2) now reads
Liw(y) = —Ayw +cw —mQ"  (y)w, and L_w(y):=—Ayw+cw— QT Hy)w; (4.1)

where w = w(y). Lemma 3.2 is also valid in higher dimensions. In particular, one has the
following. Assume that v € R2, v #0,0 € R, and for k = 1,2, one has
Re/ w0y, chiy'“/zeie =1Im cheiy'”/Qeie = Re/ U_JQCeiy'”/Qew =0.
R2 R2 R2
Then

[;’[’LU,’LU] > Uc/ |w‘27
R2

where B[w,w] is the standard 2-dimensional generalization of the functional B defined in
Lemma 3.2. Finally, the space ) in (3.4) is easily generalizable to higher dimensions.

Let us consider now the approximate solution %. From the fact that the potential a de-
pends only on x1, the relevant dynamical system depends only on this variable. Indeed, for ¢
in [-T¢,T¢], let

c(t),7(t) €R,  w(t) = (vi(t),va(t)) € R?, p(t) = (p1(t), pa(t)) € R,
to be fixed later. Consider y := (y1, y2), where

yimz—p(t), and R(t,z) = —e0W) et

i (D) *2)
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where, as in the one-dimensional case

1

a:=am1, O(tx):= /0 c(s)ds + %U(t) ST — ‘11/0 lv|%(s)ds + y(t). 4.3)

In addition, we will search for bounded parameters (c,v,~) satisfying the same constraints
(3.8), with the obvious modifications.

By now we only need these hypotheses. As in Lemma 3.4 and Proposition 3.10, we will
construct a quadruplet (c, v, p, ) with better estimates.

On the other hand, the form of the ansatz u(¢, x) is given by (3.9), with
w(t, z) := e(Ave(t,y) +iBie(t.y))e™, (44)

with A ., By . satisfying condition (3.11) in R?. Proposition 3.3 now reads
S[al(t x) = [Folt,y) + eFi(ty) + 2 Falty) + 2 (1) Fely) |00, (45)

where Fj is given now by
1

Folt,y) = —Q(U'(t) —efi(t) -y +i(c(t) — efo(t) et
—((t) + %v'(t) ~p(t))a+i(p'(t) — v(t)) - Bpi, (4.6)
 nd e (0)elt) 2 ept)eltynlt)
PO = G @)™ 20T TG S maem )
fl(tvy) = Fl(tv y) + iGl (t7y) - [‘C (Al c) +iL_ (Bl, )} (47)
with
_ d(epi(t)) m— 2kc(t)
Fl(tay)' m 1Qc( )[Qc 1( ) m+1]
_ d(epi(t))vi(t) [ 2¢(t)
G1(t,y) = &m(ﬁpl(t)) [3 — AQC( ) - ch(y)]v
and k := f?igil Furthermore
|2 Fats )l ey < KeZe 0L | £(8) Fell i ey < K&, (48)

uniformly in time, provided (A, ., B ) satisfy (3.11).

Now, let us describe the main differences on the dynamical system concerning the es-
sentially important variables for the dynamics: c(t),v:1(t), p(t) and ~(t). The result is the
following.

Lemma 4.1 (Existence of dynamical parameters).
Suppose 2 < m < 3. Let vg > 0, Ao, a(s) be as in Theorem C and (1.11). There exists a unique

solution (c,v, p,v) defined for all t > —T, with the same regularity than a(e-), of the following
nonlinear system of differential equations

s 2ed (eUL(2)) oy
C'(t) = (?:l_ m)a (Egl(t))C’(t)Vl(t), C(-T.) =1,
Vi(t) = mTl C;((;U;((t)))) C(t), Vi(=Tz) = vo, 4.9)
U{ (t> = Vl?)v Ul(_Te) = —vols,
H'(t) = —§V1/(t)U1(t)7 H(-T:.) =

In addition,
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1. C(t) is strictly increasing with 1 < C(t) < C(T%),, with
O(T%) = coo + O(e10) = 257 + O(£19).
2. V/(t) is strictly increasing with vy < V (t) < V(T%), with
V(T:) = veo + O(") = (0 + dag(coo — 1))V/2 + O(17),
with ag given in (1.30).

On the other hand, the first linear system ({2;) is easily solvable, because

/]R F10,Qu(1) / G1Qu(y) = 0.

Moreover, the solution (4 ., B ) satisfies (3.11). In addition, Lemma 3.7 now reads
IS[a] ()| g1 ey < Ke2(e =P 4 ).
Similarly Lemma 3.9 holds with no major modifications.

Let us sketch the proof of Proposition 3.10 in the higher dimensional case. As in Lemma
3.11 we consider

2(t) = u(t) —a(t, c(t),v(t), p(t),v(¢)),
satisfying for k = 1,2, and for all t € [T}, T],

/ Z(tax)QC(y> = / E(tvx)akac(y) =0,
R2 R2
and the equation

izt + Az + ac(x1)[|a + z]m_l(ﬂ—i- z) —|alm™~ L a) + S[ ]

1 1
—5(1/ —ef1) - yu+i(d —efa)du+i(p —v)-du+ (v + 51/ -p)a =0,

in addition to (3.61)-(3.62).
Finally, the functional F in (3.65) remains the same, up to the obvious modifications: we
replace z, by Vz and v by its vectorial version. Following these steps, we finally conclude

(3.53) and therefore the two dimensional version of Proposition 2.2.

Step 3. Proposition 2.3 revisited. The proof of this result is identical to the one dimensional
case. No additional modifications to the standard ones are required.

From this analysis we conclude the proof of Theorem B.

Appendices

H Proof of Proposition 2.1

In this section we sketch the proof of Proposition 2.1. For a similar proof, see e.g. [65].
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Let (T),)nen € R an increasing sequence with 7, > %TE for all n and lim,,—, 4 o T,, = +00.
Consider u, (t) the solution of the following Cauchy problem

i(un)t + (Un)ze + as(x)|u_n\m*1un =0, in Ry xR, (H1)
Un(_Tn) = Q( + UOTn)G%(')voeii(liivg)Tn. .
In other words, u,, is a solution of aNLS that at time t = —T, corresponds exactly to a solitary

wave. It is clear that this function is in H!(R); moreover, there exists a uniform constant
C = C(vg) > 0 such that

1Q(- — Uot)eé(-)voei(lfivg)t||H1(R) < C.
According to Lemma 3.1, we have that u,, is globally well-defined in H!(R).

The next step is to establish uniform estimates starting from a fixed time ¢t = —37. < 0
large enough such that the soliton is sufficiently away from the region where the influence of
the potential a. is present. This is the purpose of the following

Proposition H.1 (Uniform estimates in H! for large times, see also [47]).

There exist constants K, > 0 and €9 > 0 small enough such that for all 0 < e < eq and for all
n € N we have and for all t € [-T,,, —3T¢],

] 1

lun(t) = Q- — vot)ed o031y o < Feenet, (H2)
In particular, there exists a constant C' > 0 such that for all t € [T, —%TE],
[un (O mrmy < C. (H.3)

Using Proposition H.1 we will obtain the existence of a critical element ug . € H'(R), with
several interesting properties. Indeed, let us consider the sequence (u,,(—17%))nen € H'(R).
We claim the following result.

Lemma H.2 (Compactness property).

Given any number § > 0, there exist g > 0 and a constant Ky > 0 large enough such that for all
0<e<egpandforalln e N,

[ lwpPgm<a (H.4)
|z|> Ko 2

Proof. The proof is by now a standard result. See [49] for the details. O

Let us come back to the proof of Theorem 2.1. From (H.3) we have that

1
Hun(_iTS)HHl(R) <C,

independent of n. Thus, up to a subsequence we may suppose u, (—37.) — u, o in the H'(R)
weak sense, and u,(—37.) — u.p in L2 (R), as n — +oc. In addition, from (H.4) we have
the strong convergence in L*(R).

Let u. = u.(t) be the solution of (1.1) with initial data u.(—37%.) = u. . From Proposition
3.1 we also have u, € C(R,L?*(R)) (that is, L? local well-posedness plus conservation of
mass). Thus, using the continuous dependence of u,, and u,, and the bound (H.3), we obtain
un(t) — u.(t) in HY(R) for every t < —17T.. Passing to the limit in (H.2) we obtain for all
t < _%Tz-:/
() = Q( = wot)e2 O oy < KW,

as desired. This finish the proof of the existence part of Theorem 2.1.
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H.1 Uniform H' estimates. Proof of Proposition H.1

In this paragraph we explain the main steps of the proof of Proposition H.1 in the H! case;
for the general case the reader may consult [49].

The first step in the proof is the following bootstrap property:
Proposition H.3 (Bootstrap).

There exist constants K, pu,eq > 0 such that for all 0 < € < eq the following is true. There exists
g > 0 such that for all 0 < o < «, if for some =T, . € [T, —3T.) and for all t € [T, —T}, ]
one has

2

lun(t) = Q(- = vot)ez 03|y ) < 20, (H.5)
then, forall t € [=T,,, =T}, «]

lun (£) — Q(- — wot)e 30 =10 | 1y ) < Keh, (HL6)

Proof of Proposition H.1, assuming the validity of Proposition H.3. Let 0 < a < «p. Note that
from (H.1) there exists tg = to(n, ) > 0 such that (H.5) holds true for all ¢t € [T}, —T,, + to]-
Now let us consider (we adopt the convention 7T ,, > 0)

o= sup{t € [T, — 5T | forall ¢ € [T, 1],
lun(t') = Q(- = wot )20 =4 | 1 ) < 20
Assume, by contradiction, that —Tm < — %TE. From Proposition H.3, we have
lun(t') = Q- = wot)e2 O™ =58 || o ) < Kot < a,

for € small enough (recall that ¢t < —%TE = —ﬁa‘l_ﬁ), a contradiction with the definition

of T*yn. O
Now we are reduced to prove Proposition H.3.

Proof of Proposition H.3. The first step in the proof is to decompose the solution preserving a
standard orthogonality condition. To obtain this, without loss of generality, by taking 7, .
larger we may suppose that for all t € [—T},, =T}, «]

lun(®) = Q(- = vot = ra(B))e’es™Oe 1890 1 gy < 20, (H7)
for all smooth 7, gy, satisfying ry,(—=T},) = gn(—T) = 0 and |r},(t)| < %. A posteriori we will
prove that this condition can be improved and extended to any time ¢t € [T}, — %TE].

For notational simplicity, in what follows we will drop the index n on -7 ,, and u,, if no
confusion is present.

Lemma H.4 (Modulation).

There exist K, p, g9 > 0 and unique C* functions po,~yo : [Ty, —T%] — R such that for all
0 < e < g the function z defined by

z(t,x) == u(t,x) — Ry, (¢, x); Ry, (t,z) = Q(y)ew, (H.8)
with

1 1
y:=x — vot — po(t), 0:=t+ JV0T — ngt + vo(t), (H.9)
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satisfies for all t € [T, —T}],
Re/Rz( 2)Q'(y)ePdx = Im/ (t,2)Q(y)e?dx = 0, (H.10)
12Ol ) < Ka,  po(=Th) = v0(=Tn) = 0. (H.11)
In addition, z satisfies the following modified Schrodinger equation,
izt + 250 + ac(@) | Rug + 2| (Ruy + 2) = ae(@)| Rug ™ Ry
~ipo()Q' (W) — A4 (t) Ruy + (a=(2) — )| Ru|" " Ryy =0, (H12)

and
o) + o] < K[ + |20 g ) + 120172 - (H.13)

Proof of Lemma H.4. The proof of (H.10) is a standard consequence of the Implicit Function
Theorem, the definition of T, (= T} ,), and the definition of u,(—1;,) given in (H.1), see
for example [49] for a detailed proof. Similarly, the proof of (H.12) follows after a simple
computation.

Now we deal with (H.13). Taking time derivative to the first identity in (H.10) and using
(H.12), we get

0 = —Im /R Q' (1) + Re /R Q' (9)¢),
~ T / [Zaa + 0 (2)| Rug + 2™ (B + 2) — 12 ()] B | g } Q' (1)
ot / Q” +Im / 0e() — 1)| B[ R @' ()¢
+Re [ 3=+ ph(O)Q" () + i(1 = Jof +95(0)Q ) e
First of all, note that
Im / [+ ae(@)| Ry + 2™ Ry + 2) — ae ()| Bug ™ oy Y@ (y)e ¥ =
R

= O(ll(8) | 2m) + I1=(D)22z)-

On the other hand, from (1.11), (H.10), the uniform bound on p{(¢) in the definition of T} and
the exponential decay of R, we have

|Im/ ae(z) — 1)|Rug|™ Ry Q' (y)e™| < KeH. (H.14)
Indeed, first note that from (H.7), by integrating between —7;, and ¢t and using (H.10) we get
1 1 2
po(t) < fT—n - = S T < K51+100

Thus vot + po(t) < vot + K e+ 100 < vot Therefore, by possibly redefining 1+ > 0, we have
from (1.11),

IN

_ _ 0
[ (@) = DIk Ru@)e?] < K [ erererletomlg
R —0o0

+ K etottrot) /OO e Tdx
0

K exp [pe(vot + po(t))] + K exp [p(vot + po(t))]
Keket,
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Finally,

. 1 i
Re [ (= (00 pb(0)Q" () + (1 = 33+ (1)Q )}
< Kzl 2w (1 + !p6(t)\ + lvé(t)\)
We arrive, for a small enough, to the following estimate

196(8)] < K (e + [|2() |2y (1 + o ()]) + [12(D) 1 F2 ) )- (H.15)

Now we consider the second identity in (H.10). Proceeding in a similar way as above, we
obtain

o) < K 4 |2(t)l| L2y (1 + oo (4] + 12|72 w))- (H.16)
Collecting estimates (H.15)-(H.16) we obtain (H.13). O

H.1.1 Almost conservation of mass, energy and momentum

Now let us recall that for all —7,, < t < —37. we have M[u](t) and E,[u](t) conserved. In
addition, from (1.5) we have

0, Plul(t) = —° /R o/ (ex) ™+ > 0.

m—+1

Therefore
1 02

Eufu](t) — Balu)(~T)+ (1+ ;v

0) (M [u](t) = M[u](=T5)] = vo[ P[u](t) = Plu](=Ty)] < 0. (H.17)

Similarly, note that in the considered region the solitary wave R, (t) is an almost solution of
(1.12), in particular it must almost conserve the mass M (1.3) and the energy £, (1.17), at least
for large negative time. Indeed, arguing as in Lemma 1.2 (but with easier proof), one has

Ea[Rvo](_Tn) - Ea[Rvo](t) + (1 + %U?)) [M[Rvo](_Tn) - M[Rvo](t)]
—09[P[Ruo)(=T) = P[Ry,|(t)] < Kei, (H.18)
for some constant K > 0 and all time ¢t € [-T5,, T.].

The next step is the use the mass conservation law to provide a control of the R, (%)
direction. Indeed, one has

Re / (1)) < K[2(-To) ey + Kle(0)2o@ < K sup 2(@)]2em).  (HI9)

R te[—Tn,T]

for a constant K > 0, independent of €. On the other hand, note that
1 02

7% LR M(Rug) (1) — voP [y

4
~Re [ (0 = D" oz + Foft), (H20)
R

Eolu](t) + (1 + ) Mu](t) = v Plul(t) = Ea[Ry](t) + (1+

where Fj is the following quadratic functional

1 1 (2] _
Folt) = Z/R[|zx]2+(1+4vg)|z|2] 2Im/Rzzx

1 N . A L s
o [ @ 2 = Ry o+ 1) 7 e )L
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In addition, for any t € [T, —T1%],
IRe/R(ae = DRy " Rup 2] < K |2(t)]| 2 ). (H.21)
The proof of (H.20) is essentially an expansion of the energy-mass functional using the rela-

tion u(t) = Ry, (t) + 2(t). The proof of (H.21) is similar to (H.14).

On the other hand, the functional F(t) above mentioned enjoys the following coercivity
property: there exist K, Ao > 0 independent of ¢ such that for every t € [T}, —1%]

Folt) = Mollz(t) 121 gy — / R 0)20)| — K |20)]3am) — Klz0l . (H.22)

This bound is a consequence of (H.10) and Lemma 3.2.

H.1.2 End of proof of Proposition H.3

Now by using (H.20), (H.22), and the estimates (H.17)-(H.18) and (H.19) we finally get (H.6).

Indeed, note that

1 ~ -

500) [M[Rug) (= Tn) = M{Ry ) (#)]
—00[P[Ruy)(~Tn) — P[Ruo)(t)]

> Fo(t) — Ke'' — Ke"'||z(t) || 2y — K[|2(8)]| 2wy

K > By[Ru)(~T0) — EalRu)() + (1 +

Finally, from (H.22) and H.19 we conclude that for some K, iz > 0,
2] 1wy < Ket".

Plugging this estimate in (H.13), we obtain that |p{(t)| < Ket ¢!, and thus after integration and
by taking p > 0 smaller if necessary, we get the final uniform estimate (H.6) for the H'-case.
Note that we have also improved the estimate on p{,(¢) assumed in (H.7). This finishes the
proof. O

H.2 Proof of Uniqueness

First of all let us recall that the solution u above constructed is in C(R, H'(R)) and satisfies
the exponential decay (2.2). Moreover, every solution converging to a soliton satisfies this
property. This property is crucial to obtain the uniqueness.

Proposition H.5 (Exponential decay, see also [47, 65]).

There exists €9 > 0 such that for all 0 < & < g the following holds. Let v be a C(R, H*(R))
solution of (1.1) satisfying

Jim [o(8) = Q(- — wot)e el mi By gy = 0.

Then there exist K, u > 0 such that for every t < =T one has

[0(t) = Q(- — vot)e2 e =Tt | 1y < Kb,
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Proof. Fix a > 0 small. Let 59 = g9(«) > 0 small enough such that for all 0 < ¢ < ¢y and
t S _T£7
7 - 1
[o(t) = Q(- = vot)e2 04 | 1y ) < @

Possibly choosing ¢y even smaller, we can apply the arguments of Proposition H.3 to the
function v(t) on the interval (—oco, —37%] to obtain the desired result. Recall that a key fact to
obtain this result is that

AP[](t) > 0,

which is not valid in the case of a pure soliton solution going to  ~ +o00 as t — +o0. O
Now we are ready to prove the uniqueness part.

Sketch of proof of uniqueness. Let w(t) := v(t) — u(t). Then w(t) € H'(R) and satisfies the
equation

{mrmwfummw+ww*w+w%ﬂumwm”u=& in Ry xR, (H.23)

lw(t)|| ) < Kerst  forallt < —3T.. (cf. Proposition H.5).

The idea is to prove that w(t) = 0 for all t € R. For this purpose, one defines the second order
functional

1 1 1 1
Folw](t) := 2/R]wx|2+2(1+4vg)/Rw|2—2vglm/wau_)
1

- / ac(z)[|Ju + w™ — Ju|™ T — (m 4 1)|u|™ ! Re(uw)).
m+1 Jg
It is easy to verify that

1. Asymptotic at —oo.
lim Folw](t) = 0. (H.24)

t——o0
2. Lower bound. There exists K > 0 such that for all ¢t < —%TE,

Folw)(t) > Folw](t) — Ket Sup [w ()| )
v<t

where
~ 1 1 1 1
Folw](t) := 2/ ]wx|2+2/(1+4v8)|w\2—QUOIm/wmu_J
R R R

/ ac(z)[(m — 1)|u|™ > (Re(u))? + [u ™ w]?].
R
3. First derivative.

_ 1 .
Fow](t) = Im/ iw{wge — (1+ ivg)w + |u+w|™  (u+w) — Ju|™ = dvgws |
R

— 1 1
i [ o) uct o™k w) = = G+ Dl e = S m - D™ la).
R
4. Upper bound. There exists K, u > 0 such that

Folw](t) < Ke'=' sup [w(t') |-
<t
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These estimates are proved similarly to the proof of Lemma 3.13, see also [47] for a similar
proof. However, the functional F(t) is not necessarily coercive; so in order to obtain a sat-
isfactory lower bound on 7, one has to modify the function w in (—oo, —17}] as follows.
Let

i

w(t,z) == w(t,x) + b1 (t)Q(x — vot)ei(l_%vg)te%”“x + b (1) Q' (2 — Uot)ei(l_%”g)teﬂox,

with
1 11,2y, i
— - _ 1(1—5v5)t ,=v0x 7,..
bi(t) - MO Im/Rw(t,x)Q(x vot)e't T 1Y) ez 0%
1 A ;
h(t) = ~grrg Re [ B0 @ - wnet i,

This new function satisfies
1. Orthogonality on the @ and @’ directions:

Im/ w(t)Q(x — vot)ei(l_ivg)te%”w = Re/ w(t)Q' (z — vot)ei(l_ivg)te%”‘”” =0.
R R

2. Equivalence. There exists C;, C> > 0 independent of ¢ such that
Cillw®) | g wy < 0 1wy + 101()] + [b2(t)] < Collw(t)]] g1 (r)-

Moreover, . .
Folw](t) = Folw(t) + O™ |[w(t) |71 @))-

3. Control on the @ direction: for some K, i > 0,

Re [ w(t,2)Q(z — vot eil=1v8)t g 3voz < Ke®* sup ||w(t) || g1 () -
(R)
R <t

This property is proved similarly to the proof of (1.12): We use the fact that variation in
time of the above quantity is of quadratic order in w.

4. Coercivity. There exists A > 0 independent of ¢ such that

i

Foli)(#) = Mw(t) 2 ) — K Re /Rw,w)cz(x — vgt)eiliid e or

5. Sharp control. From the equivalence w-w and the coercivity property we obtain, for
some K, pu >0,
1B(8) |1 ) < K72 Sup lw ()| 1 () (H.25)

and therefore
[bL(8)] + [ba(t)| < Kt/ sup w(t) | 1 (w)- (H.26)

Note that the bounds on b, () and by (t) are proved similarly to (I.11).

The proof of all these affirmations follows the argument of Proposition 6 in [47], with
easier proofs. Finally, from (H.25)-(H.26) we have for ¢ small enough and ¢ < —%Tg,

1
[w(®)] 1wy < Ke sup [|w ()] g1wy < 5 sup [w(t)]| g g)-
<t 2 p<y

This inequality implies w = 0, which gives the uniqueness. ]
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I Proof of Proposition 2.3

The proof of the stability result (2.8) is based in a standard Weinstein argument. Let us assume
that for some K > 0 fixed,

Hu(tl) — )\ochoo< X0)€2U°°x WOH 1( < Kz’;‘pm (Il)

with Ay, Voo, Coo defined in Theorem A, p,, defined in (1.21), and 7y € R. From the local and
global Cauchy theory (cf. Lemma 3.1), we know that v is well defined for all ¢ > ¢;.

Step 0. Preliminaries. In order to simplify the calculations, note that from (1.15) the function
v(t, z) = A lu(t, z) solves

Wy + Vg + %Mm_lv =0 onR;xR,.

a m
=5 [ ool = — [ b 12

the mass (1.3) and momentum (1.5) remain unchanged. In addition (I.1) now becomes

The energy is now given by

(1) = Qe (- — Xo)e™= e | gy < KePm. (L3)

With a slight abuse of notation we will rename v := u, K := K, and we will assume the
validity of (I.3) for u. In addition, and if no confusion is present, we will drop the tilde in
(L2). The parameters X, and ¢ remain unchanged.

Let Dy > 2K be a large number to be chosen later, and set

T* := sup {t >t | forall ¢ € [t;,t), thereexist ro(t'), g2(t') € R smooth

such that [r5(t')| + [r2(t1) + vacts — X0|§100 and

u() = Qs (- — ot — ra(t')) exp {%mm = Skt +iga(t)} ey < Doe? }(14)

4 OO
Observe that 7 > t; is well-defined since Dy > 2K, (I.1) and the continuity of ¢ — u(¢) in

H'(R). The objective is to prove that 7% = 400, and thus (2.8). Therefore, for the sake of
contradiction, in what follows we shall suppose 7™ < +oc.

The first step to reach a contradiction is now to decompose the solution on [t;, 7™ using
modulation theory around the soliton. In particular, we will find some special p2(t), v2(%)
satisfying the hypothesis in (I.4) but with

sup  ||u(t) = Qey (- — Voot — p2(t)) exp {éxvoo -

1
vt + iya(t) < SDgePr,  (L5)
telt1,T*] 4 }HHl(R) 2

a contradiction with the definition of 7.

Step 1. Modulation on the degenerate directions. We will prove the following
Lemma I.1 (Modulated decomposition).

For e > 0 small enough, independent of T*, there exist C 1 functions pa, c2, Yo, defined on [t1,T%],
with cy(t) > 0 and such that the function z(t) given by

2(t, ) :== u(t,z) — R(t, z), (L6)
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where R(t,x) := Q) (y)e’’, with
1 ! 1 N
Y =T — Voot — pa(t) and T := 5%Vo0 + / 2(s)ds — Zvoot + Y2(t),
t1
satisfies for all t € [t1,T"],

Re/ R(t = Im/RR(t)z(t) = Re/RQ’CQ(t)(y)ein(t) =0, (L7)
()l ) + lea(t) — ool < KDoeP™, and (1.8)

5 1
”Z(tl)HHl(R) +1p2(t1) + voots — Xo| + |ea(t1) = cool + [F2(t1) — Jvoots — 70| < KeP™, (L9)

where K is not depending on Dy. In addition, z(t) now satisfies the following modified NLS equation
1 _ _ _ _
12 + Zgp + iag(x) [|R 2" Y R+ 2) — |R|m—1R]

+ich(11AQese™ — (1) Qe — (1) Qe + (jac(e) ~ @I = 0. (110)

Furthermore, for some constant p > 0 independent of e, we have the following estimates:

1
104 (1)] < K[/ e*uly\|z|2(t,x)dx]2 +K/ e M2 (8, x)d + KeHet, (L11)
R
/
’ZQEE <K/ _“‘y||z| (t,z)dx + Ke )| 2(t 2(t)[ 1 (my s (1.12)
2

and finally

1
F5(t)] < K[/Re_ulyl‘z|2(t,l')d$ 2 —I—K/ e “'y‘|z| (t,z)dx + Ke || z(t )HHl | Kesht
(I.13)

Remark 1.1. Note that from (I.8) and taking ¢ small enough we have an improved the bound
on pa(t). Indeed, for all ¢ € [t1, 7],

5 ()] + [p2(t1) + voot1 — Xo| < 2DgeP™.

Thus, in order to reach a contradiction, we only need to show (I.5). Observe that these in-
equalities impliy that the soliton position is far away from the interaction region.

Proof of Lemma I.1. As in Lemma H.4 and 3.11, the proof of (1.6)-(1.9) are based in a Implicit
Function Theorem application.

On the other hand, equation (I.10) is a simple computation, completely similar to (H.12)
and (3.60). Finally, estimates (I.11)-(I.13) are similar to the proof of (H.13). We skip the details.
O

Step 2. Almost conserved quantities and monotonicity.
Lemma I.2 (Almost conservation of modified mass, energy and momentum).

Consider M = M[R), E, = E4|R] and P[R] the mass, energy and momentum of the soliton R
(cf. (1.6)). Then for all t € [t1,T™*] we have

MIR)(t) = &’ () M[Q]; (1.14)
EAR)(1) = (1) 02 — oea(t) M[Q] + O, (L15)
PLR]() = 2usec () M[Q). (116)

2
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Furthermore, we have the bound

| Ea[R](t1) — Ea[R](t) + (c2(t1) + ivgo)(M[R] (t1) = MIR](t)) — veo(P[R](t1) — P[R](t))]

CQ(t) 20 —eputy
gK![Cz(tl)] 1P 4 Ke~oHh, (L17)

Proof. The first and third identities, namely (I.14) and (1.16), are direct computations. We
consider (I.15). Here we have

1 [ - 1 ~
E.R|(t) = = Rﬁ—/s R|™H!
RO = 5 Rl = 5o [ et
1 1 1
= C%G(t)[@(t)(z/RQ&—m_i_l/RQmH)"'szo/RQQ}
1 _% p|m+1
+m+1/R(1 ) Ry,
Similarly to (H.21), we have

1 .
[ JalRIm < K,
R

for some constants K, ;1 > 0. On the other hand, from Appendix K we have that
1/Q/2— 1 /Qm+1:_)\O/Q2 /\0:5—m
2 R m + 1 R 2 R ’ m + 3’

EAR)(1) = (1) 102 ~ hoea(0) M[Q] + O(e ™).

and thus

Summing up (1.14), (I.15) and (I.16), we obtain

Ea[-é] (t) + (ca(t1) + %vgo)M[u](t) — UOOP[R] (t) = 039@)(02(“) — Noea(£))M[Q] + O(e~5H).

In particular,

Eq[R)(t1) — Eo[R)(t) + (c2(t1) + ivgo)(M[R} (t1) — M[B](t)) — voo[P[R](t1) — PIR)(1)] =

Ao MQI[ (1) — 2+ ) — 2l

(1) - B (1)]] + O,
0

To obtain the last estimate (1.17) we perform a Taylor development up to the second order
(around y = yo) of the function g(y) := y*5%; and where y := c2(t) and yo := c2?(t1). Note
that 292—'51 = % and yé/ 20 _ c2(t1). The conclusion follows at once. O

Now our objective is to estimate the quadratic term involved in (I.17). Following [59], we
use the mass conservation law identity. From (I1.6) -(1.7) we have

1 1
FOMQI+ ;5 [ O =3 @M@+ [ | (L18)
R R
From here we obtain
(117) < K202z, + 1200 gy + Ke*, (119)

for some K, it > 0, independent of Dy and ¢.
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Step 3. Energy estimates. Let us now introduce the second order functional

1 1 1
Fat) = 5 [ {aP + (altr) + poR)IP | - Gomm [ 22

_; a-(z 5 LML ~m—i—l_m 5im—1 e~2
sy L ae@lR+ R — (m -+ 1)|RI™ Re(R2)).

This functional have the following properties.

Lemma 1.3 (Energy expansion).

Consider Mu], Eq|u] and Plu] the mass, energy and momentum defined in (1.3), (1.2) and (1.5).
Then we have for all t € [t;,T*],

Eq[u](t) + (ca(t1) + %vzo)M[U] () — voo Plul(t) =

Eq[R](t) + (c2(t1) + v ) MIR](t) — voo P[R(t) + Fa(t) + O(e || 2(t) | i1 r))-

Proof. Using the orthogonality condition (I.7), we have

S e A
Eaful(t) = EQ[R]JrRe/Rz[—Rm—|R\m1R]+2/R]zm\2+Re/R(1—a2)]R\m 1Rz

! ; m R|m D|m— ~
_W/RCle(.’L')HR-f—Z’ +1—‘R’ +1—(m—}—1)|R\ 1Re(Rz)].

Moreover, following (H.14), we easily get
_ 1 Sl 7 _
RG/RZ(l = )[R TR < K" [2() |11 ).

Similarly, by using (1.7),
- 1
Miul() = MR+ 5 [ 12,
R
and )
Pu)(t) = P[R)(t) + Im/ ReZ+ = Im/ 2zZ.
R 2 R

Collecting the above estimates, we have

Ealul(t) + (ea(t) + J02) MIul(t) — v Plul(1) =

. 1 N N
Ea[R)(t) + (ca(t1) + J05) MRI(8) = voo P[R(t) + Fa(t) + O™ 2()| 11 w))
Here we have used (1.7), the equation satisfied by Q., and the identity

Re / S Ras — R R+ iva B] = 0.
R

This concludes the proof. O

Lemma I.4 (Modified coercivity for 7).

There exists eg > 0 such that for all 0 < € < eq the following hold. There exist K,v,j > 0,
independent of K* such that for every t € [t1,T*]

Fa(t) > vl(t) 3 @) — Ke ™ 2(t)72m) + OUlz(®)ll72))- (1.20)
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Proof. First of all, note that

/{Z (ealtr) + 2}_%@1111/

) /RHRMZP + (m — 1| R" 2 [Re(R2)]?

_ % /R(aa(x) =[R2l + (m — DIR" P Re(R2)I’] + O =(1)lI3p )

Since (a.(2)—2) is exponentially decreasing along the region where the soliton R is supported,
we have

/R(ae(:v) = 2[RI Hz* + (m — 1)|RI™*[Re(R2)[”]| < Ke™™*||2(t)]| 12w

(cf. (H.14 for a similar computation.) From Lemma 3.2 and (1.7) we have for ¢t > ¢;,

Faot) = vz @ — K™ 20 2@) — K@)l @

as desired. O

End of the proof. Now we prove that our assumption 7% < +oc leads inevitably to a con-
tradiction. Indeed, from Lemmas 1.3 and 1.4, the mass and energy conservation, and the
positivity of (1.16), we have for all ¢ € [¢t;, T*] and for some constant K > 0,

Iz @ < KF(t)+ Ke ™ sup [2(0)||2@) + K sup  [[2(6)]72g
teft,T*] telt,T*]

+|Ea[R](t1) — Ea[R)(t) + (c2(t1) + 4voo)(M[R](t1) — M[R|(t)) — vao(P[R](t1) — P[R](t))]-

From Lemmas 1.1 and 1.19 we have

IO gy < K"+ K sup [|2(0) |41y + K™ DoeP™.
teft1,T%]

Collecting the preceding estimates we have for ¢ > 0 small and Dy = Dy(K) large enough

1
120171 gy < 4D2 e,

This estimate together with (1.18) and (1.9) gives us |c2(t) — ¢xo| < KeP™, independent of Dy,
which contradicts the definition of T*. The conclusion is that

sup [|u(t) = Qeoo (- — Vool — p2(t)) exp {zmvoo -

>t 2 1 R+ 120} ) < K

This finishes the proof of (2.8).

J Proof of Proposition 3.3

In this section we prove the decomposition result for the error S[u| associated to the approxi-
mate solution @. First of all, it is easy to verify that

S[a) = S[R] + L[w] 4+ N[w],
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where (c2)
, alex) ._ i _
£l = i+ 0+ 50 QE )+ D+ ¢ — 1),
and
~ ~ - - ~ m—1 )
Nw] := a(ex){|R + w™ YR+ w) — |R™ 'R — Q;a(g[())y)[(m + Dw 4 *©(m — 1)w]}.

In the next Claim we expand the first term, S[R].

Claim 9 (Decomposition of S[R)).

1. Suppose 2 < m < 3. Then one has

SR = [Fy'(t,y) + eF{(t,y) + 2 Fy (t,y) + € FR F (y)] €, J.1)
where
R = —5 (00— h(O) 2250 i 0~ h) 5o
’ 1’0/ Qc(y)
0+ 5V On0) A
o QL) i (eplt)
0 - - P ey, 02
f1, f2 are given by (3.15),
iy = 20w Q) - 2o
ia' (ep(t))v(t) - 4e(t) 1
+ (lm(«Sp(t)) [5_mAQc(y)*7_ch(y)]v (]3)

and |f2(t)| < K, FE € Y. Finally, for every t € [-T., T¢]

||€2F2R(t, y) +€3fR(t)FCR(y)”H1(R) < ng(e_aﬂlp(tﬂ +E)

2. Now suppose 3 < m < 5. Then one has

S[R] = [Ff(t,y) + eF{i(t,y) + 2Ff(t,y) + 2 Fi(t,y) + * F(OFE(y)]e®, (.4

where Ff, is given now by the expression

Fyi(ty) = _;(”,(t)_gfl(t»;/(g;g)))

(1) + 3 () — 2 $5(0)

~it0) - o) - 2hO) s~ S Qe v, 09

FEis given by (J.3),

R _ d"(ep(t)) 9 ym, y f3(1) PGNP
Byl (t,y) = 2im(ep())” Q' (y) C~L(5p(t))QC(y) a(gp(t))Qc(y>’ (J.6)

and |ff(t)| < K, FE € ). Moreover, for every t € [~T.,T.]

I ESt (¢, y) + e F(OF W)l ) < Ke3(emetlr®l 4 gy,
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Proof of Claim 9. We prove the worst case, namely 3 < m < 5. The remaining case is easier to
handle and we skip the details.

Recall the definitions of R, y and © from (3.6)-(3.7). We have

S[R] = iR+ Ryy+a-(2)|R™ 'R
1 L o1 o P o , i i0
= — [gmv' +ec++ — ZU ]ch(y)e T é(y)e + gAch
1 _ 1 a(ex) 1 i ica'p i
+-[QF +ivQ, — ~v*Qc + ( )QC le ©_ 7p~che ©. (J1.7)
a 4 a(ep) (m—1)a

Now we perform a Taylor expansion of the term a(ex) based at x = p(¢), as in [65]. From (].7),

~ 1,d .1 1, o i, ea'v o 1 1 ,
— S22 m . cZ v A . — . S = Cz@
S[R) d[ea " 21}]er +d[c Q 7(7”_1)&@]6 a(’y +2vp)Qe
0 )+ T 0160 4 59 2,0
=(p" =) [Qely) + . 1)an]e + oy Qe

3a®

oo QU + e [ Fely)e’®
= [Fo'(t,y) + eF(t,y) + 2B (ty) + 25t y) + & FH () PR (y)] €.

Additionally, we have |f(t)| < K and F*(y) € Y. In conclusion,
12 Fa(t,y) + € RO FE ) || my < Ket(em =00l 4 ¢,

This finishes the proof. O

Next, we consider the linear term. As above, we need to consider three different cases.
Recall that AA.(t,y) = 0:Ac(t,y).

Claim 10 (Decomposition of L[w]).

1. Suppose 2 < m < 3. Then

L] = —e[Le(Are) + il (BLo)le® — (v + golphw— S0 — i)y
—i(p — v)wy +ie(d — ef2)dew + 2 FL () FL (y)e™®. (J.8)

Furthermore, suppose that (A, ¢, Bi ) satisfy (3.11). Then there exist K, 1 > 0 such that

|2 fE (1) FLe®|| gy < Ke?(e POl 1 ¢, J.9)

2. Consider now the case 3 < m < 5. Here one has

o
B

I

!
NE

ek [L4(Akc) +iL_(By)] e©® — %(v’ —efi)yw +i(c — efs)d.w

k=1
-y + %U’p - 52f3)w —i(p —v— 52f4)wy
+e [Fy (t,y) +iGE (8, 9)]e’® + X L () FL (y)e™®. (J.10)

Here
L CL, m—1 1 1
Fy(t,y) = mch yAie — iflyAl,c — E(Bl,c)t — foABi ., (J.11)
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and

M| =

G%(tv y) =

In addition, suppose that
K, i > 0 such that

a . 1
(A1)t + faAALc + EQZL 'yBy . — §f1y31,c- (J.12)
Apo(t,y), Brc(t,y)), satisfy (3.11) £k = 1,2. Then there exist

—~

13 F2(t) FEe®|| g1 gy < Ked(e POl 1 ¢, (J.13)

Proof. From the linear character of w we are reduced to handle only two different kind of
terms: L[A.(t,y)e’®] and L[iB.(t,y)e'®]. In addition, we expand in several order of ¢ to con-
sider the case m € [3,5). Otherwise, the computations are simpler and one does not need an
accurate expression for these terms. We left the details to the reader.

First we compute L[A.(t,y)e’®], for a given smooth real valued function A. We have (the
subscript (); means derivative on the first variable)

. ) , 1 1 . ,
LIA(t,1)e®] = i(A)e’® +id AAe™®© — (5331)’ +c— 11)2 + ) Aee® —ip' (Ae)pe™®
, 1 : ma(ex) -, ;
Ac xrx Ac x T Ty 2Ac © i lAc e
+[(Ac)ze + iv(Ac) 1Y e+ (p) Q7 e

, ma’ 1 ) 1 .
= —L(A)e® + (STQ? L iv’)yAceze -y + §U’p)ACeZ@

me2a”

—i(p' = 0)(Ac)ye® +i((Ac)s + AA)® +
m53a(3) m— % m— 7
T@/?)Qc PAce™ + e f(t)y' Q1 Ace™
; 1 ) 1 )
= —Ly(A)e’® — S (V —efi)yAce’® — (v + Jv'p — €2 f3) Aee™

—i(p —v —2f1)(Ae)y€e'® 4+ i(c — efa) AA™©

y2 an—lAceiG)

/
+%m@?_1y/lceie — %flyAceie + i[(Ac)t + 5f2AAC] e'®

+ o yQan—lAcezG) _ €2f3Ac€Z® _ i52f4(AC)ye’9
(3)
ma . . .
&8 =y QU T A e’ () ()€,

6a
where FI(y) € Y and f(t) is exponentially decaying in time. Therefore,

e O ()| iy < Kete el

With a similar computation,

, 4 j 4 1 ,
L[iB.(t,y)e®] = —iL_(B.)e® — %(v/ —ef)yBee® —i(y + Qv/p — 2 f3)B.e®
+(p' — v — 2 f1)(Be)ye™© — (¢ — cfa)AB.e™®
iea . : i , .
+TQ£” lyB.e®© — ieflyBceZ@ — [(Bc)t + €f2ABC] e'©
24/ . (3) 4
+i€7ay2fochel® i i€3a—y3Q’fleCeZ@

2a 6a
+&2f4(1)(Be)y€™® — ie? f3Bee™ +ict g™ (1) G ()e'®,

with ||e?g™ (£) G (y)e®|| jr gy < Kete #<lP)l. Collecting the above calculations, we finally
obtain (J.10). Estimate (J.13) can be directly verified.

O
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For the final term N[w] we have the following

Claim 11 (Decomposition of N [w]).

1. Sll[)p()se that 2 < m <3 and (3] l) holds for (AL 7Bl,c)- Then th Xi K’ >
~
||N[w]||H1(R) <_ Kff e L EI;C(t)l’

uniformly for every t € [T, T;].

2. Suppose now 3 < m < 5, and that (3.11) holds for each (A, Br), k = 1,2. Then one
has

Nlw] = (N>} (t,y) + iN?2(t,))e’® + Oy (>0,
with

1 i . _ e
N .= i(m—l)a(ep)Qc Q(mAic—i—Bic), N%% = (m—1)a(ep)QT A1 Bi .. (J.14)
Proof. First we prove the case 2 < m < 3. Recall that w = €[A; (t,y) + iB1..(t,y)]e’®, with
the functions A.(¢,-), B.(t,-) € Y, real valued. Here we have
Nlw] = O(Qe 2 w]* + [w]’) = O sy (2e~1P0),
uniformly in time.

Finally, let us consider the case 3 < m < 5. From (3.9) we have w(t,z) =
S ¥ (Are(t,y) + iBre(t,y))e®. In order to simplify the computations, we assume
(Ak.c, Bic) k=12 satisfy (3.11) on the interval [T, T;] (which is indeed the case). We have

- (m —1)a(ex)

Nw] = ~—55——=Q" *(W){e®lwl’ +2Re(e®w)w + (m — 3)e"® (Re(e’w))?}
2am=1 (gp)
+O0 1 gy (Pe 1P, (J.15)

Now we replace w in the above expression and we arrange the terms obtained according to
the power of € and between real and imaginary parts. We perform this computation in several
steps. First, note that

a(ex) = a(ep) + O(ey).

On the other hand,
w|? = e{A3 .+ BY } + Oppr ) (¥ =10,

Similarly Re(ei@w) =¢Ay .+ &2 Ay .. Therefore
Re(e®w)w = £%(A7 . + iA1.B1.)e’® + O () (3e—smlp®l),

and
¢'©(Re(e®w))? = 52Aicei9 + O (w) (53e_a“|p(t)|).

Collecting these expansions and replacing in (J.15) we obtain
1 .
N[w] = Se*(m = D)a(ep)Q0{mA , + B} . + 2iA1cB1c}e’® + Opn gy (2e~170)).

We are done. O

Collecting the estimates from Claims 9, 10 and 11, we obtain Proposition 3.3. The proof is
now complete.
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K Some identities related to the soliton ()

This section has been taken in part from Appendix C in [53].
Lemma K.1 (Identities for the soliton Q).

Suppose m > 1 and denote by Q. := cﬁQ(ﬁx) the scaled soliton, with Q solution of —Q" +
Q—-—Qm™"=0inR. Then
1. Energy. Let Ey[u] := Eq=1[u]. Then
5—m

F1[Q] = —;AO/R(f = — A M[Q)], with  X\g = e ¥

Then

2. Integrals. Recall 6§ = 1.

/ Qc:ce-% [o [aet= [ mlal-nl
andﬁnally

3. Integrals with powers.

AQIz:mAQZ’ /Ry2QmH m+1 / y2Q? — /Q
and
/Ry4Qm+1 _ ZE[Q/R?J4Q26/R?J2Q2L /RyQQ/QZ mi_?,/RQ2+Z:L:13/Ry2Q2'
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5 Addendum: decreasing potential and reflection

In this section we address the case of the soliton dynamics for the equation NLS (1.12) in the
case of a slowly varying, strictly decreasing potential, constant in time. Indeed, we assume
that the function a is smooth enough and there exist constants K,z > 0 and 0 < ag < 1 such
that
ap < a(r) <1, d(r) <0, |a(k)(r)\ < Ke Ml forallr eR, k=1,2,3, (4);
0<a(r)—ayp < Ke# forallr >0, and (5.1)
0<1—a(r)<Ket forallr <0.

In particular, lim,_,_ a(r) = 1 and lim, 4 a(r) = ap.

Note that P[u|(t) defined in (1.5) now satisfies (1.16) with the opposite sign, therefore the
momentum is always a non increasing quantity. In this section we will sketch the proof of the
following
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Theorem 5.1 (Dynamics of a reflected soliton-solution for aNLS equation).

Assume that a(-) now satisfies (5.1). Let 2 < m < 5, v9 > 0, A\g := m+3 " and pyy, be as in (1.21).
Suppose in addition that

_4

vg < 4Xo(1—ag™™). (5.2)

There exists a small constant e > 0 such that for all 0 < e < g the following holds.

1. Existence of a soliton-like solution.
There exists a solution u € C(R, H*(R)) of (1.12), global in time, such that

i u(t) = Q(- — wot)el 0 2l ED ) = 0, (5.3)
with conserved mass M [u](t) = M[Q] and energy E,[u](t) = (v — Xo)M[Q] < 0.

2. Reflection and stability of soliton-solution.

There exist K = K (vo) > 0 and C*- functions p(t),v(t) € R defined for all t > KTy such that
the rest function

w(t,x) = u(t,z) — Q(x + vot — p(t))efémoem(t)’

satisfies for all t > KT,
1
lw(®) gy + 10" )] + 17/ () =1+ 1”3’ < Kebm, (54)

Remark 5.1. Let us clarify this last result. Under small but still fixed velocities, the soliton
solution is reflected by the potential, and modulo a small defect of order Oy (g)(eP™), it has
the same scaling and opposite velocity to the initially provided.

Let us remark that the extension of this result to the two dimensional case is direct, after
the preceding results (cf. Theorem 1). In addition, the constant K (vg) becomes unbounded
as vg approaches the equality in (5.2).

The proof of this result is just an extension of the previous sections. First of all, it is not
difficult to prove the following result.

Proposition 5.2 (Existence of a pure soliton-like solution).

There exists €9 > 0 such that for any 0 < e < e, there exists a solution u € C(R, H'(R)) of
(1.12) such that

lim [u(t) — Q(- — vot)ez V03| 1y = 0, (5.5)

t——o0

with mass M(u](t) = M[Q] and energy Eo[u(t) = (30 — Xo)M[Q] < 0. Moreover, there exist
constants K, > 0 such that for all t < —%Tg,

lu(t) = Q(- — vot)ez 0Tt | 1y ) < Ko, (5.6)
In particular,
[u(=T2) — Q(- + voT.)e2 Vo i=1vd) Tz || .y ) < Ke ke ~to < Kel0, (5.7)

provided 0 < € < gq small enough.
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Let us remark that the uniqueness of this solution is an open issue.

The next step is the study of the interaction soliton-potential. This is the part of the proof
where we need some completely new computations. Our objective is to prove the following
result.

Proposition 5.3 (Dynamics of the soliton in the interaction region).

Suppose vy > 0 satisfying (5.2). There exist a constant eq > 0 such that the following holds for
any 0 < € < gg. Let u = u(t) be a globally defined H' (R) solution of (1.12) such that

|u(=T:) — Q(- + UOTs)eéi(Jvoe—i(l—%vg)Ts||H1(R) < KePm,
Then there exist Ko = Ko(K) > 0, and pz,~. € R such that
[u(Te) — Q(- — pe)e™ 2P0e™ || gy < KoeP™,

and p. ~ —voT.

The proof is based in a deep study of the formal dynamical system governing the dynam-
ics of the soliton, see Lemma 5.4. From this result, the conclusion of the above result is direct,
by following the lines of the proof of Proposition 2.2.

4
Remark 5.2. From the proof of this result it will be clear that in the case v3 > 4\o(1—aj ™) the

soliton exits by the right hand side of the potential. However, no stability result for large time
is known in the regime “decreasing potential”, so we do not know the asymptotic behavior
of this solution. The proof of this result will require some new ideas.

5.1 Study of a dynamical system, revisited

Similarly to [66], the dynamics of a soliton soliton is mainly described by its velocity V (%),
position U (t), scaling C(t) and phase H(t). The dynamical system governing these variables
is completely analogous to that of [66], Lemma 3.4, with the key difference on the sign of the
derivative of the potential a. Indeed, let

8ad/(eU)C
(m+ 3)a(eU)’

ACV d (eU)

hem= G- mla0)

f2(C,V,U) := (5.8)

Our first result is as follows:
Lemma 5.4 (Existence of approximated dynamical parameters, case 2 < m < 5).

Let vg > 0, N, a(s) be as in Theorem 5.1 and (5.1). There exists a unique solution (C,V, P,G)
defined for all t > —T. with the same reqularity than a(e-), of the following nonlinear system of
differential equations

VI(t) = efi(C(1),U(t)), V(=Tz) = vo,

C'(t) = efo(C(1),V(t),U(t), C(-T:) =1,

U'(t) =V (1), U(-T.) = —uT, ©9)
H(t) = —% OU1), H(—T.) = 0

In addition, for all t > —T,, C(t), V(t) are strictly decreasing with

oty = SCTIEU) _ ot () 510
)= a4(6=m) (—gyyT) - a4(6—m)(—g—1/100)’ (5.10)
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and satisfy the parabola
V2(t) v3
C(t) =co+ 4)\0 s Co i — 1-— 47)\0 < 1. (511)

Proof. The existence of a local solution of (5.9) is consequence of the Cauchy-Lipschitz-Picard
theorem.

Now, in order to prove global existence of such a solution, we derive some a priori esti-
mates. Note that from the first equation in (4.16) we have C strictly decreasing in time with
C(t) < 1,t > —T.. Moreover, after integration, we have (5.10). Since % < a < 1, one has that
C'is bounded and globally well defined with

S/ G=m)

0
aiGm)(—e—tmny = O <1, 1= -T.. (5.12)

On the other hand, from the second equation in (5.9), we have V strictly decreasing in time.
Replacing (5.10), and after multiplication by V' (¢), one has

B U0 U@V (a7 (1)

After integration in [-T;,t) we obtain (5.11). This last relation and the fact that C(¢) < 1
implies the global existence of V" and the uniform bound

V(OV'(t) =

V() <wvy, t>-T..

The proof is complete. O

Now we describe the behavior of (C,V,U) for large times. Interestingly enough, here

the long time behavior may be different depending on the initial velocity vy. Recall that
2

U,
Cozl—ﬁ.

Lemma 5.5 (Long time behavior, refracting case).

4

Suppose co < ai™™. Then limy—. 4o (C(t), V(t),U(t)) = (Coo, Voo, +00), with

4

Coo =al " (1+0E"Y), and vy = 1/2

)\0(000 — Co)] > 0.

[4
In addition, there exists —T, < T. < K (vo)T. such that U(T,) = —U(=T5).

4

Proof. We prove that for ¢ small lim;_, 4o C(t) = aj ™ (1 + O(¢'?)). Indeed, note that from
(5.10) and (5.11) we have

4
thus V(¢t) > 0 for all t > —T.. Moreover, if lim ., V() = 0, we have lim C(t) = ¢y < aj ™
and thus from (5.10)

4

lim CO(t) <aj™™,

t——+oo

a contradiction with (5.12) (after taking limsup). In concluding we have lim;, V(t) > 0.
Therefore we have lim ., U(t) = +o0. Passing to the limit in (5.10), one obtains

ag/ ™ 4/(5-m)
Jim C(t) = G/ G—m) (—g—1/100) ~ %0 '
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From (5.11) we obtains

V(400) = [4Xo( lim C(t) — ¢o)]/? > 0.

t——+o0
Next, we prove that U(400) = +o0. Indeed,
U(t) = U(-T2) + / o(t)dt > U(=T2) + V(+00)(t + T),
—T.
and thus U (+o0) = +o0.
Now, let us define the exit time 7. > —T. such that U(T.) = —U(—T.). We have

—U(-T.) =U(-T2) + /Ta v(t)dt > U(=T.) + V(+00)(T: + T2,

then, if ¢y < aé‘im we have 7. < KT.. O

Lemma 5.6 (Long time behavior, reflecting case).

Suppose now cy > aé/ =) Then there exists a unique to > —1, satisfying V(to) = 0 and

to < K (vo)T: for some constant K (vg) > 0 but independent of . Moreover, one has

lim (C(t), V(t),U(t)) = (1, v0, —00).

t——+o0o

In addition, there exist T- > —T. and K (vg) > 0 such that U(TE) = U(-T.), with T. < K (vo)T.

Proof. First we prove the existence of ¢y > —1 such that V(¢;) = 0. Note that its existence
implies its uniqueness. By contradiction, let us suppose that V(¢) > 0 for all £ > —T . Then
U(t) is strictly increasing. Here we have two cases. First, suppose lim, V() > 0. Then we
have U(+00) = +oo and therefore C(t) is strictly decreasing with

a4/5—m
: _ 0
A O = Sy om0y
Passing to the limit in (5.11), one has
4/5—m 4
aO =cp > a577n’

a4/ (=) (—~1/100)

a contradiction for € small enough.

Now suppose lim;_, ;o V' (t) = 0. Here we have two cases: either lim;_, , U(t) = 400, or
U(—T.) <limi 4 U(t) =: Ux < +00. For the first case, similarly to the recent analysis, one
has

4/5—m 4
. . _ Qg 5—m
A C) =: Coo = Zammy (—o=i700y 20> %0 "

This is a contradiction for € small enough.

In the second case, one has

o a4/(5_m)(€Uoo)
oo a4(5—m)(_€—1/100)

> 0,
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and
thin V'(t) = ef1(Coo, Uso) < 0,
a contradiction with lim;_, o V' (¢) = 0 (since lim;—, 1 o0 V'(t) = limy— 1 oo @ =0.)

Therefore, there exists ¢y € R such that V' (tp) = 0, with V(¢) < 0 for ¢ > ¢. In addition,
C(to) = ¢o and U’(tp) = 0. From (5.10) one has |eU (to)| < K (vo).

Moreover, lim; ., », U(t) = —cc. Indeed, note that for v > 0 small, since V" (t) = O(?),

Vit + §> - iV’(tO)g +O(W?) = 2 filco, Ulty)) + OW?) = £ror + O(2).

with kg := fi(co,U(to)) = (niifg) Cg((jg((:oo)))) < 0. Then fort >ty + %,

t()—% to-}—% t
Ult) = U(-T.)+ / o(#)dt + / o(t)dt + / v(t)dt
—T: to—% to+%
14 12 14
< U(-T:) +vo(T: + to — g) oo + vko(t — to — g)-
4

and thus lim;_ ;o U(t) = —oo. In addition, limy_, 4o, C(t) = a~ 5-m (=~ 1/109) = 1 4 O('9)
and lim;_. o V(t) = —vg + O(e'?).

Similarly,

Ulty) = U(—T€)+/to_:v(t)dt+/tt° o(t)dt

=T O_%

v 14
> U(_Tg) - UHo(to - g +T5) — Kg

This inequality implies that t) < KT, with K = K(vg) > 0 independent of ¢. Note that K

becomes singular as vy approaches c(vg) = aé/ (5-m)

Let us define T, > —1T. such that U(7.) = U(—1.). Then we have C(1.) = 1 and V(T.) =
—vp. We finally have

0 — /T v(t)dt:/toz U(t)dt—i-/ttOJr: v(t)dt—/tﬁ (1)) dt

*Ts 7TE 0*% 0+§

14 1% 1% ~ 14
< wo(to — - +T:) +Uo€ +v(to + g)(Ts —to+ g).

In conclusion 7; < KT.. O

Proof of Proposition 5.3. The proof of this result is straightforward, just follow the lines of the
proof of Proposition 2.2. The main modification is in the a priori assumptions (3.8). Now we

assume that
le(t) — C@)| + [v(t) = V(1)] + |p/(t) = U' ()] < /190,

Itis clear that these estimates are improved in the new version of Lemma 3.11. The last issue is
the integrability of the term ce==71°()!, since p/(t) ~ v(t) changes of sign during the dynamics.
However, from the last assumptions, and a correct splitting of the interval of integration as in
the proof of Lemma 5.6, it is easy to see that

/Ee—evp(t)ldt <K,
R

with K independent of €. We left the details to the reader. O
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5.2 Stability of the reflected soliton solution

The final step towards the proof of Theorem 5.1 is a stability result for a reflected soliton. Let
us recall that this result is consequence of the good sign of the following derivative:

Oi{(—vo) Plu](1)} = 0,
which does not hold for the normal case of final velocity v, > 0.

Proposition 5.7 (Stability in H!(R), reflected case).

Suppose 2 < m < 5. There exists ¢y > 0 such that if 0 < e < g the following hold. Suppose that
for some time t; > %Ta, Xo < —woty and v € Rand K > 0,

Ju(ty) — Q( — XO)eiémvoehOHHl(]R) < KePm. (5.13)
where u(t) is a global H'-solution of (1.12).
Then there exist Ko > 0 and C*~functions p(t),~(t) € R defined in [t1, +00) such that

w(t) = u(t) = Q(- + ot — pa(t))e~300eN ),

satisfies for all t > 1,

1
otz ) + [P (O] + [5(8) = 1+ S| < KoeP, (5.14)
where, for some K > 0,

|p2(t1) — vot1 — Xo| + |y2(t1) — 0| < KePm.

End of proof of Theorem 5.1. Define p(t) := p2(t) and (t) := 72(t). The conclusion follows at
once. O

Proof of Proposition 5.7. The proof of this result is based in a standard Weinstein argument.
Let us assume that for some K > 0 fixed,

lu(tr) — Q(- — Xo)e™ 200 || gy < KePm, (5.15)
with p,, defined in (1.21), and g € R.

Step 0. Preliminaries.

Let Dy > 2K be a large number to be chosen later, and set

T* := sup {t >ty | forall ¢ € [t1,t), thereexist ro(t'), g2(t') € R smooth

such that |r5(t')| + |ra(t1) + vot1 — Xo| < %7 and
)

8t + 920}l @) < Dos }(5.16)

)
lu(t') — Q(- + vot — r2(t')) exp { — 5T —
Observe that T* > t; is well-defined since Dy > 2K, (5.15) and the continuity of ¢ — u(t) in
H!'(R). The objective is to prove that 7" = +o00, and thus (5.14). Therefore, for the sake of
contradiction, in what follows we shall suppose 7™ < +o0.
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The first step to reach a contradiction is now to decompose the solution on [t;,7™] using
modulation theory around the soliton. In particular, we will find some special pa(t),v2(t)
satisfying the hypothesis in (5.16) but with

] 1 ) 1
sup [|u(t) = Qeo (- + vot — pa(t)) exp { — 520 — ngt +i72(t) }H| g gy < 5 Do, (5.17)
te(ty,T*]

a contradiction with the definition of T*.

Step 1. Modulation on the degenerate directions. The following result is similar to Lemma
L1

Lemma 5.8 (Modulated decomposition).

For & > 0 small enough, independent of T*, there exist C* functions p, ca, 72, defined on [t1, T*],
with cy(t) > 0 and such that the function z(t) given by

2(t, ) :== u(t,z) — R(t, z), (5.18)

where R(t,x) := Q1) (y)e'™, with

1 t 1 5
y:=x+ vt — po(t) and T := —5%% +/ co(s)ds — ngt + F2(t),
t1

satisfies for all t € [t1,T™],

Re/ —Im/ Re/ QC2 Z(t) =0, (5.19)

1z zrw) + [e2(t) — 1] < KDoeP™, an (5.20)

1
—vot1 — 0| < KePm, (5.21)

2t ) | ry + [p2(t1) — vot1 — Xo| + [ca(t1) — 1| + [F2(t1) + 1

where K is not depending on Dy. In addition, z(t) now satisfies the following modified NLS equation

iz + Zeo + as(@)[|R+ 2" (R +2) — |RI™'R]
+ich()AQe e = A5 (1) Qere™ — ipy (1) QL e’ + (ac(z) —1)Qe = 0. (5.22)

Furthermore, for some constant ;1 > 0 independent of €, we have the following estimates:

1
o (1) gK[/e_“|y]z\2(t,x)d:c 2 +K/e 1|2 2(t, ) dae + Ke et (5.23)
R
‘C/Q(t” —ulyl| .12 —pet
<K |[e |2|7(t, 2)dw + Ke " 2(t) | g1 (), (5.24)
ca(t) R

and finally

1
H/é(t” S K[Aeuy||2|2(t7 JJ)dﬂ?] : + K/ReMy"ZP(t,l‘)dx +K6*H€t||z(t)”Hl(R) + Keie‘ut
(5.25)

Remark 5.3. Note that from (5.20) and taking ¢ small enough we have an improved the bound
on pa(t). Indeed, for all ¢ € [t1,T7],

1p5(t)] + |p2(t1) + vot1 — Xo| < 2DgeP™.

Thus, in order to reach a contradiction, we only need to show (5.17). Observe that these
inequalities imply that the soliton position is far away from the interaction region.
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Step 2. Almost conserved quantities and monotonicity.
Lemma 5.9 (Almost conservation of modified mass, energy and momentum).

Consider M = MIR], E, = E4[R] and P[R) the mass, energy and momentum of the soliton R
(cf. (5.18)). Then forall t € [t1,T*] we have

MIR|(t) = 5’ (t)M[Q); (5.26)
EAR)(0) = (1) 08 — docalt) M[Q] + O™, 5.27)
PIRI() = —5u0cd ()MIQ]. (5.28)

Furthermore, we have the bound

| EalR)(t1) — Ea[R)(t) + (c2(t1) + %vg)(M[R] (t1) — M[R](t)) + vo(P[R](t1) — PR](1))]

C2(t) 20 —euty
_K;[C2(t1)] — 1] 4 Ke ot (5.29)

Proof. The first and third identities, namely (5.26) and (5.28), are just direct computations. We
consider (5.27). Here we have

PR = 5 [P - s [ a@lRm

_ 2 [CQ(t)(;/RQ@—mil/RQm“H;vg/RQﬂ

1 ~
+ﬁ (1 —Clg)‘R|m+1.

Similarly to (H.21), we have

| / (1— a)|RI™| < Ke e,
R

for some constants K, ;1 > 0. On the other hand, from Appendix K we have that
z - m Ay = —
2 /R T -m +1Jr ? Q T+ 3’

Ea[é] (t) = c%e(t)(ivg — Xoc2(t))M[Q] + O(e_“gt)_
Summing up (5.26), (5.27) and (5.28), we obtain

and thus

E,[R)(t) + (ca(t1) + %U%)M[u] (t) + voP[R](t) = 2 (t)(ca(tr) — Aoca(t)) M[Q] + O(e5H).

In particular,

Eq[R)(t1) — Ea[R(t) + (c2(t1) + 1@3)(M[R](t1) — M[R|(t)) + vo[ P[R](t:) — PR](t)] =
t

= M M[Q] [c§9+1(t) 20 (1) — 02)(\0 )[Cge(t) — 2 t)]| + O(e=tr).

To obtain the last estimate (5.29) we perform a Taylor expansion up to the second order
(around y = ) of the function g(y) := y*5%; and where y := c2(t) and yo = 20(t1).
Note that 292—51 = /\ and y, 1/26 _ = ¢3(t1). The conclusion follows at once. O
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Now our objective is to estimate the quadratic term involved in (5.29). Following [59], we
use the mass conservation law identity. From (6.9) -(6.10) we have

1 1
FOMQ+3 [ 0P = $eMQ +3 [ =P (5.30)
From here we obtain
(6.21) < K||2(t)l| 72y + 120t L2 gy + Ke ™, (5.31)

for some K, ;n > 0, independent of Dy and e.

Step 3. Energy estimates. Let us now introduce the second order functional

1 1 1
Folt) = 2/R{|zx]2+(02(t1)+4v(2])\z|2}+2v01m/szz

gy L @R 2 R () Re( )

This functional have the following properties.
Lemma 5.10 (Energy expansion).

Consider M{u], E,[u] and Plu] the mass, energy and momentum defined in (1.3), (1.2) and (1.5).
Then we have for all t € [t1,T*],

Ealu](t) + (ca(t1) + ivg)M[u] () + voPlu](t) =

Ea[R](t) + (ca(t1) + ivg)M[R] (t) + w0 P[R)(t) + Fa(t) + O(e || 2(t) | i1 r))-

Proof. Using the orthogonality condition (6.10), we have

Eaul(t) = B[R] +Re/RZ[—Rm R —i—;/R\sz—i—Re/R(l )RRz

oy L @R+ 2 = B — (o 1) R Re(R3)L

Moreover, following (B.13), we easily get

Re / 21— a2)[RI™R| < Ke | =(0)] 11 -
R

Similarly, by using (6.10),
~ 1
Mul(t) = MIR + 5 [ I+
R
and

Plu(t) = P[R](t)+1m/RRx2+;Im/szZ.

Collecting the above estimates, we have
Ea[u)(t) + (ca(t1) + %vg)M[u} (t) + voPlu](t) =
Ea[R](t) + (e2(t1) + ivg)M[R] (t) + vo PRI(t) + F2(t) + O™ | 2() | 1 ))-
Here we have used (6.10), the equation satisfied by @, and the identity
Re /R 5= Ruw — | R R — g R] = 0.

This concludes the proof. O
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Lemma 5.11 (Modified coercivity for F3).

There exists eg > 0 such that for all 0 < € < ¢ the following hold. There exist K,v,u > 0,
independent of K* such that for every t € [t1,T*]

Fot) = vlle®)lip @ — Ke 20 Z2@) + OU®)llz2®))- (5.32)

Proof. First of all, note that
;/R{Zi + (ca(t1) + iv%)zQ} + %vo Im/REZz
- /R[II;’fIT”’_IIZI2 + (m — 1)|R™*[Re(Rz)]’]
- /R(ae(x) = DIR™ 2 + (m = DR [Re(R2)1*] + O([|2(8) 31 )

Since (1—a.(z)) is exponentially decreasing along the region where the soliton R is supported,
we have

!/R(l —ac(@))[|RI™ 2 + (m = DR P [Re(R2)P)| < Ke™||2(8)]] 12(g)-

(cf. (B.13 for a similar computation.) From Lemma 2.3 and (6.10) we have for ¢t > t;,

Falt) = vlle®) i@ — K™ 20 Z2@) — K@)z

as desired. O

End of the proof. Now we prove that our assumption 7% < +oo leads inevitably to a con-
tradiction. Indeed, from Lemmas 5.10 and 5.11, the mass and energy conservation, and the
negativity of (1.16), we have for all ¢ € [t;,T*] and for some constant K > 0,

IE ()HH1 < KF(t)+Ke ™" sup |[|z2(t)]|p2r) + K sup ||Z(t)H?i2(R)
tefty, T*] teft,, 1]

+|Ea[R](t1) — Ea[R](t) + (ca(t1) + %ﬁ)(M[R](tl) — M[R](t)) + vo(P[R](t1) — P[R](t))]
From Lemmas 6.2 and 5.31 we have

()13 @y < K + K sup [|2(t)]| 1y + Ke =" DoePm.
telty, T*]

Collecting the preceding estimates we have for ¢ > 0 small and Dy = Dy(K) large enough
1
12017 gy < ZDgfzpm-

This estimate together with (5.30) and (6.12) gives |c2(t) — 1| < KePm, independent of Dy,
which contradicts the definition of 7. The conclusion is that

sup ||u(t) — Q(- + vot — pa(t)) exp { — %wvo — iv%t + iya(t }HH1 < KePm,
t>t1

This finishes the proof.
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Abstract

We study the problem of 2-soliton collision for the generalized Korteweg-de Vries equa-
tions, completing some recent works of Y. Martel and F. Merle [53, 54]. We classify the non-
linearities for which collisions are elastic or inelastic. Our main result states that in the case of
small solitons, with one soliton smaller than the other one, the unique nonlinearities allow-
ing a perfectly elastic collision are precisely the integrable cases, namely the quadratic (KdV),
cubic (mKdV) and Gardner nonlinearities.”

Keywords : generalized Korteweg- de Vries equations, 2-soliton collision, integrability.

1 Introduction and Main Results

In this work we consider the generalized Korteweg-de Vries equation (gKdV) on the real line

ut + (uze + f(u)) =0, inRy x R,. (1.1)

Here u = wu(t,x) is a real-valued function, and f : R — R a nonlinear function, often
refered as the nonlinearity of (1.1). This equation represents a mathematical generalization of

the Korteweg-de Vries equation (KdV), namely the case f(s) = s?,

wp + (Uge + 1)y =0, InRy x Ry; (1.2)

other physically important cases are the cubic one f(s) = s, and the quadratic-cubic nonlin-
earity, namely f(s) = s? — us?, u € R. In the former case, the equation (1.1) is often refered
as the (focusing) modified KdV equation (mKdV), and in the latter, it is known as the Gardner
equation.

Concerning the KdV equation, it arises in Physics as a model of propagation of dispersive
long waves, as was pointed out by J. S. Russel in 1834 [62]. The exact formulation of the KdV
equation comes from Korteweg and de Vries (1895) [41]. This equation was re-discovered in
a numerical work by N. Zabusky and M. Kruskal in 1965 [42].

After this work, a great amount of literature has emerged, physical, numerical and math-
ematical, for the study of this equation, see for example [8, 7, 75, 44, 30, 63, 62]. Although
under different points of view, among the main topics treated are the following: existence
of explicit solutions and their stability, local and global well posedness, long time behavior
properties and, of course, related generalized models, hierarchies and their properties.

This continuous, focused research on the KdV equation can be in part explained by some
striking algebraic properties. One of the first properties is the existence of localized, rapidly
decaying, stable and smooth solutions called solitons. Given three real numbers ty, o and
¢ > 0, solitons are solutions of (1.2) of the form

u(t, ) == Qulz — g — c(t —t9)),  Qels) := cQ(c"?s), (1.3)
and where () satisfies the second order nonlinear differential equation

_ 3
- 2cosh?(3z)’

Q"-Q+Q*=0, Q)

"To appear in IMRN.
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The 3-parameter family of solitons (1.3) contains three important symmetries of the equa-
tion, namely scaling and translation in space and time invariances. From the Noéther theorem,
these two last symmetries are related to conserved quantities, invariant under the KdV flow,
usually called Mass and Energy, represented below in (1.7)-(1.8) (in a general form). More-
over, due to the mass and energy conservation, the Sobolev space H!(RR) appears as an ideal
space to study long time properties of KdV.

Even more striking is the fact that KdV, mKdV and the Gardner equation, being infinite di-
mensional dynamical systems, possess an infinity number of conserved quantities, a consequence
of the so-called complete integrability property. This one is closely related to the existence of
a Lax pair for these equations (see Lax, [43]). Another important property is the following
well known fact: given any Schwartz initial data, the corresponding solution to the Cauchy
problem for (1.2) exists globally in time and decouples, as t — +o0, into a radiation part going
leftward plus a nonlinear multisoliton component going to the right, see [76].

The dynamical problem of 2-soliton collision is a classical problem in nonlinear wave
propagation (see [53] for a review and references therein). By 2-soliton collision we mean
the following problem: given two solitons, solutions of (1.1), largely separated at some early
time and having different velocities, we expect that they have to collide at some finite time.
The resulting solution after the collision is precisely the object of study. In particular, one
considers if any change in size, position, or shape, even destruction of the solitons, after
some large time, may be present.

Let us review some relevant works in this direction. First, the works of Fermi, Pasta
and Ulam [19] and Zabusky and Kruskal [42] exhibited numerical results showing a remark-
able phenomena related to solitons collision. More precisely, they put in evidence the elastic
character of the collision between two solitons. By elastic we mean that collision keeps the
solitons unchanged and does not produce any residual term of positive mass for large times.
The unique consequence of the collision is a shift translation on each soliton, depending on
their sizes. Next, the work of Lax [43] developed a mathematical framework to study these
problems. After this, the inverse scattering method (we refer e.g. to [1] and [62] for a review)
provided explicit formulas for /N-soliton solutions (Hirota [31]). Indeed, let ¢; > ¢ > 0 and
d1,02 € Rbe arbitrary given numbers. There exists an explicit solution U = U,, ., (t, z) of (1.2)
which satisfies

‘ .0, (14)
H(R) t—-+00

luc, .)—ZQ: Qe,(—cit=0p)||  — 0, |ut, .)—22: Qe (-—cjt—0))
1 j=1

H1(R) t——o00

for some 5} such that the shifts A; = 5} — 0, depend only on ¢y, cz. This solution, called 2-
soliton, represents the pure collision of two solitons, with no residual terms before and after
the collision. In other words, the collision is elastic.

These properties are also valid for the cubic mKdV, (see [1], p. 390) and for the Gardner
equation (see [21, 82] and references there in). In particular, complete integrability and elastic
collisions are still present. Let us recall that for the Gardner equation

ut + (uzm + u2 - ,UUS):E = 07 (15)
given p € R, soliton solutions exist for all ¢ > 0 in the case 1 < 0, and provided ¢ < %
if 1 > 0. These solutions are explicit and given by u(t,z) = Qu.(z — ct), where Q,, . is the
Schwartz function [82]

3c 9
c = ; =(1-= 2,
Q,LL, (33) 1 + pCOSh(\/E.’E) 1) p ( 2,&6)

(1.6)
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In particular, no soliton-solution exists provided p > 0, and ¢ > 0 large enough, where the
character of the equation becomes defocusing.

We point out that these techniques are known to be too rigid to be applied to more general
models, and have no equivalent for the case of the gKdV equation (1.1) with a general nonlin-
earity. The first purpose of this paper is to confirm this belief under reasonable hypothesis on
the nonlinearity: the collision of two solitons is not elastic in general, except by KdV, mKdV
and the Gardner equations. Before establishing our main result we explain the framework
where the problem must be posed.

The complete integrability property has been studied in many other differential equa-
tions, as NLS, KPI, Benjamin-Ono, etc.; see for example [1]. In particular, when complete
integrability is lost, very little is known. We mention the recent works of Perelman [72],
Holmer, Marzuola and Zworski [33, 34, 35] and Abou Salem, Frohlich and Sigal [3] on the
problem of 2-soliton collision for the nonlinear Schrodinger equation (NLS) under the action
of a potential and considering higher velocities.

1.1 Setting and hypothesis

Let us come back to the general equation (1.1). Assume that the nonlinearity f € C3(R). The
Cauchy problem for equation (1.1) (namely, adding the initial condition u(t = 0) = wug) is
locally well-posed for ug € H*(R) (see Kenig, Ponce and Vega [39]).

For H'(R) solutions, in the general case, unlike the integrable cases, only the following
two quantities are conserved by the flow:

_MU):i/uﬂuxﬁm:i/ua@dxzﬂﬂm, (Mass), (1.7)
R R
and

E@::ié@@@m—/memm

R
= ;/R(UO)?C(OU) dac—/RF(uo(ac))d:B:E(O), (Energy) (1.8)

where we have denoted

F(s) := /05 f(o) do. (1.9)

In the case of a pure power f(s) = s™, m < 5, any H!(R) solution is global in time
thanks to the conservation of energy (1.8). For m = 5, solitons are shown to be unstable and
the Cauchy problem for the corresponding gKdV equation has finite-time blow-up solutions,
and see [50] and references there in. It is believed that for m > 5 the situation is the same. The
origin grosso modo of this instability comes from the lack of control for the injection H!(R) —
LP(R) for p > 5. Indeed, from the Galiardo-Nirenberg inequality

Lwrr<cm [T ([ 3T

valid for any v € H'(R), one can see that the energy (1.8) cannot be controlled by the usual
H'-norm. Consequently, in this work, we will discard high-order nonlinearities at leading
order. Indeed, we will consider nonlinearities f of the form

f S Cm+2(R)7 f(u) =™ + fl(u)7 m = 27 3a 47 with lim M =0. (110)

s—0 |8’m



194 INTRODUCTION AND MAIN RESULTS

Moreover, using stability properties of the solitons, we will have only global in time solutions,
namely u(t) € H(R) for all time ¢ € R.

The positive sign leading in front of f (see (1.10)) allows the existence of solitons for (1.21)
of the form

u(t, z) := Qc(z — xo — ct),

with ¢ > 0 small enough and zy € R, where the function Q. satisfies the elliptic equation

Ql+ f(Qc) = cQc, Qe € H'(R). (1.11)

From Berestycki and Lions [6] and (1.1), it follows that there exists ¢, (f) > 0 (possibly +o00)
defined by

c«(f) := sup{c > 0 such that for all ¢ € (0, c), exists Q. positive solution of (1.11)}.

For all ¢ > 0, if a solution Q. > 0 of (1.11) exists then it can be chosen even on R and ex-
ponentially decreasing on R™ (and similarly if Q. < 0). Moreover, in [51], the authors have
showed that 0 < ¢ < ¢, (f) is a sufficient condition for asymptotic stability in the energy space
H' around the soliton Q., see also Proposition 3.3 for details.

Finally, in this paper, we consider only nonlinear stable solitons in the sense of Weinstein
[84], i.e. such that

d
dc,/@i,(m)dx’c,:c > 0. (1.12)

Note that since m = 2,3,4 in (1.10), this condition is automatically satisfied for ¢ > 0 small
enough (in the pure power case f(s) = s™, this condition is satisfied for any ¢ > 0 provided
m < 5, see [84]).

1.2 Previous analytic results on 2-soliton collision in non-integrable cases

As pointed out in [53], the problem of describing the collision of two traveling waves or
solitons is a general problem for nonlinear PDEs, which is almost completely open, except in
the integrable cases described above. On the other hand, these problems have been studied
since the 60’s from both experimental and numerical points of view.

We deal with these questions for (1.1) with a general nonlinearity f(u) in a particular
setting: we consider two positive solitons Q.,, Qc,, 0 < c2 < ¢1 < ¢«(f), and we assume ¢
small compared with c;.

Under these assumptions, Martel and Merle [53] considered the collision problem for (2.1)
in the quartic case, f(s) = s*, with one soliton small with respect to the other. They showed
that the collision is almost elastic, but inelastic, by showing the nonexistence of pure 2-soliton
solution.

Theorem 1.1 (Non-existence of a pure 2-soliton solution, quartic case [53]). Let f(s) := s* and
0 < c:= 2 < 1 There exists a constant co > 0 such that if ¢ < co then the following holds. Let

u(t) € H'(R) be the unique solution of (1.1) such that
Jim [u(t) ~ Qe, (- — 1) ~ Quy - — eat) 1) = 0. (1.13)

Then there exist x, x5, ¢f > c¢§ > 0and constants Ty, K > 0 large enough such that

wh(t, ) =u(t,) = Qu ( —af —¢ft) = Qur (- — 23 — c51)

satisfies
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1. Support on the left of solitons.

. + =
tl}+moo”w (t)HHl(x>%C2t) =0

2. Parameters perturbation. The limit scaling parameters ¢ and c3 satisfy

1 - 1 ny

17 C 11
—co <L 1< Keco, and

K T ? c
In particular, ¢f > ¢y and ¢ < eca.
3. Non zero residual term. For every t > Ty, the adapted H'-norm of w™ (t) satisfies

1 7 17 71

e’ et < Jlwf ()|l 2wy + verelw™ (0l 2wy < Kefei2.

Remark 1.1. The existence and uniqueness of the solution of (1.1) satisfying (1.13) was proved
in [49].

Remark 1.2. Note that ||Qc, || g1 () ~ iz > Keiz > [w* (#)]| 2(r) for ¢ small. In other words
the defect w™ is really small compared with Q.

The next question arising from this result is to generalize these results to (1.1) under as-
sumption (1.10). In this case, Martel and Merle [54] proved that the collision is still stable,
giving upper bounds on the residual terms appearing after the collision. In particular, their
result extends the positive part of Theorem 1.1.

Theorem 1.2 (Behavior after collision of a pure 2-soliton solution, [54]).

Let f satisfying (1.10). Let 0 < c2 < ¢1 < c«(f) be such that the positive solution Q)., of (1.11)
satisfies (1.12). Then there exists co = co(c1) € (0, cy1) such that if co < co(c1) then the following
holds. Let u(t) be the solution of (1.21) satisfying

i [u(t) — Qer (- — €11) — Qey - — 2|y = 0. (1.14)
Then, there exist p(t), p2(t), ¢ > c5 > 0and K > 0 such that

wt(t,2) = u(t,2) — Qui (z — pr(1)) — Qs (= — pa(t))

1

satisfies supycp | (t)|| gy < Keg' ™' and for g = qn == 25 + 1,
. + o . + (1—1—L
im0 O ey = 0, Timsup [0 Oy < Kej 0, (115)
i |6} (1) — e + () — ef | = . (116)
Moreover, limy_, oo E(w* (t)) = ET and limy_. oo [p(wT)?(t) =1 M exist and the following
bounds hold

1lim sup/R((w;')2 + co(w™)?)(t) < 2ET 4 oM™ < lim inf/R((w;')2 + 2¢2(w™)?)(t). (1.17)

t——400 t——+oo

Finally, the limit parameters ¢ and cy satisfy the following bounds

+

1
ZQET + M) < S 1< K@E" + MY, (1.18)
cl
and N
L oa=%m+ + ) 07 (ot +
g *RET+eMT)<1—-—=<Kecy, *QE"4+c1M™). (1.19)

? C2
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Remark 1.3. In Theorem 1.2, if ¢f = ¢; and ¢ = ¢z (or equivalently ET = M+ = 0), then the
solution u(t) is a pure 2-soliton solution and the collision is elastic.

In [54], the question of whether the collision is elastic or inelastic in the general case —and
thus the nonexistence of pure 2-soliton solutions—was left open, see [54], Remark 1. More pre-
cisely, the authors conjectured a classification result concerning the nonlinearities f(s) allowing
small stable solitons. This affirmation asserts that under reasonable stability properties, the
unique nonlinearities for which any 2-soliton collision is pure are the integrable cases, f(s) = s?,
f(s) = s and a linear combination of both nonlinearities. Theorem 1.1 from [53] was the first
step in this direction. By extending some techniques from [53], [54] and developping new

computations, we are able to provide a satisfactory answer to this open question.

1.3 Main results

Consider the framework introduced in Theorem 1.2. In addition to this result, we have the
following

Theorem 1.3 (Non-existence of pure 2-soliton solution, general case). Let f be as in (1.10), with
m = 2 or 3, and
feCPti(R), fP0)#£0 forsome p > 4. (1.20)

For 0 < ¢ < ¢1 < 1 equation (1.1) has no pure 2-soliton solution of sizes ci,co. In particular
Theorem 1.2 holds with ¢ > ¢y and ¢ < ca.

Remark 1.4. The nonzero condition f)(0) # 0 for some p > 4 rules out the integrable cases
f(s) = s™,m = 2 or 3 and the Gardner nonlinearity f(s) = s* — us.

Remark 1.5. We do not treat the degenerate cases f(s) = s+ f1(s), for fi(s) # 0but fl(p) (0) =
0 for all p > 4. These cases seem to be not physically relevant.

Remark 1.6. The result of Theorem 1.3 in the quartic case m = 4 follows directly from the proof
of Theorem 1.1 in [53] together with the techniques used in the present paper. This remark
and Theorem 1.3 allow to classify the nonlinearities for which 2-soliton collision is elastic. In
particular, with the restriction mentioned in Remark 1.5, we obtain that pure 2-soliton solutions
are present for any pair of solitons with different velocities if and only if f corresponds to the integrable
cases, f(s) = s2, s and linear combinations. We recall that for m > 5 in (1.10), solitons have been
shown to be unstable (see [9]). It is believed that collision may produce blow-up solutions in
finite time.

Theorem 1.3 is a consequence of the following reduction of the problem. Let p be the
smallest integer greater or equal than 4 satisfying (1.20). Let ¢; > 0 small. Consider the
transformation

1.3 _1
w(t,x) :==c; "tuley 2t e 2x),
which maps Qc, (z — c1t) to Q(z — 1) and Qc, (z — cat) to Qc(z — ct), with ¢ := Z. If u = u(t, z)
is solution of (1.1) then @ is solution of the equation
{'LNLt + ('azz + f(a))a: =0,
- . _ m 1
with  f(a):=a™ + fi(a), fi(a):=c1 =1 fi(e]" ).

Note that f; satisfies (1.10). Then, for the case m = 3, f, can be expanded as
= -371 ) 3 -\p 3 \p+l
h@) = ¢ Hfl (O)(cfw)? + O((c;w)’™")

IR
= e + e[ fu (@),
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p=3 . .
where e := L f 20 cp2 is small and f; satisfies the decay relation lims_.q |s| 7P f1(s) = 0.
pid1 1 y

For the quadratic case, we need more care because of the Gardner nonlinearity. We have

fiw) = @[O0 + 1P O @y + o)
= éfl(g) (0)01’&3 4+ ;'fl(p) (0)611772/&;0 + O(czl)flap—l-l)
= (o) + e + |e| T fi (),

where e := z%fl(p) (0)?~% # 0 by hypothesis, and (e) := %fl(?’)(())cl = /lgp%?, v € R. Here both
e and p are small (depending on ¢;) and f; satisfies the decay relation lim,_.q |s| 7 f1(s) = 0.
Note that in this framework, the quadratic case can be seen as a particular case of the Gardner
nonlinearity, for which /i = 0.

Finally, we drop the tilde on % and f and the hat on f;. We are now reduced to the e-
dependent equation
U + (uxx + f(u))x =0, (1.21)

. 1

where u(e) = fier=2, 1 € R,

U2+M(5)u3+€up+61+13%2f1(u)7m=2a 1i fl(S)_O

. =
U+ euP 4+ 53 fi(u), m =3, 50 |s[P

f=J€ CP—H(R)a f(u) = {

(1.22)
and ¢ is small, and p > 4. For notational commodity we will skip the e-dependence on the
functions considered along this work, except in some computations performed in Appendix
M. Lastly, note that for ¢ small @ and Q. satisfy (1.12), see also Remark 3.2.

In this framework, we now claim the main result of this paper:

Theorem 1.4 (Non-existence of pure 2-soliton solution, general case).
Suppose m = 2,3 and f satisfying (1.22) for p > 4. There exists a constant £y > 0 such that if

0<l|e|<eg, and 0<c< le\m_1+715>, (1.23)
then the following holds. Let u(t) be solution of (1.21) satisfying
Jlimu(t) = Q(- = £) = Qe+ = ct) |11y = 0, (1.24)
there exist K, Ty > 0 such that

1. Non zero residual term. There exist p1(t), p2(t), ¢f > ¢ > 0 such that
w(t) == u(t,x) — Qe (x — p1(t)) — Qef (x — pa(t))

satisfies, for every t > T,

. + _
tlg—noo Hw (t)”Hl(x>l—10ct) =0, (1.25)

and for ¢ = —25 + i,

m—1

1 1
Ekl@‘”? < Nwi @)l 2wy + Velw™ @)l 2wy < Klele?. (1.26)
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2. The asymptotic scaling parameters ¢ and cJ satisfy
l5202q+1 < cf — 1< Ke?c®, and

+
1 20 <1-2 < ge2dai, (1.27)
K c

Before sketching the proof of this Theorem, some remarks are in order.

Remark 1.7 (Comments on the assumptions). In the present paper, as in [53, 54], we study the
collision of two solitons @), and @.,. The assumption ¢z small allows to linearize in ¢y, and
then to reduce the non existence of a pure 2-soliton solution to the computation of a coefficient
depending only on ¢;. For general f, as in (1.10), and general ¢; > 0, it is an open question
to compute this coefficient, see Remark 2.7 (for p = 4, a special algebraic structure allowed to
compute this coefficient, see [53]).

According to this, we compute the asymptotics of this coefficient as c¢; is small (or equiv-
alent, ¢ is small), see Appendix M. This is the only place where ¢ small is needed. This
asymptotic allows us to conclude under the additional restriction 0 < ¢ < |€|m*1+% (see
Proposition 2.11 and estimate (4.6)). The exponent % has no special meaning, and can be
taken as small as we want, as long as c is taken even smaller.

Two open questions then arise:

1. Can we relax in (1.23) the second condition on ¢?

2. For general f, do there exist special values of ¢; for which the coefficient is zero? The
residue from the collision would then be of smaller order in cs.

Remark 1.8. For m = 2, the smoothness condition (1.22) allows nonlinearities of type f(s) =
5% + veP~2sP, with p > 4 (possibly non integer). For m = 3, the same conclusion follows for
nonlinearities of the type f(s) = s34+ es?, p = 4 and p > 5 (possibly non integer). See also
Appendix L and final remarks in Appendix M.

Remark 1.9. Although this theorem asserts that collision is indeed inelastic, near-elastic, the
appearance of smaller solitons on the left of the solitons is not discarded by our proof, and
(1.25). However, we believe that, at least under the condition of Theorem 1.4, there are no
such small solitons.

1.4 Sketch of the proof

Our proof will follow closely the approach described by Martel, Merle and Mizumachi [53,
54, 58]. The argument is as follows: we consider the solution (unique, see [49]) u(t) of (1.21)
satisfying (1.14) at time ¢t ~ —oo. Then, we separate the analysis among three different time
intervals: t < —c_%, |t] < ¢ zand ¢ 2 < t. On each interval the solution possesses a specific
behavior which we briefly describe:

1 (t < —c_%). In this interval of time we prove that u(¢) remains close to a 2-soliton
solution with no changes on scaling and shift parameters. This result is possible for
negative long enough times, such that both solitons are still far from each other, and is
a consequence of [49].

2. (Jt] < ¢™2). This is the interval where solitons collision leads the dynamic of u(t). The
novelty in the method is the construction of an approximate solution of (1.21) with high
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order of accuracy such that (a) at time ¢ ~ —c~2 this solution is close to a 2-soliton
solution and therefore to u(t), (b) it describes the 2-soliton collision in this interval, (c)
at time ¢t ~ c*%, when solitons are sufficiently separated, it possesses an extra, nonzero,
residual term product of the collision, and characterized by a number d(¢) # 0 (cf.
(2.29)-(2.30)), and (d) it is possible to extend the solution u(t) to the whole interval
[—c% , c%] being still close to our approximate solution, uniformly on time, modulo mod-
ulation on a translation parameter. This property confirms that our Ansatz is indeed the
correct approximate solution describing the collision.

3. (t> C*%) Here some stability properties (see Proposition 3.3) will be used to establish
the convergence of the solution u(t) to a 2-soliton solution with modified parameters.
Moreover, by using a monotony argument, it will be possible to show that the residue
appearing after the collision at time ¢ ~ ™2 s still present at infinity. This gives the
conclusion of the Theorem.

The plan of this paper is as follows. In Section 2 we construct the aforementioned ap-
proximate solution and compute the error term produced in terms of a set of linear problems.
Then we solve such linear systems and finally we give the first basic estimates concerning
this solution. We finally prove that it is indeed close to a 2-soliton solution. In section 3 we
construct an actual solution u close to the approximate solution for small times, and state
some stability results to study the long time behavior of the solution u. Finally, in section 4,
we prove Theorem using above results.

2 Construction of an approximate 2-soliton solution

The objective of this section is to construct an approximate solution of the gKdV equation
(1.21), which will precisely describe the collision of two solitons. Hereafter, we assume the
hypothesis of Theorem 1.4. We suppose both solitons are positive (the negative case, for
m = 3, can be treated in the same way).

Secondly, note that  and Q. have velocity (and size) 1 and c respectively; so that working
with u(t, x + t) instead of u(t, z) we can assume that the great soliton () is fixed at z = 0 and
the small soliton has velocity ¢ — 1 < 0. Of course, v(t,z) := u(t,xz + t) satisfies now the
translated equation

Ut + (Ve — v+ f(v))z =0 onRy x R,. (2.1)

Finally, denote
T, :=c¢ 2710 > 0, 2.2)

This quantity can be understood as the time of interaction between the two solitons. The
exponent 1t can be replaced by any small positive number without relevant modifications.

The following result deals with the problem of describing the collision in the interval of
time [—T¢, T¢):

Proposition 2.1 (Construction of an approximate solution of the gKdV equation). Let m = 2,3
and f as in (1.22). There exist constants co = co(f) > 0and Ko = Ko(f) such that forall 0 < ¢ < ¢
there exists a function @ = Uy (¢, x) such that the following hold:
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1. Approximate solution on [-T,,T.]. Forall t € [-T,,T,],
o ) . 3 .3
|0 + (e — @+ F(0)e 2y < Koem 174,

2. Closeness to the sum of two solitons: For all time t € [T, T.|, the function @ belongs to H'(R)
and satisfies

li(t) — Q(z — @) — Qelx + (1 — )8) | sy < Kocm 1,

where a = a(t, x) is a smooth bounded function, to be defined below, see (2.4).

Remark 2.1. The proof of this proposition requires several steps, starting in Subsection 2.1 to
finally ending in Subsection 2.3, Proposition 2.10. However, the proof is intuitively clear to
describe: our approximate solution will consists of a linear combination of a nonlinear basis well
behaved under the gKdV flow, together a variable decomposition resembling the classical
separation of variables from second order linear PDEs. This description was first introduced
by Martel and Merle [53], [54].

First of all we explain how the approximate solution is composed. We follow [53].

2.1 Decomposition of the approximate solution

We look for 4(t, z), the approximate solution for (2.1), carring out a specific structure. We first
introduce a set of indices, depending on the cases we deal with. Let

dg 1= {(kal) = (1,0), (171)> (270)7 (2> 1)a (172)7 (3a0)}7

for the quadratic case (m = 2), and

Y= {(kvl) = (LO)v (1’ 1)7 (270)7 (27 1)a (370)7 (4’ O)}’
for the cubic one (m = 3).

We recall now an order relation for indices (k,1), (k',1") € ¥,, introduced in [53]. We say
that

E <kandl <1, or
K1) < (k1) ifand only if - 2.3
(#,0) < (k1) Y {k/gkandw<<L (23)

We set two variables denoting the position of each soliton. For the small soliton, let
Y=+ (1 —c)t and R.(t,z) = Qc(ye),
and for the great soliton,
y=z—ay) and R(t z):=Q(y),

where for (a1)(k,)es,,,

ols) = [ Bass Bs) - S g dQE(s). .4

k1)ESm

The correction term « is intended to describe the shift on the position of the great soliton.
Note that o might be nonzero even in the integrable case, see (1.4). Moreover, in the quartic
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case m =4, e =0, one has |a| — 400 as ¢ — 0, see [51]. Along this work a will be a bounded
function, uniformly on c.

The form of (¢, x) is, as it should be expected, the sum of the two soliton plus a correction
term:

fL(t, x) = Q(y) + Qc(yc) + W(tv ‘T)v (2.5)
Wita) = > ¢ (QEw)Ary) + Q) () Bruw)) 26)
(k,D)exm,

where ay,;, Ay, By, are unknowns to be determined.

The motivation in [53] for choosing W' of the form (2.6) is precisely the closeness of the
family of functions

{d@ﬁ,d@xy,kz1,zzo} 2.7)

under multiplication and differentiation, due to the specific form of the equation of Q). (see
Lemma 2.1 in [53]). In the case of equation (2.1), for a general nonlinearity this structure is
preserved up to a lower order term (see Lemma L.2).

We want to measure the size of the error produced by inserting @ as defined in (2.5)-(2.6)
in the equation (2.1). For this, let

Sla](t, z) =ty + (lge — U+ (1)) (2.8)

Our first result in the above direction is the following

Proposition 2.2 (Decomposition of S()). Let

Lw = —wyy +w— f(Q)w. (2.9
Then,
Stalta) = 3 Q) [ari(-3Q + 2£(Q)) () — (LAWY () + Fay)]
(k1) EXm
Y0 QY () |ar(=3Q") ) + (AL + F(QArs) ) — (LBrt) () + Gralw)
(k)ESm
+E&(t, x)

where Fy,;, G, and & satisfy, for any (k,1) € ¥,,,

(i) Dependence property of F,; and Gy, : The expressions of F,; and Gy, depend only on (ay 1),
(Ak’,l’>/ (Bk’,l’>f07’ (k’/, l/) < (k’, l)

(ii) Parity property of Fy,; and Gy : Assume that for any (k',1") such that (K',l") < (k,1) A is
even and By p is odd, then Fy,; is odd and Gy, ; is even.
Moreover, F1 o = (f'(Q)) and G1p = f'(Q), and higher order terms are given in Appendix L.

(iii) Estimate on E: Assume both (Ay ;) and (By,;) bounded, and (Az,z)v (B,’CJ) € Yfor (k1) € Xy,
Then there exists k. > 0 such that for all j = 0,1,2, and for every (t,z) € [-T,,T;] x R,

1098 (t, )| < k™1 Qe (ye)-
Remark 2.2. Note that (Lw),, as defined in (2.9), represents the linear operator associated to

the gKdV equation (2.1). Thus, the expression for S[i] above stated can be seen as a general-
ization of the linearized gKdV equation, with the addition of some correction terms.
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Proof. We postpone the proof of the Proposition 2.2, merely calculative, to Appendix L. We
note that this Proposition has been already stated in [54], but here we will need an improved
version, describing explicitly every term Fj,;, G ; up to a fixed high order. For the details, see
Appendix L. O

Note that if we want to improve the approximation %, the unknown functions Aj; and
By, for a fixed (k,l) must be chosen satisfying a sort of modified linear gKdV system where
the source terms are composed of preceding, well-known, Ay and By functions. Indeed,
if we choose (formally) Ay, ; and By such that for any (k,1) € ¥,,

) (LAR) +ar1(3Q — 2f(Q)) = Fiy,
o (LBp) +3a,1Q" — 344, — (@)A1 = Gy,

then the error term will be reduced to the quantity

Slu) = E(t, ).

Of course the solvability theory for the linear systems ({2 ;) and the measure of this error
term must be stated in a rigorous form. This will be established in the following section.

2.2 Resolution of linear systems (2 ;)

First, we recall some preliminary notation and results from [53]. We denote by ) the set of
C* functions f such that

VjieN, 3K;, r; >0, Ve eR, |fD(x)| < K;(1+|z)7e . (2.10)

We recall some well-known results concerning a resonance function and the operator L.

Claim 12 ([54]). The function p(x) = — QQ,((::)) is odd and satisfies:

(1) limg— oo QO(CIZ) = -1 lim; 4o o(z) = 1;
(ii) Vo € R, ¢ (z)] + |¢"(2)| + [ ()| < Cell.
(i) ¢’ €Y, (1 —¢?) €.

Lemma 2.3 (Properties of £, see [54]). The operator L defined in L*(R) by (2.9) has domain H*(R),
is self-adjoint and satisfies the following properties:

(i) There exist a unique \o > 0, xo € H*(R), xo > 0 such that Lxo = —XoXo-
(ii) The kernel of L is {\Q’, X € R}. Let AQ := %Qqczp then L(AQ) = —Q.

(iii) (Inverse) For all h € L*(R) such that [, hQ' = 0, there exists a unique h € H2(R) such that
Jg hQ' = 0and Lh = h; moreover, if h is even (resp. odd), then h is even (resp. odd).

(iv) For h € H*(R), Lh € Y implies h € ).

(v) (Coercivity) If & [, Q2 . > 0 then there exists A. > 0 such that if

Ele=

wQe= | wQp=0 then | (wi+cw® - f(Qc)w®) > A [ w®.
fowa= ), /. /

R
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(vi) There exist unique even solutions P and P of the ordinary differential equations

P=3Q"+f(QQ, Pe), (2.11)
LP=f(Q), Pc). (2.12)
Moreover, P := —(zQ’ + AQ + Q).

Remark 2.3. Item (vi) from above Lemma is new; the proof follows directly from (ii), (iii) and
(iv). On the other hand, for general nonlinearities P is not explicit.

2.2.1 Existence theory for a model problem

We recall that linear systems (€2;;) are very similar and then proving existence reduces to
prove the result for a model problem. This idea comes from [53], but we will need a simplified
version, from [58].

Proposition 2.4 (Existence for a model problem, see [54]). Let F € Y, odd, and G € ), even.
Let v,k € R. Then, there exist a,b € R, A € Y even, and B € Y odd, such that

A:E+’y, and B:§+bg0+/<aQ’

satisfy
) { (LAY +a(3Q - 2f(§2)) ~F.
(LB) +3aQ" — 34" — f(Q)A =
Moreover,
fRAQQ /P—i—/GQ / / (2.13)
and

[7/P+a/AQ—/F/ P+/G]. (2.14)
R R R Jo R
Proof. We give a sketch of the proof for the sake of completeness. The original result comes

from [54], and here it is even simpler since we deal only with F, G € ).

Set A := A+, B := B + by, where ~ is given, while b is a parameter to be found. Since
(£1) = (1 - f(Q)) = —(f(Q))", we obtain the following system for A, B:

{ (LAY +a(3Q —2f(Q)) = F +v(f(Q)),
(LB) +3aQ" — 34" — f(Q)A =G + 71 (Q) — b(Lyp)'.

Note that I € Y is odd, therefore H(z) = [*  F(z)dz + vf(Q) belong to Y and is even. By
integration of the first line, we are reduced to solve

{ LA+a(3Q -2f(Q) =H
(LB) +3aQ" — 34" — f'(Q)A =G+~ (Q) — b(Lyp)".

Since fR HQ' = 0 (by parity) and H € ), by Lemma 2.3, there exists H € ), even, such that
LH="H.

Define P to be the unique even solution of

LP=3Q-2f(Q), PeY.
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Indeed, P has an explicit formula
P=—(2Q' +AQ), with £(AQ) = —Q. (2.15)

It follows that A := —aP + H is even, belongs to ) and solves the first line of the previous
system. Note that at this stage, the parameters a and b are still free.

Now, we only need to find B € Y, odd, such that (LB)' = —aZy + D — b(Ly)', where
D:=3H + f(QH+G+~f(Q) €Y, even, Zy :=3Q" +3P" + f(Q)P € Y, even.

Let .
E = / (D —aZy)(z)dz — bLep.
0

This function a priori is in L*°(R), independent of a, b.
Claim 13. There exist numbers a and b such that £ € ) and / EQ =o0.
R
Assuming Claim 13, we fix a, b so that £ € Y and fR EQ' = 0. It follows from Lemma 2.3

that there exists B € Y, odd, such that LB = E. The final solution is then givenby A := A+ ~y
and B := B + by + kQ', where k is a free parameter, because £Q)' = 0 (see Lemma 2.3, (ii)).

Proof of Claim 13. First, we check a sort of non-degeneracy condition, namely that [, ZoQ # 0.
Indeed, by (2.11)

Lé&@:BAQ”+A@PP:?éQQ+AP@QH@m.

We recall now the following auxiliary result.
Claim 14 ([54], Claim 2.2). We have

S/RQ&—/R(3Q—2f(Q))P=/RAQQ#O-

[ ae0=50. [ @

thanks to (1.12) provided € small enough (independent of c).

Remark 2.4. Indeed,

> 0,
c=1

Let us continue with the proof of Claim 13. By the preceding result, it suffices to choose

_ Je D@

a = ,
fR ZOQ
finishes the proof of Claim 13. O

+o0
and b := / (D — aZp)(z)dz (note that limy o Ly = limis ¢ = £1). This
0

We return to the proof of Proposition 2.4. Now we find the constants a and b in terms of
known quantities in (€2). First, we multiply the equation of B by () and use £Q' = 0. We get

34 /IR Q" = /R (3Q" + f(QQ)A + /]R GQ

:AMMP+AGQ
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Second, we multiply the equation of A by [’ P(s) ds. We obtain

/LA/P——/LA)P+7/P
—a/(SQ 24(Q P+//

Thus, combining the two identities, we get:

cefs o foanairf s fre foa- [ [T

and the expression for a follows from Claim 14.

To find out b, we integrate the equation for B in (£2) over R to obtain

%_/f A+/G (2.16)

Now we consider P the function defined in (2.12). We multiply the equation for A by
Jo P(s) ds and then we integrate. We get

/f Q)A = v/P—a/ (3Q — 2/( ))—/RF/:P
Now, note that
[ Pee-2r@) = [ epP= [ Pr@ = [ Pa-c= [ P~ [ Go-2f@)

From (2.15) we replace the explicit value of P and we use the equation satisfied by Q, namely

Q" — Q+ f(Q) =0, to obtain
/P@Q—%@Dz—/AQ
R R

With a previously known we replace this quantity in (2.16) to obtain (2.14). This finishes the
proof.

O

We have now a good solvability theory for the linear systems (€2 ;), that avoids the emer-
gency of linearly growing solutions at this order. As an example, the general theory con-
structed in [53] for the quartic KdV equation deals with possibly growing solutions, see [53]
Proposition 2.3.

Here, for each system (), (k,1) € ¥,,, we will look for solutions such that
Apy = Api+ i Bri = Bry + b + 600Q's  an, brg, kiky € R (2.17)

where ng € ) is even and ék,l € Yis odd. (see Proposition 2.10 for a justification of this
choice).

This election will have several good properties, but we will emphasize a crucial one. Let
(k,1) € ¥, fixed. We say that (k, [) satisfies the (IP) property (IP = important property) if and
only if

(IP) Any derivative of A ; or By, is a localized )-function.
Moreover, for (k,l) = (1,0) we have Ao € ).
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This property, although depending on the specific pair (k,), will be useful to quickly
discard localized terms composing Fj, ;, G}, and seeing essentially the bounded but non lo-
calized terms. Indeed, note that thanks to Claim 12 any solution as in (2.17) satisfies this
property. For the details, see Appendix L.

We start by solving the first system.

2.2.2 Resolution of the system (€2 o)

From Proposition 2.2 (ii) the system (2 o) is given by

(LA10) = —a1,0(3Q — 2f(Q))" + (f(Q)), (2.18)
(LB1y) = 314/1/,0 + (@)A1 — 3a10Q" + f(Q) (2.19)

This first system is easily solvable, as shows the following

Lemma 2.5 (Resolution of (4 o)). There exists a solution (A1, B1,,a1,0) of (2.18)-(2.19) of the
form (2.17) and such that Ao € ) is even (and v10 = 0), B1 o is odd and a o, by o are given by the
formulae

B fR AQ 1 1 _
aio = fR AQQ’ b170 = 20,170/RAQ—|— 2/RP (220)

Moreover, A, is given by
A170 = ]5 — CLLQP. (221)

(cf. (2.18),(2.15) and (2.12)). Finally, we choose B o such that / Q'Bi1o = 0.
R

Remark 2.5. Note that from the value of P = —(2Q’ + AQ) and (2.21) we get

bio = ;[al,o/RQ-i-/RAl,o}- (2.22)

Proof. Note that both (f'(Q))' and f/(Q) are odd and even )-functions respectively, so thanks
to Proposition 2.4, a solution with the desired properties does exist. We will chose ;o := 0.
The value of a1 g and b1y comes from (2.13)-(2.14), after some simple computations. These
computations have been carried out in [54], but by completeness we rewrite them. Indeed,
note that we only need to verify that

/Rf’(Q)(Q 1 P)= —/RAQ-

In fact, from (2.11), the explicit value of P and Claim 2.3 (ii), we have

/R F(@Q(Q+P) = - /R F(@Q)(Q +AQ) = /1R 1(Q) - /R (1-L£1)AQ = /R (F(Q-Q)- /R AQ,

but f(Q) — Q = —Q", so we are done.
On the other hand, note that £(1 + P) = 1, thus

/Rf’@xml):/chum):/Rm.
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This give finally the expected value of b .

Finally, the constant «1 o in the expression of B g is a free parameter that we will fix such
that fR By Q" = 0 for convenience in some future computations (see Proposition 2.4 and
(M.43) in Appendix M). We have

OZ/Q/BLO:/El,oQ/*l-bl,o/SOQ/*l-Hl,o/Q/Qo
R R R R

where we can obtain & . O

2.2.3 Resolution of the system ({3 )

From Proposition L.1 (iii) in Appendix L, the system (€2 ) is given by

(LA20)" = a20(3Q — 2£(Q))" + Fay, (2.23)
(LBap) =345+ f'(Q) Az — 3a2,0Q" + G2 (2.24)

where the source terms are given by

1. Casem =2,

Foo = —(34%0+ 3B+ ['(Q)Bio) + 1 (f(@)(2A10 + 430))
~aro(3A% ~ @+ FQ)1+ A1) +3020Q%) + 1 ("(Q) ~ 2)(225)
and
Goo = 5(7"(Q)~2) ~ (1o +3B10) + L f(Q)2Ar0 + A430) + 2t oQ”
—%al,o(%i,o +3BY + f(Q)B1o) + %(f”(@)(Bl,o + A10B19))". (2.26)
2. Casem = 3,

Fo= (%f”(@)(l + A10)?) +3a] 4QP) — a10(f'(Q) + 347 o + f1(Q)A10)  (227)
and
Gao = %f”(Q)(l + A10)? + gaioQ” - %al,o(9A/1,o +3BY, + f(Q)Bio)

1

+§(f”(Q)(1 + A1,0)B1yp). (2.28)

Proposition 2.6 (Resolution of (Q2)). Let f be as in (1.22). There exists a constant g > 0 not
depending on c such that the following holds.

1. (Case m = 2) There exists a solution (As, B2, a2,0) of (22,0) satisfying (2.17) and such that
. 1
lim Az = —5530 =720, A20—720€,

lim By = ba2g, DBa2og—baop €,
“+00

but for all || € (0,¢0)

1 :
d(g) = bapo(f) + gbi’”o( f)=cope+o(e), with cop#0 foral p>4. (2.29)
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2. (Case m = 3) There exists a solution (Az o, B2,a20) of (Q2,0) such that Ay € Y is even,
By is bounded, odd and

Egé 3270 = 62,0, BQ,O - b2,0§0 € y7
but for all |e| € (0,ep),
d(e) = bao(f) = cspe +ole), and csp #0 forall p >4, (230)

Moreover, in both cases the solution found satisfies (IP).

Remark 2.6. Note that in the case m = 2, one has c;;, = 0 for p = 3 (see (2.33)). This cancelation
is consequence of the complete integrability of the Gardner equation.

Proof. Note that in both cases, m = 2 and m = 3 the source terms F5 (, G2 ¢ belongs to YV, with
the former being an odd function and the last one being even. Thus the existence of solutions
to (2.23)-(2.24) with the desired properties follows directly from Proposition 2.4 above.

In particular we will choose 2 := _%b%,o for the quadratic case and 72 g := 0 in the cubic
one.

Let us now check that, being fixed 71,0, a1,0,b1,0 and 72, the value of azo and by is
uniquely determined. Indeed, from (2.13)-(2.14)

asp = —W[W,O/RPﬂL/RGZUQ—/RFQ,O /OIP}, (2.31)

1 _ T
b2 = 2[72,0/ P+a2,o/AQ—/Fz,0/ P+/ Gz,o}- (2.32)
R R R 0 R

We claim (2.29) and (2.30) with

and

_ _ _ 2 3 p
o) ::_[(p 3)(2p36(22(2—41)(§93f -;)3;9 +2p )} /R [2COS 52(533)} : (2.33)
and
_ 3\ (2 — NGCIRT:
=[Pt ol @34

The end of the proof of (2.29)-(2.30), and (2.33)-(2.34) is a lengthy but straightforward com-
putation. For the sake of continuity we postpose the proof to Appendix M. ]

Remark 2.7. An explicit expression for d(e) for any nonlinearity has escaped to us (see Claim
22), and we only have in our hands an asymptotic expression for small values of €. We believe,
however, that it may exist a —necessarily— large ¢( for which d(ey) = 0, and even more, a pure
2-soliton solution may exist at any order.

Remark 2.8. The expressions (2.29)-(2.30) above say roughly speaking that the second order
linear system (€22 9) has a solution that does not obey (at third order derivatives) the Taylor
expansion of a small soliton shifted. Indeed,

Qe(Ye + b1,00) ~ Qe(ye) + b1,09Q(ye) + %bioQ’c’(yc) + éb‘i’,on’) (¥e)-
Note that (cf. (L.4) and (L.5))
Qi (ye) ~ cQe(ye) — Q' (ye), Qgg) (ye) ~ cQeu(ye) — (Q) (¥e),

and thus for a perfect collision we should have by o = —%bio form =2and by = 0 form = 3,
as in the integrable cases. This formal discussion will be justified in the proof of Proposition
2.10.
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2.24 Resolution of system ({2; 1), cases m = 2,3

Now we consider the first mixed system, (€21 1). Note that this system has a different order
depending on the power of leading nonlinearity: for m = 2, ¢Q. is of quadratic order in @,
meanwhile, in the cubic one, ¢Q). is a term of cubic order.

From Proposition L.1 the system (€2; ;) is given by

(EALl)I = a171(3Q — 2f(Q))/ + (3A11’0 + 331’30 + f/(Q)BLo), (2.35)
(LB171) =3AT1 + f(Q)A11 — 3011Q" + 3B . (2.36)

For this system, we recall its source terms
Fi1:=3A10+3B{o+ f(Q)B1o, Gi,1:=3Bj. (2.37)
Note that as (k,1) = (1,0) satisfies the (IP) property, we have both F 1,G1,1 € V.
Lemma 2.7 (Resolution of (€2;.1), m = 2, 3). There exists a solution (A 1, B11,a1,1) of (21,1) such
that Ay 1 is even, B 1 is odd and

. 1
lim A171 =71,1:= *b% 05 A171 — 7,1 € Y,
+oo 27

E{g Bigp=0b11, Bii—biipel.
Besides, this solution implies that (IP) holds for (k,l) = (1,1).
Proof. From Proposition 2.2, it is clear that £} ; and G ;1 given in (2.37) satisfy the assumptions
of Proposition 2.4. The choice of 1,1 will be justified in Proposition 2.10. In the rest of this

paper, we will not need the expression of b; ; (note that it would be possible to compute it as
in the proof of Proposition 2.6). ]

2.2.5 Resolution of high order systems, quadratic case

From now on, we consider the triplet

(Ak, By, ax,)

defined for all (k,l) € ¥,,, 1 < k +1 < 2 in Lemma 2.5, Proposition 2.6 and Lemma 2.7. We
now solve the systems (€2 ;) for £+ = 3. Denote d33 := 1 and d,3 := 0 for p > 4.

Lemma 2.8 (Resolution of (2;;) for k41 = 3 and m = 2). Forall (k,l) € ¥y suchthat k+1 =3,
Fy, 1 is odd and Gy, ; even; both are in the class ), and there exists a solution (A, Bi, ar 1) of (1)
such that Ay, ; is even, By, is odd and

Im Ay =1, Arg— Y1 €Y,
+oo

lim By, = by, Bry—brip €.
“+o0o

Moreover, we will choose the particular values

5 10 1 1
V3,0 = %bfo + gd(ﬁ)bl,o + 5#(6)5307 Vo1 1= ﬂbfo —b1,0b1,1 — 4d(e)b1 0,

34
M2 = —ﬂbw + b1 b1,1,

where d(e) satisfies (2.29)-(2.30).
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Proof. The proof of this result is easy after the validity of the following claim:
For all (k,1) € ¥5 such that k + [ = 3, we have F},; € YVis odd, Gi; € YV is even. (2.38)
Assuming (2.38), Lemma 2.8 is a direct consequence of Proposition 2.4.

Let us prove (2.38). From the Appendix L and Proposition L.1 several (bounded but)
nonlocalized terms appear in the expression of Fj,; and Gy, for k£ + [ = 3, but all these terms
eventually cancel.

Indeed, thanks to the (IP) property, terms containing derivatives of By o, A1,; and A; o are
in ) as well as terms of the kind f/(Q)B1 o and so on. Thus, we focus on the terms containing
only By, A1,1 and Ay o without derivatives nor multiplication by functions of (). Note also
that A; 9 € ), so we also discard it. For simplicity of notation, we will skip the variables y.
and y.

Now, we recollect all the non-localized terms (due to B; o, A1,1 and Az ) in S[a] of order
AQF or ¢/(QF) with k41 = 3. We have only three cases: the pairs (3,0), (2,1) and (1, 2). From
Proposition L.1 we obtain

1. (Case (3,0)). Here
2

F30= ﬁ3707 G3o = 5370 ~3

(B%,o +2A430), with 133707 63,0 S
2. (Case (2,1)). Here
F2,1 = ﬁz,l, G2,1 = 6271 + (B%O + A171 + 3A270), with ﬁ?,lv 6271 ey

3. (Case (1, 2)) Here FLQ, Gl’g e ).

Using the following relations among the limits of Ay, 411 and B at +0o (see Proposi-
tion 2.6 and Lemma 2.7):

1
lim As g = —= lim B? limA;; = —lim A
oo 2,0 2 Foo 1,00 oo 1,1 oo 2,05

we observe that the source functions in (2 ;) are in fact all localized. This proves (2.38). [

2.2.6 Resolution of high order systems, cubic case

Finally we claim the existence of bounded solutions for the third and fourth order systems in
the cubic case. The proof of these results is identical to the previous Lemma.

Lemma 2.9 (Resolution of (230), (24,0) and (221) for m = 3). For all (k,l) € X3 with k > 2
there exists a solution (A, By, ak,1) of (Q,) such that Ay is even, By, ; is odd and

Lim Ag; = vri,  Arg — g €,
“+o00
lim By, = by, Brg—brip €.
+00
In particular, we choose
1 1
73,0 = _§b%»0’ 72,1 = —4bl7od(6), Y4,0 *= 3d(€)bl,0 + 5{51)%70(51)4. (239)

In this case d(e) = bao(e) (cf. (2.30)).
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Proof. We note that, thanks to the (IP) property and Proposition L.1, the only a priori non
localized source term is
G2,1 = 3A2’0 + G270, with G270 e

Then the conclusion of the Lemma follows from the fact that, from Proposition 2.6, in the
cubic case, we have a priori chosen A3 € V. O

For further purposes, we recall the important quantities (see (2.2) and (2.29)-(2.30))

1

1
“10,  d(e) = bao(e) + ébio(s)émz, (2.40)

NI

T.=c

with ,,,0 = 0 for m = 3, and 99 = 1.

2.3 Recomposition of the approximate solution. Proof of Proposition 2.1

Having solved several linear systems we now are able to prove Proposition 2.1. Indeed, we
have now the enough knowlegde about the notation, so we can go further and claim the
following improved result on 4.

Proposition 2.10 (Construction of a symmetric approximate solution of gKdV, improved ver-
sion). The solution @ above constructed satisfies, for any 0 < ¢ < co, the following properties:

1. Forall (t,z) a(t,z) = a(—t, —x).

2. For every timet € [T, T¢],
ISTa) ()l oy < Kem T, (2.41)

3. Closeness to the sum of two soliton solution: For all time t € [—T,,T.|, the function @ is in
H1(R) and satisfies the estimate

(1) — Q(y) — Qelye)ll i (m) < KocmT. (2.42)

4. Closeness to a shifted two soliton solution plus a strange term: Denote
- 1 -
Al = Z ak,l Cl/ ng, b1’1 = bl,l — 6b?’0’ Ag = 2(b1,0 + Cb1,1(5m2). (2.43)
(k)ESm R
Then 4 satisfies at time =T,
_ 1 1
”u(iTC) - Q( + iAl) - Qc( + (1 - C)Tc + §A2)

1 L (2.44)
+d()(Q2)' (- (1= )T F 5A2)Hlmwy < Kem1'3,

provided for each (k,l) € X,,, the constants ~y; must be chosen as in Lemma 2.5, Proposition
2.6, Lemmas 2.7, 2.8 and 2.9. Recall that d(e) satisfies (2.29)-(2.30).

Remark 2.9. The quantity by ; in (2.43) represents the difference between the expected value
of b1,1 given by the integrable case and the actual one; namely, for e = 0 we have b; ; = 0.
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Proof. Let us start by proving (2.41). This follows from from Proposition L.1, and the choice
of ax1, Ak, By, for (k,l) € 3, solving each linear system (€ ;), so that

Slu) = E(t, ).

Now we deal with (2.42). This is an easy consequence of the fact that y = =z — o, y. =
x4+ (1 —c)t,and

() — Q) — Qelye) = W(t,z),  [W )|l (m) < Kocm .,

Proof of (2.44). We begin with some preliminary estimates.

Claim 15. L 1
lallpee < Kem=172,  ||a||pee < Kem-T. (2.45)

Suppose f = f(y) € Y. Then for allt € [-T,,T,],

“f(y)Qlé(yv>”L2(R) + \[Hf( y)(Q )/(yv)Hm(R) < Kcﬁf(l*c)‘/at‘, (2.46)

and for g = g(y) € L>*(R),

l9(9) Q¢ (yo)ll L2y + \7||g( QY (o)l 2y < Kem i, (2.47)

In particular, if t = T, and f € Y, we have, for ¢ > 0 small,
1 (W) Qcye) I my < K, (2.48)
1Q(y) — Qx — A1) |11 ) < Kc™. (2.49)

Proof. The proof of these estimates are similar to Claim C.1 in the Appendix C of [58]. See
also Claim 2.6 in [53]. In particular for the proof we use Lemma L.2 from Appendix L. We
skip the details. O

We continue the proof of (2.44).

For the sake of brevity, we will prove only the case m = 3. The case m = 2 is identical to
Lemma 2.6 in [58].

Note that from Claim 15,
1 7
1Qc(ye — b10) — Qe + b1,0Q.. — éb%,OQZHHl(R) < Kc1, (2.50)
and .
1Q2) (ye — b10) — (Q2) + b1,0(Q2)" | iy < Kei, (2.51)

(here we have used the fact HQC 71wy < Kei and Q%) 3)HH1(R < Kc %). From the identi-
ties

Q= Qe = Qc = QL + 0(Q™), (Qc)" = 4eQ; = 3Q: + O(Q2),

we obtain
|Qelye — bro) — d(£)(Q2) (ye — b1,0)
— [Qc — b10Q; + 1b% 0Qe — 1b% 0Q2 — lazﬂ 001 Q2] (2.52)
+ d()[(Q2) — 4b1,9cQ2 + 3b1,0Q1 | 1 ) < K.
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On the other hand, using the fact that lim o Ay; = Y, limy By = by, and Claim 15 we
get

|4(Te) — Q@ — Qe — b1,0Q) — 712,0Q2 — b2,0(Q2) — Y1,1¢Qc
—Y2,1¢Q% — Y3,0Q% — 74,0@?}{1{1@) < Kc'/*,

Combining this estimate and (2.52), we find
[a(T2) = {Q(y) + Qelye — b10) — d(£)(Q2) (ye — bro)}
1
+ (1 — ibio)CQc +72,0Q7 + (ba0 — d(€))(Q2) + (72,1 + 4d(e)b10)cQ?
1 1 7
+ (13,0 + 5b10)Q¢ + (10 — 3d(2)br0 — 5b 00p) Qe 1 () < K.
It follows that with the choice

1 1
Y,1 = 55%707 Y20 =0, 30= _§bi0’ ba,0 = d(e),

1
Y2,1 = —4d(6)b170 and Y4,0 = 3d(€)b1,0 + 56()?7051,4.

we obtain

la(T2) — Q) — Qe(ye — bro) + d(e)(Q2) (ye — bro) |1y < K. (2.53)

The case t = —T, is similar and we left the proof to the reader.

Together with (2.49), we complete the proof of (2.44). This justifies in particular the choices
of Y1, (k,1) € ¥, done in preceding Lemmas. O

2.4 Existence of the approximate pure 2-soliton collision solution

The fact that d(¢) # 0 (see Proposition 2.6) in Proposition 2.10 means formally that the col-
lision is not elastic and that the residue due to the collision is of order (Q?). However, the
approximate solution @ (¢, ) given in Lemma 2.10 being symmetric, it contains the residue at
both —7; and T (see (2.44)). To match the solution u(¢) considered in Theorem 1.4, which is
pure at —oo, we need to introduce a modified approximate solution, which, at main order,
will contain a residue only at time ¢ = 7. This will be clear after the following

Proposition 2.11. There exists a function 4 = u(t, x), of the form given by (2.6) such that for some
constants K, co > 0and 0 < ¢ < co, the following estimates hold:

1. a(t,z) # a(—t, —x) for every t, x.
2. Almost solution. Forany t € [T, T¢],
IS[a1 ()l g1y < K1+ [emT +|d(e)]ct], (2.54)
(recall that d(e) measures the residue after the collision, introduced in (2.29)-(2.30)).

3. Closeness to a two-soliton solution at time t = —T.. With the defintions of shifts given in (2.43),
the modified function w is close to a two solitons solution at time —T:

|i(=T2) = {Q(- + 1A89) + Qul- + (1 — )T- + LAo) | gy < Kemn 1T 1T + [d(e)]e3].
(2.55)
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4. Non-matching with a two-soliton solution at time t = T¢:

6(T2) — Q( = 581) = Qul- + (1= )T, = 320)

o\ 1 2 41, 1 1 (2:56)
+2d(e)(Qc) (- + (1 = O)Tc = SA2)l| ) < Kem=T74[em=T + |d(e)]ez].
where, from (2.29)-(2.30),
V0 < le| <eg, d(e) = cmpe +0(e),
and
2 1
’Al — alyo/ Qc| S Kcmii, |A2 — 2b1,0| S KC. (257)
R

5. Comparison residue versus error terms: The residue in (2.56) satisfies
1 2 41
2@+ (1= )T~ 28|y~ (e
2 411 1
> -1 aemT +|d(e)|ez],

provided el < |d(g)].

Remark 2.10. The approximate solution & above mentioned describes the collision of two pure

solitons that at time ¢ ~ T. (after colliding) differ by a term of order |d(5)|c%+% of the
ingoing solitons before the collision, at time ¢ ~ —T¢, provided (1.23) holds.

For even small values of ¢ such that condition (1.23) does not hold, we need to go further
in our approximate solution and solve even more linear systems. We believe that in this case,
more involved, the conclusions of this paper are the same.

Let us return to the proof of Proposition 2.11.

Proof. Let 1 := 1 + wy, where
wy(t, @) = =d(2)(Q2) (ve) (1 + P(y), (2.58)

and P was defined in (2.12). Now w4 can be expressed in the form

wu(tx) = Q) + Qelye) + Y HAuW)QE(ye) + Bra(w)(QF) (ve)},

(kD)eXm
where Ak,l = Ak,l/ Bk,l = Bk,l + w#5(k7l)7(270). Here (5(270)7(270) =1land 5(k,l),(2,0) = 0 otherwise.
Let us prove (2.56). Replacing @ = @ — wy in (2.44), we have

J4(T2) ~ QC — 5A1) = Qul- + (1= )T, ~ £A)
QY (+ (1= T — L Ag) — wi(Te) | sagey < Kottt
Thus, using (2.48) (note that P € Y)
8(T2) — Q- — 581) = Qul- + (1~ ). — 2 2A) + ()@Y (- + (1~ )Te — 3 M) sy
< Kot 4 d(€)(Q2) (+ (L= T, ~ 582) + (Tl s

3 1 1
< Ken=114 4 Kd(e)]|(Q3)' (- — QAZ) — QY lm )

< Kemo1ti 4 K|d(e)| et
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Similarly, at time ¢t = —T¢

so that

6(-T2) = Q-+ 3A1) ~ Qul — (1 = OTe 4 1 M) s
< Kttt 4 KIE) @)+ 522 — (@)l

< Kemo1 ™4 4 Kld(e)|em1 1.

Note that (2.57) is clearly a consequence of (2.43).
Finally, we prove (2.54). Note that (cf. Appendix B for the definitions)
Sla] = S+ wy]
= S[a] + I (wy) + [f(@ +wy) — £(@) - f(Qugla

The following estimates allow to conclude (2.54). We claim
Claim 16. With the choice of wy given in (2.58),

_2
LI (w) || 1y < K d(e)]c! 7T (2.59)

and o
I (@4 wg) — £(7) — F(Qualall i w) < Kld(e)|c2TmT (2.60)

Proof. The proof is similar to the proof of Proposition L.1 above. We only sketch the main
ideas.

Let us prove (2.59). First, note that for P defined in (2.12)

L+ P) =1 f(Q)+f(Q) =0 (2.61)

This property will be useful in what follows. From the calculations performed in (L.14), (2.61)
and the fact that (1 + P)’ € ), we note that (cf. (L.7) and (L.13) for the definition of ITI(-) and
¥, respectively)

III((1 + P)(Q2)") —(L(+P)(Q2) —e(1+ P)(Q2)" + (1 + P)(Q2)"

+ Y dFQf + Gra(QE) ]+ 0(cQl + Q2 + Q.)

(kl)exr,

= > AFQf + Gra(QF) ]+ 0(c(Q2) + cQE + Q2 + *Q.),

(k,D)exy,

where both Fk,l and ék,l are in ). Moreover, ng = 0. From here, the definition of wy in
(2.58) and Claim 15, we obtain

_2
ITIL(w) | 2y < K ld(e)]em=1 .
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Now, we deal with (2.60). We note that

(2.60) = [f(a+wy)— f(a) = f@wels + [(f(@) — F(Q))wsle

5" @+ Ol + [F(Q)( — Qg + 5 D Q) — Qg + O(( — QP

From here, using the expresion for w4 and Claim 15, we obtain

4 1

12:60) 172 < Kld(e)[|d(e)le> 7 + a7t 4 ¢3¥71] < Kld(e)[e2 7.

This finishes the proof.

This Claim allows us to finish the proof of the Proposition.

3 Preliminary results for stability of the 2-soliton structure

In this section several stability results will allow to study the long time behavior of the 2-
soliton soliton solution. First of all, we recall a general result proved in [54] concerning the
existence and properties of an actual function u = wu(t, z), solution of (2.1) in the interval
[—T¢,T] and close enough to our approximate solution @. This will be done in the next
subsection.

Next, we study the stability of a solution u(t) of (1.21) for long time, namely ¢ > T,. These
results have been proved in great generality by Martel and Merle in [51], [54], and [52]. In
particular, we will use the stability and asymptotic stability of the two solitons (Proposition 3.3)
to show the persistence of the 2-soliton structure for long time.

Finally, a key result is the decomposition result from Lemma 3.4, which will be essential to
show the persistence of the residual term (cf. (2.56)) at infinity.

3.1 Dynamic stability in the interaction region

For any ¢ > 0 sufficiently small, we will consider the function 4(t) of the form

it x) = Qy) + Qelye) + > cl{Qf(yC)Ak,z(yH(Q’S)’(yc)Bk,z(y)}

(k1) €S,

defined in Proposition 2.11 (the notation was introduced in (2.5) and (2.6)). Recall the error
term

Proposition 3.1 (Exact solution close to the approximate solution @, [54]). Let 0 > —1+ and e
small enough such that (1.12) holds for Q. There exists co > 0 such that the following holds for any
0 < ¢ < ¢o. Suppose that forall t € [T, T,

g

IS (O] g2(ry < Ko (3.1)

[
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and for some Ty € [—T¢, T¢],

lu(To) — a(To)l| sy < K, (3.2)
where u(t) is an H' solution of (2.1). Then, there exist Ko = Ko(0, K, f) and a C* function p :
[—T¢,T.] — R such that, forall t € [T, T],

lu(t) = a(t,- — p(t) ey < Koc”s  1p(t) — 1] < Koc. (3.3)

Remark 3.1. The proof of the above Proposition is nontrivial and requires some refined tech-
niques such as modulation theory, coercivity properties and the introduction of a modified
energy functional adapted to a two soliton collision. It is necessary to emphasize that one of
the key elements in the proof is the smallness of the error term S[u] along the collision. For
the sake of completeness, we will draw the main lines of the argument, see [54] for the actual
complete proof.

Proof. 1t suffices to show the result on the interval [Ty, T¢]. By using the transformation z —
—x,t — —t, the proof is the same on [T, Tp).

Let K* > 1 be a constant to be fixed later. Since ||u(Ty) — (7o) g1 (r) < ¢, by continuity
in time in H'(R), there exists Ty < T* < T, such that

T* = sup{T € [Ty, T.] such that for all t € [Ty, T], there exists r(¢) € R with
Ju() = at, — ()l ey < K*e").

The objective is to prove that 7* = T, for K* large. For this, we argue by contradiction,
assuming that 7% < T. and reaching a contradiction with the definition of T* by proving
some independent estimates on |u(t) — @(t, - — 7)|| g1 () on [To, T"].

An argument using the Implicit function theorem allows to construct a modulation pa-
rameter and to estimate its variation in time:

Claim 17. Assume that 0 < ¢ < ¢(K*) small enough. There exists a unique C' function p(t)
such that, for all ¢ € [Ty, T%],

2(ta) = ult,z + p(t)) — a(t,z) satisfies / 2(t,2)Q (y)dz = 0.
R
Moreover, we have, for all ¢t € [Ty, T7],
1p(To)| + 112(T0) | a2y < K, [[2() | gy < 2K,
2t + (Zox — 2+ f(z 4+ 0) = f(@)z = =S[a](t) + (p'(t) = 1)(G + 2),-
1p'(t) — 1] < Kl[2(t) | g my + KIIS[A) (1) | g2 (m).

The purpose of the modulation theory is to establish a lower bound in the following en-
ergy functional for z(t):

FO) =3 [ (@2 + (150 )?) — [ (Fla+2) = F@) - f(@)2)

Indeed, this functional enjoys two useful properties: it has a very small time variation and
it is coercive up to the direction Q:

Lemma 3.2 (Coercivity of F). Assume that 0 < ¢ < c(K*) small enough. There exists K > 0
(independent of K* and c) such that
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1. Coercivity of F under orthogonality conditions:

2
Ve [T, T, 1203 < KF() + K

| =tew)

2. Control of the direction Q:

vVt € [To, T*],

/R Z(t)Q(y)‘ < K+ Ker 3|20l + K))2(0)]2e.

3. Control of the variation of the energy functional:

F(T*) = F(T) < K ((K*)2(14 K7)em 5 4 K7

These estimates allow us, after fixing K* large enough and possibly taking c even smaller,
to show that actually

* 1 *
12(T*) 71 gy < (& )2,

contradicting the definition of 7™, thus proving that 7" = T... O

Once the existence of an actual solution (close to our approximate solution « in the inter-
val [T, T;]) is established, one would like to investigate the behavior in long time of this
solution. We treat this problem in the next subsection.

3.2 Stability and asymptotic stability for large time

Here we consider the stability of the 2-soliton structure after the collision, and for a long time.
Let T¢ be defined in (2.2). We start with an important

Remark 3.2. Since (1.12) holds for f(s) = s™, m = 2,3, it is clear by a perturbation argument
that (1.12) holds also for f asin (1.22) forall 0 < ¢ < 1, provided 0 < |¢| < g¢ is small enough.

Proposition 3.3 (Stability of two decoupled solitons, [51], [52]). Let € small enough such that
(1.12) holds for Q). Then there exist constants co, K > 0, such that for any 0 < ¢ < ¢ and for any
w > 0, the following holds. Let u(t) be an H' solution of (2.1) such that for some time t; € R and
%Tc < Xo < %TCI

1

Ju(t1) = Q = Qel- + Xo)ll ey < et 77T, (3.4)
Then there exist C'-functions py(t), p2(t) defined on [t1, +00) such that
1. Stability:
sup [u(t) = Q( = p1(t)) = Qcl- = pa(t) ) < Ke itmTte, (3.5)

and forall t > ty,

3 1y 1
<At =it <5 ln(t)] < KeTmTT pa(t) + Xo| < K. (36)

N =

2. Asymptotic stability: There exist ¢, c5 > 0 such that on the right hand side limit

i [[u(®) = Qi a — p(®) = Qs @ = o) ooy =0 @)

with N
’cf—l} §K0i+ﬁ+w, ‘0—2—1‘ < Kce”. (3.8)
c
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3.3 A decomposition result

Recall a more precise decomposition of u(t) used in the proof of Proposition 3.3 in [51], [52].

Lemma 3.4 (Decomposition of the solution, [52]). Suppose (1.12) holds for Q). Let u = u(t) be a
solution of the gKdV equation (1.21) such that the estimate (3.4) holds. Then there exist C*-functions
p1(t), p2(t), c1(t), ca(t), defined on [t1,+00), such that the function

n(t,x) :=u(t,z) — Ri(t,z) — Ra(t, ),

where, for j = 1,2, R;(t,x) := Q¢,1)(x — p;(t)), satisfies for all t > t1,

ARNWOZA@—W®WNWQ=Qj=LZ (3.9)
1 et 11
() g1y + lea (8) — 1] + c1 "’22)—1’ < Ke*tmiTi (3.10)
1 1 1
andforall t> 1y |40)| 4|40 1< 1o i)~ pat) 2 Lt (T BID)

Moreover, we have the convergence limy_, o, ¢(t) = c;r forj=1,2.

At this moment we have all the necessary information about the 2-soliton solution of (2.1).
Indeed, recall from the sketch of proof (Subsection 1.4) that the asymptotic in long time will
be treated using the tools from this section, more precisely using Proposition 3.3 and Lemma
3.4. On the other hand the collision region will be described by Proposition 3.1. This is the
purpose of the next section.

4 Proof of the Theorem 1.4

Now we are in a position to prove the main Theorem of this work.

Proof of Theorem 1.4. Let 1 = ¢; < ¢.(f) such that (1.12) holds and 0 < ¢ < ¢p(¢) small enough
(depending on ¢). Let u(t) be the unique solution of (1.21) such that (see Theorem 1 and
Remark 2 in [49])

i [at) = Q=) = Qe = e) ey =0

1. Behavior at —7,.. We claim that for all ¢ < —iTc,
[u(t) = Q(- — ) — Qu(- — ct) | g1 gy < KeaVe=o, 4.1)

This is a consequence of the proof of existence of u(t) in [49]. See Proposition 5.1 in [53] for a
proof in the power case.

Now, using (4.1), we will match the function « with the collision solution @ constructed in
Proposition 2.11. For this, we will translate « in time and space, as follows.

Let A1, Ay be defined in Proposition 2.10 and

1A - A 1
T = Tc+f¥, a:= §A1—T8_.
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Since from (2.57)
1

IA)| < Ken-172,  and  |As| < K,

we have —T; < — 3T, and thus, from (4.1) for ¢ small enough, and after a translation by a,
we get

A A -
l(=Ts @) = QC+ 51 = Qe = (1 = )T+ )l ey < Ke #VeU-I% < Kl

C

By translation invariance, we may assume 7, = T and a = 0, such that

[u(~T2) = Q-+ 55 = Qe — (1 = ITe + 2Dl sgey < K @2)

2. Behavior at +7.. Now, possibly taking a smaller ¢, consider & = 1, constructed in
Proposition 2.11. By (2.55) and (4.2), we have

u(=T0) — (T2 |1y < Kem 1Hi[cmt + [d(e)|e?].

Applying Proposition 3.1 with

Ty= T, = cm1ta m0[caT +|d(e)|et],
it follows that there exists a function p(t) such that for all t € [T, T¢],
lu(t) = a(t, - = p(&))ll 1y < K.
In particular, for r := p(71.), we have
lu(Te) = (T, =)l (my < K.
Using (2.56) and triangular inequality , we obtain
[u(Te) = Q(- = 1) — Qe(- — r2) — 2d()(Q2) (- — r2) I (r) < K. (4.3)

Here,

1 1
ry = §A1 +r, roi=(c— DT, + §A2 + 7,
sothatr; —ro = (1—¢)T. + %(Al — Ay) satisfies
1
5(1 —o)T, <11 —1ry <32(1 — ¢)Te. (4.4)

Moreover, note that
2 .1
Q) I gy < Kem—173,

so that

2 1 1 _2 1
Ju(T.) — Q- —11) — Qe(- — ro) I (ry < Kem1 71 [|d(e)| + cmT] < Kld(e)|emT73,  (4.5)
provided
ld(e)| > roemT T, (4.6)

for some kg > 0 large enough but fixed. We have thus arrived to time ¢t = +7, with a stability
property of the 2-soliton structure, namely (4.5).
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3. Behavior as t — +o00. From (4.5), it follows that we can apply Proposition 3.3 to u(t, - + 1)
fort > T, (thatis, t; := T.), with Xg := ry — ro, and

It follows that there exist p1(t), p2(t), ¢; > 0, c5 > 0 so that

Wt (t,2) = ult,2) — Qup (x — 1 — p1(1)) — Quy (& — 11 — pa(t)) 47)
satisfies
2 1 )
sup Jw™ ()| gy < Kld(e)]em—171, Jim lw™ Ol (2> & t100) = 05 (4.8)
and . )
cf 1] < Kld(e)em+E, |ef — ¢ < Kld(e)]e 7. (4.9)

In particular, the behavior of the 2-soliton structure remains stable at infinity, modulo the
emergency of a possible H!-nonzero residual term. This proves the upper bound in (1.26).
At this stage, we do not know if this residual term (that is, w™) can be bounded by below
uniformly in time. This is the purpose of the following key step.

4. Lower bound on w™ (¢) for t > T, large. Consider the decomposition of u(-, - 4+ 71) defined
in Lemma 3.4, i.e. the center of mass pi(t), p2(t), the scaling parameters ¢, (t), ¢2(t) such that,
fort > T,

n(t,z) == u(t,r) — Qg 1) (x — 11 — p1(t)) — Qayr)(x — 11 — P2(t)) (4.10)
satisfies
2 1 _ 2 1
sup [[n()] 1) < Kld(e)[em—T74, |ei(Te) — 1] < Kld(e)[em—1"4,
t>T,
- 11 s (4.11)
prt) = palt) > 5t + { T [ea(t) — ] < Kld(e)|em T3,
and )
|p2(T:) + 1 — o] < K|d(e)|cm—T. (4.12)
Moreover, we have for j = 1,2
lim ¢;(t) =cl. (4.13)

t—+o00 J

First, as a consequence of (4.3), we claim the following lower bound at ¢t = T: for Ky > 0,
independent of ¢ > 0,

2 2 —4-+3
0 (Te, z)dx > Koyld(g)|?ecm-17"2. (4.14)
x</72(Tc)+T1+%Tc

Proof of (4.14). The proof will proceed by a contradiction argument. Indeed, suppose that
for any o > 0 there exists ¢ > 0 small enough such that (4.14) does not hold properly, namely

2 41
||77(TC)||L2(CC<,52(TC)+T1+iTC) < a‘d(€)|cm—l+4_ (415)

Replacing

u(Te,z) = Qe (1) (x — 11 — p1(Te)) + Qeyry (. — 11 — p2(Te)) + (T, x)
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in (4.3), we find

11Qz (1) (- =1 — P1(TL)) — Q(- = 1)) + [Qay () (- — 71 — P2(T2)) — Qel- — 72)]
+(T2) + 2d(2) Q) (- = 72) | 1 gy < Kem T e +|d(e)[c?]

By the decay properties of @), (4.11) at time ¢t = 7. and r; — ry > (1 —c)T, (see (4.4)), w
obtain

1[Qzy 1) (- = 11 = P2(Te)) — Qe+ — 12)] + n(Te) + 2d(e)(Q2) (- — 72) | 12 (@<pa(Te)+r+1T.)
< Kema i [em + |d(e) 3],

Then, using (4.15) and (4.6),
Qes(r) (- =71 = p2(T2)) = Qel- = 12)] +2d(e)(Q2)' (- = 72|12 (oo (1) 4 4272)
< cmoiti [Kc% + 20+ foclclm] |d(g)].
By scaling and translation, and decay of (), we obtain
1

K
QY o < emiti wawa+;aﬂuur

Q- Q +2d(e)ezt

10 — Q + 2d()ez ™

T (QY |2
where Q(z) = \Q (ux — ¢), and

bl

(do not be confused with p of Theorem 1.4), and

§=Ve(l)(pa(Te) + 11 —12), B:= \f( T+P2(Tc)+7"1—7'2)-
Note that from (4.11) and (4.12),

1

T(QY) |l 2(wsp) < K.

1 1 -
B> g\/ETc > gc_ﬁ, 1@ —Q+ 261(5)0%Jr
Moreover, note that Q(z) = Q,(z — f) and that by (4.11), we have
=1 < Klde)lez 71, |¢] < Kld(e)|e2 7.

Expanding @ in 1 — 1, and £/p, and using parity properties, we find

1

=
-

K 1
( ) ”L2(]R [KC2 +3a+:c%]‘d(5)|c2+m—17

l€Q! + 2d(e)cH
so that for some constant f € R,
6 +24() (@) lisgey < [k +4a+ +ctn] d(e)].
Note that exists k1 > 0, independent of € and ¢, such that

inf [[€Q" + 2d(e)(Q*)'|| r2(r) > rald(e)],
£eR

since Q" # v(Q?)’ for all v € R. By choosing r large enough in (4.6), depending only on r1,
and ¢ small enough, we find a contradiction for a small. This contradiction proves (4.14).

Now, we finish the proof of the lower bound by proving the following



3.3 - A decomposition result 223

Lemma 4.1. There exists Ko > 0 such that

lim inf |[w* (6)| g2y > Kold(e)]et 7T, (4.16)

t—+o00

Note that (4.16) combined with (2.29)-(2.30) prove the lower bound in (1.26). Thus, we are
now reduced to prove (4.16).

Proof. We argue by contradiction. Assume that for any a > 0, there exist arbitrarily large T
and c arbitrarily close to 0 such that

342
lo* (To) |2 z) < ald(e)ler™ =T, (417)
By (4.13), we can choose Ty > T large enough so that
3,2
‘|77(T0)||Hcl(x<m(T0)+%) < 2a|d(€)|c4+m71 : (4.18)

Here m(t) := r1 + 3(p1(t) + pa(t)) is the middle point between the two solitons at time ¢.

We need to estimate some local in space conservation laws. For this reason we introduce
a sort of cutoff function supported on the small soliton. Let

2
Y(x) = — arctan(exp(xz/k)), sothat limyp =0, limy =1, and for all x € R,
T —00 00

. . (4.19)
v(-z) =1-yY(x), ¢¥'(z)= wrcosh(z/r)’ " (z)] < ﬁ\wl(x)\-
Let
Y E(Qzxmy)) — E(Qe(1))
. M(QE(TC)) - M(QE(TO)).
We set
1 1
= /R 2(t.)(1 = vla — m()ds + 5 [ (2 = 2P @) (t0)(1 = wla = m(t))da
= aM(u(t)) + E(u(t)) — (aMa(t) + E(1)),
where
Mo(t) = ;/Ruz(t,x)q/)(a: —m()de, E(t) = ;/R(ug _ 2R () (t, )z — m(t))da.
We claim the following results on m(t), a and G(t).
Claim 18. The following estimates hold
% <m/(t) < g (4.20)
and for a positive constant k,,
a = kpc+ o(c). (4.21)

(Here o(c) means |c~to(c)| — 0as ¢ — 0.)

Proof. To prove (4.20), it is enough to consider Lemma 3.4 on the interval [T, Tp] to have

1 3
m’(t)§1+—<

m'(t) >1— 0

N

1
— >
10 —
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Let us now treat (4.21). It is easy to show that
2 1 9 2 1
M(QC) = cm—1_ 2 Q° + O(cmfl 2).
R

On the other hand,

m+1+

—Cm— /2 m+1 m
P(Q) = 5em | [ @7 = = [ @] o).
Thus, from (4.11) and the fact that £(Q) < 0, a Taylor expansion and L'Hopital rule gives

9E(Qc) . oy - E@) _
T OM(Qu) e + O(|e(Ty) — e(Tv)]) = Q) c(T;) +o(c) = kmc+o(c).  (4.22)
where £, :== — J\b;((%)) > 0 is a constant depending on m. O

Lemma 4.2. For 0 < ¢ < ¢y small enough,

G(Te) — G(Ty) < K.

Proof. We will need the following
Claim 19. Define h := uy, + f(u), such that u; = —h,. Then

wMi(0) = —3a [+ § [0 —mv) v a [ () - P,

and
f) = — [0 =5 [ ey - W"(/F )om'y! +4")
+ [ P - [drae
Proof. A direct computation, see for example [58]. O

Now, we follow the proof contained in Appendix D, [58]. From above Claim, we have

/ 3 / 1 ! g0 " / /N n
g't) = 5 [y [y = v sa) G [ e - o)
. _ I 1,07 my 2 / 2 pr /
o [ (wrtw) = P = [ Fm's! + o)~ [ 2w+ [ .
From Claim 18 we choose x > 0 large enough such that m/y’ — ¢ > i¢ . From here,
3

1
/h21//+/Ui(m/w/—wm‘f‘?’aw/)"‘a/ (mw w///) /(u +u )T/Jl
2 Jr 2 Jr 2 Jr
Let us consider now the nonlinear terms in the second row of G'(t). For this, let

1 1
7Tc; p1(t) — *Tc
gTeri+ (1) = 5T

an interval between the two solitons. We have two cases: z € I and = ¢ .

I:=[ri + pa(t) +

In the first case, from (4.10) we have for all t > T,

1

()] < Qe (1) + Qe (2) + () < K]d(e)|cT 1.
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Thus,
—a wf(u) — ” I um// ny o 2ul u2/u/
| /I< F(u) — F(w))w /IF( (' + ") /If()er/l 2 1wy
< K [Julollply +1nO32] [ 62+

< Kl 'm0 [lae e ] [ 4y
R

< ch/(uz—i-ui)z//.
R

In the second case, we have |z — m(t)| > £ and thus ¢'(z — m(t)) < Ke !, withy > 0 a fixed
constant. From here,

—a u uw) — U /_ U m// " _ Qu/ U2 /ul e—’yt
| /Ww() F(u))y /WFm( W+ /Wf()wﬂt/w 2 (uyy| < K

In conclusion, putting together above estimates, we get for all t € [T, To),
g'(t) > —Ke™",

and after integration we obtain the desired result. The proof is now complete. O

Now, define
w0 = [ o+ = 1 (Ra)) 1= ).
We have the

Lemma 4.3. For 0 < ¢ < ¢ small enough,

1. Small variation:

G(T.)—G(Ty) = (H(T.) — H(Ty)) + O(a?d(e) Perr i

2

1)

+O(|d(e) |1 iemt /R P(T)(1 =) +0(c), (4.23)

2. Coercivity:
H(t) > o /R [en® + 2] (t,2) (1 — ¢)dz. (4.24)

for some oq > 0 independent of c.

Proof. Let us first prove (4.23). We replace u = R; + Ry + 1 in the definition of G. We obtain

M(t) = ;/R<Rl+32+n>2<1—¢>
1 1

— Q/IRRg(]-_Q;Z))‘F/RnRQ(]_—’QZ})_F2/Rn2(1_w)+0(610).

Here we have used the estimate for ¢t > T,
JRZCIEROIES o iy
R

among other similar estimates.
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In the same way,

1 W2 (1 — ) = 1 201 _ B 1 204 (10
s [2a-v =5 [mRa-v+ [ nua-o+; [Ra-0+oe)
Finally, using the character exponentially decreasing of Ry where 1 — 1) is away from zero,
[Faa-v) = [P+ Rrn-v)
R R
— [IP(Ri+ Rt )= PRa )1 = )
+ [[[P(Ry+0) = F(R) = F(Ra)a = 3 (Ro)P)(1 = )
+ [ 1B + fRon + 5 (RaP1 = )
= [1f(Re+ )Ry + O(RDI =) + OIRall =y [ It
+ [1P(R) + f(Ra)n + 3 (Ro)P)(1 = )
= [IF(Ra) + 1R+ 5 (Rl (1= )
+O[IRallp=ty In®llm [ (00— )] + O(™)

From this,

G(t) = G[R2](t) + H(t) + O[l| Rel 7<) I (&) 2 /RnQ(t)(l — )] +0(c'?).

Putting together these estimates, using the value of a, evaluating at times t = 7. and t = Tj
and using (4.18) and (4.11), we obtain the desired result.

The proof of (4.24) is standard, see e.g. [52] Appendix B.3.

Combining Lemmas 4.2 and 4.3, we find

/R [en® + 03] (T)(1 —¢) < KH(T.)
< KT + KT [ @) - )

+ Ka2ld(e)Peniti + 0(c) + K(G(T,) — G(Th))
< Ko?|d(e)|Pem1te + Ka2|d(e)Pemati + Ko (4.25)

The last inequality is consequence of

ld(e)|cm1t < % m=2,3 and 4:

therefore the term
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can be sent to the left hand side of (4.25). Using (4.14) we finally get
APt < Ka?ld(e)Pents + Ka?|d(e) et

But this estimate is a contradiction for o > 0 small enough and 0 < ¢ < ¢y small enough (it is
enough to put € even smaller). The proof of Claim 4.1 is now complete. O

5. Lower bounds on the parameters. We finally prove (1.27). This result is a consequence
of Theorem 1.2, (1.17), (1.18) and (1.19), see also [54] for the proof. Indeed, from (1.17) and
(1.26), we have

%yd(&-)y?c%*ﬁ < OBt 4 oMt < %d(g)ﬁc%*ﬁ.
The final conclusion follows from (1.18), (1.19) and (2.29)-(2.30).
This finishes the proof of the Theorem 1.4. O

Appendices

L Proof of Proposition 2.2

The proof is similar to Proposition 2.2 in [54] and Appendix in [53]. The main difference
consists in the fact that we need to know explicitly all linear systems up to order m + 1 to
show the nonexistence of growing solutions. We will discard several trivial terms by using
the property (IP). For this purpose it is better to state an improved version of Proposition 2.2.
Before that we introduce a useful notation.

Definition L.1. Consider f,g : R — R given functions. We say that f = ¢ mod Y if there
exists h € Y such that f = g + h.

In our case, this definition will be useful to discard localized functions in the source terms.
Indeed,

Proposition L.1 (Decomposition of S(i), improved version). Assume that f is of class C™"2.
Let

Lw = —wy, +w— f(Q)w. (L.1)
Then,

Slilt2) = > Qe [ana(-3Q + 2£(Q)) (v) — (LA (v) + Fra(y)]

(k1) EXm

Y0 QY () |ar(=3Q") ) + (AL + F(QArs) ) — (£Brt) () + Gralw)
(k,1)EXm,

+ &(t,x) (L.2)

where Fy,;, G, and & satisfy, for any (k,1) € ¥,,,

(i) Dependence property of Fy,; and Gy, ;: The expressions of Fy,; and Gy, depend only on (aj 1),
(Aw1r), (B r) for (K1) < (kD).
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(ii) Parity property of Fy,; and Gy : Assume that for any (K',U") such that (K',1") < (k,1) Ay p is
even and By i is odd, then Fy,; is odd and Gy, ; is even.

(iii) Explicit source terms: We have Fy o = (f'(Q))" and G1o = f'(Q),

Fop = (3414 3Bo+ F(QBio) + 5(/"(Q)2410 + AL0))
—ano(34f, — Q@+ F/(@)(1L+ Avo)) + 5363, + L (F(@) 2,
and
Goo = 3(1"(Q) =) — (Aro+3B1) + 31" (Q)2A1o + A3 g) + Sak Q"
1

(f"(Q)(B1o + A1,0B1)))".

N

—§a1,0(9f4/1,0 + 3B+ f'(Q)Bio) +
for the case m = 2, and
1
Fyo = (5"(Q)(1+ A10)*)" + 301 0Q") — a1,0(F'(Q) + 347 + £(Q)Av0)

and

1 3 1
Gao = if”(Q)(l + A10)? + ia%,oQ" - §a1,0(9A'1,o + 3B+ '(Q)Bio)

1
+§(f”(Q)(1 + A10)B1yo)'.
in the case m = 3. If property (IP) holds for (k,l) = (1,0), then each term above is in ).

(iv) Explicit high order source terms modulo Y: Suppose property (IP) holds for (k,l) € X, with
k + 1 < 2. Then, for the quadratic case,

2

Fi2,Gi2,Fy1and F39€); Gz = —3 Bio+2As0) mod Y,

and
G271 = B%,O + A171 + 3A2,o mod Y.
For the cubic case,
F30,G30,Fp1,Fupand G4 €Y, Go1=3A20 mod ).
(v) Improved estimate on E: Suppose in addition that property (IP) holds for any (k,l) € X, then

forall j =0,1,2 o
1OIE (¢, )| 1y < Kt T,

Proof. Expansion (L.2), and items (i) and (ii) were proven in [54], so in what follows we deal
with (iii)-(v). For this it is necesary to improve the computation done in [54].

We start with an important lemma concerning the algebra of Q...

Lemma L.2 (Properties of @, see Lemma 2.1 in [54]). Suppose 0 < ¢ < 1,0 < € < gg small,
kEe{l,...,ko}, and m = 2,3. Then

1. There exists a positive constant K = K () > 0 such that

1
—em eVl < Qufa) < Kemae Vel |Qi(a)] < Kemrtzenvell (L)
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2. For F defined in (1.9) and any k > 1,
Q/c/ = CQC - f(Qc)y ng = CQE - 2F(Qc)-
(QF)" = ck*Qf — 2k(k — QL F(Qc) — kf(Q)QE.

We recall the notation introduced in Subsection (2.1):
Slu) = g + (g — U+ f(U))y.

We easily verify that
Sa] =T+II+II1+1IV,

where (we omit the dependence on ¢, x)

I:= S[R]a Il := (f(R+Rc)_f(R) _f(Rc)):m
and

L=-0+1-f(Q),

III = ITI(W) := W, — (LW),,

IV ={f(R+R.+W)—-f(R+R.)— f(RIW},.

Since Q.(y.) is a solution to (1.11), we have S(Q.) = 0.

(L4)

(L.5)

(L.6)

(L7)

Claim 20. Let A = A(y) and ¢ = q(y.) be C3-functions with y, y. defined in Section 2.1. Then

II(Aq) = —q(LA) +¢'(BA" + f(Q)A)
+q(—38A) — BA' — 33, A" — A’ + BA — B(f(Q)A))
+q(36%A®) + 383, A" — B3A®) 1 BA)
+¢'(—cA —6A"3 — 3A'3, + 34" ?)
+q"(3A" —3A'3) + Aq®®).

Proof. Direct differentiation, see [54], Proposition 2.2.

Claim 21. Recall from (2.4),
B= > ardQ(y)
(

kl)EXm

(L.8)

Then, for some fixed numbers &,1{71, di’l, a1, ar,y with (k, 1) € £,,, depending only on a; y with

(K',1') < (k,1), we have

B = Y e pes,, aic (QF) (ye),

Bez = Z(k,zl)flzm i, QN (ye) + Z(k,kz);fm Az, QE(ye) + O(Q2 + cQ?),
B = Z(k,]i>>e_§m a1 Q8 (ye) + O(Q2 + c@QP)

(6%)z = Z(_k,]lc)fzi?m a1 (QF) (ye) + O(Q2 + @), and

B = Z(k,]i)f?’z; g1 QF (ye) + O(Q2 + cQ?).

Proof. The proof follows by elementary calculations from (2.4).

In the next lemmas, we expand the terms in (L.6).
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Lemma L.3.
1= > QMo 2(Q) ~ 3Q) (1) + (@) (v) (-301,Q" )]
(k1)eXm

+ Y QI FL) + (@Y (1) GLw)) + FOQulwe)),
(

ke l)ES
where
I _ A ol D
Fio=Go=F =G =0,
I 2 3 / I 3 2 "
Fyo = 3“1,0Q( )+ a1,0Q 0 ma, Gy = 5%,0@ ;

and for all (k,1) € ¥, Fyl; € Visodd, Gy, € Y is even and depend only on ay y for (K, 1) < (k,1).

Proof of Lemma L.3. We have (here’ denotes derivative with respect to y)

I = R+ (Row— R+ f(R)):
= —(1-0)BQ +(f(@)1-3)-Q(1L-8)+(Q"(1-p) QB
= (Q"-Q+f(Q) +Q¥(=33+35% = 8°) = 3Q"(Br — BB:) — fox@ — BF(Q)) + cBQ’
= —[38Q% +3Q"B, + B(f(Q))] +38°Q® + 388,Q" — Bra@ + Q" — F*Q®

Hence using Claim 21, we obtain

I=a10(2f(Q) - 3Q)'Qc(ye) + a1,0(—3Q")QL(yc)
+ (a20(2f(Q) — 3Q)" + 347 Q) + a1,0Q"0m2) Q2 (ye)
—|—(a20( 3Q//)+2 10@”)(@2)( c)
+ > Hara2£(Q) = 3Q) W)QF (ye) + ara(—3Q") (1) (QF) (ue))

k+1=3,4
+ S HELQE ) + GLIQY (we) + FOQu),
k+1=3,4

where forall k +1 = 3, Fk{l € Y and Gi,l € ), as claimed in the statement of the Lemma. [

Lemma L.4.

M= 3 ¢ (QRw) B + (@Y ()G w)) + 0@ ™),

where for all (k,1) € ¥, and for all p > m + 1, Fk“l’ ,GIL k1 € Y and are odd and even respectively.
Moreover, for m = 2,

Fii=(f(Q). Gih=r@Q), Fi=c{i=0o,
1

Fih = (G1'(Q) ~mof Q). Gly= (@~ 1.

Finally, if m = 3,

Fll(l) = (f/(Q)>/7 G{,[o = f/(Q)a Flli = G{,Il =0,
1

il = (5@ - a0/ @), Glh=5f(@Q).
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Proof. First define IT := f(R + R.) — f(R) — f(R.). Note that

i = f/(R)R+ 5 (RR: + g [O(R)RS — f(R) + o fO(R)RE + O(RY),

Thus taking derivative

M= (@)1~ B)Q+ [+ (" Q)1 - HQ + 3 Q@) + (FP Q)1 - 5@}
FE QU@ + 5 (FO@QYQE+ 5 Q@Y ~ (F(QU)) +0(Q)). (L.10)

Here we have to identify two different results, depending on the value of m. For m = 2,
namely, the quadratic case, we will need only up to third order terms. After replacing the
value of 3 given by (L.8), we will obtain (recall that p > 3)

= (f(Q)Q+ /(@ + (@)~ arof (Q)QE + (57(@Q) ~ D@2 — aa((Q)) e

1 1 1

+H( Q) = 5m0f"(Q) — a20f'(Q))' Q2 +  FPQ)QY) —£(Q)) = (h1(Qe)) +O0(Q))-

It is easy to check that every term depending on y up to order Q?, (Q2)’ is indeed in the class
Y. Even in the worst case, p = 3, we will have the cancelation

IPQUQY @) = LAY @@

with 1 £(Q) e .

Let us consider now the cubic case, m = 3. The procedure is completely similar, although
we must keep the fourth order terms. We start by replacing 5 in (L.10) and collecting similar
terms

M= (F(Q)(-HQ+ F QR+ 3 (Q) (1~ BQ2+ 3 (QU@ + é(f(?’)(Q))’(l - 9)Q:
+éf(3)(Q)(Q§)’ o (FOQYQE+ o/ OQQL ~ (F(Q) +0(QD)
= (FQ)Qe+ F(@QQ+ (31"(Q) — arof QYR + 5 7(@Q)(Q2

(F9@ ~ Ja10f"(Q) — a0 (Q)QE + (V@) ~ QY — a1 (f(Q)) e
g M@~ oo V(@) - goas"(Q) ~ asol (QVQL+ 5 Q(QY

—(eQ2 + f1(Qc)) + O(cQ3 + cQ + QD).

It is straightforward to check that every function depending on y is indeed in ). The only
complicated terms are (note that p > 4)

1@ — 1= 2o — Do - 2)e@ + £ 17(Q) € Y,

which is in front of (Q2)’; and for p = 4, facing (Q%)’ we have

1 1 1
5/ Q@ -e=ct Qe =51V Q eV
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Lemma L.5.

I= > Qo) (~ LAk () + (QF) (o) (—LBia) +34%; + (@) Ar)))

(k,l)eEm
+ Z c (Q’é(yc)FﬁI(y) + (Q’é)’(yc)Giﬁl(w) +0(QI "),
(k,l)eEm
where
Fly=0, Gif= Fl1=3A41,+3B/y+ f(Q)Bo, Gi}= 331,0,

Fy = —a1,0(34] 0+f(Q)A1,0)’—(3A’170+SB + ' (Q)B1,0)dm

1
Gl = —5a10 (9410 + 3B + F(Q)Bro) — (Ao +3B1,0)dma,

and for (k,1) € X, Flj, G1, depend on Ay, Bk/ v such that (K',I') < (k,l). Moreover, if Ay s
are even and By y are odd then FkI { are odd and G} 1 are even.

Finally, the following important property holds. Suppose (IP) holds for any (k,l1) € X, with
k + 1 < 2. Then we have a sharp decomposition for each high order source term:

1. Form = 2,
10
Fyp =0, Gig = -5 Asg, Fpi' =0, Gof = —A11434s0, Fip' =G13 =0 mod Y.
(L.11)
2. Form =3,

B Gl Pt ey, G =340, Fi{' =0, Gijj =-3430 modY. (L12)
Proof. We have, thanks to the linearity of the operator III(-),

W) = - o (T )@k (3e) + T Bra(y) (@) (ue)) ) -

(k,1)EXm,

In what follows, for commodity of notation we omit the variables y, y., if there is no related
confusion. First, we compute ITI(A4; o(y)Qc(y.)). By Claim 20 and the definition of 3, we
have

II(A10Q:) = —Qc(LA1p) + Qu(3AT o+ f(Q)A1p)
Qe(—3pAT) — BA ;- :wx 10— AL oBee + AL, — B(f'(Q)A10))
+Qc(3ﬁ2A + 360, A 63A +cBAY )
Qu(— CALO - 6141,05 - 3A1,oﬂx + 3A1,052)
+Q;’ (3470 — 3A47,08) + 41,0QY
= —(LA10)'Qc+ BAT o + f(Q)A10)Q. + 3AT 4cQe

9
—(3a1,047 o+ a1,0f (Q)A1,0 + 3A1,00m2) Q7 — (Eal,DA/{,o + A1,06m2)(Q2)

+ > AFnQ + Gri(QF)) + 0(cQ3 + Q2 + Qo).

3<k+1<4

_|_

Moreover, by hypothesis A; g € )V so we have all the source terms F}, ;,Gi; € ), as can be
verified directly.
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Now, we compute ITI(Bj o(y)Q.L(y.)) in a similar way:

ITI(B10Q.) = —Q.(LB1o) +Q.(3B{o+ f(Q)Biyo)
Qu(—3BB{Y) — BB}, — zwx 70— BloBee + BBy — B(f'(Q)B1,))
QLBE*BEY) + 366,81, — 3° B + ¢BB} )

+QC(—cBL0 — 6B/ — 33170@5 + 3B 3%

+QP(3B1 o — 3B oB) + B1oQY

= —(LB10)'Q. — Qg(3B¥,o + f(Q)B1,0)0m2 + (3BYy + f'(Q)B1,0)cQ.

9
—(3a1,0A7 o + 10/ (Q)A1,0 + 3A106m2) Q2 — (501,014/1',0 + A1,00m2)(Q2)

+ > AFQf + Gri(QF)) + 0(cQ2 + Q2 + Q).

3<k+I<4

Suppose now that 2 < k£ + [ < 4. Here we will use (IP) for k + [ < 2 to discard several
terms of a tedious but direct computation. Indeed, from Claim 20 we have

III(AQF) = —QF(LAL) + (QF) (4L, + (Q)Aw)
(—3A) — pAy, wx fi = Al iBee + BAL, — B(F(Q)Ary))
(36°AL) + 308, A%, — B2AL) + cBAL))
+H(Q) (—cAry — 647 ﬁ — 34}, 8. + 347,57
+(Q§)//(3Ak,l — 343.,8) + Ak,l(ng)(g)
= —QELA) + (@) BAL + F(Q)Ak1) + Apt(Q5)® — Agie(QFY
+ Y L FEerQF +Grr(@F)) + 0(cQE + Q2 + Q).

(k/7 /)EE’IIIL
(kD<(K1)

+Q*
+Q*

Here ¥/, C ¥, is the set of indices of third order in ¥,,,. More specificaly,
¥, :=1{(1,2),(2,1),(3,0)}, ¥%:=1{(2,1),(3,0),(4,0)}. (L.13)

The terms describing Fys ; and Gy with (k/,I') € ¥, are in Y provided (IP) is satisfied for
every (k,1) € ,,\X),,.

Now note that from (L.5)

k(2k +m — 1) _ k(2k+p—1) .
k\(3) _ 1.2(.0kY _ ktm—1y/ _ k+p—1y/ k+p
(@) = K (@b - == (@YY — ek = TR (QET) + 0(QE),
We can finally conclude that
I(AgQc) = —Qe(LAky) +(Qc) (BAL + f/(Q)Aky) + (K = 1) Aguc(Qe)
k 2]{3 + m—1 m— ’ / /
ORI D g @Y b YD L (For @+ Grn@))
(k' V)ESY,

0(cQ2 + Q2 + 2Q.),

where, as described above, the terms Fj » and Gy with (K, I') € ¥/ are in Y provided (IP)
is satisfied for every (k,1) € X,,\X/,,.
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On the other hand, the terms of the form
(B (QF)), (k1) € B, 2<k+1<4, (L.14)

can be treated in the same way as above, and we only write the final result (see the computa-
tion of ITI(B; oQ..) for example):

LB (QY)) = —(QY(LBry) + Bri(QY)™W — Byi(cQk)”
+ > I (FrrQF + Grr(QF)) + 0(cQE + Q2 + Qo)
1<k’<4

= —(@)(LB)'+ > dFvrQ +Gur(QF)) +0(cQi + Q1+ Q.).
(K", 1")ex,,
(kD)(K'I")

To obtain (L.11) and (L.12) we only evaluate the expressions for III(A;CJQ’C‘?) and
II1(By(QF)") for each (k,l) € ¥, with 2 < k + . The final result follows from the sum
of each term ITI(A;,;QF), III(By (QF)) for (k,1) € %, discarding localized terms. This
concludes the proof. O

The final term reads

Lemma L.6.

V=Y ¢ (QEWIFL () + Q) )G W) +*0(Q), (L.15)

1

Fyy = i(f”(Q)@AI,O +430)), Gio == [f"(Q)(2A10+ AT o) + (f"(Q)(Bro + A10B1,0))],

and for (k,1) € 3 (see (L.13)), F,CIY, Gé‘f depend on Ay y, By p for (K',1') € Ty, with (K1) <
(k,1). Moreover, if Ay v are even and By y are odd then F[[} are odd and G} are even.

Finally, suppose (IP) holds for (k,l) € ¥, with k + | < 2. Then the only non localized terms for
(k,1) € X, are given by

1
FjY =0, G3Yi= 5 f1(Q)(2A11 + Bfy) mod Y, (L.16)
and
1
Fig =0, Gi=f"(Q)(Asz0— gBio) mod Y, (L.17)
for the quadratic case, and
Gl = %f(B)(Q)AQ,O mod Y. (L.18)

in the cubic case.

Proof. As above, first define IV := f(R + R.+ W) — f(R+ R.) — f'(R)W. Note that, using
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that R := Q(y) and R, := Qc(y.),

V= (F(Q+Q0) - F@QIW + 5@+ QIW? + £ /(@ + QW
5 D@+ QW + O(W)
= (@@ + 5 I @Q + £/ V(QQ + 0@

FU(@) + FPQQe + L Q2+ 0(Q0)IW?

HlFOQ) + Q@+ 0@ + 5 f QW +0(QY)

= FQUQW + W)+ QR + Qe+ W)
1

Loy las 1 o0 1 3, 1oy 5
+of (Q)(BQCW+2QCW + QW+ 5 W ) +0(Q2).

Now, the final value of IV depends on the different values of m. We will proceed carefully
in both cases.

Case m = 2. Here we consider only up to third order, namely

v = % F1(Q)(2Q W + W?) + %f(?’) (@)(Q2W + W?Q. + %W?’) +0(Q)

First of all let us consider the third order term IV3. A quickly computation using (2.6) gives
us

1
QW = Al,OQi + gBl,O(Qg)/ +0(c*Q.),

and
2
W2Q. = A7 ,Q2 + gAl,OBl,O(Qg)/ +0(’Q.), W? = A} Q2+ A10B10(Q2) +O(EQe).

If we suppose A1 ¢ € Y and B; o bounded (this is actually the case), we will obtain
- < o1
Vs = Fyg°Q: + (G0° + 5/ (Q)B1o)(Q2) + O(¢" Qo).
where F?)I})/S, Gé:‘(/):“ € Y. Moreover, for p > 4, actually f©®)(Q) — 6u(c) € Y, because of

FOQ) = 6pule) +p(p — 1)(p — 2)Q* > + £P(Q).

Now, let us compute in detail the term IV,. These terms above are important because they
will give us source terms of second order. Now from the definition of W in (2.6) it is easy to
check that, up to third order,

1 1 2
QW = A1 0Q* + 531,0(622)’ + Ay 1eQ? + 531,1C(Q§)/ + A9 0Q3 + §B2,O(Q§)/ +0(3Q.),

and
W? = A}Q2+ A10B1o(Q2) + (2410411 + B} 0)cQ? + (A10B11 + B1oA11)c(QF)

2 2
=B )Q: + g(Al,OBQ,O + Bi1,0A20)(Q2)".

+(2A1,0A2,0 — 3
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From here,

Va = S/"(Q)A10+ A0)@ + 5 7(Q)(Bro + AroBio) (@)

1 i 1 i
+3 /" (@Q)FEY? + 2411 + Bi)eQ? + 5 /"(Q)(Go)? + Bua + A11B10)e(Q2)'

1 i 2 1 i 4 2
Jr§J”"(CZ)(F3[,‘()/2 + 2420 — gBio)Qi’ + §f”(Q)(G§,‘62 + 5820+ §A2,031,0)(Q§)'
+O(CSQC)7

where for k£ + [ = 3 it is satisfied FkI’Yﬁ ng € )Y, provided A,y € Y and B g is bounded
(namely (k,1) = (1, 0) satisfies (IP)).

Putting all this information together, and after derivation, we obtain (note that p > 3 and

(f"(@) €l
IV = (IVy+1IV3+0(QH).

= LU B2AL+ A )@+ L (Q)2A0 + AV (1 - )@
F51"(@Q)2A10 + A20)(Q2) + L (@) (1~ A)(Buo + AroBro)(Q2)

+57(@Q)(1~ B)(Buo+ AvoBio) (@2

1
+Fy 1 Q7+ [Gol + 5 f"(Q)(2A11 + By))(cQ?)

Y + Q) (Az0 — B0 @) + [GRF + /(@) Bao + 5 A20B10)] (@)
+0(*Q.),

= SIQEAL + A7) Q2
517 (Q)@A10+ AR o) + ((Q)(Buo + AroBro)) | (@)

1
1 Q2+ [Ghl + 5[ (Q)2AL1 + BYo))(cQ?) + Fig Q2

HGRY + 7(@)(As0 — 3 B (@) + O(PQ0)

where FQI v, GQ{, F?,I ¥ and Gé}g are Y-functions provided property (IP) holds for k+1 < 2. We
finally get the Lemma in the quadratic case, the decomposition (L.15), (L.16) and (L.17), with
the desired properties.

Case m = 3. Here we consider up to fourth order in our computations. First of all, we write

V= F@EQW + W)+ L fDQUQIW + Q. + 1)

1 1 1 1 1
+5 FPQGQIW + QW2 + 2QW? + W) +0(Q7)
= IV +1IV3 + 1V, +0(QD).

From now on, and for the sake of simplicity in our computations, we will consider that
property (IP) holds for any (k,1) € 33 and that A; o € Y. We recall that in the cubic case, our
correction term is given by

W = A10Qc+ B1,0Qc + A11¢Qc + Bi1cQ;
+A420Q7 + Bao(Q2) + A30Q% + Bso(Q2)'
+A216Q% 4+ Ba1c(Q?) + As0Q2 + Bio(QY).
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Let us first consider the term IV 5. Note that

1 1 2
QW = A oQ*+ 531,0((0?2)/ + Ay 1eQ? + 531,1C(Q§)/ + A2 0Q3 + ng,O(Qi)/

3
+A30Q% + 133,0(@01)/ + 0(cQ? + Q).
Using (L.4) we get
w? = ch + B} 0Ql2 + A3 ch
+A10B10(Q%) + 241 0A11¢Q? + A1 9B11¢(Q?)

4 3
+241 0A2,0Q% + §A1,OBQ,0(Q§)/ + 241 0A430Q% + §A1,OB3,0(Q§),

2 1
+A11B10c(Q?) + §A2,OB1,O(Q§), + 5143,031,0(@21)/ +0(c@Q2 + QD)
= A} Q%+ A1oB1o(Q2) + (2410411 + B%O)CQQ

+(A11B10 + A10B11)c(Q2) + 241 0A420Q3 + =
1

3

(2A1 0B2 0+ A2 OBI 0)(Q ),

+(241,0430 + A3 — 5330)@3 + 5(3A1,OB3,0 + As30B1,0)(Q2) + O(cQ2 + QD).

From here, and using the (IP) property, we get (note that f”(Q) € ))

Vs = S7/(@Au0+ 4@ + 3 '(Q)(Bro + AvoBio)(@)

n Z FIVsz+GIV2(Qk) ) —|—O(CQ3+Q?)7

(k,1)ex

where 23 was introduced in (L.13), and FkI ‘1/2, G[ Vze .

Now we deal with IV 5. Here we have

1 1
QW = A1 0Q2 + §B1,0(QZ’)/ + Az0Q¢ + 132,0(623)/ +0(cQ2 + Q7).

and
QW? = A3,Q+ %Al,oBLo(Qi’)/ + 245 0 A20Q
+%(2A1,OB2,0 + A20B10)(Q2) + O(cQ; + Q7).
Finally
w? = Ww

2 1
= ALQI+ 34108, O(QS)’ + 247 A2,0Q¢ + 5 (247 0 Bao + A1,0420B1,0)(Q)

1
+3B10A (@) + A1oB1oA20(Q)

+A50A7 0Q¢ + *Az,oAl,oBl,o(Q ) + A 0B20(Q2) +0(cQ? + Q)

= A,Q%+ AT B1o(Q2) + 3A% g A, 0Q4 ( 10820 + A1,0420B10)(Q2)

+0(cQ? + Q2).
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From here, and using the (IP) property, we get

IV = *f(?’)(Q)[ Blo(QS) + AgoQt + <2A2,031,0+32,0><Qg)q
+ Y ek Gi?(@ﬁ)’)w(ccziwi),
(k,))exy

where E;) was introduced in (L.13), and FkI ‘1/3, GI Vs e .

Finally, fourth order terms are easy to compute:
- 1 -
QW = A10Q: + ZBI,O(QACL)/ +0(Q¢ +cQ2),
1
QIW? = A7,Q¢ + 5 A10B10(Q0) + O0(Q2 + cQ),

3
QW™ = A oQe + A1 Bro(Qe) + O(Q2 + cQo),

and
W = At 0Q1 + A3 B1o(Q2) + O(Q2 + cQ?).
As we have supposed A1 € YV ((1,0) satisfies (IP)), we will obtain

3 il i 1
IVy = FIUQ + (G + 57 /D (Q)Buol(@2) + 0(Q2 + @),
where F4H0/4, GIV“ €.

We finally collect the expansions of IVz, IV5 and IV4. We derivate to obtain

IV = (I~V2 + I~V3 + I~V4 + O(Q?))x

SF(@) 2410+ 430/ Q2 + 5 7O(Q) Aso(Q2)

2
+% [f”(@)(zAl,o + Al o) + (F"(Q)(Bro + A10B10))1(Q2)
+ > AEYQE+GI@QE) + 0@ + QD).

(k1)EeSy

where, as we have emphasized, ka ‘l/, G € Y provided Ay, i, By p satisfy the (IP) property

for (k',l') < (k,1), as is the case. Here we have also used that (f”(Q))’, (f*(Q))" € Y for all
p > 4. The set E;) was defined in (L.13).

Let us finally prove (v). From (i), the rest term £(t, z) is a finite sum of terms of the type
Q¥ (ye) f(y) or H(QF) (ye) f(y), where (k,1) ¢ X,,. More specifically, this means k + [ > 4
for m =2 and (k,l) = (1,2), (3, 1) or higher order terms (excluding (k,!) = (4, 0)) in the case
m = 3 (see the definition of ¥, in Section 2.1). Here f is a bounded function such that ' € ).
Thus, we easily conclude, using Claim 15,

1€ i ry < KHmrta),
as desired. This finishes the proof.

O]

Putting together Lemmas L.3-L.6, we obtain Proposition L.1, in particular, the explicit
expressions of Fj,; and Gy for 1 < k41 < 2.

O
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M End of proof of Proposition 2.6

Continuing with the proof of Proposition 2.6, we show now the existence of a nonzero resid-
ual term appearing after the collision.

M.1 General computations

We proceed to compute the constants b o more explicitly. In the course of the proof we will
made use several times of the equations satisfied by the functions Ay, By, ay, for (k1) =
(1,0) and (2,0), cf. (2.18)-(2.19) for the system (€2 ) and (2.23)-(2.24) for the second one.

Claim 22 (Explicit value of b ). Suppose f as in (1.10). Then the following expressions for
the by o coefficient hold.

1. Case m = 2.

1

1 1
bag = —5521)’,0 t1 / (f"(Q) —2)(1+ A10)* — 2b1o + 3 / Aro(1+ A7)
R R

—aro /R QAo — Sat /R Q@+ Lol /]R QIQ — f/(Q)(1+ Ay )]

3 1 x
— 1010 /R[f/(Q)(l + A1) + 347 o] A0 + 5 /RBLO[?)A/LO + f/(Q)/O (A1 + a10Q)]
+3a? / Q"Ap . (M.1)
1,0 . 1,0
2. Case m = 3.

1 3 9
bap = 4/f"(Q)(1+A1,0)3—4a1,0/f/(Q)(1+A1,0)A1,0+404,0/14/1270
R R R
1 3
—a%,o/ f/(Q)Q(1+A170)+3aio/Al,oQ”—aio/ Q" (M.2)
2 R R 4 R

Proof. We treat first the cubic case, being easier. Let us start with (2.31) and (2.32). In this case,
we have a priori chosen A,y € ), so that 72 g = 0, and then from (2.20)

1 - .
bao = 3 [ — al,o/ G2,0Q — al,o/ FooP + / FooP + / GZ,O} M.3)
R R R R
where Fé,o = Fy, Fy9 € Y. More precisely,
~ 1
Fyo:= if”(Q)(l =+ A1,0)2 + 3“%,0@” — a1,0(3A/1/,0 + f1(Q)(1 4 A1p)).
First, it is easy to see from (2.28) by using the (IP) property for (k,1) = (1,0), that
1 " 2
G270 = 5 f (Q)(l + ALO) . (M4.)
R R
Secondly, from (2.21), (2.11) and (2.15), pP— a1 0P = A1+ a1,0Q, and thus

1 ~ ~ 1
boo = = [a1,o/(F2,0 — Gao)Q + / Fr0A10+ / F1(Q)(1+ A1p)?|.
2 R R 2 Jr
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It is clear that
= 3 3 3 1
Fog=Gap = 5ato@" +arol5Alo ~ f(QU+Ar0) + 5BIS + 5 (/' (Q)Bro)]
1
—§(f”(Q)(1 + A10)Biy)".

From here, after several integration by parts,

/ (Fyo— Gap)Q = —Sa?, / Q2 +ag / BAl, — FQ)1 + A10)Q
R

2 B2
—a1o/B1o3Q"+f /BIO )'(1+ Aro)
= —5ebo [ @ [ G4 - FQ+ 4100
+5 [ Blr@)(+ A 0B —27@Q)) (M5)

But from (2.18), (E(l + AI,O))/ = (1 — fI(Q) + [:AL())/ = —a170(3Q - Qf(Q))/ On the other
hand, expanding (£(1 + A1))’, we get

(L + Arg)) = —AF) + Al o — (F'(Q) (1 + Ar0) — F/(Q)A] .

From here, the quantity in front of B; o in (M.5) is nothing but LA ;. Coming back to (M.5),
and using the equation for By o (2.19), we obtain

~ 3 / 3 " ! 1 /
/R(F2,0—G270)Q = —QQ%,U/RQ2+611,0/R[2 10— Q)1+ A10)]Q — Q/RALO(CBLO)

3 3
= —26&0/ Q’2+2/A’1270+3a170/ Q"A1p
R R R

—ar0 [ F(QQU+A10) 5 [ FQ+Avn) v (M)

Finally, an easy computation shows that

~ 1
/F2,0A1,0 = 2/f”(Q)(l+A1,0)2A170+3a%,0/ A10Q"
R R R
—aro [ (BALy+ F@(1+ Avo)drg M)
R

Collecting (M.6) and (M.7), we get
1 1" 3 3 ! 9 2
/ Q)1+ Arp)” — 1810 /R FQ)1+ Arp)Arp + a1,0/ Ao

-3 10/f +A170)+3a%70/RA170Q”—a O/Q/2

as desired.

Let us treat now the quadratic case. The procedure is similar, but more involved. Now
we assume that vy, o = —%bio as in Proposition 2.6 (i), and consider (2.31)-(2.32). We get

1 1 _ r _
b270 = - [ — 76%0 / (P — a170P) + / F270/ (aLoP — P) + / G270 — aLo/ GgpQ}.
2L 277 )k R 0 R R
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Now several remarks. Note that from (2.21) and the definition of P in (2.11) we have P —
a1 0P = A0+ a10Q, and from (2.22),

/(P — aLOP) = 2[)170.
R

Second, note that from by o = £ limy, B o and limy, f"(Q) = 2,

1 1
[ Gro=3 [7"@-2 [ Ao=abo+3 [ 1@+ 4p)

On the other hand, from (2.25), 5y = Fio — f'(Q)By o, where Fy o € Y and is given by

- 1
Fro = —(3A10+3Bjg) + §f”(Q)(2A1,0 + A%,o)

Cano(3A%0 — Q + Q)1+ Arg)) +3a20Q" + ~(F"(Q) — 2).

5
Thus,

/RFz,o /Ox(al,OP_P) = /RF2,0(P—611,0P) +/Rf,(Q)Bl,o /Ox(P_al,OP)

= /FQ,O(A1,0+G1,0Q)+ f/(Q)Bl,O/ (A1 + a10Q).
R R 0

Repeating the same computation for the cubic case, we obtain

/RQ(F2,0—G20 = _2/QA10 6110/@ +a10/Q To+Q— Q)1+ Aip))
3 / [F(Q)(1 + A1) +3A7 5 — 3a1,0Q"] A1 0,
R
and
n 1 " "
/RFZOALO = _/RALO(?’ALO + 33170) + 3 /R f (Q)(QALO + A%’O)ALQ + 3a%0 /R Q" A1

—ar0 [ (34— Q+ Q0+ Ao Ao+ 5 [ (7(Q) =2

Collecting the above identities and after several simplifications we get

1 1 1
boo = _ibiO +1 / (f"(Q) = 2)(1 + A10)* = 2b10 + 5 / Aro(1+ A% )
R R
1 3 1
—g0 [ @ano—Jate [ @2+ 5ty [ QUQ-1(Q+ A1)
R R R
3

oo [1F@U+ a0+ 3480 + 5 [ Braidio+ (@) [ (Aro+a10)

+3CL% O/ Q”ALQ.
T JR
The proof is now complete. O
The objective is now to give the first order terms for the coefficient b2 . For this, we

consider separate cases. It turns out that computations in the cubic case are easy to carry out.
We first deal with this case.
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M.2 Cubic case

The objective of this paragraph is to prove the following

Lemma M.1 (Asymptotic expansions, case m = 3). We have

where

bao = 65’05 + o(e).

o _ =1 -3)p*-3p+8) »
b%,O =:Cp == 8(p — 2)(]3 + 1) } /R(QO) . (MS)

In particular, for any p > 4, by o(e) # 0 provided 0 < |e| < g for g9 small.

First of all we start with an auxiliary

Claim 23 (Asymptotic expansions, basic functions). Suppose f as in (1.22), p > 4. The follow-
ing asymptotic expansions hold.

1. The soliton solution () can be expanded as

Q=Q"+eQ" +o(e), oc) €, (M.9)
where Q¥ and Q! satisfy the equations
(@) +Q° - (@)’ =0, £°Q':=-(@Q") +Q'-3(Q")’Q" = (Q")".  (M.10)
Finally,
F(@Q) = (Q°) +e(3(Q°)*Q" + (Q°)7) + o(e),

F(Q) =3(Q%2 4+ £(6Q°Q" + p(Q°)P™1) + o(e), (M.11)
Q) =6Q° +£(6Q" + p(p — 1)(Q°)P~2) + o(e),

where every term o(¢) € Y uniformly in e < .

. The operator L satisfies

L=1LY—¢e[6Q°Q" +p(Q°)P 1 +o(e), L%=-02+1-3(Q"> (M.12)

. From (2.11), (2.12) and (2.15), the test functions P, P and P satisfy the following relations

AQ = AQ" +eAQ' + o(e) € Y where AQ" := (2(Q°) +Q°), L°AQ" = —-Q°
and LAQ" = (6Q°AQ° — 1)Q" + p(Q°)"TAQ".

(M.13)
Moreover, the following identities hold
/ AQY = 0,
R
AQ" = [ -1+ (@ +6Q°AQ° - 6(Q")*AQQ!

R R

4 [ (@r7AQ°0 - (@), (M.14)
R

. Integrals. For any p > 1,

opt+2 _ 2P 0\p 0y2 _
L@y = @y [@r-a (M.15)
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5. Let D(c) = [, AQQ. Then
D(e) =1+ 0O(e). (M.16)

6. Inverse functions. The following identities hold

£ T0(QY) — Q0+ S(QY) = 200 — (@) (M.17)
L2Q°(Q%)) = —4(Q%)* + 3(Q")* — 32Q°(Q")'(1 - (Q")?), (M.18)
£1Q"" = —15(Q")* + 7(Q")°. (M.19)

Proof. First of all, (M.9)-(M.12) follow by Taylor expansion in . Concerning (M.13), it fol-
lows from (M.9)-(M.12). Let us see (M.14). From the definition of £L°AQ! and the identity
£0(Q%)? = -3(Q")?, we have

/EOAQI /AQI /QO ,COAQl

[ 8@t = [11-@)e°8Q! = [ 1= @)PI[60°AQ° - 1Q" + p(@") ' AQ,
R R R

where we obtain (M.14).

thus

To obtain (M.15) we use integration by parts and the explicit function Q°(z) := V2

coshx”

We prove (M.16). It follows from the fact that
1 1 1
[ @40 =5 [ Ga@ Py + @) =1 [(@)P=1

Finally, (M.17)-(M.19) are obtained by simple differentiation. We left the proof to the reader.
O

Claim 24 (Asymptotic expansions, case m = 3). The following expansion hold.

aio = a(l]’o + Eaio + o(¢), a(l),o =0,
Arp=AVg+eAig+o(e), ole) e, AY,=-(Q? (M.20)
Biy = B?,O + EB%,O + o(e), B?,O = —2¢p0 — %\/577(@0)/'

Here aio = [p AQ' and Aio, Bll’0 satisfy the following linear system

{(LOA% o) +01o(3Q° = 2(Q0)°) = (6Q°Q" +p(@) ) (1 + AY))',
(L°Bi o) +3a1 o(Q%)" — 3(A1 )" — 3(Q°)*A1 5 = (6Q°Q" +P(QO) D+ AD ).
(M.21)

Proof. We start with the zeroth order system. From (2.18)-(2.19) and using Claim 23 we get

(LY°AY ) +af 4(3Q° — 2(Q)*) = (3(Q")?)".
(LB o) +3a9 4(Q%)" = 3(AY )" = 3(Q°)* AL, = 3(QY)*.

It is easy to verify that af ; = 0, A ) = —(Q°)? € Y and B ; = —2¢" — 327 (Q")’ satisfy this
system with the required properties. In particular,

/ BY,(Q) =
R
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Concerning the system (M.21), it follows directly from (2.23)-(2.24) and using Claim 23. We
will not solve this system explicitly, but we only compute the constant aj .

Indeed, from (2.20) and Claim 23, we have a; g = a(l),() + aioe + o(e), where

0 fR AQ° 1 fR AQ' / 1
aj o = =0, and aj4:= = [ AQ".
L0 AQOQO O L AQOQY T g
This finishes the proof. O

We finally prove Lemma M.1.

Proof of Lemma M.1. From (M.2) and (M.20) we have by g = b3, + eb 3 + o(e), where

1 1
o= [ 60°0+ AL = 1 [ 6Q°1 - (@) =0,

and
o = 1 60" +50- 1@ +5 [ Q- @ral,
+ado] [@P0-@)Q) + /R @@ —§<Q°> )]

From (M.17), the selfadjointness of the operator £° and by using (M.21), we get

/ Q1 pal, = 3 / (—32(Q%) — 5Q° + 2(Q°)*)° Al ,
4 R ’
= Salo [ (G0(Q) +5Q° - 2@"9)6Q° - 2(@%)
R
-5 [@0(@) +50° - 2Q°)(60°Q" + Q")) (1 - (@)
R
Therefore,
by = / Q' S 2(Q%) + (@) — 3Q°(3x(Q) +5Q° — 2(Q°))]

I / Q)21 — (@)D)(p — V(L — 2(Q")? + (Q)%) — 3Q"(32(Q" +5Q° — 2(Q)?)
+5 [ 8@ [ 3o(@ +5" - 2@)6Q" - 2@ +3 [ (@)(5-3(Q")].
Note that, from (M.15)
[ 3@ +5Q" - 2@"BQ° - 20Q")) +3 [ (@)'(5-3(@")) =2
thus from (M.14) we get
e = 5 [ @ —14(Q)2 + 7(Q)* - 62Q°(Q")'
2 /R Q21— (@)D)(p — (L — 2(Q")? + (Q)) — 3Q"(32(Q" +5Q° — 2(Q°)?)
5 (@A - @)
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Finally, from (M.18), (M.19) and the identity £°(Q°)? = —3(Q")?, we have
Lo2(Q°) = (Q")" +22Q°(Q°)] = (1 = (@) [-14(Q°)* + 7(Q°)* — 62Q°(Q")']-

Using the selfadjointness of £° and the equation for Q! in (M.10), and after integrating by
parts, we conclude that

e = 3 [ @@ - @)+ 2@ + b [ @ agi - @)
5 @120 - @l - D1 - 2@ + (@) - 3Q"(32(Q") +50° — 2Q"))

p s 3 ,
- 4(p—1>/R<Q°> 2—4(p2+3p—2)/R(Q°) +

1 4
4 #? +5p+6) /R(QO)ID+ .

(p® + Tp* 4+ 12p + 4) / Q)P

4(p+2) R

Finally, from (M.15), and after some simplifications,

=D -3)p*—3p+3) »
e R e rea Tl A (M2

The proof is now complete. O

Remark M.1. Note that even though the higher regularity needed in our results (f € C° for
m = 3), we are able to take, at least formally, the limit p | 3 in (M.22), recovering the results
from the integrable case (that is, b%,o = 0). This gain of regularity comes from (2.27) and (M.2):
for these identities, we only need f € C3(R).

M.3 Gardner and quadratic nonlinearities

These two nonlinearities are very similar to handle. Although computations are harder for
the Gardner nonlinearity, a simple trick will allow to link both results. As a consequence, we
are reduced to consider only the quadratic case.

Finally, recall the soliton @ 1 introduced in (1.6), well defined for i < %. Given fi,v € R,
fi < 2 and v small enough, let d;;,, be the defect (possibly zero) associated the the nonlinearity
faw(s) == s* — is® + vsP, namely

1
Ay = bao(faw) + SbLo(fp). (M.23)

We following reduction Lemma is the key ingredient of the proof.

Lemma M.2.

Let d(e) be the defect parameter introduced in (2.29) for the nonlinearity f(s) described in (1.22),
m = 2, and let dj; ,, be the defect introduced in (M.23), for fi,v small. Then the following properties
are satisfied:

1. Forall i < 2, v € R small, dg,, is a smooth function of fi, v and for all i < 2,

dpo = 0. (M.24)
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2. Given e small, let ji = pu(¢) and v = €. Then the following expansion holds

B (p —3)(2p — 1)(48 — 46p + 6p* + 4p?) 3 P
dyeye = —€ 2 — T =2 } /R [Qcoshw] +o(e), (M.25)

forall |e| < egandp > 3.

3. The following expansion holds

d(e) = dy(e) e +ole), ase— 0. (M.26)

Proof of (M.26). This is an easy consequence of the definition of f in (1.21), and the fact
that f(Q) = fue)(Q) + o(e), with o(¢) € ). In particular, the soliton @ and each term
a1,0,b1,0, A1,0, B1,0 and bs o depends smoothly in € and can be expanded in a similar way. [J

Proof of (M.24). The smoothness is a direct consequence of the formula for b in Claim 22
and by o in (2.22). We have to prove that for all i < %,

1
b2.0(f70) + gb?,o(fﬂ,O) =0,

In order to prove this identity, we claim the following

Claim 25 (Basic functions). Let Q" := Q.1 be the soliton for the Gardner equation. Then we
have

1. The soliton solution Q° satisfies
(@) +Q° = (@) + A" =0, £%Q°) =0,
where £° := —0,, + 1 — (2Q° — 31(Q")?).
2. From the definition of Q°, we have
AQ" = 3 (a(@") +20) + 15— (@), £°4Q° = ~Q". (M27)
Moreover,

3 9
Q0= 5 [ A=
/]R P? Ik 2p?

3. Resonance functions. Define ¢° := — (%(;),. Then

() = 5@ - @7, @ =1-20"+ L@ (M.28)

4. Integrals. For any p > 1,

- 22p+1) O\vptl 2p 0
QP2 — / QU / Q. M.29
M/R( ) 3(1+p) IR( ) p+1 R( ) (M-29)
Proof. A direct computation, see e.g. Claim 23 for a similar proof. O

Now we proceed to give the explicit value the constants and functions related to system
(Q1,0), see (2.18)-(2.19).
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Claim 26 (Resolution of (21 o) for the Gardner equation). Denote by (a{ 5, A? 5, BY ) the solu-
tion of the linear system (2; ), for the Gardner nonlinearity. Then we have

0 _ 2
ato = 3>
A?,o = _%QO + 1(Q°)?, B(l],() = -2 + "3(1),0(@0)/7
by o = lim, o BY j = =2,

with
3 fr(Q%)* =3 [ Q° 10
o= G (_fﬂig fR)(Qop - T 220 = Foall). (M-30)

Remark M.2. It is remarkable the similarity among the functions solution of the Gardner sys-
tem (€ o) and the corresponding ones for the quadratic nonlinearity (let i — 0).

Proof. First of all, the explicit value of (af , A o, B ;) comes from a straightforward verifica-
tion. More precisely, this triplet is a solution of the zeroth order system

(LAY ) +af 4(3Q° — 2(Q°)% + 2(Q°)%) = (2Q° — 3(Q")?),
('COB?, )" + 3af O(QO) 349 o) — (2Q° — 3/1(Q0)2)A(1),0 =2Q° —3a(Q")?,

which comes from (2.18)-(2.19). In particular, we choose 1,9 such that [ Bf ((Q°)" = 0. The
value of b7 ; comes from the fact that by ; = —2lim o ¢” = —2. On the other hand, from

(2.22), one has
10:—/Q0+ / 0)? = —2.

Now we are able to prove (M.24). (Note that this is also a consequence of the integrability
of the Gardner equation.) First, we claim that

O]

() + (20" = 3@"P) [ (Ao + ato@®) = 3(4%,) ~202Q° = 31(Q"P)" =0,
This is an easy consequence of (M.28) and the values of of A(l],O and a(io. Consider now the ex-

pression for by, m = 2 in Claim 22. Note that the term containing BY{ , disappears. Replacing
the values of af  and AY , and using the recursive formula (M.29), we have

dno :-é@o-/QH+A 20+ - /A pﬂ—;AQM%
5 L@+ [@rn-e-sie)n+ A+ [ (@)a,
-3 / (200 ~ (@)1 + AL) +3(4,)") A%,
S (GOl Hu—)/(QO) (- gu2+§u+290)/R(Q°)3

+M(15u - 5) L@ =5 [ @5 [@r-3at [ @

l\D\\I

2

R —/Q°+/ ")

3b( — (10)%) =0.

This proves (M.24). O
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Proof of (M.25). The proof of (M.25) is a consequence of (M.24) and the simple relationship
dﬂ,y = dﬁ,O + ué),,dw + OV(V) = I/(ayd(),u + 0,1(1)) + OV(V),

valid for any /i, € R small enough. This result says that, in order to prove (M.25), we
only need to compute the defect for first order expansion in v of the quadratic nonlinearity
f(s) = s> + vsP, p > 3. Then we use the fact that i = pu(e) ~ /(=2 and v = ¢ to conclude.
Consequently, in what follows we are reduced to prove that d,dp,, # 0 for all ¥ small enough.

O
Claim 27 (Asymptotic expansions, case m = 2, basic functions). Suppose now f(s) = fy.(s) =
s + vsP. Let Q¥(x) = m be the soliton solution for the quadratic case. Then the
following asymptotic expansions hold.
1. The soliton solution @ for the nonlinearity f can be expanded as
Q=Q"+vQ" +o(v), olv)eV, (M.31)

where Q' satisfies the equation £°Q! := —(Q1)” + Q! — 2Q°Q* = (Q°)P. We also have

F(Q) = (QY)* + v((Q)P +2Q°Q") + o(v),
F(Q) =2Q° + v(2Q" + p(Q°)P~1) + o(v), (M.32)
Q) =2+vp(p—1)(Q°)P2+ o(v),

where every term o(v) € Y uniformly in v < vy small.

2. The operator L satisfies

L=1L0—v2Q" + p(Q")P ] + o(v).
3. From the definition of (), we have

AQ = AQ° +vAQ" +o(v), LUAQ' = -Q"+ (2Q" +p(Q°)P"HAQ". (M.33)

4. Let D(v) := [ AQQ. Then

_ 9 110 01
D(v) = 5 +1/(/RAQ Q —i—/RAQ Q") +o(v). (M.34)
5. Inverse functions. We have
L1 - %AQO] =1- gQO. (M.35)
3 3

£/ -Q%1+ %xQQO) -Q"=1- gAQO + g(AQO)Q. (M.36)
LO)—5+ %QO —6AQ°] = -5+ 16Q° — %(QO)Q. (M.37)

0 20450 170 Jo7 _ o 32 50 170 1o\o
£[2+?AQ —2—762]_2 3Q+27(Q). (M.38)



M.3 - Gardner and quadratic nonlinearities 249

Proof. First of all, (M.31)-(M.33) are a direct consequence of a Taylor expansion of the consid-
ered functions. The expression for (AQ")? comes from a simple computation.

The expansion of D(v) in (M.34) follows from a Taylor expansion and the fact that

[ a0 =] [@r =3

Finally we prove (M.36), (M.37) and (M.38). These follow from the identities £°1 = 1 —
2Q0, EOQO — _(Q0)2, ﬁOAQO — —QOI £0( 2@0) 2@0 4%(@0)/ _ $2(Q0)2, and

Q) = 2@ — 8QU(QY —32(Q") + 5 (Q")
This finishes the proof. O

Now we proceed to give an asymptotic expansion of the constants and functions related
to system (€21 o), see (2.18)-(2.19).
Claim 28 (Asymptotic expansions II, case m = 2). There exists 1 small enough such that for
all [v| < 1, the following holds. Let f(s) = s? + vsP, then the corresponding solution to the
system (€25 o) for this case can be expanded as follows:

2
a1,0:§+yai0+0(y)7 AlO—_fQ +VA10+O( )Eyv b1,0:_2+bi0y+0(y)a (M39)
where v~ 1o(v) — 0as v — 0 and A} ; € Y is a solution of the following linear equation
4, 4
(L043,0)" +a10(3Q" = 2(Q")) = (@Y™ = 3 (0= Q"Y' (M.40)
Finally, the following two expressions are satisfied
1r(p=3)2p - 1) /
1 _ - 0\p
o= 1 L@ (M.41)

and

bio =15 /Alo+ alO/QO /RQl- M.42)

Proof. The proof of (M.39) and (M.40) is direct from Claim 27 and (2.18)-(2.19). To prove
(M.41), first note that from Claim 27

oo = 5[ La-300@ - [ @'a’]
= 2 [ AQUQ Q4@ e - o [ Qe
_ “ e 0 § 042 2£ 0y\p—1 0 = 0
= 5 [ @300+ S0QY+ T [ (@A - Q)
Thus from (M.36) and Claim 27 (i), we get after integration by parts
aho = 5 L@ [pAQ0 - 5400 - QUL - @)1+ 32*Q%) + (@)
2 4
= Sl L@y e-ne + - gy §x<Q°>’ Q)]
1

-3 [ 2@+ 1) - @+ 39Q7]
= 2 7§ 0 Ef% f%L 0\p+1
= 2o )/(Q Py - o ) [ @y

~—

|
%\
@
\/o
hS]
F
—
5
+
S
’,:
+
w
=
Q
A
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Now, recall that from the equation satisfied by QY, [(Q°)?™!]" = (p + 1)(Q°)P [(p+ 1) — (1 +

2p)Q°], so that
, 20 = [ a2y = 2 [ oy
L@y e+ -1+ 500" = = [ 2@y = =5 @y

p+1
In conclusion, from (M.29),

1 2 _/ op , 0 4 2 / op1] 1 (p—3)(2p—1)/ 0\p
ado=5|=3) @7+ (G -gp- =) [ @] =5[] [ @
as desired. Finally, from (2.22) we obtain (M.42). O

Now we deal with the second order system ({23 o) written in (2.23), (2.24), (2.25) and (2.26).
Claim 29 (Asymptotic expansions III, case m = 2). The following identity holds

(p—3)(2p — 1)(24 — 23p + 3p* + 2p?) »
3667 — D(p—2) | [@r

Ovdoylv=0 = — [

forall p > 3.

Proof. The proof of the above result is equivalent to prove that for the nonlinearity fy,(s) =
52 4 usP, p > 3 and v small, we have

(p—3)(2p — 1)(24 — 23p + 3p* + 2p%) »
‘| 367 — D(p—2) | L@ +ow

1. .
dO,u = b2,0<f0,l/> + gbf,o(fo,u) - -

First of all, note that we can expand by = b9 5 + vby o + o(v), with b ; = 3 (cf. [53], Lemma
3.1). By considering (M.1) in Claim 22, Claim 27 and expanding at first order in v, we get
1
o = —Sblo+ ol —1) [ (@20 + AL + 5 [ Aol +3(akg) - alo [ @Al
-5 [aa —/QOAlo—alo/@O) —/(Q°> @)
2t 0)2(1—2(1+ A7 °Q A}
+yelo (@) -20+ [[@Q 1 —201+ 4y)

/ Q'Q 2Q°Aio—(2Q1+p(Q°)p’1)(1+A1,o)]
ko / 2Q°(1 + A7) + 3(450) 140 5 [ PRI+ AL + 348041,
~5 [ 10Q!+p(@P )1+ ALo) +2Q°AL o+ 3(AL)"14%
+3 [ BoCQ 0@ [T+ 300+ 5 [ Blalsatey
+20° [ (o + aloQ + 5@ + 4l / @A+ [@)'aly+ [ (@)aly

Now we arrange the above expression according to aj o, A} o, @', b} o, Bf o and the rest terms.

We obtain,
1 _ P _ 3 2
o = —Sblo+ polo—1) [ @21+ A0 -5 [ (@71 + AL)GAL + 507

+p/BO (QYP2(QYY + /B?OQO/ Alo+= /RA},OFAJréaioJF/RQlFQ

+/B?,OQO/ Q17
3 Jr 0
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where
Fy o= 1+3(4%)2 - %@0 _ S(QO) — (2Q° +2Q" A0, + 3(AY)") — (2Q°AY , + 3(AY)")
~3(BY) + 5 Q)
5= /R QA% + /R Q@Y - g /]R (Q°)*(1+247,)
-1 [0+ 2008+ 3ao) )ty 44 [ (@O Al
and
Fo = —*A? ot (QO) %Qo(l + 214(1),0) -1+ A(I),O)A(l),() 2@03?0 +3 (A? o)

Note that we have used that

r 2
[ Bro@y =0, [ty 500 = -2 (M.43)
Now we use the expressions (M.41) and (M.42) in Claim 28 to have

12 1 _ 4 4 4

brot 2y = —paig+ gpp—1) / Q) (1- Q) + 5 / (@)P(1-3Q")
5 4 . 3 9 Ju 3

_ 14 20 1 68

4o (@1 2- 5@+ QP+ [ o[ -5+ 160" - T@?
R 3 9 2 Jr 9

1y 3200, 170 0,
+ [ @2- o'+ @)
Note that we have also made use of (M.29) with ;i = 0 to obtain
2
3 @-g [ [ Q@) [@Pa2aly
3 12
-3 @0+ 2008+ 3400 A 4 [ (@) ALy = -3
Using (M.37), (M.38) and (M.40), we have

12 1 4 . 4 4
520 + 2b; 0= —ga%,o + Zp(p —1) /R(QOVJ_Q(l - gQO)S + §p /R(Qo)p(l - gQO)
+3 /R [~ alo(3@° ~ 2@°) + 9@ — S(p - Q][ -5 - 640" + T
170 _ 14 20
+ [@rl2+Fae - 20 +p [@r2- 50+ F@)
A simple computation using (M.33) and (M.29) with fi = 0 shows that

/ (8Q° — 2(Q°))(—5 — 6AQ° + B0y = -2,
R 9 5

Thus, replacing the value of a , given by (M.41),
P & 1,08 y

byo + 219 = 178 [—(p 2)5_2? — 1)] /R(Qo)p + 4§p /R(Qo)p(l - %QO)

o= 1) @300 4 p (@2 F @0+ T

+5 [ @y =30 -0@y][-5- 61"+ G

o 102941 [ oo 170 [ ooy
w2 [@r+ 32 [@r - [ @
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Simplifiying, we get
— —1 1 1
bhot bl = P31 / @+ Lo - 1) / (@2~ p(p— 1) / Q!
R 4 R 2" Jr
16 32 2 1 16
= - 0\p o el “ Y2 0\p+1
(G- yr+ 30 [@V+ g+ gt i -zt [@r

Using (M.29) with i = 0 and the fact that p > 3, we finally obtain

T(-32p-1) 1 2p-1)(2p-3) 1 1 (2p—-1)
bl 2yl S ¢ A o e A R — Ip(p— =
20 T 2010 { 18 p+1 36t po2 3PP =5
1 1B 4, p 16 32 2 1 16, / 0yp
MR R VR A e Tl T P 27p)} (@)

 (p—3)(2p—1)(24 — 23p + 3p* + 2p°) ,
- 3602 — 1)(p—2) L@

Let us define, for p real, f(p) := 24 — 23p + 3p? + 2p>. Then we have
f(p) >36 forallp> 3. (M.44)

It is clear that this last affirmation allows us to conclude the proof. Let us prove (M.44). Note
that f(3) = 36 and f/(p) is given by f'(p) = 6p* + 6p — 23 > 0 for all p > 3. This implies
(M.44). The proof is complete. O

Remark M.3. First of all, note that in the above expression we recover the integrability con-
dition of the Gardner equation (p = 3). Furthermore, note that this term is divergent when
we formally take the limit p | 2 and the equation approaches the integrable case. This can
be explained by the higher regularity needed in our results (f € C* for m = 2), to justify the
asymptotics. Indeed, from (2.25) and (M.1) we need at least f € C3(R), and f(s) := s% + es?
isnot C2 at zero as p | 2, p > 2. In addition, the terms in (2.25), (2.26)

1 1
(@ -2, 5@ - 2),
vanish in the integrable case m = p = 2. For the computation in the quadratic case, see

Proposition 2.1 and Lemma 3.1 in [53].
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SOLITON DYNAMICS AND COLLISION FOR SOME NONLINEAR DISPERSIVE EQUATIONS

Abstract

This work deals with long time dynamics of soliton solutions for generalizations of well-
known dispersive equations.

The first part of this work is devoted to the study of existence, uniqueness and global
behavior of soliton-like solutions for slowly varying, but still large perturbations of general-
ized KdV equations. We give an accurate description of the dynamics for all time and prove
in addition the nonexistence of pure soliton-like solutions, a big difference with the standard
gKdV equations.

Next, the same kind of results are proven in the case of nonlinear Schrodinger equations.
We improve all the existing results by constructing a unique global soliton solution in this
regime, and studying in detail its behavior. In addition, under some mild assumptions we
extend this result to the two-dimensional case and under general incident velocities.

Finally, we consider the scenario of a 2-soliton collision between a small and a very small
soliton, for generalized KdV equations. We prove a classification result which completes the
Martel-Merle results —concerning the quartic case— asserting that in a very general framework
the unique possibilities for having an elastic collision are given by the integrable cases.

The proof of all these results are reminiscent of the very recent Martel-Merle theory of
2-soliton’s collision for gKdV equations under different asymptotic regimes.
Keywords : generalized Korteweg-de Vries and nonlinear Schrodinger equations, soliton
dynamics, slowly varying potentials, 2-soliton collision, integrability.



