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Abstract

With the advent of portable devices (e.g., smartphones) and the advances in wireless networking technologies (e.g., WLAN, GPRS, UMTS), the vision of ubiquitous computing is becoming a reality. It aims to facilitate user tasks through the seamless utilization of heterogeneous computing and communication capabilities (represented as services) available in the environment. Service discovery, which is necessary for achieving the above goal, must be aware of the service’s non-functional properties due to the challenges posed by ubiquitous computing, such as device portability and mobility. This thesis proposes an overall solution that supports QoS-aware service discovery in ubiquitous computing environments. Our contribution lies in substantiating QoS awareness in the following three aspects. Firstly, during the process of discovering services, the expiring wireless links resulting from device mobility are identified and avoided since they cause service failures and thus hamper service reliability. Secondly, as multiple services can be discovered, a comprehensive utility function is proposed to evaluate services in terms of their various non-functional properties, meanwhile taking into account the service user’s preferences among them, for the purpose of selecting the best one. Thirdly, to avoid untrustworthy services, a distributed reputation mechanism is proposed to facilitate the evaluation of the service host’s trustworthiness. The above three proposed solutions are extensively evaluated respectively, based on analysis and simulation. They are further incorporated into a middleware that supports QoS aware Web service discovery in ubiquitous computing environments. A prototype implementing the middleware is deployed and evaluated. The results show that the overhead introduced by QoS awareness seems reasonable.
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I

Introduction

In 1996, Mark Weiser summarized the last fifty years of computing history and stated that it had been witnessed two major eras and we were entering the era of ubiquitous computing [Weiser and Brown, 1996]. In the first era of “mainframe era”, many people were tied to a single (mainframe) computer which was mostly run by experts behind closed doors. The second era connected individuals to desktops and laptops and computers became personal. In the third era of ubiquitous computing, one user has access to many computers (devices), which assume various forms (e.g., mobile phones, sensors) and are interconnected.

These devices along with their software components (e.g., a dictionary service) and contents (e.g., a personal blog) pose as abundant and even explosive resources accessible to a user. These heterogeneous resources are often generalized and abstracted as services (e.g., [Czerwinski et al., 1999] Papazoglou and Georgakopoulos, 2003]). Such plentiful services should benefit instead of overwhelm users. It thus requires support of dynamic and efficient service discovery to facilitate the realization of user-centric tasks. As these services can exhibit great diversity in their non-functional properties due to factors such as service providers’ computing power, it calls for incorporating QoS awareness in the process of service discovery, which is the focus of this thesis.

The rest of this chapter is organized as follows. We first elaborate the motivation of our work on supporting QoS-aware service discovery in Section I.1. Then we present the structure of this document in Section I.2.
I Introduction

I.1 Motivation

In order to facilitate the utilization of the (digital) services available in the environment, we address in this thesis the support of QoS-aware service discovery in ubiquitous computing environments, which is illustrated with the following scenario.

On a sunny afternoon, Bob is browsing his schedule on his smartphone while waiting for his friends in a campus cafe. He plans to watch a new movie with his friends and would like to know more information about the movie. With a single click, he gets some reviews on the movie and finds a movie trailer. He browses the reviews, watches the movie trailer and happily finds that the movie seems to be even more exciting than he has expected.

The above scenario can be supported by an intelligent system running on Bob’s handheld. At first, although the cafe has installed a base station for Internet access, it is quite slow as many people are using it for surfing the Internet. Therefore, the system chooses to send Bob’s request for “more information about a movie” through the ad hoc network of handhelds in the cafe. Within a short time (e.g., 0.5 second), the system has collected several movie reviews and also chosen a movie trailer. The reviews come from personal blogs on other people’s handhelds and they are provided for free or 0.01 cybeuro as courtesy (cybeuro is a cyber currency used for buying and selling services). There are actually 4 identical trailers available (e.g., copies downloaded from the film website) in Bob’s surrounding environment. The first one comes from Alice, who is just passing by. The system detects that her smartphone is very likely to get out of reach soon and thus does not even send her the query. The second comes from Conan, who is identified by the system as a “dishonest entity”, since Conan sent a virus during the last encounter with Bob. The other two trailers come from Dennis and Elton. Dennis’ smartphone, however, has not much battery power left and therefore its system accordingly raises the price (in cybeuro) of the service providing the trailer. In addition, Elton’s smartphone is equipped with a new wireless card and can send the trailer really fast. Considering the price and performance, Bob’s system selects Elton’s trailer and presents it to Bob. Note that all of the above actions of finding and selecting services are automatically carried out by the system behind the scene and do not need any user intervention (either from Bob or others).

The above scenario presents an example of QoS-aware service discovery in ubiquitous computing environments (e.g., a campus cafe). Bob’s hand-
I.2 Contribution

This thesis addresses the above issues by supporting QoS-aware service discovery in ubiquitous computing environments. The support is substantiated in three sub-steps of service discovery: service location (i.e., how to find required services), service selection (i.e., how to choose among the qualified services) and trustworthiness evaluation of services (i.e., how to judge the honesty of a service provider).

In chapter II, we study ubiquitous computing system architectures and state the motivation for QoS support during service discovery in the following three aspects: mobility awareness to improve service reliability; QoS-aware service selection to choose the best service instance depending on users’ preferences among service’s QoS properties and price; a robust and incentive compatible reputation mechanism to evaluate trustworthiness of a service provider.

Chapter III surveys the state of the art of service discovery in ubiquitous computing environments, in particular, the handling of the aspects as stated above, i.e., service location, selection and reputation-based trust management. The existing work does not handle these aspects sufficiently, which leads us to devise supporting solutions in the following chapters.

Chapter IV presents Signal Strength based Service Location (S3L) that improves robustness of the discovered services against device mobility for higher service reliability. Using signal strength, S3L identifies the expiring links that are likely to break soon because of device mobility. By avoiding those unstable links, S3L shows considerable improvement in the reliability of discovered services.
As the service location process may find multiple qualified service instances, we describe how to select the one among them that best matches the user’s requirements and preferences in terms of service QoS and price in Chapter V. We first present a comprehensive utility function to evaluate a service with respect to various QoS properties, price and user’s preferences among them. To tackle the selfishness of autonomous devices belonging to different persons or organizations, we use Vickrey auction as a pricing model to motivate entities to reveal the truthful price to ensure the selection of the most suitable service provider.

As devices can be selfish due to resource limitation and misbehavior is possible given the openness of the network, a mechanism for evaluating trustworthiness needs to be in place to avoid dishonest service providers. Chapter VI presents a fully distributed reputation mechanism that combines direct and indirect experiences (i.e., recommendations from others) for evaluating an entity’s trustworthiness. It not only shows robustness against rumors (i.e., untruthful recommendation), but also motivates entities to help each other by providing truthful recommendations.

The three above proposals are integrated into a middleware that supports QoS-aware Web service discovery in ubiquitous computing environments, presented in Chapter VII. A prototype implementing the middleware is deployed and evaluated, especially, in terms of the overhead of introducing QoS-awareness.

Chapter VIII summarizes this thesis and our contributions. It later explores some future research directions, continuing and beyond this thesis.
II

System Architecture for Ubiquitous Computing

II.1 Ubiquitous Computing Vision

The vision of ubiquitous computing [Weiser, 1991] refers to the creation of environments saturated with a spectrum of heterogeneous computing and communication capabilities, which seamlessly integrate with the physical world [Satyanarayanan, 2001]. It aims to facilitate daily tasks and enhance user productivity through the utilization of those capabilities in an unobtrusive fashion, such that they completely blend in the physical environment and become “invisible”. Such capabilities cover the spectrum ranging from traditional devices (e.g., speakers), wireless mobile devices (e.g., cellphones) to smart devices (e.g., badges, sensors, intelligent appliances). For example, an intelligent alarm clock can wake a user up fifteen minutes earlier than it is normally set, if it detects via network connection that there is a traffic jam on the user’s way to office. Through any device whether mobile or not, users can interact with the environments anytime, anywhere [Miller and Pascoe, 2000]. Meanwhile, the environment can detect the presence of users and devices and integrate them as a part of it [Lyytinen and Yoo, 2002].

One closely related field of ubiquitous computing is mobile computing, which essentially enables a user equipped with her mobile device to access computing capabilities anytime, anywhere. The differences between the two computing paradigms lie in (1) mobile computing assumes a reactive approach to access computing capacities while ubiquitous computing assumes a proactive “all the time anywhere” approach [Saha and Mukherjee, 2003]. The difference results from different goals: in mobile computing, users require con-
continuous access to computing capabilities with their mobile device; while in ubiquitous computing, the (intelligent) environments intend to proactively satisfy users’ needs with available capacities; (2) mobile devices in mobile computing are mainly used to access capacities and mostly assume the role of client, while in ubiquitous computing, these devices can also act as thin servers [Weiser and Brown, 1996] that offer resources/services for others; (3) besides mobility support, ubiquitous computing also needs to support other properties such as smartness and invisibility to ensure that users have seamless access to computing capabilities.

II.1.1 Enabling Elements

The vision of ubiquitous computing is becoming a reality, thanks to the following twofold facts [Saha and Mukherjee, 2003]: computing devices are becoming increasingly powerful, smaller and affordable [Want and Pering, 2005], leading to populous deployment of them in living and working spaces; the wireless networking technology is rapidly progressing, making it possible to connect various devices with multiple networking paradigms.

The first paradigm is through network infrastructure, which is assumed to be always accessible for nomadic mobile devices. Interactions with the (intelligent) environment are carried out through the infrastructure. An example is a home wireless LAN that interconnects all home devices and provides access to capabilities in the “smart” home environments. Such an infrastructure manages and offers rich facilities that are ready for use, but requires deployment and maintenance and cannot assume to be always available.

Therefore, in order to achieve “all the time everywhere” access to resources in ubiquitous computing environments [Saha and Mukherjee, 2003], it necessitates a more flexible alternative for networking. Mobile Ad hoc NETworks (MANET) pose as a good choice: mobile devices establish connections on the fly with peer devices when needed [MANET, 2005]. The devices (nodes) are free to move around and the network can be reorganized arbitrarily. Nodes communicate with each other using ad hoc routing protocols [Perkins, 2001], which dynamically find routes in spite of changing network topology.

Compared to infrastructured networks, MANETs have the advantage of better availability: they are always accessible, in contrast with the former which can become unavailable when the access point is overloaded. Also, MANETs are deployment-free, while networking infrastructures require efforts of setup and maintenance. Moreover, MANETs can be used to extend the coverage area of the network infrastructures by having the nodes with
access to infrastructure relay traffic for those that are out of coverage. Finally, MANETs realize spontaneous networking of devices and support impromptu interaction between entities, which is a desirable feature for ubiquitous computing [Kindberg and Fox, 2002].

In addition to the above advantages, MANETs can help alleviating the problem of “uneven conditioning”, as mentioned in [Satyanarayanan, 2001]. Uneven conditioning of ubiquitous computing environments arises from the different degree of penetration of ubiquitous computing technology into various physical environments. For example, a well-equipped conference room generally offers more facilities than a street. Using mobile ad hoc networks empowers users with awareness of not only the resources that are embedded in the environment, but also those from other mobile devices. Therefore, a user equipped with her device can dynamically establish a “smart space” around her, even when she is moving, to exploit the resources available in the surrounding environments which are not necessarily “smart”. For example, instead of referring to base stations which are overloaded or unavailable or costly, a tourist can refer to the dictionary service provided by a nearby PDA to translate the sign she has just seen.

In summary, MANET poses as a flexible and suitable networking paradigm for interconnecting devices in ubiquitous computing environments. Hence, our work on service discovery in ubiquitous computing environments assumes ad hoc networking of devices. The terms of device, node and entity are used interchangeably in the rest of this thesis. However, MANETs complement rather than completely replacing infrastructured networks

Although interactions among entities in ubiquitous computing environments are preferably carried out on MANETs due to the above reasons, it is reasonable to assume that a user has access to network infrastructure from time to time, as home/office environments are accessed on a daily base.

II.1.2 Characteristics and Challenges

As ubiquitous computing supports mobility, it inherits the characteristics and challenges of mobile computing [Forman and Zahorjan, 1994, Satyanarayanan, 1996] (such as device mobility and portability). Together with the introduction of new elements of ubiquitous computing (such as “thin servers”), the devices who provide and utilize resources in ubiquitous computing environments have the following characteristics: the devices need to be portable and thus are resource constrained; the devices exhibit great mobility; the devices

1unless in certain special geographical environments such as deserts.
exhibit great heterogeneity in capability and resource availability; the device mobility also increases the network’s openness and makes it very likely for an entity to encounter others which it has no or very little knowledge of.

**Device Portability.** Although handheld devices (e.g., PDA, smartphones) are getting more and more powerful, they always need to be compact and portable. The size limit and portability requirement put constraint on the number of functionalities that can be integrated into a portable device.

First, mobile devices have limited computing capability. Although fueled by Moore’s law, processors will continue to shrink while increasing in capability and capacity, new applications will demand ever-greater processing capabilities [Want et al., 2002]. For example, it is still costly to implement public key encryption on current PDAs. Second, devices are normally powered by battery, which is not only limited in capacity, but also progressing very slowly. From year 1990 to 2003, the battery’s energy density has improved by a factor of only three [Paradiso and Starner, 2005].

Issues resulting from resource limitation of portable devices include the devices’ short running time and their incapability of carrying out expensive computation. It also increases the system’s dynamics: nodes can turn off when the battery runs out or just for saving energy.

**Device Mobility.** Mobile devices require wireless network access [Forman and Zahorjan, 1994]. Although technical advances in wireless networking technology empower higher throughput, wireless communication is much more difficult than wired counterpart since the former is more susceptible to interference, which leads to varied bandwidth and higher error rate [Rappaport, 2002]. This is complicated by the fact that, due to the movement of nodes, the network bandwidth fluctuates with time and wireless connection can be degraded or even lost.

Mobility has been divided into three categories [Roman et al., 2000]: (i) device mobility; (ii) personal mobility, which refers to the mobility of users that do not necessarily have a device; (iii) computational mobility that relates to migration of code over physical nodes. The first two are inherent in ubiquitous computing environments, while the third is essentially a software technology related to mobile agent. In ubiquitous computing environments, as it is commonplace for a user to bear one or multiple computing devices (e.g., cellphone, active badge), personal mobility and device mobility converge – a user’s device moves along with her, performs her tasks and interacts with the environment on her behalf.
Device Heterogeneity. Devices exhibit high heterogeneity in inherent capabilities (e.g., computing power) and changing characteristics such as resource richness (e.g., battery level) and mobility (e.g., different moving speed). Such diversity has a great impact on service provisioning, e.g., a PDA generally takes longer latency than a laptop to provide the same service; while for the same PDA, the service latency can vary depending on its load.

Openness. Device mobility makes nodes’ joining and leaving of a network much more frequent than in traditional wired networks. It makes it very commonplace for a node to encounter entities that it never met before. An arising issue from the network’s openness is trustworthiness. Entities belonging to different organizations or persons need to trust each other to make interactions possible. Lacking of security infrastructure requires an entity to make fully autonomous security decisions [Cahill et al., 2003]. This is aggravated by the fact that a device tends to be selfish because providing services consumes limited resources. It therefore requires the enforcement of cooperation among autonomous devices, especially for MANETs [Obreiter et al., 2003, Buttyan and Hubaux, 2003, Zhong et al., 2003, Marti et al., 2000], where the networking operations require the nodes to forward packets for each other. In order to save battery and thus extend lifetime, a node can refuse to forward packets for others while seeking such favors from others. One solution to enforce cooperation is to introduce service charge (e.g., [Buttyan and Hubaux, 2003] and [Zhong et al., 2003]). Every node owns an amount of currency kept with a counter. Sending a packet requires a node to reward the intermediate nodes that forward it. With such a mechanism, the nodes are forced to earn currency by forwarding packets for others. The counter can be kept on a trusted and tamper resistant hardware module [Buttyan and Hubaux, 2003] or a bank node running credit clearance service (CCS) [Zhong et al., 2003]. Both are viable in ubiquitous computing environments: tamper resistant hardware can be built within small devices (e.g., smartcards [Kommerling and Kuhn, 1999]), while the banker node does not have to be accessible during the interaction. Therefore, we assume the use of virtual currency and existence of charging/rewarding mechanisms for service usage/provision. In contrast with packet forwarding, different services can have different prices.

Summary. Table II.1 summarizes the device characteristics and the resulting challenges as elaborated above. These challenges make it very difficult and error-prone to build applications in ubiquitous computing environments, soliciting the needs of middleware to facilitate such process.
Table II.1: Faced challenges in ubiquitous computing environments

**II.2 Ubiquitous Computing Middleware**

Ubiquitous computing subsumes mobile computing, which essentially empowers the user with the capability of physically moving computing services with her. This has been realized by reducing the size of the computing devices and providing lightweight devices with access to computing capacity over wireless networks [Satyanarayanan, 1996]. Mobile devices are resource-constrained compared to static ones, in particular, they have limited battery lifetime; wireless connectivity available to mobile devices is highly variable. Therefore, middleware systems have been proposed to handle such constraints. Their main objective is to assist the development of services on resource-constrained devices in presence of mobility [Issarny et al., 2004]. The examples include content management on mobile nodes, such as data sharing over mobile ad hoc networks [Boulkenafed and Issarny, 2003; Mascolo et al., 2001] and handling disconnected operations [Ekenstam et al., 2001]; adaptation to varying available resources [Noble and Satyanarayanan, 1999].

Middleware architectures have also been proposed for ubiquitous computing environments (e.g., Gaia [Roman et al., 2002] and Centaurus [Kagal et al., 2002]). They focus on creating and maintaining a middleware infrastructure, which is responsible for managing the devices and resources in the environment, such that a user (her device) can integrate on-the-fly into the intelligent environment when entering it. The infrastructure offers various facilities (e.g., resource discovery) for the devices, which, meanwhile, become part of the infrastructure (e.g., by registering their offered services).

Besides the middleware infrastructure, other middleware have also been proposed to facilitate carrying out user tasks proactively, i.e., with very little or no intervention of the user. Since user-carried devices often have limited resources, they need the help of remote resources in order to realize user

<table>
<thead>
<tr>
<th>Device Characteristics</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device portability</td>
<td>Limited battery power</td>
</tr>
<tr>
<td></td>
<td>Limited processing power</td>
</tr>
<tr>
<td>Device mobility</td>
<td>Disconnection</td>
</tr>
<tr>
<td></td>
<td>Bandwidth variability</td>
</tr>
<tr>
<td>Device heterogeneity</td>
<td>Different capacity and resource</td>
</tr>
<tr>
<td>Network openness</td>
<td>Encounter without knowledge</td>
</tr>
</tbody>
</table>
II.2 Ubiquitous Computing Middleware

tasks. Therefore, middleware has been proposed to implement resource discovery (e.g., [Chakraborty et al., 2006, Liu and Issarny, 2005]) to benefit from the available resources in ubiquitous computing environments. Resource discovery middleware dynamically configures and updates the resource availability in spite of the evolution of environments (e.g., resources appear and disappear).

Proactivity requires context-awareness, which is considered as a prerequisite of having a minimally intrusive ubiquitous computing system [Satyanarayanan, 2001, Saha and Mukherjee, 2003]. Thus middleware has also been proposed to manage context and incorporate context awareness to help delivering tailored services to users (e.g., [Hightower et al., 2002, Ranganathan and Campbell, 2003]). Context is defined as any information that can be used to characterize the situation of an entity (e.g., a person) that is relevant to the interaction between the user and the application [Dey, 2001]. Context can be very rich. For example, a user’s context can include attributes such as physical location, physiological state (e.g., body temperature), personal schedules, etc. It is thus necessary for the middleware to collect and aggregate context information from potentially heterogeneous technologies and present it to the applications in a generic manner, regardless of how it is obtained [Hightower et al., 2002]. The middleware also provides abstracting and reasoning of the context information (e.g., [Ranganathan and Campbell, 2003]), which can be based on predefined rules or dynamically learned if the contexts are difficult to capture (e.g., user mood).

Usage of various resources available in the environment needs to be supervised by a security mechanism, e.g., regarding what entities are entitled to access a certain resource. Traditional security measures such as authentication and access control fall short of supporting ubiquitous computing environments featuring openness due to the large number of devices/resources that need be configured. In addition, portable devices have limited computing power and thus cannot afford expensive computations (e.g., asymmetric encryptions) [Creese et al., 2004]. Moreover, in delivering user-tailored services, ubiquitous computing systems have access to the various information regarding users’ preferences, movement, habits, etc. This poses as a severe privacy threat for users [Campbell et al., 2002] as uncontrolled usage of such information can lead to consequences from targeted spam to blackmail. Therefore, middleware has also been devised to handle security and privacy (e.g., [Campbell et al., 2002]).

The ubiquitous computing middleware such as those presented above are not orthogonal. They are often interleaved and combined towards more powerful functionalities and more advanced features. For example, resource dis-
covery is often integrated with context information to find more precise and personalized resources that meet user needs (e.g., [Raverdy et al., 2006, Capra et al., 2005]). Some cellphone services (e.g., AT&T M-mode service) provide a feature to allow the users to make location-aware queries such as finding the nearest cinema, based on the location data on the current cell tower in use. In the meantime, context information such as location information should be protected from being leaked as it is generally considered private. Secure resource discovery adds protection mechanism (e.g., access control) for resource information [Zhu et al., 2004] and the communication during the discovery process can be encrypted and authenticated [Hodes et al., 2002].

II.3 Service Discovery in Ubiquitous Computing Environments

The heterogeneous resources available in the ubiquitous computing environment can be generalized as services, leading to Service oriented Computing (SoC), which is a computing paradigm that utilizes services as fundamental elements for developing applications [Papazoglou and Georgakopoulos, 2003]. SoC evolves from distributed object-oriented and component-based computing [Baker and Dobson, 2005]. The latter (e.g., with CORBA) realizes great level of flexibility through transparent service localization (e.g., by defining service interface with interface definition language (IDL)) and dynamic binding (e.g., through Dynamic Invocation Interface (DII)). However, object-oriented and component-based computing do not handle well heterogeneity (e.g., CORBA and non-CORBA middleware) and autonomy (e.g., objects belonging to different organization) [Baker and Dobson, 2005, Huhns and Singh, 2005]. SoC raises the level of abstraction while preserving the advantages of object orientation such as modularity and encapsulation [Sen et al., 2005]. It seeks to establish a standard way of making resources and capabilities available for use by others in the form of services over wide range of computing devices (such as PDAs) and software platforms (e.g., UNIX or Windows) [Papazoglou, 2003]. SoC thus reduces the complexity and increases efficiency of software development by allowing reuse of functionality provided by aggregated objects [Dokovski et al., 2004].

A service is a set of functionalities provided by one entity for the use of others [OASIS, 2005]. It is characterized by its functional and non-functional attributes and is accessible by other services. Generally, SoC involves the following three entities [Huhns and Singh, 2005]: service client is an entity in need of services; service provider is an entity that offers services; service directory is
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an entity that stores service information and handles service lookup requests.

Applying SoC in ubiquitous computing environments leads to Ubiquitous Service-Oriented Computing (USoCo). An entity in ubiquitous computing environments, whether mobile or not, can assume the role of service client, service provider or both. Besides the advantages in terms of its handling of heterogeneity and abstraction, SoC fits ubiquitous computing thanks to its minimalist philosophy [Sen et al., 2005], i.e., an entity only needs to carry a small amount of codes locally and discover and exploit other services to realize its tasks. In the following, USoCo environments refer to the ubiquitous computing environments where all resources are presented as services.

According to the definition of Wikipedia service discovery refers to the functionality of automatic detection of services offered by the devices on a computer network. Service discovery empowers devices to properly discover services and exploit them. It is considered the cornerstone for a service oriented computing framework [Sen et al., 2005] and an essential enabler for ubiquitous computing vision [Zhu et al., 2005] to realize service access anytime, anywhere [Miller and Pascoe, 2000].

A service is characterized by not only its inherent functionalities, but also the manner in which the functionalities are provided, i.e., the Quality of Service (QoS). Based on the definition of quality given by International Organization for Standardization (ISO), it is straightforward to derive the definition of QoS as “the totality of features and characteristics of a service that bear on its ability to satisfy stated or implied needs” [ISO, 2002]. In another word, QoS essentially relates to a service’s characteristics that affect the service’s capability to deliver its functionality and satisfy the client’s needs. QoS-aware service discovery thus refers to the consideration of these service characteristics during the process of service discovery. As the devices, which host and consume the services, pose various challenges for service provision/consuming in ubiquitous computing environments as presented in Section II.1.2, it calls for QoS-awareness during service discovery in USoCo environments, which is substantiated in the following.

II.3.1 Service Location

The main functionality of a service discovery protocol is to find the services in the network that satisfy the client’s requirements, namely service location.
It deals with publishing or acquisition of service information, including the information necessary for service matching (of functional and non-functional properties) and usage (e.g., access information), while remaining independent of how the service is described or used. It can be push-based, where service providers announce their service information in the network. When a service client needs a service, it has all the service information at disposal already. Push-based service location deals with the propagation means of service information (e.g., the propagation range, the destined receivers). Service location can also be pull-based, when a client actively disseminates its requests in the network. It concentrates on how to acquire service information (e.g., where to propagate service requests).

Due to the featured distribution of the targeting environments, service location needs to be decentralized and independent of any fixed entity. Besides, service location needs to be QoS-aware not only in that the located services should meet the client’s QoS requirements, but also in its awareness of device mobility, because inherent mobility of nodes can break the network path between the client and the server. Such breakage can fail the services when being delivered and thus degrade service reliability, i.e., the probability of a service performing its purpose adequately for a period of time intended under the conditions encountered [Reibman and Veeraraghavan, 1991].

It is therefore necessary to incorporate “mobility awareness” into service location. In infrastructured networks where nodes roam around but remain connected to the infrastructure, Mobile IP [Perkins et al., 1998] can be utilized to manage device mobility and enforce service continuation [Bhagwat et al., 1994]. Such a mechanism relies on the infrastructure and thus can not be assumed to be available in USoCo environments. In ad hoc networks, one alternative approach to handle mobility is to rely on routing protocols, which are in charge of maintaining and updating routing tables in face of dynamically changing network topology. However, most routing protocols, whether table-driven or on-demand, handle mobility in a reactive manner: only a link breakage can trigger the effort to find another route and update the routing table. Although there exist some efforts on finding reliable links that are unlikely to break soon (e.g., observing whether the signal strength is strong), they are either based on an oversimplified propagation model or relying on some utilities (e.g., GPS). Therefore, service location can not rely on the routing protocols to shield mobility. It needs a mobility detection mechanism, which is largely missing or weakly supported (e.g., using service advertisement expiration time) in current service discovery protocols.

We propose a mobility-aware method of locating services using signal strength and its tendency (Chapter IV). Our solution steers the service in-
formation only along paths that are not going to break soon. By doing this, it improves service reliability and decreases significantly the number of service delivery failures.

II.3.2 Service Selection

As service location possibly finds multiple service instances that satisfy the user’s requirements, it calls for selecting the best one among them. For example, in Figure II.1, a service client requests a service that costs less than 20 cybeuros (abbreviated as \( cb \)) and takes less than 5 seconds. It finds 3 instances, all meeting its requirements and thus needs to select the best one.

![Figure II.1: Problem definition of service selection](image_url)

Service selection is largely missing in current service discovery protocols [Zhu et al., 2005], which forces the client to make a choice for every selection. The selection process can be tedious and error-prone as the clients have to go through and compare all different QoS properties. Such burden on users conflicts with the unobtrusiveness of the ubiquitous computing vision [Weiser, 1991]. It thus calls for the functionality of automatic service selection on the client’s behalf.

For a service client, its ultimate goal is to select the service that best satisfies its needs, which are reflected in two aspects [Hung and Li, 2003]: (1) the QoS offered by the service; (2) the price the client has to pay. While for a service provider, its goal is to maximize its revenue (i.e., the price paid by the client) at minimal overhead. Given the same level of QoS, it is desirable...
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to choose the one that requires the lowest overhead, i.e., consuming the least resources. This is because it achieves the system-wide goal of realizing a certain level of QoS with the least resources, which are limited and precious for portable devices. However, the client’s selection is determined by QoS and service price, the latter of which is given by service providers and are subject to their strategies. Therefore, there exists a gap between system wide goal and individual interests.

We address the above issues in two steps (Chapter V): (1) proposing a utility function that evaluates services from the point of view of the client, which comprehensively integrates the factors including user’s preferences, service QoS and price; (2) using Vickrey auction [Vickrey, 1961] to resolve payment to motivate truthful price revealing and thus realize pairing a service request with the most suitable service provider (i.e., the one consuming the least resources).

II.3.3 Reputation Mechanism

During service selection, trustworthiness of service providers cannot be taken for granted given the openness of the ubiquitous computing environments [Kindberg and Fox, 2002]. Therefore, a client needs to evaluate the trustworthiness of service providers, because a dishonest service provider can cheat (e.g., by exaggerating its offered QoS) for more revenues. Different from the other two factors (i.e., QoS and price) that affect service selection, trustworthiness is concerned with a service provider instead of a single service, i.e., whether a service provider delivers the QoS as it claims. Moreover, trustworthy evaluation needs to be carried out even when service selection is not necessary, i.e., there is only one located service. Because of the difference, we address service provider’s trustworthiness as an individual issue, although it can be a factor, along with other QoS properties and price, affecting service selection.

Traditionally, security mechanisms such as authentication and access control (e.g., Pretty Good Privacy [Zimmermann, 1995] and X.509 [Adams and Farrell, 1999]) are used to fight against malicious parties. However, they rely on security infrastructure such as Certificate Authority, which is not suitable for ubiquitous computing environments [Cahill et al., 2003]. More importantly, since it is commonplace to interact with strangers in USoCo environments, even with authentication and authorization services at disposal, authenticating an unknown entity does not provide any access control information. Trust and reputation, on the other hand, can provide protection against
such threats.

Trust deals with the estimation of a node’s future behavior. For example, a client trusts a service provider in that the latter will actually offer the QoS as claimed. Therefore, Gambetta defines trust as “a particular level of the subjective probability with which a node assesses that another node or group of nodes will perform a particular action, both before he can monitor such action (or independently of his capacity ever to be able to monitor it) and in a context in which it affects his own action” [Gambetta, 1990]. Trust is generally difficult to establish between strangers [Resnick et al., 2000], because they do not have any previous experiences and are not subject to a network of informed entities about their behaviors. Reputation, which is “perception that a node creates through past actions about its intentions and norms” [Mui et al., 2002], is important for fostering trust [Resnick et al., 2000], because it dissuades entities to misbehave resulting from no fear for future revenge. It has been proved to be a useful model and widely deployed in various scenarios [Miller et al., 2002, Grandison and Sloman, 2000, Zacharia and Maes, 2000] such as electronic market places (e.g., eBay) and online communities (e.g., Slashdot). The reputation assessment of a trusted node, named trustee, by a trusting node, named trustor are dependent on [Yu and Singh, 2002]: (i) the trustor’s own direct experiences with the trustee; (ii) the trustor’s indirect experiences, i.e., recommendations (also named ratings) from other entities. The entities who give recommendations are called recommenders. To prevent loops, recommendations are based solely on recommenders’ own direct experiences.

Given the openness of USoCo environments, it is very likely that before interacting with an entity, the accumulated direct experiences are too few or too old to derive a trust decision. Therefore, recommendations are indispensable for alleviating the problem of insufficient direct experiences. Besides, recommendation facilitate interactions because they make it possible that an entity’s conducts, whether good or bad, are remembered by not only the directly involved entities, but also others. Therefore, recommendations create expectation of reciprocity or retaliation due to the current behavior (so-called shadow of the future in [Resnick et al., 2000]). In addition, recommendations help speeding up the recognition of the trustworthiness of another entity, in contrast to having to accumulate enough direct experiences.

However, recommendations can be difficult to elicit, i.e., entities are reluctant to recommend. This is because [Miller et al., 2002]: entities may withhold positive evaluations if a seller’s capacity is limited, e.g., wise parents are reluctant to reveal the names of their favorite baby-sitters; entities may be reluc-

---
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tant to give positive recommendations because they lift the reputation of the trustees, which are potential competitors; entities may be afraid of retaliation for negative feedbacks; last but not least, the (truthful) recommendations only benefit others. Moreover, recommendations are also subject to manipulation and can be false, e.g., colluders give high recommendations for each other. A false recommendation is called a *rumor*. Since truthful recommendations are critical for a reputation mechanism to operate effectively [Resnick et al., 2000], the above two issues pose obstacles for designing a reputation mechanism that is capable of recognizing the real trustworthiness of an entity.

Existing reputation mechanisms (e.g., [Buchegger and Boudec, 2002, Michiardi and Molva, 2002, Miller et al., 2002, Jurca and Faltings, 2003]) do not solve the two aforementioned problems altogether. Therefore, we propose a distributed reputation mechanism that incentivizes entities to recommend truthfully and actively (Chapter VI). Our mechanism is robust against rumors, and distinguishes (1) between trustworthy and untrustworthy service providers and (2) between honest and dishonest recommenders.

II.4 Concluding Remarks

In summary, while service discovery is essential for the realization of ubiquitous computing vision, it is also faced by the related challenges. It is thus necessary to consider QoS properties during service discovery, especially in the following three aspects: (1) during service location, it needs to have enhanced awareness of device mobility to improve service reliability; (2) during service selection, service instances need to be evaluated taking into account their QoS properties and the client’s preferences; (3) reputation-based trustworthiness evaluation of an entity requires enforcement of honest and active recommending. Our work focuses on the above three aspects, as current work on service discovery does not provide adequate support regarding them.

QoS-aware service discovery lays a basis for other middleware functionalities in USoCo environments. For example, QoS-aware service composition (e.g., [Mokhtar et al., 2005]) assembles elementary services towards implementing more powerful and complex services that meet certain QoS requirements. It needs to discover appropriate service instances with certain QoS properties such that they meet the overall QoS requirements after composition.

Before we present our work of supporting QoS-aware service discovery, we survey the existing work on service discovery in the next chapter. Especially, we study the related work addressing the three aspects as discussed
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above.
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Service Discovery in Ubiquitous Computing Environments: State of the Art

In the previous chapter, we have identified three aspects of QoS-aware service discovery in ubiquitous computing environments that need to be addressed: (i) mobility awareness during service location, (ii) QoS awareness during service selection and (iii) reputation of a service provider. In this chapter, we first survey the existing service discovery protocols in Section III.1. Then we investigate the existing efforts addressing the above issues and analyze their suitability for USoCo environments. They include related work on QoS-aware service location (Section III.2), service selection (Section III.3) and reputation mechanism (Section III.4).

III.1 Service Discovery Protocols

Over the past few years, many organizations have designed and developed service discovery protocols. They include proposals from software vendors or industry standard communities, such as Service Location Protocol [Guttman et al., 1999], UPnP Simple Service Discovery Protocol (SSDP) [Goland et al., 1999] and Bluetooth SDP [Bluetooth SDP, 2004]. Proposals from academic research include Intentional Naming System (INS) [Adjie-Winoto et al., 1999], Ninja Service Discovery Service (SDS) [Hodes et al., 2002], DEAPspace [Nidd, 2001], Konark [Helal, 2002] and Group based Service Discovery (GSD) [Chakraborty et al., 2006]. Each of the above addresses a different mix of issues, but most of them do not address (well) the three issues we have identified.
Among the existing SDPs, service location protocol (SLP) [Guttman et al., 1999] is an Internet Engineering Task Force (IETF) standard for decentralized, lightweight and extensible service discovery. In SLP, there exist three kinds of entities: User Agents (UA) perform service discovery on behalf of the service client; Service Agents (SA) advertise the location and properties of services on behalf of the service provider; Directory Agents (DA) collect advertisements from SAs and respond to service requests from UAs. SLP can work with and without DAs. With DAs, services are registered at DA and discovery requests are answered by DAs. Otherwise, UAs send their service requests to the SLP multicast address. All SAs listening to that multicast address can unicast responses to the UA. Furthermore, SAs periodically multicast their services such that UAs can learn about their existence. Although SAs can advertise the QoS attributes of their services using a service template, SLP does not support mobility awareness and does not handle service selection or trustworthiness.

Universal Plug and Play (UPnP) is an architecture to facilitate network connectivity of intelligent appliances, wireless devices and PCs of all form factors. In UPnP, a device can dynamically join a network, obtain an IP address, respond to service discovery requests and learn about the capabilities of other devices in the surrounding environments. UPnP uses Simple Service Discovery Protocol (SSDP) for service discovery. A joining device (service provider) sends out an advertisement multicast message to advertise its services to potential clients (called control points). Similarly, a newly joined control point can search for devices of interest on the network. The service descriptions in UPnP can be retrieved given the URL embedded in the discovery message. Before a device and its services are removed from the network, the device multicasts a “goodbye” message to indicate so. Therefore, the mobility issue does not exist. However, neither service selection or trustworthiness is addressed.

Service discovery protocols have also been proposed for MANETs (e.g., Konark [Helal et al., 2003], GSD [Chakraborty et al., 2006], Allia [Ratsimor et al., 2002]). Helal et al. propose a service discovery protocol targeting ad hoc networks of mobile light-weight devices [Helal et al., 2003]. Their protocol assumes a completely distributed setting, i.e., every device acts as a service directory and stores the information about their local services and the service discovered or cached via advertisements. Service discovery in Konark can assume a push or pull-based model. A service advertisement or a service response (to service discovery request) only contains URL of the service description, where non-functional properties are stored. A client thus has to further retrieve the service description before knowing whether a service satisfies its QoS requirements. Konark does not consider service selection among
Group based Service Discovery (GSD) proposed in [Chakraborty et al., 2006] also targets MANETs, where services are advertised in the vicinity (bounded by the propagation range) and cached by the recipients. GSD uses semantic service description based on Web Ontology Language (OWL) [W3C, 2004a], where every service, depending on its functionality, belongs to a service group as defined in the service ontology (e.g., DReggie Ontology [Chakraborty et al., 2001]). Thus the service advertisement of a node not only includes its services, but also the groups of the services it has “heard” (i.e., cached advertisements from its neighbors). Therefore, when a client needs a service that is not provided by its one-hop neighbors or itself, it selectively sends the request to the neighbors who have “heard” the services from the same group as the requested service, in order to improve the probability of discovering the requested service. GSD focuses on service functionality, on which the grouping and service request forwarding are. Service QoS is not considered, neither is service selection or trustworthiness.

III.2 QoS-aware Service Location

QoS-aware service location supports various QoS properties of a service when service information is being acquired (for pull based models) or published (for push based models). These properties are described in the QoS description of a service. Moreover, other factors affecting QoS need to be taken into account, particularly device mobility, which can lead to low service reliability.

III.2.1 QoS Description Awareness

Current efforts on QoS-aware service location mostly focus on Web service (e.g., [Ran, 2003, Al-Ali et al., 2003, Cardoso et al., 2004, Maximilien and Singh, 2004, Chen et al., 2003]), addressing the lack of support of non-functional properties in Universal Description, Discovery and Integration (UDDI). In general, the above solutions provide facilities (e.g., an additional broker or an enhanced UDDI registry) for registering services along with its QoS properties. Meanwhile, clients are empowered with the capability of specifying their QoS requirements in the service discovery requests. For example, in [Ran, 2003], Ran suggests extending an UDDI registration record with a data type of qualityInformation, used to store a service’s QoS description. By enhancing UDDI registry with capability of service lookup satisfying both functional and QoS requirements, a client can carry out QoS-aware discovery of
Web services. In order to provide QoS description of a service, QoS attributes that need to be taken into account are defined (e.g., [Ran, 2003]), which cover properties ranging from runtime related ones (e.g., performance) to transaction support. The QoS attributes, however, do not consider the characteristics of thin devices regarding their limited capacity.

Besides Web service, Xu et al. propose a service/resource discovery in the context of global computational grids [Xu et al., 2001]. The service location is carried out along a hierarchy of discovery servers. By caching the clients’ feedbacks on experienced QoS on the intermediate discovery servers, the QoS requirements from a client are taken into account during the process of service location. The feedbacks are only propagated in the QoS-similar domains, where a majority of clients in the domains tend to observe similar QoS from the same service provider. The hierarchical directories, however, are not available in USoCo environments.

In [Liu et al., 2003], Liu et al. propose a distributed resource discovery in MANETs using dynamically generated directories. Each directory stores resource information (e.g., QoS properties) offered by the nodes under its coverage. Directories are assumed to be synchronized such that they can estimate the path delay between each other. This delay is also used to estimate the delay between two non-directory nodes. A client c starts by sending a resource request to its home directory H, which in turn calculates the resource’s hash index that maps to a list of peer directories who store the location information of the requested resource (i.e., its home directory). H first asks the peer directory with the lowest delay for the home directories of the requested resource. It then requests for QoS information from the home directories of all resource candidates. Thus QoS awareness is not substantiated until after H collects all QoS information about the resources, which can actually be carried out when H is asking for QoS information from the resource candidates.

## III.2.2 Mobility awareness

Besides the service QoS, the service path also needs to be taken into account during service location. In particular, due to device mobility, the service path between service client and provider can be prone to break, leading to low service reliability. In general, routing protocols for ad hoc networks handle broken links and are supposed to shield mobility from upper layers (e.g., middleware).
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III.2.2.1 Ad Hoc Routing

Many routing protocols in ad hoc networks handle mobility in a reactive manner: the rediscovering and updating of routes are triggered only after a link breaks, which is reported by the MAC protocol (e.g., the IEEE 802.11 MAC protocol [IEEE, 1999]). If a SDP simply follows the routes provided by the routing protocols, it can suffer low service reliability because of the existence of routes that tend to break soon. For more clear explanation, we give an estimation of the probability of service delivery failure. As shown in Figure III.1, assume node $A$ has a communication range of $R$ and node $B$ falls in that range. Thus $A$ can locate a service at $B$ using the path $A \rightarrow B$ given by the routing table. Assume $B$ is moving away from $A$ at a speed of $1.5 \text{ m/s}$ (human walking speed) and the time between when $B$ sends back a service discovery response and the service finishes is $T$ (including message’s round trip time and service latency), the probability of service delivery failure thus equals the probability of $B$ getting out of $A$’s communication range after $T$. Assume that $B$ falls into any position in the communication range of $A$ with equal probability, the service delivery failure probability is equal to the probability of $B$ falling into the shaded area as shown in the figure, i.e., $\left( \pi \times R^2 - \pi \times (R - T \times 1.5)^2 \right) / \pi R^2$. Given $T$ of 15 seconds and communication range of 100 meters, the probability of service failure amounts to 40%. Note that this is just the probability for the cases when there is only one hop between service client and provider. The probability is even higher for multihop paths. Although routing protocols can try to find another path to the service provider after the current path breaks, it is possible that there is no alternative path, i.e., the service provider gets disconnected from the client. In addition, rediscovering a path requires additional time and the rediscovered path can break again before the service finishes.

![Link stability with two ends moving](image)

Figure III.1: Link stability with two ends moving

To address the above issue, efforts have been put on finding reliable routes,
i.e., routes that are unlikely to break soon. As a route is composed of one or multiple links, reliable routes require every composing link to be stable, i.e., with high possibility of continuing to be valid for an intended period of time. A stable link is different from a link with long lifetime in that the former has long residual link lifetime, which is the length of the time that a link will continue to be valid. As follows, we survey the existing work on finding stable links.

One way to estimate the residual time of a link is by measuring the distance between two ends of a link and the speeds of two nodes (e.g., [Jiang et al., 2001] and [Su et al., 2001]). Assuming that both nodes continue with their speeds and directions, it can easily estimate the residual link time, i.e., the time before the distance between two ends becomes larger than the transmission range. Both the distance and speed can be obtained via GPS, which provides geographical positions at continuing points of time and therefore can estimate a node’s speed. GPS, however, suffers from poor performance in indoor environments. An approach to obtain indoor geographical positions is by radiolocation [Caffery and Stuber, 1998], with the coordination of multiple (normally three) fixed position known nodes, namely triangulation. The basic idea is that a node’s position can be calculated with the distances to three given positions, named landmarks, (e.g., RADAR [Bahl and Padmanabhan, 2000] and APS [Niculescu and Nath, 2001]) or with the three angles to three given positions (e.g., Angle of Arrival [Niculescu and Nath, 2003]). For example, in Figure [III.2] node $x$’s position can be fixed given its distances of $d_1$, $d_2$, and $d_3$ from three fixed base stations ($B_1$, $B_2$, and $B_3$). The shortcoming of these solutions is their dependence on the coordination of multiple landmarks, which are assumed to be fixed and pre-deployed.

Alternatively, Associativity Based Routing [Toh, 1997] considers a link stable if its life time exceeds $A_{thresh} = 2 \times r_{tx}/v$, where $r_{tx}$ is the transmission range and $v$ represents the relative speed between two ends of the link. It is based on the assumption that when a link reaches a certain age, an implicit grouping of nodes can be deduced, i.e., nodes are likely to move with similar speeds and directions and will possibly stay together for a relatively long period of time. The weakness of ABR results from the difficulty of setting relative speed $v$.

Besides distance and speed, signal strength (SS) has also been used as a means for deriving link stability [Chin et al., 2002, Dube et al., 1997, Agarwal et al., 2000, Qin and Kunz, 2002, Goff et al., 2001, Klemm et al., 2005]. The received signal strength (SS) of a packet is generally stronger with shorter distance between the sender and the receiver, but it fluctuates greatly over a short moving distance [Rappaport, 2002]. In [Dube et al., 1997] and [Chin et al., 2002], links are considered “good” if they have strong signal strength.
However, such links can be unstable since it is possible that the two ends just start moving away from each other. In [Agarwal et al., 2000], Route-Lifetime based Routing Protocol (RABR) identifies stable links by estimating the residual lifetime of a link with $(SS_{\text{thresh}} - SS_{\text{current}})/\Delta SS_{\text{ave}}$, where $SS_{\text{thresh}}$ and $SS_{\text{current}}$ are the threshold and current signal strength respectively and $\Delta SS_{\text{ave}}$ is the average changing rate of SS. Its shortcoming lies in the difficulty of measuring $\Delta SS_{\text{ave}}$, since SS fluctuates greatly over a short distance. In addition, RABR assumes linear decreasing of signal strength with time, which hardly reflects the reality. This is because even if the signal transmission assumes the free space propagation model (the simplest one), the signal strength is proportional to the square of distance. If the speed is fixed, the signal strength is proportional to $1/(d - v\Delta t)^2$, the variation of which is non-linear to time $t$.

Preemptive routing as proposed in [Goff et al., 2001] finds other paths before a path fails, triggered by low signal strength of received packets. The threshold value is set according to a pessimistic estimation, which enables a communication task to be completed even if two nodes move away with the maximum speed. The weakness of their approach lies in the assumption that SS behaves strictly according to the Two-Ray Ground Model, similar to [Qin and Kunz, 2002]. This model is also used by [Klemm et al., 2005] for predicting distances in order to determine whether packet loss is due to node mobility or congestion for the purpose of improving TCP performance over wireless networks. However, Two-Ray Ground model works well only for predicting distances of several kilometers for cellular telephony systems and is not suit-
able for MANETs [Kotz et al., 2003].

III.2.2.2 Mobility Aware Service Location

Current service discovery protocols put very few efforts on dealing with mobility. One possible way to handle the mobility issue is to voluntarily announce a device’s departure when it leaves the network (e.g., UPnP SSDP [Goland et al., 1999]). Such an approach is suitable for the scenarios where a user intends to remove a device from a network. For a mobile device that unconsciously disconnects from the network, it is complicated to arrange such an announcement because it is difficult to estimate when a device actually gets disconnected from the network.

Some SDPs maintain the status of service availability as a soft state [Raman and McCanne, 1999], such as UPnP SSDP [Goland et al., 1999], Konark [Helal et al., 2003], Ninja [Hodes et al., 2002], DEAPspace [Nidd, 2001]. The idea is that a service provider periodically transmits to potential clients “refresh messages”, which include time to live (TTL), the time a service is expected to remain available. The recipient clients keep a service advertisement until its TTL expires. Lack of refresh message after expiration of TTL implies unavailability of the service. However, being available cannot guarantee successful service delivery since services can fail when being delivered. Therefore, usage of TTL remains a coarse-grained approach to handle dynamics of service availability. It is more suitable for relatively stable environments where mobility of service providers is less considerable during service delivery.

III.3 Service Selection

Service selection evaluates the located service instances on behalf of a client, according to the latter’s preferences among different properties. For example, a client can prefer services with the smallest latency or the lowest price. Although both service location and selection are QoS-aware, they are very much different in that the former finds services that satisfy the QoS requirements posed by a client, while the latter selects among those instances returned by the former, taking into account the service’s QoS properties. For example, besides the requirements in terms of latency and price, client A prefers to have a service latency as small as possible while client B may go for low prices. Thus a service with small latency and high price is of greater value to A than B, even if it meets the requirements of both A and B. Note that it can be argued
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that a client can simply choose the first arrived service reply and invoke it immediately. It is simple and does not require any waiting time for other replies to arrive. However, this approach does not necessarily save time for the client since the first reply can have long service latency (at the service provider). More importantly, it excludes the possibility of finding instances that better suit the client’s needs and match its preferences than the first reply.

III.3.1 Service Evaluation

As all the located service instances provide the functionality required by the client, we focus on QoS-based service evaluation. Existing work generally evaluates a service from three different aspects: (1) evaluation based on QoS description of services; (2) evaluation based on QoS properties of service paths; (3) evaluation based on resource availability of service providers. They are detailed respectively as follows.

III.3.1.1 Evaluation based on QoS Description

Similar to a client’s QoS-based service evaluation to select the best one, a resource management system evaluates services in order to make decisions on shared resource allocation. A service can have different QoS and thus different utility (e.g., degree of user’s satisfaction) depending on the amount of available resources (e.g., bandwidth). The resource management system then takes into account each service’s utility and cost (in terms of resource consumption) for the purpose of, for example, achieving maximum overall utility [Liao and Campbell, 2001, Geihs, 2002]. Similarly, adaptation decisions on behalf of applications can be automatically made (e.g., Odyssey [Noble and Satyanarayanan, 1999]), depending on the utilities of different QoS levels.

In [Venkatasubramanian and Nahrstedt, 1997], the authors propose a metric to measure the efficiency of video transmission (Equation \[M \propto \frac{US}{RC}\]), which is essentially the ratio of user satisfaction (US) and resource consumption (RC). User satisfaction is determined by various QoS parameters such as end to end delay, synchronization skew; resource consumption refers to the maximum consumption (in terms of ratio) of various resources. This metric evaluates the cost-efficiency of a video transmission and can be useful for resource management in multimedia systems.

\[
M \propto \frac{US}{RC} \quad (III.1)
\]
The above evaluation bears great similarities to a client’s service evaluation in that they both take into account the overall QoS brought to the user (i.e., user satisfaction) and the introduced overhead. However, the above solution is more suitable for cooperative environments where a service selection decision is made to the interests of both the service client (the overall QoS) and the provider (the resource consumption). In USoCo environments, a client is concerned with the service price to be paid, instead of the resource consumption on the service provider. The difference in concerns leads to different evaluation results and thus different selection decisions.

In [Lee et al., 2004], the authors propose an approach to select among Internet service providers in ubiquitous computing environments with pervasive network connectivity. They present a “personal router” that dynamically chooses among available network connectivity alternatives and reevaluates with the user moving and network services dynamically appearing, disappearing and changing. Each service instance is evaluated with its QoS profile (e.g., bucket profile for describing the network service in short and long term characteristics) and service cost containing two price attributes, price per minute and per kilobyte. Factors of QoS, price and user preference between quality and cost are integrated in a utility function to assess a service. A user interface is further provided to collect user feedback regarding the current service. For example, if a user is dissatisfied with the current service’s cost and requesting a lower cost service, the weight of price is raised in the utility function. Their approach to select services is specific for network service and mainly aims to facilitate handoff between wireless networks, reflected in their simple attributes in the QoS profile and lack of concrete means for measuring the overall QoS.

Liu et al. present a QoS-aware Web service framework where a centralized registry evaluates service instances in terms of their QoS, price and reputation [Liu et al., 2004]. The evaluation incorporates different dimensions and covers user preference, such as being price-sensitive or QoS-sensitive. Normalization skills are employed to compute the overall service QoS for the purpose of comparison.

Besides QoS description, services can also be evaluated based on service path, which has impact on the experienced QoS of a client, as explained as follows.
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III.3.1.2 Evaluation based on Service Path

A common attribute of a service path is number of hops, which is widely used by routing protocols as a criteria for finding the best route. Service path plays an important role during server selection in Internet cache architecture, where a client needs to select among multiple replication servers to achieve best performance or for the purpose of load balancing. For example, in [Dykes et al., 2000], different strategies such as bandwidth-based, latency-based, hybrid of both, are explored and compared. The metrics such as bandwidth or latency can be obtained based on either historical data (e.g., the previous experienced latency) or probing. The authors further conclude that probing generally outperforms statistical estimation based on historical data.

In [Varshavsky et al., 2005], service provider is chosen based on lowest hop count in order to localize communication. The selection is done by allocating services to nearby providers such that the traffic of service provision is not spread all over the network. However, the hop count alone is not a reliable indicator for the best path. As pointed out in [Couto et al., 2002], many routes with minimum hop count have poor throughput because of the existence of low-quality links with high retransmission rate. A more appropriate approach is through dynamic probing (e.g., [Gao and Steenkiste, 2002]), i.e., given a set of candidate service providers, a client sends a probe message to all of them and the one with the shortest response time is selected. However, such probing-based selection incurs more traffic overhead and waiting time.

III.3.1.3 Evaluation based on Service Provider

Services can also be evaluated based on the resource availability of their hosts. For example, in [Fei et al., 1998], in order to achieve load balancing, the least loaded server is selected among replicated services, which are services providing identical content or functionality using multiple servers in the network. Similarly, HTTP-redirect [Fielding et al., 1999] forwards a client’s HTTP request from a more loaded server to a less loaded one to realize load balancing. In Intentional Naming System (INS) [Adjie-Winoto et al., 1999], when a set of services meet a client’s requirements, the service is selected according to service providers’ properties such as current load. In [Lee and Helal, 2003], the authors propose a service selection logic which considers attributes such as (network) distance to the service provider and load of the service provider. A noticeable feature is that such selection is hidden from clients.

The above selection implicitly improves QoS for the client, since less loaded servers generally offer better QoS. Especially, in USoCo environments where
services can be hosted on devices with limited resources, it is necessary to incorporate such factors into service evaluation. However, the above surveyed work largely implements service selection for the purpose of load balancing. They thus mainly consider the workload of a service provider and ignore other factors such as battery, memory, bandwidth, which are also limited and affect the QoS offered by the service provider. More importantly, the above work lacks a means to capture a client’s preference among various different QoS properties in a comprehensive manner.

From a different angle, Day and Deters address the problem of how to select among syntactically identical Web services in [Day and Deters, 2004]. The selection is carried out within two steps: (1) adding semantics to QoS parameters; (2) adding rule-based reasoner based on historical QoS information acquired from a centralized QoS information storage (so-called QoS forum). For example, the reasoner evaluates a service instance based on all other clients’ previous experiences with it and carries out evaluation based on aggregate QoS values (e.g., average latency). Such an approach assumes that a service instance’s (advertisement) QoS values remain unchanged such that previous QoS experiences correspond to the same promised QoS from the service provider. It may be suitable for relatively static and stable environments, but falls short in USoCo environments, where thin service providers tend to adjust their QoS depending on the varying availability of resources.

Vu et al. propose a Web service selection method based on services’ QoS feedbacks [Vu et al., 2005]. The truthfulness of the feedbacks is determined by their similarity with those of some pre-existing trusted QoS monitoring agents. Accordingly, the honesty of a reporter, who provides QoS feedbacks, is determined by that of its QoS reports. The services are then evaluated with respect to not only the predicted QoS based on honest QoS feedbacks, but also the semantic similarity between the offered functionality and the requested one. Their work targets Web services on the Internet, which can thus rely on pretrusted monitoring entities that offer honest QoS reports. A reporter is evaluated regarding its honesty in giving feedbacks regarding each QoS dimension, which does not seem necessary given that it is unlikely to have different strategies of giving feedbacks on different QoS dimensions. Moreover, the motivation of providing honest QoS feedbacks is not addressed. The work is highly related with the issue of incorporating recommendations in the reputation mechanism, to be discussed in Section III.4.

Besides service QoS, another factor affecting service selection is service price, which is determined by the pricing model.
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III.3.2 Pricing Model

The pricing model can be static and simple. For example, telephone price is flat (static) and does not adapt to variation in demand and user requirement. Its main advantage is its simplicity such that service providers and clients have high predictability regarding the cost and revenue [Hille et al., 2000]. This approach, however, does not distinguish between services of different QoS and service providers of different capacity and resource availability. Therefore, it is inappropriate and insufficient for the client’s service selection. The pricing model can be dynamic and service prices are adjusted with different conditions (e.g., load and capacity) of service providers. It is useful for reflecting capacity heterogeneity and changing resources of devices in our target environments.

III.3.2.1 Service Price

Service pricing mechanism has been under intensive discussion in the 1990s, when Internet became popular and charging mechanisms were proposed mainly to offer different QoS classes of Internet services and realize differentiated traffic control. One example is Paris Metro pricing mechanism in [Odlyzko, 1999]. The basic idea comes from the old Paris Metro System, where first and second class cars are identical, except that first class tickets cost twice as much as the second class ones. Because of the price difference, first class cars are generally less congested. But if they become too crowded, some people decide they are not worth the extra cost and change for the second class, reducing congestion in the first class and thus restoring the QoS difference between the two classes. Therefore, channels of different prices handle packets differently. A user selects a channel based on its budget, its QoS requirements and QoS feedback from other users. A distinguished feature of this pricing mechanism is that it is self-regulating: by setting two different prices, the QoS difference between the two classes are automatically maintained. The smart market mechanism [MacKie-Mason and Varian, 1994] charges users based on the congestion they create. Each packet is marked with a bid, stating its priority. Users are charged with the bid of the highest priority packet that is not routed. Both of the above mechanisms use price to regulate traffic, which can be utilized in the service selection to direct service demands.

Given the same level of QoS provided by service providers, service selection should favor the service with the lowest overhead, i.e., consuming the least resources. This is because it achieves realization of the best QoS at the lowest cost. If a client simply selects the cheapest service and pays the low-
est price, it does not necessarily select the one with the lowest overhead. This is because service providers can ask for prices higher than the real overhead of providing the service. Driven for more revenue, a service provider tends to increase its asking price, which can lead to a suboptimal service selection result. For example, assume both service providers $A$ and $B$ offer a service $s$ with the same QoS, with overhead of $O_a$ and $O_b$ respectively ($O_a < O_b$). Ideally, $A$ should be selected, as it is the most effective choice. However, it is possible that, due to different strategies of increasing revenues (e.g., $A$ is more aggressive than $B$), $A$ asks for a price higher than $B$, which leads to the selection of $B$. Therefore, it requires a pricing mechanism to incentivize the providers to reveal truthful prices, which can be realized using mechanism design, as explored as follows.

III.3.2.2 Auction-based Pricing Model

The field of mechanism design studies how to design systems so that entities’ selfish behavior results in desired system-wide goals. The designed mechanism is called an incentive scheme. However, the game-theory literature on mechanism design neglects computational and communication complexity, which makes mechanism-design approach unpractical in many settings. This is addressed by distributed algorithmic mechanism design (DAMD).

In essence, Distributed Algorithmic Mechanism Design (DAMD) [Feigenbaum and Shenker, 2002] addresses the design of incentive compatible mechanisms (i.e., mechanisms that result in desired system-wide outcome from selfish behavior of individuals) at tractable computational and communication expense. It is an extension of algorithmic mechanism design [Nisan and Ronen, 2001], which designs incentive compatible mechanisms with tractable computation. DAMD lies in the intersection of economics science and computer science. More formally, consider a distributed system in which there is a set of possible outcomes $O$ (e.g., result of service selection)\(^1\). For convenience, “agent” is used to refer to a software entity representing and working for the interest of a node. A strategy for an agent is a complete contingency plan, i.e., a plan describing what decision the agent should make under each possible situation that might occur. Each of the $n$ autonomous strategic agents\(^2\) has a utility function $u_i: O \rightarrow R$, where $u_i \in U$ ($U$ defines the set of utility functions of agents) and expresses an agent’s preferences over these outcomes. The desired system-wide goals are specified by a Social Choice Function (SCF)

\(^1\) We rely mostly on [Feigenbaum and Shenker, 2002] for definitions and notations.

\(^2\) Since even random behavior can be considered as one kind of strategy, every agent is a strategic agent, strictly speaking.
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$F : \mathcal{U}^n \rightarrow \mathcal{O}$ that maps the (actual) utility functions of agents to a particular outcome. However, each agent is usually reluctant to publicize its actual utility function, making it difficult to achieve any global goal.

For a given mechanism $M$, let $S$ denote the strategy space of one agent, i.e., a set of strategies that can be taken by the agent, and $C_M(u) \subseteq S^n$ denotes all possible strategy vectors that could reasonably result from selfish behavior. The goal of mechanism design is to define a mechanism $M$ that implements the SCF, i.e., $M(C_M(U)) = F(U)$, for all $U \in \mathcal{U}^n$. With such an incentive compatible mechanism, selfish behavior by agents results in desired system-wide outcomes.

In game theory, the strategy that is always to the best interest of one agent, no matter how other agents act, is named dominant strategy. A mechanism with dominant strategy is very desirable for scenarios featuring interactions among autonomous, automated agents, compared to those without dominant strategy: (1) the behavior of an agent is much simpler: it only needs to follow the dominant strategy regardless of other agents’ behavior; (2) it saves the complex knowledge representation and logic evaluation for counterspeculating how other agents will behave. Thus, it is very desirable to have an incentive compatible mechanism with dominant strategy.

DAMD relates to designing a mechanism such that the dominant strategy for each agent is to reveal its true valuation, which is leveraged to achieve SCF. DAMD is suited for USoCo environments because (1) it is distributed; (2) the thin devices can only afford tractable computational and communication complexity. Additionally, the computation and communication overhead of a mechanism for service selection should be even lighter than “being algorithmic”; the overhead should be as small as possible. As the emphasis of mechanism design is put on the implementation of various types of auctions [Nisan and Ronen, 2001], which has been an efficient means for resource allocation [McMillan, 1994], service assignment [Vulkan and Jennings, 2000] and conflict resolution [Capra et al., 2003].

According to the definition of McAfee and McMillan [McAfee and McMillan, 1987], an auction is a market institution with an explicit set of rules determining resource allocation and prices on the basis of bids from the market participants. An auction can be used to determine the value of a commodity that has undetermined or variable price. Sometimes, there is a minimum or reserve price. If the bidding does not reach the minimum, the item is not sold. In an auction, there exist a seller, an auctioneer and bidders (i.e., potential buyers). A seller hires and entrusts an auctioneer to host the auction and sell a commodity. The bidders offer their bids for the commodity and the auc-
tioneer then determines the winner (the highest bidder) and the commodity is sold.

The commonly seen auctions in the real world include English auction, first-price sealed-bid auction, Dutch auction and Vickrey auction.

- In *English auction*, the auctioneer starts with the reserve price and proceeds to solicit successively higher bids from the bidders until no one raises the bid. The highest bidder is the winner and pays the price she bids. The dominant strategy for one agent in English auction is to continuously raise its bid until it wins or the bid reaches the maximum price it is willing to pay for that item. A noticeable feature of English auction is that it is usually multi-round and the time and communication overhead is proportional to the difference between the starting price and the price at which the item is sold. However, it does allocate the item to the bidder who has the highest valuation of the item and is the only bidder willing to outbid all other bidders.

- In *first-price sealed auction*, each bidder submits one bid in ignorance of all other bids to the auctioneer, who determines the highest bid and sells the item to that bidder for its bidding price. This kind of auction can be executed in one-round and thus is communication-saving. However, since each agent’s bid is based on her private valuation and prior beliefs of others’ valuations, the item is not always awarded to the party who values it most.

- In *Dutch auction*, bidding starts at an extremely high price and is progressively lowered until a buyer claims an item by calling “mine”. The winner pays the price at the current price. Dutch auction preserves maximal privacy: only the highest bid is revealed. However, like English Auction, it is multi-round, and like first-price, sealed-bid auction, one agent’s bid is strategically based on its private valuations and its beliefs of others’ valuation.

- Similar to the first-price sealed auction, Vickrey auction is sealed and executed in one-round. The highest bidder is the winner, but pays the price that is equal to the second-highest bid [Vickrey, 1961]. A distinguished feature of Vickrey auction is that the dominant strategy for every bidder is to bid her true valuation. Thus Vickrey auction always rewards the item to the bidder who values it most, i.e., realizes SCF.

Table III.1 lists the features of the above four auctions. It can be seen that only Vickrey and English auctions have dominant strategy and realize SCF.
III.4 Reputation Mechanism

Reputation mechanism has been widely used and deployed in online service provision (e.g., eBay\(^3\)), wide-area wireless services [Chakravorty et al., 2005], peer-to-peer systems (e.g., Aberer and Despotovic, 2001, Kamvar et al., 2003, Xiong and Liu, 2004) and mobile ad hoc networking (e.g., Michiardi and Molva, 2002). During online service provision, especially e-commerce, it is commonplace for parties that are unknown to each other to encounter [Resnick et al., 2000, Josang et al., 2005]. This opens up an issue of lack of trust between two parties before an interaction takes place. P2P file sharing networks (e.g., Gnutella\(^4\)) have many advantages (such as improved scalability) over traditional client-server approaches to data distribution. They are, however, subject to attacks from anonymous malicious peers, such as virus spreading and fake file attack [Kamvar et al., 2003]. In [Aberer and Despotovic, 2001], the authors address the issue of the recommendations’ trustworthiness and storage in P2P systems at the same time. An entity files complaints against another if it detects cheating or it attempts to cheat. Such complaints are stored according to the key corresponding to the concerned entities. An entity is considered dishonest if the total of its filed complaints and the complaints against it exceeds considerably the general average. In mobile ad hoc networks, nodes rely on the service of “packet forwarding” provided by their

\(^3\) http://www.ebay.com

\(^4\) http://www.gnutella.com
neighbors in order to communicate with others that are out of their communication range. Reputation is thus used to evaluate a node’s degree of being cooperative. It makes it possible to identify and exclude the misbehaving nodes from the routes and punish them by refusing to forward packets for them. In order to detect misbehavior, each node is assumed to operate in a promiscuous mode (e.g., [Buchegger and Boudec, 2002, Martí et al., 2000]), such that it can listen to every packet transmitted by its neighbors even if the packet is not intended for it. When a node asks one neighbor to forward a packet, it can monitor whether the packet is actually forwarded as expected. Neighbors that are observed to be often dropping packets are singled out and excluded from any route. Some reputation mechanisms for packet forwarding on MANETs also incorporate reputation propagation (e.g., [He et al., 2004]). However, the acting of recommending is assumed to be voluntary and thus no incentive is provided. It is quite self-contradictory since the act of recommending requires packet sending. In the following texts, we survey existing reputation mechanisms, especially focusing on the handling of recommendations (or ratings).

Some reputation mechanisms do not distinguish between reputation of providing a service and providing a recommendation (e.g., [Zacharia and Maes, 2000, Kamvar et al., 2003, He et al., 2004]). They assume that trust on an entity’s capability to provide services can be transferred to its opinions. For example, in [Kamvar et al., 2003], a peer that provides authentic files in a P2P file sharing system is trusted to give honest opinions. But such assumption can make the reputation mechanism vulnerable to reputation manipulation. For example, a good service provider can exploit it to demote the reputation of its competitors, as its opinions are considered as truthful as its services. Therefore, it necessitates the differentiation of reputation for providing services and recommendations, namely service reputation (SRep) and recommendation reputation (RRep) respectively. A trustor can evaluate the trustee’s overall reputation (ORep) based on SRep and others’ recommendations. The latter is taken into account depending on the recommenders’ RReps. For example, in [Abdul-Rahman and Hailes, 2000], recommendation trust is introduced to evaluate the credit of a rating.

In [Buchegger and Boudec, 2002], only negative recommendations are propagated since it is assumed that maliciousness is the exception rather than the norm, such that an entity without any negative experience is considered honest. This is an optimistic hypothesis because it assumes that any negative experience is well published and known. In [Michiardi and Molva, 2002], only positive recommendations are allowed to prevent the attack of Denial of Service (DoS), i.e., malicious nodes spread negative ratings such that the victim is considered dishonest and deprived of any service (e.g., packet forwarding).
The DoS attack can be handled by improving robustness to false accusations, such that the latter is identified and ignored. In addition, similar to [Buchegger and Boudec, 2002], it assumes that positive recommendations are well propagated. Hence, neither of the above two solutions preferring only positive or negative ratings is well-grounded. Recommendations can be positive or negative and should be equally taken into account for reputation evaluation.

It is possible that a recommendation does not correspond to the fact, i.e., it can be either false praise or accusation. Such recommendation is named a rumor (or a lie). Due to the existence of rumors, recommendations need to be carefully incorporated towards the trust decision of whether to interact with a service provider. In another word, the reputation mechanism needs to be able to handle rumors such that it is robust against them.

Yu and Singh [Yu and Singh, 2002, Yu and Singh, 2003] present a reputation model that aims to detect rumors in multiple agent systems. The recommendations are compared against the new direct experience to evaluate the recommenders’ RReps, which determine the credibility of their recommendations. Only recommendations from helpful nodes (i.e., with high RRep) are accepted and weighed according to their RReps. Similarly, in [Huynh et al., 2005], a new direct experience is compared against the recommendations for evaluating the recommenders’ credibility. Although both of the above solutions are capable of identifying and ignoring rumors, they give no penalty to either liars or free-riders, which can always benefit from others’ recommendations.

In [Buchegger and Boudec, 2003, Buchegger and Boudec, 2004, Buchegger and Boudec, 2005], recommendations are utilized only as an additional source of information for deriving reputation. A trustor already has its own opinion (SRep) regarding the trustee before asking for any recommendation. Only recommendations that are similar enough to its own opinion are considered truthful and integrated and each accepted recommendation is given a small constant weight. An entity does not keep others’ reputation in recommending. Moreover, the authors argue that liars should not be punished as it would discourage honest reporting of misbehavior. But, no incentive is given to encourage recommendation provisioning.

In [Whitby et al., 2004], all recommendations are aggregated to derive the public opinion. Each individual recommendation is then compared against the public opinion; too much deviation leads the recommendation to be considered false and thus excluded. The public opinion is then recalculated and compared against each remaining recommendation until no recommendation is
filtered out. This kind of approaches to identify rumors and assign weights to different recommendations is *endogenous* since the truthfulness of recommendations is judged depending on the recommendations themselves. In contrast, *exogenous* approaches use external factors, such as RRep, for doing so. The implicit assumption underlying endogenous approaches is that the majority of recommendations are honest such that they dominate the rumors. Therefore, a recommendation that deviates from the majority is considered a rumor. This assumption is not solid in open environments where recommendations can be very few in number, most of which can be rumors. A variant of endogenous approach is used in [Patel et al., 2005], where each entity records all the ratings and subsequent interaction experiences. Assume node $a$ receives a recommendation from recommender $r$, $a$ first picks out all the entities whom $r$ has recommended with a similar value (e.g., within the range $[a..b]$). The accumulated experiences with those entities are calculated and compared against the rating range to obtain $r$'s RRep. Their approach is *exogenous*, because it is the accumulated direct experiences that are used to determine the trustworthiness of a recommendation. Meanwhile, it is also *endogenous* because such comparison is done only within the range of recommendation values that are considered relevant.

Jurca and Faltings [Jurca and Faltings, 2003] propose an incentive-compatible reputation mechanism to deal with inactivity and rumors. A client buys a recommendation about a service provider from special brokers named *R-nodes*. After interacting with the provider, the client can sell its feedback to the same R-node, but gets paid only if its report coincides with the next client’s report about the same service provider. One issue is that if the recommendation from an R-node is negative such that a client decides to avoid the service provider, the client will not have any feedback to sell. Or in the existence of opportunistic service providers that, for example, behave and misbehave alternatively, an honest feedback does not ensure payback. This opens up the possibility of an honest entity to have negative revenue and thus is unable to buy any recommendation. Besides, the effectiveness of their work depends largely on the integrity of R-nodes, which are assumed to be trusted *a priori*.

In summary, although current reputation systems are capable of identifying rumors, they lack measures to enforce voluntary and honest recommendations. Therefore, they are not incentive-compatible, i.e., there does not exist any incentive for entities to actively provide honest recommendations. As there is no deterrent for liars, rumors can be rampant and honest recommendations can become difficult to acquire due to lack of motivation. Therefore, a reputation mechanism for ubiquitous computing environments not only needs to be robust against rumors, but also needs to enforce both active and
III.5 Concluding Remarks

Above has been surveyed the existing work on service discovery, especially service location, service selection and reputation mechanism. Generally, current work on service location does not provide enough awareness of device mobility, leading to low service reliability; current SDPs lack service selection that chooses the best service on behalf of the client, taking into account various QoS properties and price; current reputation mechanism that evaluates the trustworthiness of entities does not address the incentive issues of recommenders, who are not motivated to recommend honestly and actively. This leads us to devise three solutions addressing the above three issues respectively, which start with service location enhanced with mobility awareness, presented in the next chapter.
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Signal Strength based Service Location

Service location in ubiquitous computing environments is a challenging task: device mobility can lead to low service reliability if not taken good care of. Routing protocols which are in charge of updating and maintaining routing tables do not provide enough support for handling mobility. It thus opens up an issue that the services located by most service discovery protocols tend to fail, given the mobility exhibited in USoCo environments.

In this chapter, we propose a simple, yet efficient way to locate services using signal strength (SS) tendency. Our main contribution lies in the enhancement of mobility awareness during service location, which improves service reliability. In the rest of this chapter, we first study the background on signal propagation in Section IV.1 where received signal strength between moving nodes is explored and observed. Section IV.2 presents our signal strength based service location, which is followed by Section IV.3 that presents the performance evaluation of our proposal for service location, especially in terms of service reliability. Finally, this chapter finishes with concluding remarks.

IV.1 Background on Signal Propagation

Wireless communication takes place in the form of electromagnetic wave. It is different from guided media such as copper wire in that it is more susceptible to interference. In order to grasp the stability of a wireless link, we take a look at the principal mechanism of signal propagation.

When a signal is being received, the antenna senses the radio electromag-
netic waves, which cause electrons to flow in the conductor and thus create a current. To make that happen, radio waves have to carry along enough power. After the signals are received, they are further demodulated into digital bits by the receiver. Generally, the more information the signals carry, the more sensitive they are to noise. Following are some key concepts in the signal propagation.

Transmitted power is the strength of the signal emissions measured in Watts (or dBm$^1$). Higher transmitted power helps to emit signals stronger than the interference, but at the cost of draining the battery faster. Too strong transmitted power also increases the interference between adjacent networks and thus decreases the possibility of frequency reuse. In order to make the unlicensed bands to be practically useful, regulation authorities in many countries pose a limitation on the maximum transmission power. For example, in Europe, ETSI regulates the maximal transmission power as 30 dBm. A Lucent Silver WaveLAN card has a transmitted power of 15 dBm (i.e., 31 milliwatts).

Receiver sensitivity is the power of the weakest signal that can be reliably detected and demodulated by a receiver. It is a benchmark of the performance of a receiver. Generally, receivers have weaker sensitivity at higher transmission rates. For example, a Lucent Silver WaveLAN Card has a sensitivity of -82 dBm at 11Mbps, and -87 dBm at 5.5Mbps.

The receiver sensitivity is not the only performance indicator for the receiver, because the received signal also includes noises from all other parties that share the same band, e.g., Bluetooth devices, microwave ovens, and other IEEE 802.11b wireless networks. Thus, Signal to Noise Ratio (SNR) is introduced and defined as the difference of received power between signal and noise. SNR is in the unit of decibel (dB) and is calculated as follows (with unit included in square brackets):

$$SNR[dB] = 10 \times \log_{10} \left[ \frac{\text{Signal Power [W]}}{\text{Noise Power [W]}} \right] = \text{Signal Power [dBm]} - \text{Noise Power [dBm]}$$

Intuitively, to be able to receive and demodulate the received signal successfully, the receiver requires a minimum SNR such that the signal is not overly “polluted” by the noise. Like receiver sensitivity, the threshold SNR varies with different transmission rates. For example, a Lucent Silver WaveLAN card has a SNR threshold of 16 dB at 11 Mbps, and 11 dB at 5.5 Mbps. Therefore, wireless communication succeeds only if the received signals satisfy both the

$^1$dBm = log(Watt) * 10 + 30
receiver sensitivity and the SNR threshold. If the noise level is low, the communication is limited by the receiver sensitivity; while if the noise level is high, SNR becomes the bottleneck. Both SS and SNR of a received packet can be obtained from the wireless card driver\textsuperscript{2}. In addition, a wireless link is possibly asymmetric, with signal quality from two ends of a link probably very much different due to difference in transmission power, interference extent and other factors. It leads to the possibility that one node can successfully send packets to the other but cannot receive any.

The radio wave (signal) propagation from the transmitter to the receiver is generally modeled by the combination of large scale and small scale propagation models [Rappaport, 2002]. Node movement over short distances (e.g., a few wavelengths) may cause the received signal strength, which is the sum of contributions of multiple components, to fluctuate rapidly, giving rise to small scale fading. As a node moves over longer distance, the local signal strength average (i.e., average of signal strength measured over a distance from \(5\lambda\) to \(40\lambda\) – about from 0.6m to 5m for 802.11b) gradually decreases. We call the distance \textit{locality distance} and large scale propagation model essentially estimates the average signal strength over the locality distance. As shown in Figure [IV.1] [Rappaport, 2002], the signal strength fluctuates in a large range with the increasing of the distance between transmitter and receiver, but the average signal strength over locality distance exhibits the tendency of decreasing.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{signal_strength_graph.png}
\caption{Signal Strength with different T-R distances}
\end{figure}

\textsuperscript{2}e.g., http://www.hpl.hp.com/personal/Jean_Tourrilhes/Linux/Orinoco.html
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It is desirable to observe large scale propagation because we aim to capture the changing distance and thus the mobility between nodes. The most basic large-scale model of radio wave propagation is called free space radio wave propagation. In this model, radio waves emanate from a source point of radio energy, traveling in all directions in a straight line, filling the entire spherical volume of space with radio energy that varies in strength with $1/d^2$ rule ($d$ is the distance from the source point). However, in the real world, signal propagation is often subject to reflection, diffraction and scattering [Rappaport, 2002]. The fading over a small range, or small scale fading, makes the SS collected at one point of time vary in a large range, giving no clear indication of link quality. This makes it difficult to recognize a node’s moving tendency. To capture the effect of large scale propagation in spite of interference from small scale one, studying the tendency of the average signal strength over a locality distance poses as a good way to detect node mobility.

To verify the phenomenon shown in Figure IV.1, we measure the SS between two laptops equipped with Lucent WaveLAN IEEE Silver cards, both of which implement IEEE 802.11b standard and have omni-directional antennas. The two laptops are running on Linux (RedHat) with 2.4.26 kernel and connecting with each other via a wireless link. The experiments are all carried out indoors in the day. The measurement of signal strength was performed every 1 second by consecutively sending “HELLO” messages and measuring the signal strength from the returned replies.

In one experiment setting, one laptop moves away from the other at human walking speed for a period of 50 seconds (Figure IV.2), during which the link is connected. It can be observed that the average signal strength over locality distance (as shown with dotted lines) clearly drops with longer distance, in spite of large variation in a short distance.

In order to see whether the above can also be observed in scenarios when both nodes are moving, we also conduct experiments with both nodes moving in the same direction, but with different speeds. The experiments last 40 seconds, during which the link is connected. The signal strength and the average SS of “HELLO” messages are shown in Figure IV.3. It can also be seen that, with the distance between two nodes getting larger, the average SS (as shown with dotted lines) is also decreasing. The above two experiments have also been carried out with the presence of interference from another ad hoc network, which leads to similar results.

The above experiments observe and verify that node movement can be detected by studying the variation tendency of average received SS over the locality distance. This fact can be exploited to identify stable links and thus
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Figure IV.2: Signal and noise power when one node is moving

Figure IV.3: Signal and noise power when both nodes are moving

to locate reliable services. Note that different from other approaches that use
signal strength as the criteria of a good link, we use SS tendency to detect mobility.

The utilization of signal strength in service location falls into cross-layer design, where the physical and MAC layer knowledge of wireless medium is shared with higher layers, in order to improve efficiency [Shakkottai et al., 2003]. It is motivated by the fact that layer triggers [Conti et al., 2004], i.e., predefined signals to notify events (e.g., route breakage) between protocols of adjacent layers, fall short of providing enough mobility-awareness for service discovery in mobile environments. For example, a link breakage causes the MAC protocol to report the link failure to routing layer, which updates the routing table subsequently. However, relying solely on such a mechanism results in a considerable probability of service failure in presence of device mobility. Therefore, to improve robustness against device mobility, service location needs to obtain more information regarding the underlying wireless links. As received signal strength, which is available in physical layer, indicates node mobility, it can be exploited to locate services that are less likely to fail because of device mobility.

IV.2 Signal Strength based Service Location (S3L)

In brief, given every neighbor in the network sending beacons periodically, when a neighbor is moving further (resp. closer), the average of SS over locality distance (e.g., 40\(\lambda\)) is decreasing (resp. increasing) [Rappaport, 2002]. Here, neighbors refer to the nodes reachable in one hop. Therefore, by keeping the SS of recent consecutive beacons from a neighbor, the link’s tendency to break can be recognized by studying whether the average SS over consecutive locality distances is increasing or decreasing. In addition, a neighbor’s departure or failure can be detected by the absence of its beacons for some threshold length of time (e.g, three times the beacon interval in OLSR [Clausen and Jacquet, 2003]).

Motivated by the above observations, we consider a wireless link stable only when: (1) the signal qualities (i.e., SS and SNR) from both ends are above receiver-specific threshold values, (2) the average SS over consecutive locality distances is not decreasing, and (3) both ends of the link are active (i.e., exchange of beacon messages occurs recently enough). The neighbor on the other end of a reliable link is named a Strongly Connected Neighbor (SCN).

Subsequently, we propose a Signal Strength based Service Location (S3L) method that performs service discovery only along stable links, so that the path between service requester and provider is reliable. A path being reliable
IV.2 Signal Strength based Service Location (S3L)

refers to the fact that it is unlikely to break soon. The underlying method is that by regularly broadcasting beacon packets to neighbors, each node derives the stability of links from the signal strength and its variation tendency and recognize its SCNs.

S3L does not impose any requirement on how service information should be retrieved, whether push or pull based. It leaves open how services are described, matched or accessed, while focusing on how the service information is forwarded during service discovery. Using S3L, the service information is always sent (either pushed or pulled) along the links that are considered stable by S3L. For pull-based SDPs, each node sends service queries only to SCNs, which may further forward the service queries to their SCNs. For push-based SDPs, each node sends its service advertisements only to SCNs, which may publish the advertisements further to theirs SCNs. In other words, the service discovery and delivery are only carried out along stable links by avoiding those weak, obsolete and diminishing links.

IV.2.1 Service Location Process

With S3L, each node regularly broadcasts beacons to its (one-hop) neighbors and in the meantime receives beacons from them. The stable links are recognized based on the average signal strength of received beacons. We illustrate the process using a pull-based SDP, but it works similarly for push-based SDPs.

With a pull-based (reactive) model, a client sends its service discovery request along stable links. Providers of services that satisfy the user request respond by sending back their service information, including QoS values, access method, etc. Then, the service client invokes one service (if there are multiple responses, one is selected that best matches the client, to be presented in the next chapter), which is carried out along the path returned by S3L.

To implement the above process, the following five types of packets are defined and used:

- $\text{serv\_beacon}$ is for exchanging signal information among neighbors.
- $\text{serv\_disc}$ is a service discovery request from a service client.
- $\text{serv\_resp}$ is a service response message from a service provider.
- $\text{serv\_invo}$ is the invocation message from the client to access the service.
• serv_ack is the service result from the service provider to the client.

We illustrate how S3L locates services by at first explaining the periodic beacons sent by every node.

**IV.2.1.1 Beacon**

![Figure IV.4: Beacon sending in S3L](image)

A wireless link is asymmetric if

- one end has good link quality, i.e., with strong SS and high SNR, while the other end does not. We call it *different strength* between two ends: if one end receives beacons with strong signal strength and high SNR, it is considered strong; otherwise it is considered weak.

- one end can successfully receive beacons, while the other end cannot (e.g., due to different traffic conditions). We call it *different activeness* between two ends: if one end receives a beacon recently, it is considered active; otherwise it is considered inactive.

In order to observe whether a link is symmetric or not, a node can inform the other end of (1) the link quality from its end and (2) when it received a beacon from the other end last time. Note that care has to be taken regarding exchanging the timestamps of last received beacons because it can require synchronization of all nodes (e.g., with GPS), which is quite unpractical given the heterogeneity of devices (e.g., not every device is equipped with a GPS). To circumvent this problem, nodes exchange the last beacon’s age instead of its arrival time. For example, in Figure IV.4, there is a wireless link between node A and B, which they might receive different link quality (e.g., different SNR). Assume A is a newcomer to this network and thus broadcasts its first beacon to signal its existence. Node B receives a beacon from A with a SS of ss1 and SNR of snr1. Next time when B sends its beacon, it informs
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$A$ of the SS, SNR and the age of the last beacon from $A$ ($dt1$), i.e., the length of time since it received $A$’s beacon last time. Similarly, $A$ will include the information about the SS, SNR, and age of $B$’s last beacon ($ss2$, $snr2$, $dt2$). With accumulation of more beacons, nodes send average (SS, SNR) instead of the (SS, SNR) of last beacon to counter fluctuation. Note that when $B$ is a new neighbor of $A$, i.e., $A$ never receives $B$’s beacon before, $A$’s beacon does not have any signal information about the link (e.g., the first beacon in Figure IV.4). With the above handshake of beacons, two ends of a link can get to know the link quality from both ends and the ages of the last beacons from them. It can be easily extended to multiple neighbors, with a beacon including the information of all links to its neighbors. Therefore, for every beacon interval, a node broadcasts to its (one-hop) neighbors a UDP packet $serv\_beacon$, in which it informs the neighbors about the average link qualities over the most recent locality distance from its end (Table IV.1). Note that the beacon includes the link information of all of its (one-hop) neighbors, whether they are SCNs or not, in order to dynamically evaluate link stability. Despite the amount of information carried in the beacon, the incurred packet size of a beacon is moderate because of the limited number of one-hop neighbors even in dense wireless networks. For example, in a network of 210 nodes with a communication range of 100 meters in an area of $350m \times 350m$, the average number of neighbor is about 21.2 [Williams and Camp, 2002]. On receiving a $serv\_beacon$, a node extracts SS and SNR of its end (e.g., from the wireless card driver), notes down the reception timestamp of the beacon and extracts the signal quality (i.e., SS and SNR) and timestamp of the other end embedded in the $serv\_beacon$. Subsequently, both nodes recognize the link quality from both ends.

\[
(nid_1, ss_1, snr_1, dt_1) \quad (nid_2, ss_2, snr_2, dt_2) \ldots
\]

Table IV.1: A $serv\_beacon$ packet in S3L

A node only sends the average SS and SNR of its end (e.g., the average of most recent 5 samples) instead of multiple samples because it is not necessary: if a link is considered expiring at one end, it is also detected as being so at the other end, given the phenomenon of “average SS weakens with two ends moving away” as discussed in Section IV.1.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$SS_{1..k}$</th>
<th>$SNR_{1..k}$</th>
<th>$TS$</th>
<th>$nSS$</th>
<th>$nSNR$</th>
<th>$nAge$</th>
<th>$isSCN$</th>
</tr>
</thead>
</table>

Table IV.2: An entry of the neighbor table in S3L

Based on the above beacon mechanism, each node tracks the signal information of every wireless connection (to its neighbors), by keeping a neighbor
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Table (NT), which contains a list of its (one-hop) neighbors. As shown in Table IV.2, each entry contains:

- a neighbor’s ID (nid).
- the SS of the most recent \((2 \ast k)\) received beacons from the neighbor. They are continuously updated with reception of new beacons. For example, the most 10 recent beacons have SS of (ordered by recency) \((ss_1, ss_2, \ldots ss_{10})\). The average of most recent 5 samples are compared against the 5 samples before that, i.e., \(\sum_{i=1}^{5} (ss_i)/5\) against \(\sum_{i=5}^{10} (ss_i)/5\). If the average is decreasing, this neighbor is considered to be leaving.
- the SNRs of the most recent \(k\) received beacons from the neighbor. They are used to calculate the average SNR of recent beacons. As there is no comparison to make, only half of the SNR samples need to be kept compared to the number of SS samples.
- the arrival time of the last beacon from the neighbor. This is for judging the activeness of this end.
- average SS and SNR from the neighbor’s end (nSS and nSNR), for judging the signal quality from the other end of the link.
- the age of the last beacon received by the neighbor (nAge), for telling the activeness of the other end.
- an indicator showing whether the neighbor is a SCN or not, for facilitating lookup of SCNs among neighbors.

The neighbor table does not impose large storage overhead because of the limited number of (one-hop) neighbors. A node’s departure or failure is identified by lack of beacons for some threshold time, noted \(\delta_b\). Moreover, for every \(\delta_b\), a node reevaluates its SCNs by going through all entries of the neighbor table and deciding whether a neighbor is an SCN according to the three criteria as stated at the start of this section. An SCN can be unmarked if it is considered no longer strongly connected, e.g., it starts moving away; similarly, a previous non-SCN can become an SCN, e.g., it stops moving away. A node whose beacons are older than \(\delta_b\) is no longer considered as a (one-hop) neighbor and thus deleted from the neighbor table.

The beacon interval is an important parameter in S3L, not only because of its effect on message overhead on the network introduced by beacons, but also because of its impact on the number of beacons that need to be “grouped”
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together for averaging. Given the relative speed between two nodes of $v$ and locality distance of $40\lambda$, the time to cover the locality distance is $40\lambda/v$. During this period of time, assuming that beacons are sent every $b$ seconds, about $n = 40\lambda/(b \times v)$ beacons are collected. Since averaging requires multiple samples in order to counter fluctuation, the larger $n$ is, the more effective the mobility detection is. However, given an average speed of $v$, larger $n$ infers smaller $b$, i.e., more frequent beacon sending. For example, in an IEEE 802.11b network, the average speed is 1.5 m/s (human walking speed). In order to collect $n = 4$ beacons for averaging, it requires that $b = (40 \times 0.125)/(4 \times 1.5) = 0.9$, meaning that beacons should be sent at least as frequently as every 0.9 second.

IV.2.1.2 Service Location

A node looking for a service broadcasts a serv_disc (as shown in Table IV.3) in one hop to its SCNs, which includes: (i) a unique sequence number composed by the node’s address and an increasing counter; (ii) a service path with the first address filled with its own address; (iii) the propagation range (in number of hops) of the request; (iv) the service’s functionality requirement (we ignore the QoS attributes for the moment now, which will be addressed in the next chapter); (v) the addresses of SCNs, with the optional signal information of the links to its SCNs (similar to beacons).

<table>
<thead>
<tr>
<th>seq #</th>
<th>functionality</th>
<th>path(n1, , , , )</th>
<th>range</th>
<th>(scn1, scn2, ... scn_k)</th>
</tr>
</thead>
</table>

Table IV.3: A serv_disc packet in S3L

One-hop broadcasting is preferred over multicasting here because the former is simple and does not need to maintain a tree or mesh-like structure as in multicast routing protocols on MANET (e.g., Ad Hoc On Demand Distance Vector (AODV) multicast [Royer and Perkins, 1999]). In a serv_disc packet, the list of destinations (i.e., SCNs) is specified such that non-SCNs ignore it. The only disadvantage of doing this is that, for non-destination nodes, the packets are dropped at the application layer instead of network layer. Note that if there is only one destined SCN, the packet is sent by unicasting. To avoid unnecessary rebroadcasting, each node keeps a cache of sequence numbers of the serv_discs it has already handled. To prevent looping, the service path in serv_disc contains the intermediate nodes which the service query has traversed.

On receiving a serv_disc packet,

(1) a node verifies whether it has already handled the query by looking up
the sequence number in the cache. If it has, it simply discards the packet.

(2) Otherwise, it checks whether it provides the requested service. If that is the case, it appends its address and sends back by unicasting a serv_resp (as in Table IV.4) along the reverse path that is filled in serv_disc. The unicasting can be done with “source routing” by specifying in the IP header a complete, ordered list of nodes through which the packet will pass, if it is supported by the underlying routing protocol (e.g., Dynamic Source Routing (DSR) [Johnson et al., 2004]). As this support cannot always be assumed to exist, we put the service path in the payload of the packet, as shown in Table IV.4. The serv_resp packet also includes a sequence number to identify the service request (in case a client sends multiple requests for different services).

(3) Otherwise, it checks whether the serv_disc has already traversed the furthest distance required by the service client: the field of range is subtracted by 1 every time the packet is forwarded. When range reaches 0, the message is no longer forwarded. If the range is greater than 0, it calculates the destined SCNs, i.e., its SCNs that are not already in the service path of serv_disc.

- If the destined SCNs include more than one node, it appends its address to the end of the service path and rebroadcasts the serv_disc to its SCNs.
- If the destined SCN only includes one node, the serv_disc is unicast to that SCN. For both of the above cases, the query sequence number is added into the cache of handled service queries.
- Otherwise, nothing needs to be done.

<table>
<thead>
<tr>
<th>seq #</th>
<th>path(n_1, n_2, ..., n_k)</th>
</tr>
</thead>
</table>

Table IV.4: A serv_resp packet in S3L

On receiving a serv_resp, a node first reads the service path embedded in the message to check whether the packet is destined to itself, i.e., whether it is the client requesting for the service. If it is the client, it either waits for more service replies or invokes the service by sending serv_invo to the service provider along the reverse of the service path in the serv_resp. Otherwise, it forwards the packet to the next node in the service path.

For example, a network of 5 nodes is shown in Figure IV.5 with solid lines denoting stable links and dotted lines representing unstable links. Assume
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Figure IV.5: An example of service location with S3L

that node A is looking for a service named s1 and broadcasts the request to its SCNs of nodes B and C at step ❶. The serv_disc packet includes the sequence number 1001, service path (A, ...), functionality requirement s1 and the destined SCNs ({B, C}). Nodes B and C do not host any service of s1, thus they unicast a serv_disc to E since there is one destined SCN (A is already in the path). E receives serv_disc packets from both B and C. Assuming C's packet arrives earlier than B, E handles C's request and broadcasts a serv_disc to its SCNs of B and D (C is also its SCN, but C is already in the service path). C will ignore the request from B, so will B ignore the request from C, by checking the sequence number against the cache. Note that the caching of the sequence numbers of the handled serv_discs is only an optimization means: a cache miss will not affect the correct operation of S3L, because the embedded service path is guaranteed to be loop-free thanks to the selective forwarding of serv_disc (i.e., to the SCNs that are not already in the service path). After D receives the serv_disc from E, it unicasts to A a reply of serv_resp, including its service information, along the path embedded in serv_disc. At step ❹, A receives the response from D and gets to know the service path of A → C → E → D.

IV.2.2  S3L Analysis

In essence, S3L avoids the unstable links that, by its estimation, will break before the service finishes. The time span between when the service provider sends back a reply and when the service finishes can be estimated as the sum of service latency (l) and the message round trip time (rtt). During that period of time, the distance between the two nodes is increased by \( d = (l + rtt) \times v \) (Figure IV.6), where \( v \) denotes the relative speed between the two. The smaller
the service latency is, the shorter $d$ is, the less possible that the link gets broken (as the link breaks only if $B$ rests in the shaded area).

Therefore, the accuracy of S3L is greatly affected by the service latency $l$. If the service lasts a very short time (e.g., 1 second), S3L becomes unnecessary because even if it detects that the link is moving towards getting broken, it is very probable that the service already finishes when that happens. Meanwhile, if a service takes a long time (saying, 5 minutes), the estimation becomes less accurate because of two reasons. First, it is probable that the link becomes unstable (e.g., two ends start moving away from each other) after the service starts. Although this is also possible for services of smaller latency, the probability gets higher with longer period of time. Second, if the two nodes are approaching each other at the beginning, the link between them is considered stable by S3L. However, after passing each other, they start leaving each other and the link becomes expiring. Therefore, it necessitates stricter definition of stable links (e.g., neither approaching nor leaving) when services take a long time. Using long-latency remote services is thus more difficult to realize in mobile and dynamic environments such as USoCo environments. The other factor affecting $d$ is speed. Very large speed leads to the emission of very few beacons when a node covers a long distance or before a link breaks. As insufficient number of beacons make it difficult to detect mobility tendency, S3L can fail to identify such unstable links. The performance of S3L under various mobility speeds and service latency is evaluated in the next section.

IV.3 Performance Evaluation

In this section, we evaluate the performance of S3L. Our main objective is to investigate whether our proposal of signal strength based service location improves robustness against device mobility and whether it exhibits satisfactory performance in terms of service location latency.
From a service client’s perspective, its ultimate concern is whether its service request is served successfully. A failure can result from two possibilities. The first is the service location does not find a service which satisfies the client’s request. This can be due to either there is no provider offering such a service in the vicinity or the service providers are intentionally omitted (e.g., if they are on unstable links in S3L). The second possibility is that the located services fail during delivery because of link disconnection. We thus measure the number of successful and failed service deliveries, the sum of which equals to the number of successful service discoveries (i.e., finding a service instance that satisfies the user’s request). From these two parameters, we further derive \textit{delivery success ratio}, which is the number of successful service deliveries divided by the total number of service invocations. In terms of overhead, we measure \textit{service location latency}, which equals the length of the interval between when a client issues a service discovery request (i.e., a \texttt{serv_disc}) and when it receives a service discovery reply (i.e., a \texttt{serv_resp}). Therefore, overall, we investigate the following metrics: (1) service success and failure numbers; (2) delivery success ratio; and (3) service discovery latency.

\textbf{IV.3.1 Simulation Environment}

We evaluate our solution using \textit{ns-2} with CMU wireless extensions \cite{LBNL2001} because of its availability as open source and active community discussion\footnote{http://www.isi.edu/nsnam/ns/ns-lists.html}. Our simulated network consists of 40 mobile nodes in an area of from 350m $\times$ 350m to 700m $\times$ 700m (increasing by 50m for each simulation setting), with each node having a transmission range of 100m using \textit{Ricean} propagation model \cite{Punnooseetal2000}. Ricean fading is one way to model small scale fading, along with Rayleigh fading. The difference between the two lies in that the former is for small scale fading with line of sight while the latter is for no line of sight \cite{Rappaport2002}. We assume the \textit{Random Waypoint} mobility model with each node moving at walking speed, i.e., between 0.5m/s and 2m/s, with pause time of 0, i.e., nodes are always in motion. The speed will be also adjusted when we investigate the impact of speed on the performance. The Distributed Coordination Function (DCF) of the IEEE 802.11 protocol is used as the MAC layer protocol. Each wireless channel has bandwidth of 2 Mbps.

We assume that each node can host up to \textit{nServ} services, out of 50 services (thus \textit{nServ} $\leq$ 50). Each node randomly requests a service that it does
Table IV.5: NS-2 simulation parameters for evaluating S3L

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility Model</td>
<td>Random Way Point</td>
</tr>
<tr>
<td>Moving Speed</td>
<td>0.5 - 1.5 m/s</td>
</tr>
<tr>
<td>Pause Time</td>
<td>0</td>
</tr>
<tr>
<td>Propagation Model</td>
<td>Ricean Fading</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>100 m</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Area</td>
<td>from 350m x 350m to 700m x 700m</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>40</td>
</tr>
<tr>
<td># of serv per Node (out of 50)</td>
<td>25</td>
</tr>
<tr>
<td>service latency</td>
<td>from 1 to 33 seconds</td>
</tr>
</tbody>
</table>

not provide. Every service is served as a Constant Bit Rate (CBR) streaming application of 56 Kbps. The larger the \( n_{Serv} \) is, the more likely that a node is able to locate the requested service at nearby nodes. This is already taken into account with different simulation areas, since the smaller the area is, the more dense the nodes are and with higher possibility that a nearby node provides the requested service. Therefore, we set \( n_{Serv} \) with a fixed value, e.g., 25, while measuring the metrics with different areas.

As the focus is to evaluate the robustness against mobility of the service location, the client always selects the first service reply and invokes the service. Beacons are sent every 2 seconds, and locality distance is set to 5 meters, i.e., about 40 \( \lambda \) for IEEE 802.11b. The whole simulation lasts 500 seconds. Because it takes time for the random waypoint model to reach a stable distribution of mobile nodes [Camp et al., 2002], the initial part of the simulation is not representative of the reality and is therefore discarded. At the end of the simulation, because the service lasts some time and the service client needs some time to wait for the arrival of service results, no queries are sent at the end of the simulation. Therefore, we choose to skip the first 200 seconds of the simulation result. From 200s to 450s, for every second, there is a node sending a service discovery request in a round-robin way. Each simulation setting is executed 30 times. Thus there are a total of \( 250 \times 30 = 7500 \) service discovery attempts for each setting and the average is presented.

For the sake of comparison, we implement two simple reactive service discovery protocols: one base on S3L (for the simplicity of presentation, we still name it S3L) and the other, named \( DIST \), which is almost identical with S3L.

\[^{4}\text{It refers to beacons sent during the service discovery.}\]
except that it does not distinguish between stable and unstable links and it uses a routing protocol. We choose Optimized Link State Routing Protocol (OLSR) [Clausen and Jacquet, 2003] because of its wide usage and the availability of simulation codes for ns-2. OLSR is a proactive routing protocol for MANET, i.e., each node exchanges topology information with others regularly. Every node selects a set of its neighbor nodes as multipoint relays (MPR), which are the only nodes responsible for forwarding control traffic. MPRs provide an efficient mechanism for flooding control traffic by reducing the number of transmissions. This makes OLSR a good choice as the underlying routing protocol for DIST as it propagates the service requests using broadcast. In contrast, S3L does not use any routing protocol, as it finds a service path by itself, which is used for later service delivery. The difference between S3L and DIST is shown in Table IV.6. In DIST, a client broadcasts its service request in the vicinity network while in S3L, it only sends the request along stable links. As only SCNs respond to the broadcast packets, we name it “selective broadcast”. The ranges of service request propagation in both S3L and DIST are set to 4 hops. The purpose of this comparison is two-fold: (1) to evaluate whether service location based on signal strength tendency does improve service reliability; (2) to justify our choice of cross-layer design, i.e., instead of relying on routing protocols for handling mobility, S3L extracts signal information directly from the physical layer to detect node mobility and improve service reliability.

### IV.3.2 Evaluation Results

**Delivery Success Ratio.** At first, by setting the service latency to 25 seconds, we explore the number of success and failed services with different simulation areas. The performance of S3L and DIST with respect to the number of service success and failure (out of 250 queries) are compared in Figure IV.7. It can be observed that S3L outperforms DIST by having more successful service deliveries. Particularly, it cuts down the number of service failures by 50% to 70%. From the numbers of service success and failure, we derive delivery

---

Table IV.6: Difference between DIST and S3L

<table>
<thead>
<tr>
<th>Setting</th>
<th>S3L</th>
<th>DIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Protocol</td>
<td>none</td>
<td>OLSR</td>
</tr>
<tr>
<td>Service Request Propagation</td>
<td>Selective Broadcast</td>
<td>MPR’s Broadcast</td>
</tr>
<tr>
<td>Beacon</td>
<td>every 2 seconds</td>
<td>none</td>
</tr>
</tbody>
</table>

http://hipercom.inria.fr/olsr/
success ratio (Figure IV.8), which confirms S3L’s better performance than DIST.

<table>
<thead>
<tr>
<th>area</th>
<th>latency (in ms)</th>
<th>S3L</th>
<th>DIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>350m x 350m</td>
<td>16.873</td>
<td>16.130</td>
<td></td>
</tr>
<tr>
<td>400m x 400m</td>
<td>18.231</td>
<td>16.512</td>
<td></td>
</tr>
<tr>
<td>450m x 450m</td>
<td>16.401</td>
<td>17.964</td>
<td></td>
</tr>
<tr>
<td>500m x 500m</td>
<td>15.873</td>
<td>15.560</td>
<td></td>
</tr>
<tr>
<td>550m x 550m</td>
<td>16.269</td>
<td>15.810</td>
<td></td>
</tr>
<tr>
<td>600m x 600m</td>
<td>14.753</td>
<td>15.734</td>
<td></td>
</tr>
<tr>
<td>650m x 650m</td>
<td>13.786</td>
<td>16.142</td>
<td></td>
</tr>
<tr>
<td>700m x 700m</td>
<td>13.771</td>
<td>16.278</td>
<td></td>
</tr>
</tbody>
</table>

Table IV.7: Service location latency of DIST and S3L

Service Discovery Latency. Service discovery latency for S3L and DIST are presented in Table IV.7. It can be seen that there is no much difference (less than 3 ms in between), although S3L outperforms DIST to a small extent.
This is because both S3L and DIST have similar overhead in sent messages: in S3L, only SCNs rebroadcast service discovery messages; while for DIST, only MPRs rebroadcast them.

**Impact of Mobility.** The impact of mobility on the performance of S3L and DIST is investigated (Figure IV.9). In *ns-2*, the speed of a node is randomly selected from the range between *minspeed* and *maxspeed*. By fixing *minspeed* at 0.5 m/s, we evaluate the performance with *maxspeed* changing from 2 m/s to 21 m/s. It can be seen that with *maxspeed* less than 11 m/s, S3L outperforms DIST, although the advantage is getting less and less with larger speed; with speed higher than 11 m/s, DIST has almost as good performance as S3L. This is due to the fact that, with nodes moving at high speeds, the nodes cannot collect enough number of beacons for deriving mobility and thus cannot identify unstable links.

**Impact of Service Latency.** The impact of service latency on the performance of S3L and DIST is also studied (Figure IV.10) by adjusting the latency from 1 to 33 seconds (increasing by 4 seconds for each setting). It can be observed that with longer latency, both S3L and DIST suffer worse performance, because there is higher probability to fail with longer latency. When service latency is
Figure IV.9: Number of successful and failed service deliveries with different speeds

small (e.g., 1 second), S3L outperforms DIST with smaller number of service failure while the latter has larger number of service success. This is because with the latency of as short as 1 second, services can succeed even over unstable links. But starting from latency of 8 seconds, S3L outperforms DIST in both number of successful and failed service deliveries thanks to its enhanced robustness to mobility.

Summary. It can be concluded from the above experiments that S3L improves service reliability, compared to an alternative service location approach that is indifferent about link stability (i.e., DIST), as long as service latency is not too small (larger than 1 second) and speed is not too high (less than about 11 m/s). Such loose conditions show the wide range of S3L’s applicability.

IV.4 Concluding Remarks

In this chapter, we have presented signal strength based service location (S3L) for improving service reliability in presence of device mobility. Our contribution lies in (1) the elicitation of needs for mobility awareness during service
IV.4 Concluding Remarks

location and (2) a service location method based on signal strength tendency (i.e., S3L) that proves to improve service reliability.

S3L focuses on improving robustness to node mobility and thus service reliability. Such an enhancement is generally at the cost of impairing other QoS properties. Aggressive measures to improve reliability can lead to longer service latency, weaker service availability, etc, and should be justified only when the reliability gain outweighs the loss regarding other QoS properties. S3L forwards service information only along stable links and improves service reliability at the cost of weaker service availability – the services situated on the unstable links are excluded during service location and thus are unavailable to the client. However, in most cases, service discovery is followed by service delivery. An aborted service delivery after successfully finding a service instance is essentially equivalent to failure to find a requested service, which justifies our sacrifice of availability for reliability.

The extension beyond the work in this chapter can be carried out along incorporation of other QoS dimensions, besides reliability, into service location. However, it has to be noted that not every QoS dimension can be considered during service location. It only applies to the QoS properties whose values experienced by the client are affected by the service path. For example, the
experienced service latency, which is the sum of service processing latency at the service provider and the network transmission time, is applicable. Therefore, a service location request can be aborted if the discovery latency so far has already surpassed the maximum latency acceptable for the client. However, it is a non-trivial task because it requires synchronization of all nodes to be able to calculate the passing time since the sending of the request. In contrast to service latency, the cost-related dimensions are inappropriate, as they are only affected by service providers and independent of service path.
QoS-aware Service Selection Using Vickrey auction

Service location potentially finds multiple instances that satisfy the client’s requirements. It is then the responsibility of service selection to choose the best one on behalf of the client. Most current SDPs lack such a feature, which forces the client to manually make choices. Service selection can be a very tedious and error-prone process as it involves with various QoS dimensions of different units, which can be further complicated by the client’s different preferences among different aspects (e.g., price-driven or QoS-oriented). This calls for service selection that evaluates the service instances based on their QoS properties, prices and the client’s preference.

Moreover, given the same level of service QoS offered by service providers, it is desirable to choose the service incurring the lowest overhead, i.e., consuming the least resources – because it realizes the system-wide goal of realizing the best QoS at the lowest cost. However, the client’s selection is determined by service QoS and price, the latter of which is up to the service providers’ strategies and thus does not always reflect the real overhead. Therefore, there exists a gap between the global goal and individual interests.

In this chapter, we propose a solution to address the above two issues during service selection. Our contribution is three-fold: (1) giving an extensible QoS model that includes a service’s generic QoS properties; (2) proposing a comprehensive utility function that evaluates a service instance in satisfying the client’s needs; (3) applying Vickrey auction [Vickrey, 1961] as the pricing model to enforce the revelation of truthful service price to achieve the global goal.

The rest of the chapter is organized as follows. The next section presents
a QoS model that includes generic QoS properties. Section V.2 details the selection process, including service evaluation by measuring the overall QoS of a service and the pricing model for determining service price. The service selection is analyzed in Section V.3 focusing on the overall QoS evaluation. This chapter finishes with concluding remarks in Section V.4.

V.1 A QoS Model

In this section, we present a QoS model that includes generic QoS properties of a service. The QoS properties are carefully selected by considering their genericness and suitability for services in USoCo environments. Meanwhile, the QoS model is extensible in that new QoS criteria (e.g., domain-specific QoS properties) can be easily added without altering the underlying service evaluation shown in Section V.3. It is used by service clients to specify their QoS requirements and service providers to specify their QoS offers. It is closely related to QoS guarantees and commitments defined in Service Level Agreements (SLA) (e.g., [Beckman et al., 2002]), although the latter also needs to define penalty clauses and QoS monitoring which are related to the enforcement of SLAs.

Based on current work such as [Ran, 2003, Zeng et al., 2003, Sabata et al., 1997, Avizienis et al., 2001], QoS properties of a service can be divided by relevance into categories of performance, dependability, transaction, trustworthiness, cost and service behavior. A category represents a group of related QoS properties, named dimensions. A quantitative dimension is named a metric, while a qualitative one is called a policy. Of the above six categories, performance is considered basic and incorporated into many QoS models (e.g., [Frolund and Koistinen, 1998, Ran, 2003]). Dependability is regarded as a one of the four fundamental properties (along with functionality, performance and cost) of computing systems [Avizienis et al., 2001]. Service cost is also included since it is widely regarded as a vital property of a service (e.g., in [Chalmers and Sloman, 1999] and [Cardoso et al., 2004]). Transaction is integrated into the QoS model as well in order to facilitate mobile commerce applications. Service behavior, which describes a service’s policies in terms of adaptation and service guarantees, is necessary to capture a service’s dynamics. These categories are further developed and explained as follows.

Performance measures the speed in completing a service request [Sabata et al., 1997, Chalmers and Sloman, 1999]. Common performance dimensions include latency, throughput and jitter [Ran, 2003]. Latency refers to the total time taken to complete a service request; throughput represents the number
of completed service requests over a time period; jitter means the variation in latency.

Dependability of a system refers to the ability to deliver services that can justifiably be trusted [Avizienis et al., 2001]. Dependability encompasses the following dimensions:

- **availability**: the probability that a service is available when clients attempt to use it [Koistinen, 1997];
- **reliability**: the probability of a service performing its purpose adequately for a period of time intended under the operation conditions encountered [Reibman and Veeraraghavan, 1991];
- **safety**: absence of catastrophic consequences on the user(s) and the environment [Avizienis et al., 2001];
- **confidentiality**: absence of unauthorized disclosure of information;
- **integrity**: absence of improper system state alterations;
- **maintainability**: ability to undergo repairs and modifications [Avizienis et al., 2001].

Among the above dimensions, both availability and reliability are metrics and assume values between 0 and 1, while the others are policies and assume boolean values. Security has not been included since it is a concurrent category with dependability and it includes (a) availability for authorized users only; (b) confidentiality and (c) integrity with the “improper” in the above definitions meaning “unauthorized” [Avizienis et al., 2001, Pfleeger, 1997]. Thus all of the three dimensions are covered in the umbrella of dependability.

Since many real-world services are transactions (e.g., ticket booking) and transaction support is essential to allow for wide adoption of mobile commerce, we list it as an individual category for its significance. Moreover, services are paid using virtual currency in USoCo environments (Section II.1.2) and thus service provisioning and consumption involve transactions. The transaction category embodies ACID (Atomicity, Consistency, Isolation and Durability) properties [Gray and Reuter, 1993], leading to the definition of the corresponding policies, which are all boolean. In addition, to facilitate transactions between service client and provider, we also include three main transaction processing styles: direct transaction processing (DTP), queued transaction processing (QTP) and compensation-based transaction processing (CTP) [Gray and Reuter, 1993]. Service provider and consumer can agree on the transaction
style(s) to be supported. Consequently, we include these three policies in the QoS model to indicate whether a service supports that style. Note that the above three policies are not orthogonal in that a service can support one or multiple processing styles. QTP style seems to fit better transactions between mobile entities because they are normally short-lived and the involved service provider and client are loosely-coupled.

*Trustworthiness* evaluates the degree to which an entity will provide a service as expected. Different from *dependability* that focuses on the ability to deliver services, trustworthiness evaluates the willingness of an entity to do so. In another word, when a service provider does not fulfill the client’s requirements as expected, it is undependable if it is incapable of doing so, while it is considered untrustworthy if it is able to but unwilling to do so. Trust towards a node can be considered as a prediction of that node’s future action. One way to measure a node’s trustworthiness is to evaluate its reputation. Subsequently, we include the dimension of *reputation* in the trustworthiness category. It assumes the value of beta reputation of \((\alpha, \beta)\), where \(\alpha\) and \(\beta\) represent the accumulated positive and negative experiences respectively (to be detailed in Chapter VI).

*Cost* is a fundamental property of a service [Chalmers and Sloman, 1999, Cardoso et al., 2004, Avizienis et al., 2001], because if there is no notion of cost involved in QoS description, there is no reason for the user to select anything other than the highest level of quality of service [Roscoe and Bowen, 2000]. However, a concrete means to evaluate service cost is rarely specified. For example, in [Cardoso et al., 2004], cost is considered to include *enactment cost* and *realization cost*, which are associated with non-technical factors such as labor cost. Since the resource consumption introduced by a service on the resource-constrained handheld devices is the main overhead of service provisioning, we put the metric *resource consumption* in the *cost* category. By doing so, it expresses device heterogeneity in terms of resource richness: given a service, it costs less for a powerful provider than a less powerful one. Note that resource consumption refers to that of an elementary service, while for composite services, it is calculated according to the composition logic (e.g., [Cardoso et al., 2004]). We further consider the following 4 resources: CPU load, memory, bandwidth and battery. Each resource consumption is evaluated by dividing the consumed resource by available resource and the value range is between 0 and 1, as explained below.

*CPU load* describes the work load on the CPU(s) of a host. Available CPU load of a host is defined as the utilizable percentage of the CPU (i.e., \(1 - \text{utilization percentage}\)). The CPU load introduced by a service is further defined as
the CPU time of the service divided by the total service time. Memory refers to the size of the primary memory of a host. The available memory of a host is thus defined as the host’s available primary memory, and the memory consumption of a service is defined as the amount of physical memory it utilizes. The available bandwidth for a host represents the actual capacity of its wireless link and the bandwidth consumption of a service refers to the volume of data the service sends and receives per some time units. The available battery for a host represents the power level a host has (an AC plugged-in host is considered to have infinite battery) and the battery consumption of a service refers to the power a host consumes for executing the service.

As various resources may bear different importance to the service host, relative importance is used to characterize the criticality of the various resources. For example, battery can be very important to an AC-unplugged host if it has some important tasks to execute in the near future. Service cost thus can be derived from the consumption of each resource and its relative importance. Assume that for some resource $r$, a service $s$ consumes $ac_{s,r}$ units of the total available resource $tar_r$. We evaluate the resource consumption of $r$ for the given service $s$ by:

$$rc_{s,r} = \frac{ac_{s,r}}{tar_r}$$

The reason that $rc_{s,r}$ is defined as a relative instead of absolute value is that the same amount of resources are of different importance to different hosts (e.g., running a service that consumes 5 MB memory has a different impact on a host with 250 MB memory available than on a host with 10 MB available). Consequently, service cost is formulated by:

$$cost = \sum_{r \in R} rc_r \times w_r \quad \text{where} \quad \sum_{r \in R} w_r = 1$$

where $R$ represents all the resources and $w_r$ refers to the relative importance of resource $r$. The value of cost falls into $[0..1]$. Note that as service cost measures the overhead for a service provider to host a service, it is not necessarily published by the service provider, depending on environments (cooperative or not) and the service provider’s strategy.

In face of resource variation, QoS guarantees can be violated and actions need to be taken. Therefore, service behavior is used to describe a service’s level.

1The CPU time of a service can be measured with tools like Java Virtual Machine Tool Interface.
of QoS guarantees and actions to be taken in case of resource variation, resulting in the following two dimensions: level of service and service adaptation.

Level of service specifies the degree of certainty that QoS levels requested at the time of demand will be honored [Aurrecoechea et al., 1998]. It gives the probability that the QoS values will be honored, regardless of how they are enforced (e.g., guaranteed or best-effort).

Fluctuation of resource availability requires a service to adapt to such change, which either happens locally (e.g., battery is running out) or in the surrounding environments (e.g., received signal is getting weaker). It has been widely considered necessary (e.g., Noble et al., 1997, Bowers et al., 2000) to have multiple feasible implementation alternatives of a software component, which can be dynamically selected based on current conditions of the application environment and the client’s preferences. Each implementation alternative, named fidelity in [Narayanan et al., 2000], meets the basic goals but differs in the quality of service that it provides. In general, lower fidelity consumes less resources, but offers worse service to the client. Therefore, we use the service adaptation policy to capture the degree of QoS adaptation that a service can tolerate and scaling actions to be taken in the event of violation of the current QoS. During runtime, when the availability of resources varies significantly, a service provider can allow dynamic adjusting (so called renegotiation) depending on the resource availability - e.g., whether or not service is upgraded/downgraded when resources improve/deteriorate. Note that such adjusting needs to obey the level of service promised by the service provider. For example, for guaranteed level of service, the QoS cannot be degraded to be lower than the promised QoS. In addition, such dynamic adaptation is taken into account in evaluating service cost (e.g., using the average cost over multiple runs during which adaptations are made).

The above QoS dimensions along with their values are summarized in Table [V]. These dimensions are measured during service invocation. Note that the resource consumption is evaluated by dividing the service’s consumed resources by the available resource on the node, both of which need to be measured. Along with other QoS dimensions, the measurement of them is explained below.

For CPU load, the system utilities uptime and vmstat on UNIX/Linux platforms[2] provide measurement of CPU availability on time-shared systems. Typically, the uptime utility reports CPU load average as the average number of processes in the run queue over the past one, five and fifteen min-

---

[2] Similar utilities are also available for other platforms, e.g., Performance Data Helper (PDH) library provided by MS Windows.
Table V.1: QoS model for services in ubiquitous computing environments

<table>
<thead>
<tr>
<th>Category</th>
<th>Dimension</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>Throughput</td>
<td>number of requests per time</td>
</tr>
<tr>
<td></td>
<td>Latency</td>
<td>Service Time (in ms)</td>
</tr>
<tr>
<td></td>
<td>Jitter</td>
<td>Time (in ms)</td>
</tr>
<tr>
<td>Dependability</td>
<td>Availability</td>
<td>[0..1]</td>
</tr>
<tr>
<td></td>
<td>Reliability</td>
<td>[0..1]</td>
</tr>
<tr>
<td></td>
<td>Safety</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>Confidentiality</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>Integrity</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>Maintainability</td>
<td>Boolean</td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>Reputation</td>
<td>(α, β)</td>
</tr>
<tr>
<td>Transaction</td>
<td>Atomicity</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>Isolation</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>Durability</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>DTP Support</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>QTP Support</td>
<td>Boolean</td>
</tr>
<tr>
<td></td>
<td>CTP Support</td>
<td>Boolean</td>
</tr>
<tr>
<td>Cost</td>
<td>Resource Consumption</td>
<td>[0..1]</td>
</tr>
<tr>
<td>Service Behavior</td>
<td>Level of Service</td>
<td>Percentage=[0..1]</td>
</tr>
<tr>
<td></td>
<td>Service Adaptation</td>
<td>adaptation policy</td>
</tr>
</tbody>
</table>

Meanwhile, the `vmstat` utility reports percentages of user time, system time, idle time and Input/Output time. The fraction of CPU occupancy time for a full-priority standard user process can be evaluated as [Wolski et al., 1997, Wolski et al., 1999]:

\[
\text{available CPU} = T_{idle} + (T_{user}/rp) + (T_{user} \times T_{system}/rp)
\]

where \( T_{idle}, T_{user} \) and \( T_{system} \) represent CPU idle time, user time and system time respectively, all in terms of percentage of total CPU time; and \( rp \) represents number of running processes. The rationale of this formula is that a new process would be entitled to all of the idle time, a fair share of the user time, and a part of system time proportional to the user time. The CPU time of a process with process id `pid` can be e.g., gathered from the `/proc/pid/stat` of Linux `proc` file system, which actually provides the system time, the user time, the children processes’ system time and user time.
For memory, there are three kinds of virtual memory pages available to a service process: (1) pages already owned by the process – its resident set; (2) the unused free pool; (3) the pages owned by some other process, but not in the working set: inactive pages. All of them, along with the memory utilization of a process, can be obtained from the operating system, e.g., Linux proc file system. The bandwidth of an wireless ad hoc network can be measured by probing (e.g., [Chen et al., 2005]); the bandwidth consumption of a service can be obtained by monitoring the number of network bytes transmitted and received during the execution.

The current energy capacity of a node can be obtained via Advanced Configuration and Power Interface (ACPI) [ACPI, 2004], which gives the current capacity of the batteries. To measure the battery consumption of a service, intuitively we can measure the battery capacity difference between before and after the service is executed. It, however, needs to exclude the energy consumption of other concurrent tasks executing at the same time. An alternative approach to measure a service’s battery consumption is to obtain the correlation between power consumption and other metrics such as CPU load, network traffic, etc (e.g., in [Nash et al., 2005, Feeney and Nilsson, 2001]). The latter parameters can be acquired from utilities provided by operating systems (e.g., Performance Data Helper library on MS Windows).

As for other QoS dimensions, for example, availability can be calculated by

\[ A_s = \frac{T_s}{\theta} \]

where \( T_s \) is the total amount of time when service \( s \) is available during the last \( \theta \) amount of time. And the more frequently the service is accessed, the shorter \( \theta \) should be [Zeng et al., 2004]. Latency can be measured as the length of the interval between when the service provider receives the service request and when it returns the result. Note that the latency given by the service provider (\( L_s \)) can be different from the experienced latency at the service client (\( L_c \)), because the latter also includes the network transmission time (\( \text{Trans}_s \)), i.e., \( L_c = L_s + \text{Trans}_s \). Note that service providers advertise \( L_s \) (i.e., processing time of the service) instead of \( L_c \) because different service clients can experience different transmission time. Other dimensions can also be measured during the process of service invocation. Policies are valued according to the existence of mechanisms to enforce that policy. For example, confidentiality can be evaluated as being true only when a service does apply some encryption schemes during communication. The measured metric values can be further used by the service provider to forecast future values, using techniques such as mix-of-experts [Wolski, 1998, Gurun et al., 2004].
V.2 QoS-aware Service Selection

Besides QoS properties of a service, the overall service QoS is also determined by the client’s preferences. We use an integrated metric called user benefit to evaluate the overall QoS of a service instance, indicating the expected benefit brought by a service to the client.

It needs to be noted that the QoS values claimed by the service provider can be different from the experienced QoS by the client (abbreviated as experienced QoS) due to two reasons. First, a service provider can be lying about service QoS, i.e., its truly offered QoS. This can be handled by trustworthiness evaluation of the service provider, which will be detailed in the next chapter. Second, experienced QoS is also affected by other factors, besides the service QoS. For instance, reliability and latency are two such QoS dimensions. As explained in the previous chapter, node mobility can degrade considerably service reliability if not taken good care of. One possibility is to remove the impact of mobility on service reliability, i.e., by guaranteeing that the service path does not break during service delivery. But it is difficult to achieve given the device mobility in the environment. S3L takes a step forward to alleviate, although not completely remove, the impact of node mobility on service reliability, by locating services along stable links. Similarly, a client’s experienced latency is the sum of service latency and other factors, mainly the round trip time of sent messages (the message to invoke the service from the service client to the provider and the result sent back in the other direction). We measure the round trip time with a simple probing-based way without incurring any traffic overhead. The round trip time is estimated with service location latency, which is the interval between when the client sends a discovery request and when it receives the reply. It serves a decent estimation because it is a probing-based value – the path with small delay is probably short and uncongested and implies a similarly small delay during service delivery to be happening soon [Dykes et al., 2000]. Service location latency is thus added to service latency to estimate experienced latency of the client.

Different clients may have different preferences of QoS, which should be considered during the evaluation of user benefit. We reuse relative importance, which was used to describe how critical a resource is to a host, to represent the priority of a QoS dimension to a service client. For example, a less patient client can give a higher relative importance to service latency than other QoS dimensions to express its preference for fast services. The values of relative importance can be elicited using schemes such as reinforcement learning (e.g., [Lee et al., 2004]). The users give feedbacks after each service execution, e.g., increasing the relative importance of latency if the last execution took too long.
a time. The preferences are thus continuously updated and remembered until the users are satisfied.

**V.2.1 User Benefit**

Based on QoS values and relative importance of each QoS dimension, *user benefit* computes the overall QoS brought to the client [Liu and Issarny, 2004b]:

\[
\text{User Benefit} = \sum_{i=1}^{n} (d_i \times w_i) \quad \text{where} \quad \sum_{i=1}^{n} w_i = 1 \quad (V.1)
\]

Where \(d_i\) is the value of a QoS dimension and \(w_i\) denotes the client’s assigned relative importance to the dimension. Note that if \(d_i\) is of a dimension whose value is boolean, \(d_i\) equals 1 if it is true, 0 otherwise. As dimensions can be of different units (e.g., latency is millisecond and availability in percentage), in order to allow for a uniform measurement of service QoS independent of units, data normalization is applied, which essentially transforms values of different units into comparable ones. Assume that two service instances have values of \(\text{orig1}\) and \(\text{orig2}\) for a QoS dimension, they are normalized to \(\text{norm1}\) and \(\text{norm2}\) respectively. In general, the normalization needs to

- keep the order of values, e.g., if \(\text{orig1}\) is stronger than \(\text{orig2}\), \(\text{norm1}\) should be greater than \(\text{norm2}\);
- maintain the range of values. Although a larger original value leads to a larger normalized value, the latter cannot be indefinitely large and should fall into a range;
- avoid the situation when an exceptionally large value completely overshadows other values by making them negligible, because it leads to complete discount of those values when evaluating the overall QoS.

Currently, there exist two common normalization techniques: (i) decimal scaling, (ii) standard deviation normalization. Assuming that \(d(i)\) is the value of dimension \(d\) for a service instance \(i\), decimal scaling normalizes every data by moving the decimal point:

\[
d'(i) = \frac{d(i)}{10^k} \quad \text{for the smallest k such that} \quad \max(|d'(i)|) < 1
\]
Decimal scaling preserves most of the original character of the value and a typical scale maintains the values in the range of from $-1$ to $+1$. For example, consider 3 service instances in Table V.2 a, b and c. For simplicity, assume that only two dimensions need to be considered, e.g., $d_1$ and $d_2$, and that $d_1$ and $d_2$ are both stronger with larger values and have the same relative importance. After decimal scaling ($d_1$ becomes $d'_1$ and $d_2$ becomes $d'_2$, as shown in Table V.2), $c$ is the best instance considering the sum of the two dimension values. But $c$ does not have balanced properties (i.e., it is strong in $d_1$, but too weak in $d_2$). In general, when data values exhibit a wide range of magnitudes, it can be difficult to properly compare them without the aid of transformation. This is because the large values dominate the small ones, which makes it difficult to see other details in the rest of data [Seigel, 1988]. Given the heterogeneity of service providers in capability (e.g., computing power), the range of QoS values can be quite large, making decimal scaling a bad choice for normalizing data. A variant of decimal scaling is to divide every value by the average (e.g., in [Liu et al., 2004]). This approach has the same problem as decimal scaling, as shown in Table V.2 ($d''_1$ and $d''_2$).

Standard deviation normalization transforms data in a more radical way using means and standard deviation:

$$d'(i) = \frac{d(i) - m(d)}{\delta(d)}$$

where $d(i)$ is the value of dimension $d$ for the service instance $i$, and $m(d)$ and $\delta(d)$ are the mean and standard deviation values for dimension $d$ respectively. In addition, we need to set the maximum normalized value to deal with those exceptional values, using Chebyshev’s theorem:

**Theorem V.1.** (Chebyshev’s theorem) The portion of data that lies within $k$ standard deviations to either side of the mean is at least $1 - \frac{1}{k^2}$ for any data set, where $k$ is a number greater than 1.

By considering a 75% confidence interval, we let $k = 2$, leading to division of the space into $(-\infty..m - 2 \times \delta]$, $(m - 2 \times \delta..m + 2 \times \delta]$ and $(m + 2 \times \delta..+\infty)$.

<table>
<thead>
<tr>
<th></th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d'_1$</th>
<th>$d'_2$</th>
<th>$d''_1$</th>
<th>$d''_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>10</td>
<td>50</td>
<td>0.01</td>
<td>0.5</td>
<td>0.03</td>
<td>1.66</td>
</tr>
<tr>
<td>b</td>
<td>30</td>
<td>40</td>
<td>0.03</td>
<td>0.4</td>
<td>0.09</td>
<td>1.33</td>
</tr>
<tr>
<td>c</td>
<td>1000</td>
<td>1</td>
<td>1</td>
<td>0.01</td>
<td>3.00</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table V.2: QoS values before and after decimal scaling
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<table>
<thead>
<tr>
<th></th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d'_1$</th>
<th>$d'_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>10</td>
<td>50</td>
<td>0.35</td>
<td>0.70</td>
</tr>
<tr>
<td>b</td>
<td>30</td>
<td>40</td>
<td>0.36</td>
<td>0.59</td>
</tr>
<tr>
<td>c</td>
<td>1000</td>
<td>1</td>
<td>0.79</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table V.3: QoS values before and after standard normalization

Hence, the dimensions that are stronger with larger values (e.g., availability) are normalized according to the following equation:

$$d'(i) = \begin{cases} 
1 & \text{if } (d(i) - m(d)) > 2 \times \delta(d) \\
0 & \text{if } (d(i) - m(d)) < -2 \times \delta(d) \\
\frac{d(i) - m(d)}{4 \times \delta(d)} + 0.5 & \text{otherwise} 
\end{cases}$$

While for QoS dimensions that are stronger with smaller values (e.g., latency), they are normalized according to the following equation so that smaller values contribute more to the user benefit:

$$d'(i) = \begin{cases} 
0 & \text{if } (d(i) - m(d)) > 2 \times \delta(d) \\
1 & \text{if } (d(i) - m(d)) < -2 \times \delta(d) \\
0.5 - \frac{d(i) - m(d)}{4 \times \delta(d)} & \text{otherwise} 
\end{cases}$$

Table V.3 lists the normalized values for the example in Table V.2. Obviously, $a$ is the best instance using the above normalization. Standard deviation normalization works better in picking up the most balanced instance instead of those that are very strong in one aspect while too weak in another.

We thus apply the above normalization to every dimension in the User Benefit function (Equation V.1). It leads to $0 < d_i < 1$ and thus user benefit of a service falls into the range of $(0 .. 1]$.

V.2.2 Utility Function

User benefit, together with service price, contribute altogether to the evaluation of a service, through a utility function:

$$\text{Service Utility} = \text{User Benefit} \times w_1 - \text{Service Price} \times w_2$$

where $w_1 + w_2 = 1$. Since both user benefit and service price fall into $[0..1]$, service utility falls into $[-1..1]$. By adjusting the value of $w_1$, the utility function
covers three variants of cost effective analysis (CEA) \cite{Sassone, 1988}. The first variant is minimizing cost for a given level of effectiveness (i.e., user benefit). By setting $w_2 = 1$ and specifying QoS requirements in its service discovery request, a client can find the cheapest service for a given user benefit determined by its QoS requirements. The second variant is maximizing effectiveness for a given level of cost. By setting $w_1 = 1$ and specifying the reserve price in its service discovery request, a client finds the service with highest user benefit at an expected cost. The third variant is finding optimal tradeoff between effectiveness and cost. It can be realized by giving $w_1$ and $w_2$ various values other than 0. The flexibility in expressing different preferences makes the above utility function a better choice than benefit-cost ratio (e.g., \cite{Venkatasubramanian and Nahrstedt, 1997}), since the latter allows for only one possibility (i.e., the ratio).

### V.2.3 Vickrey Auction based Pricing Model

Using the above utility function, the service instance with the highest utility is chosen. If there is a tie, the winner is randomly chosen among the services with the highest utility. The paid price is then determined by a pricing model (Section III.3.2). We use reverse Vickrey auction to determine service price, because it is the service client that is “buying” a service, i.e., selecting among services. The winner gets paid with the price that would make its utility equal to the highest utility of all other instances. For example, the highest service utility is $su_1 = ub_1 \times w_1 - sp_1 \times w_2$, where $ub_1$ and $sp_1$ are user benefit and service price respectively. Given the highest utility of the other instances of $su_2$ ($su_1 \geq su_2$), the paid price equals $(ub_1 \times w_1 - su_2) / w_2$. Note that if the service utility is only determined by user benefit (e.g., $w_1$ equals 0) and thus independent of price, the paid price is equal to the asking price of the winner service.

Vickrey auction is applied here because it is executed in one round, different from other auction forms such as English auction, and thus does not incur further communication overhead. Every node has a dominant strategy (to be proved in the next paragraph) and thus the bidders (i.e., service providers) do not need to speculate about their competitors’ strategies. Moreover, thanks to the incentive compatibility of Vickrey auction, service providers are motivated to reveal the truthful service cost, which ensures that a client’s service selection is based on real service price. The service providers are motivated by the possible gain, since the winner is paid with a price higher than the overhead (i.e., cost). For the client, it may seem that it overpays as it pays according to the second lowest utility (thus higher than the winner’s asking price) rather than the lowest utility. However, if the client pays according to
the lowest utility (e.g., using first-price sealed auction), the service providers are not motivated to bid the truthful price and ask for higher prices than in Vickrey auction. Moreover, such a selection achieves load balancing – because heavy load leads to high service cost and high bid, and thus low probability of winning the auction and being selected.

The above utility-based pricing model is not exactly the same as Vickrey auction, since the selection result is determined by service utility instead of service price. Despite of the difference, the dominant strategy for each service provider is still to bid the truthful overhead of the service, i.e., the service cost. It is proved in the following:

**Lemma V.1.** The dominant strategy for a service provider in the above service selection based on Vickrey auction is to bid its truthful service cost.

**Proof.** Assume a service provider $A$ offers a service that has service cost of $c$ and brings user benefit of $b$ to the client. Let $su$ be the highest service utility of any other service provider. If $A$ wins the bid, it gets paid with $p = (b \times w_1 - su) / w_2$ and thus has a net gain of $p - c$ (could be negative); if it does not win, it has a net gain of 0. We now analyze the bidding under three scenarios:

- $b \times w_1 - c \times w_2 > su$. If $A$ asks for more than $p$, it does not win and gains 0. If it asks for less than $p$ (including $c$), it wins the auction and has a positive gain of $p - c$. Thus, bidding $c$ is strictly better than bidding more than $p$ and at least as good as any bid less than $p$.

- $b \times w_1 - c \times w_2 < su$. If $A$ asks for more than $p$ (including $c$), it does not win and gains 0. If it bids less than $p$, it wins the auction and has a negative gain of $p - c$. Thus, bidding $c$ is strictly better than any bidding less than $p$ and as good as any bidding greater than $p$.

- $b \times w_1 - c \times w_2 = su$. If $A$ asks for more than $p$, it does not win and gains 0. If it asks for less than $p$, it wins the auction and has a gain of $p - c$, which is also 0. Bidding exactly $p$ leads to a tie. The winner will be randomly selected from those bidders. But either it is randomly selected or not, its payoff is always 0. Thus, bidding $c$ is as good as any other bidding.

In summary, under all scenarios, bidding $c$ brings the maximum possible gain for $A$. 

Therefore, utility based Vickrey auction motivates each service provider to reveal its truthful price, which is the resource consumption introduced by providing a service.
V.2 QoS-aware Service Selection

V.2.4 QoS-aware Service Location and Selection

QoS awareness can be integrated into not only service selection, but also service location process. Given a pull-based service discovery model, a client specifies its QoS requirements in the service request, as shown in Table V.4:

<table>
<thead>
<tr>
<th>seq #</th>
<th>path(n, , ,)</th>
<th>range</th>
<th>destined SCNs</th>
<th>functionality</th>
<th>QoS requirements</th>
<th>price</th>
</tr>
</thead>
</table>

Table V.4: A serv_disc packet for QoS-aware location and selection

Different from the serv_disc in S3L as introduced in the previous chapter, two fields are added into the packet:

- QoS requirements, which are in the form of \( \prod_{1 \leq i \leq n} (d_i, v_i) \), meaning that the value of QoS dimension \( d_i \) (1 \( \leq i \leq n \)) of the required service has to be no weaker than \( v_i \). We use \( \geq \) to denote the relationship of “being no weaker than”. The interpretation of being stronger (or weaker) depends on the specific dimension. A metric (i.e., quantitative dimension) can be stronger with larger value (e.g., availability), or with smaller value (e.g., latency). For a policy (i.e., qualitative dimension), supporting a policy is considered to be stronger than lack of such support. For example, a service supporting confidentiality is stronger than a service that does not support it, i.e., \( (\text{confidentiality} = \text{YES}) \geq (\text{confidentiality} = \text{NO}) \).

- Price, which is the highest acceptable price (i.e., reserve price) for the service client.

Before the client propagates the service request to its SCNs, it records the timestamp when the request is sent along with the sequence number, for the purpose of calculating service location latency. Then, the serv_disc is sent through stable links to the vicinity network defined by the propagation range. On receiving such a request, a node checks whether it provides any service that satisfies the QoS requirements posed by the client and at the cost lower than the reserve price. For example, a client has a QoS requirement of \((x_1, x_2, x_3, \ldots, x_n, p)\), with \(x_1\ldots x_n\) being the minimum values of QoS dimensions and \(p\) referring to the reserve price. A service provider has a service with QoS properties of \((v_1, v_2, v_3, \ldots, v_n, c)\) with \(v_1\ldots v_n\) representing the offered QoS values for the dimensions and \(c\) representing the service cost. The conformance checking is passed only if:

\[
(x_1 \geq v_1) \land (x_2 \geq v_2) \land \ldots (x_n \geq v_n) \land (p \leq c)
\]
If the checking passes, the service provider sends back a reply along the embedded path, incorporating the QoS values of its service and its asking price, as shown in Table V.5. The field of QoS values is in the form of $\prod_{1 \leq i \leq n} (d_i, x_i)$, meaning that the service offers the value of $x_i$ for QoS dimension $d_i$ ($1 \leq i \leq n$).

```
seq # | path(n_1,n_2,...,n_k) | functionality | QoS values | price
```

Table V.5: A serv_resp packet for QoS-aware service location and selection

Whenever receiving a reply, the client extracts the sequence number and retrieves the timestamp it has noted down when it sent the service discovery request. The timestamp is then compared against the current time to obtain service location latency. The latter is then added to service latency advertised by the service provider to estimate the experienced latency for the client. After the timeout of waiting for service replies, the client selects the best one among the received replies. The timeout can be set with a length of time since the discovery request is sent or the number of received replies. For example, service selection is triggered after receiving 5 replies. These replies are evaluated using the utility function and the winner gets paid according to the Vickrey auction based pricing model.

Push based service discovery carries out service selection in a similar way. The only difference lies in the fact that the client already has all the service information at hand. It thus only needs to filter those that do not satisfy its requirements in terms of QoS and price and the remaining instances are selected based on the utility function as presented above. A possible issue is that it can be argued that, when publishing services to the SCNs, nodes tend to be reluctant to reveal true prices to potential competitors. However, it is safe to publish the price information because of the following two reasons: firstly, since the client’s utility function is kept private, a service provider cannot determine its service utility, although it can change the utility of its service by manipulating its asking price; secondly, even after knowing price information of other services, it is always to the best interest of a service provider (i.e., its dominant strategy) to reveal its truthful price.

### V.3 Service Selection Analysis

Our service selection is essentially carried out in two steps: (1) services are evaluated using the utility function; (2) the paid price is determined by a pricing model based on Vickrey auction. As the validity of the second step
is proved in Lemma V.1, we focus on the first step, i.e., the evaluation of service utility. Therefore, in the following, we analyze our approach to evaluate the overall service QoS.

<table>
<thead>
<tr>
<th>name</th>
<th>Latency(0.8)</th>
<th>Availability(0.2)</th>
<th>QoS</th>
<th>Price weight = 0.2</th>
<th>Service Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>orig.(in ms)</td>
<td>norm.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s1</td>
<td>3.00</td>
<td>0.76</td>
<td>0.70</td>
<td>0.66</td>
<td>0.90</td>
</tr>
<tr>
<td>s2</td>
<td>4.50</td>
<td>0.47</td>
<td>0.90</td>
<td>0.75</td>
<td>0.60</td>
</tr>
<tr>
<td>s3</td>
<td>5.50</td>
<td>0.27</td>
<td>0.80</td>
<td>0.50</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table V.6: QoS values and utilities of three example services

Table V.6 shows three service instances $s_1$, $s_2$, and $s_3$ with their QoS values ($orig.$ and $norm.$ denoting original and normalized values respectively). The relative importance of latency and availability are set to 0.8 and 0.2 respectively. Service utility evaluation is price-driven by giving a weight of 0.8 to price. $s_3$ has the highest service utility and is thus selected.

Recall that normalization of QoS values should not allow an exceptional value to overshadow others. Therefore, we investigate the relationship between one QoS dimension and the overall service utility. To do this, we study the impact of one QoS dimension on the service utility by adjusting service $s_1$’s latency. In Table V.6, $s_1$’s latency is 3.00, leading to a service utility of 0.36. By adjusting its latency from 0.1 to 15.00, the utilities of the three services are shown in Figure V.1. It shows that with latency varying over a large range
(between 0.1 and 15.00), \(s1\)'s utility does not fluctuate much (between about 0 to 0.36). Neither do the utilities of \(s2\) and \(s3\). \(s1\) has the highest utility when its latency is less than about 3.5 ms. When \(s1\)'s latency exceeds 9 seconds, the service utilities become steady. It shows that with normalization based on standard deviation, a single dimension’s value cannot dominate other values in affecting the evaluation outcomes.

V.4 Concluding Remarks

In this chapter, we have proposed a solution for service selection which includes: (1) evaluating each service with a utility function, taking into account service QoS, service price and client’s preferences in a comprehensive manner; (2) using utility-based Vickrey auction to determine service price. Service selection chooses the best instance among the returned replies from service providers, on behalf of the client.

Despite Vickrey auction’s impressive theoretical properties, Vickrey auction has the following two major shortcomings [Rothkopf et al., 1990, Sandholm, 1996]: the fear of dishonest auctioneer and the reluctance of bidders to reveal their true valuation. Since it is sealed, the winner can doubt whether the price the auctioneer tells it to pay is actually the second highest price. Therefore, fair execution of auctions needs to be guaranteed. Moreover, the valuation of goods or tasks are sensitive and private information that bidders are unwilling to reveal [Brandt and Weiβ, 2001, Rothkopf et al., 1990]. An approach for solving the above problems is to transform a single trustworthy entity into a jury of trust (e.g., in [Liu and Issarny, 2004c]) such that not every jury member needs to be trustworthy. Currently, there are two variations of this approach. The first is to include multiple auctioneers in the jury, most of which are assumed to be trustworthy. After each bidder sends shares of their bid to each auctioneer, only a majority of the auctioneers can open the bid with threshold computation (e.g., Verifiable Secret Sharing (VSS) [Pedersen, 1991]). The second approach is to include a semi-trusted third-party and an auctioneer as jury members. Fair execution of auctions and privacy of loser bids are guaranteed if the third-party does not collude with the auctioneer [Naor et al., 1999] or with any bidder [Baudron and Stern, 2001]. These approaches, however, incur numerous encryption operations.

An alternative to address the limitation of Vickrey auction is to use reputation, which is a much lighter-weight solution. Reputation is detailed in the next chapter.
VI

A Robust and Incentive Compatible Reputation Mechanism

In the previous chapter, we have presented a service selection method depending on the overall service QoS and price and the client’s preference. Besides, service provider’s reputation also needs to be taken into account during service selection. Reputation evaluation needs honest recommendations from others due to the probable lack of direct experiences.

Current reputation mechanisms (e.g., [Buchegger and Boudec, 2003; Huynh et al., 2005]) only focus on improving robustness against dishonest recommendations (i.e., rumors). They do not enforce incentive compatibility, i.e., entities are not motivated to recommend actively and honestly. In this chapter, we address this limitation by presenting a reputation mechanism that not only shows robustness against rumors, but also stimulates active and truthful recommendations. It achieves this by guaranteeing different treatment for different recommenders [Liu and Issarny, 2006]: the entities contributing more to the community by actively providing honest recommendations can benefit more from others, while rumor spreaders are identified and isolated.

In the rest of this chapter, Section VI.1 shows our representation of reputation based on Beta distribution. Then we explain how the reputation is formed based on direct and indirect experiences (i.e., recommendations) in Section VI.2. It is followed by the evolution of Service Reputation (SRep) and Recommendation Reputation (RRep) in Section VI.3. Then we proceed to present the propagation of reputation and the incentives for active and honest recommendation provision in Section VI.4. In Section VI.5, the reputation mechanism is evaluated with respect to its different treatment for recommenders of different honesty and activeness. This chapter finishes with concluding remarks in
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VI.1 Reputation Representation

Since reputation essentially aggregates past experiences and dynamically evolves, it bears great similarity with Bayesian analysis, which is a statistical procedure that estimates parameters of an underlying distribution based on observations. Starting with prior distribution, which is the initial state before any observation is made, Bayesian analysis continuously takes into account new experiences and derives posterior probability [Casella and Berger, 2002]. An extensively used distribution in Bayesian analysis is Beta distribution.

VI.1.1 Beta Distribution

According to probability theory, posterior probability for binary events can be estimated by beta distribution. For example, given a process with two possible outcomes ($T, \neg T$), let $r, s$ be the observed number of $T$ and $\neg T$ respectively, the Probability Density Function (PDF) of the probability $p$ of having the outcome $T$ for the next time can be given by beta distribution (with $\alpha = r + 1$ and $\beta = s + 1$):

$$f(p|\alpha, \beta) = \frac{1}{B(\alpha, \beta)} p^{\alpha-1} (1-p)^{\beta-1}, \text{ where } 0 \leq p \leq 1, \alpha, \beta \geq 0$$

$$B(\alpha, \beta) = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} dt$$

where $\alpha$ and $\beta$ are two parameters used to index the continuous family of Beta distribution and $B(\alpha, \beta)$ is the beta function. $f(p|\alpha, \beta)$ represents a probability distribution of $p$ in terms of integrals. Formally, the probability of $p$ falling into $[a, b]$ is $\int_a^b f(p|\alpha, \beta) dp$. As $p$ can only fall into $[0, 1]$, $\int_0^1 f(p|\alpha, \beta) dp = 1$, referring to the trivial fact that $p$ falls into $[0, 1]$ with probability of 1. The prior distribution (the initial state) is $f(p|1, 1)$, leading to uniform distribution (Figure VI.1). It reflects the fact that without any knowledge, the probability of having $T$ for the next time can be any value between 0 and 1 with equal possibility. New observations are used to update the PDF of $p$. For example, having observed 8 times $T$ and 2 times $\neg T$, the PDF can be expressed as $f(p|9, 3)$, as plotted in Figure VI.1.
VI.1 Reputation Representation

The expected (mean) value of the beta distribution \( f(p|\alpha, \beta) \) assumes a simple form:

\[
E(p) = \frac{\alpha}{\alpha + \beta}
\]

It gives the mean value of \( p \), based on \((\alpha + \beta - 2)\) observations accumulated so far. For example, in Figure VI.1, the expected values of both \( f(p|9, 3) \) and \( f(p|21, 7) \) equal to 0.75. It can be interpreted as that the probability of observing outcome \( T \) in the future is uncertain, but the expected value is 0.75. In addition, \( f(p|21, 7) \) has more confidence saying so (i.e., \( f(0.75|21, 7) > f(0.75|9, 3) \)), thanks to more accumulated observations.

![Beta Distribution values](image)

Figure VI.1: Beta Distribution values

VI.1.2 Beta Reputation

As reputation is essentially an \emph{a posteriori} estimation based on historic experiences (either direct or indirect), beta distribution has been recognized as a useful model to model reputation [Mui et al., 2001, Jøsang and Ismail, 2002, Buchegger and Boudec, 2004]. Therefore, we represent reputation based on beta distribution (abbreviated as \emph{beta reputation}). A reputation value assumes a tuple of \((\alpha, \beta)\) \((\alpha, \beta \geq 1)\), with \( \alpha \) and \( \beta \) representing positive and negative experiences respectively.
As beta distribution only considers binary events, it is not enough to de-
scribe the experience of service consumption, which can fall into the range
between being completely satisfactory and completely unsatisfactory. Specif-
ically, an experience is evaluated with a Quality of Experience (QoE), say-
ing, between 0 (completely unsatisfactory) and 1 (completely satisfactory). This
experience is thus split into two parts: QoE contributing to the positive ex-
perience and \(1 - QoE\) contributing to the negative experience. Therefore,
beta reputation \(f(p|\alpha, \beta)\) gives the PDF of the probability of having a complete
satisfactory experience, i.e., the expected QoE.

Thanks to sound statistical properties of beta distribution, beta reputation
has the following advantages:

1. It is easy to assess the trustworthiness of an entity with reputation of
   \((\alpha, \beta)\), i.e., by calculating \(\frac{\alpha}{\alpha+\beta}\).

2. It is easy to evaluate how many experiences (i.e., \(\alpha + \beta - 2\)) have con-
   tributed to the current reputation. The larger this value is, the more
   probably the reputation assumes the expected value. Only newcomers’
   reputation is based on 0 experience.

3. It facilitates the combination of experiences from multiple sources, in-
   cluding the trustor itself and different recommenders. For example, given
two recommendations of \(f(p|\alpha_1, \beta_1)\) and \(f(p|\alpha_2, \beta_2)\), the combination of
the two is \(f(p|\alpha_1 + \alpha_2, \beta_1 + \beta_2)\) if they are considered to be of the same
impact. In another word, the add operation of beta reputation is straight-
forward: \(f(p|\alpha_1, \beta_1) + f(p|\alpha_2, \beta_2) = f(p|\alpha_1 + \alpha_2, \beta_1 + \beta_2)\).

4. It reflects the nature of reputation, which is the aggregation of observa-
tions. An entity dynamically adjusts the reputation with more experi-
ences being accumulated, which is similar to deriving posterior distri-
bution after observations are made.

5. It captures the uncertainty of reputation. Beta distribution only gives the
   PDF of the probability of having an outcome, which matches the fact
that reputation only gives probabilistic estimation of an entity’s future
behavior.

Alternatively, reputation can be also represented with a single value from
discrete (e.g., very trustworthy, trustworthy .. in [Abdul-Rahman and Hailes,
2000]) or continuous value space (e.g., \([-1..+1]\) [Marsh, 1994]). Compared
to beta reputation, single-value based reputation representation does not re-
fect the amount of experiences that contribute to the reputation. In addition,
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with single value based reputation, *ignorance*, which refers to the reputation without any knowledge, generally bears the value of 0. It can not be distinguished from the 0 reputation values that result from a mixture of positive and negative experiences (e.g., [Marsh, 1994] [Mui et al., 2002]). While with beta reputation, only newcomers have a reputation of (1, 1).

Beta distribution’s feature of easy experience aggregation facilitates the derivation of a node’s reputation, which is formed based on the trustor’s direct experiences and others’ recommendations, explained as follows.

**VI.2 Reputation Formation**

Before we proceed to show how reputation is formed, we first explain the notations to be used in the reputation mechanism. As reputation is always about a node $o$ (i.e., trustee) held by some node $a$ (i.e., trustor), we denote $o$’s reputation from the point of view of $a$ as $Rep_a(o)$. Table VI.1 lists the notations we use, including service reputation ($SRep$), recommendation ($Rec$), recommendation reputation ($RRep$) and overall reputation ($ORep$). They are expressed using beta reputation, with two parameters representing positive and negative experiences respectively.

<table>
<thead>
<tr>
<th>Label</th>
<th>Value Range</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SRep_a(o)$</td>
<td>$(s_p, s_n)$</td>
<td>$a$’s direct experiences with $o$</td>
</tr>
<tr>
<td>$Rec_a(o)$</td>
<td>$(c_p, c_n)$</td>
<td>Recommendation made by node $a$ regarding node $o$. Helpful recommenders give recommendations based on their own direct experiences, i.e., $Rec_a(o) = SRep_a(o)$</td>
</tr>
<tr>
<td>$RRep_a(o)$</td>
<td>$(r_p, r_n)$</td>
<td>Recommendation reputation of node $o$ held by node $a$</td>
</tr>
<tr>
<td>$ORep_a(o)$</td>
<td>$(o_p, o_n)$</td>
<td>Overall reputation of node $o$ held by node $a$</td>
</tr>
</tbody>
</table>

Table VI.1: Notations in the reputation mechanism

<table>
<thead>
<tr>
<th>aID</th>
<th>SRep</th>
<th>RRep</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$s_p$ $s_n$</td>
<td>$t_s$ $t_p$ $t_n$ $t_r$</td>
</tr>
</tbody>
</table>

Table VI.2: An entry of the acquaintance table

Each node keeps both $SRep$ and $RRep$ of its acquaintances, the entities with which it has interacted before (either as a service client or a recommendation requester), as shown in Table VI.2. This table of acquaintance records is named
acquaintance table. In the table, $aID$ denotes the identity of the acquaintance and $t_s$ and $t_r$ represent respectively the timestamps when the $SRep(s_p, s_n)$ and $RRep(r_p, r_n)$ were updated last time. If the table is too small to accommodate all entities the node has encountered, some replacement policy is applied, e.g., records are purged depending on their ages.

$ORep$ can rely solely on the trustor’s direct experiences (i.e., $SRep$) if they are significant enough, i.e., the accumulated direct experiences are plentiful enough to derive a trust decision. This can be judged by checking whether the total accumulated $(s_p + s_n - 2)$ experiences reach a certain threshold. Otherwise, it asks for recommendations from others. The recommendations and the node’s own direct experiences are then combined to evaluate the overall reputation ($ORep$) of the trustee.

Therefore, assume that a trustor $a$ is evaluating the reputation of a trustee $o$. It has at hand service reputation $SRep_a(o)$ based on direct experiences, which are too few and thus trigger the elicitation of recommendations (i.e., $Rec_r(o)$, where $r$ is a recommender) from others. Assuming a recommender $r$ gives a recommendation regarding $o$ (i.e., $Rec_r(o)$) to client $c$ and $RRep_r(c) = (r_p, r_n)$, the recommendation is accepted (i.e., considered trustworthy) if (1) $r$ is honest enough, by checking whether $\frac{r_p}{r_p + r_n}$ is high enough and (2) the $RRep$ is evaluated based on enough evidence by checking whether $(r_p + r_n - 2)$ is large enough. If the recommendation is taken into account, it is given a weight $w_r$ of $E(Beta(r_p, r_n))$, i.e.,

\[
w_r = \frac{r_p}{r_p + r_n}
\]

The weights of different recommendations are further normalized by dividing with the sum of all weights. Therefore, $ORep$ can be evaluated using $SRep$ and the recommendations from helpful recommenders:

\[
ORep = \delta \times SRep + (1 - \delta) \times \frac{\sum_{r \in R}(Rec_r(o) \times w_r)}{\sum_{r \in R}(w_r)} \quad (VI.1)
\]

where $\delta$ is the weight given to its direct experience ($SRep$) and is generally greater than 0.5. The favor of direct experiences over recommendations is due to the fact that entities tend to rely on their own experiences more than on others’ recommendations, as suggested by experimental studies of Kollock [Kollock, 1994]. Therefore, an entity can make a trust decision based on the overall reputation ($ORep$) of the trustee.

$ORep$ is not kept as a field of the acquaintance record, instead it is dynamically evaluated when needed, since it evolves with time and new experiences.
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An entity can change its behavior over time, making old experiences become irrelevant for the actual reputation evaluation [Josang and Ismail, 2002; Liu and Issarny, 2004a]. This calls for discount of past, which gives more weight to recent experiences than old ones. Such discounting also prevents an entity from capitalizing on its previous good behavior forever. Hence, reputation fades with time, as shown as follows.

VI.3.1 Time Fading

Since both recent behaviors and past histories contribute to the reputation, their assigned weights decide how fast the reputation builds up. For example, if recent behavior is assigned a very high weight, an entity’s reputation tears down very fast after a few misbehaviors. We assign more weight to recent behavior, as suggested by the results of psychological studies in [Karlins and Abelson, 1970] and empirical studies of eBay feedback mechanism [Delarocas, 2003].

Given the time interval of $\Delta t$, the reputation $(\alpha, \beta)$ evolves after every $\Delta t$:

$$\alpha' = 1 + (\alpha - 1) \times \rho^{\Delta T}$$
$$\beta' = 1 + (\beta - 1) \times \rho^{\Delta T}$$

where $\rho$ is time fading factor, whose value falls into the range of $[0..1]$. The lower value $\rho$ has, the more quickly histories are forgotten. When $\rho$ equals 0, histories are immediately forgotten; while when $\rho$ equals 1, the history is forever kept and considered equivalent regardless of age.

Note that a reputation starts with $(1, 1)$ and only the experiences (i.e., $\alpha - 1$ and $\beta - 1$) fade with time, making $\alpha + \beta > 2$ for any reputation value that takes into account an experience. But as shown in the above equations, when $\Delta T \rightarrow +\infty$, $\rho^{\Delta T} \rightarrow 0$, which expresses the fact that inactivity between two entities for a long time leads to complete discount of experience, making their reputations the same as that of newcomer. This is because when the experiences are too old to be indicative of the trustee’s trustworthiness, they are useless. Both $SRep$ and $RRep$ fade according to the above equations. For simplicity, the reputation value in the rest of this chapter does not bear a timestamp and always refers to the current reputation unless indicated otherwise.
Reputation also evolves with new experiences, as reputation aggregates the overall experiences with an entity. This is reflected in both \( SRep \) and \( RRep \), which aggregate the experiences of consuming services and utilizing recommendations respectively.

### VI.3.2 Evolution of Service Reputation (SRep)

Since \( SRep(s_p, s_n) \) combines all direct experiences, it is updated whenever a new experience occurs. An experience is described with a metric called Quality of Experience (QoE). As the goal of the reputation mechanism is to identify dishonest service providers that do not comply with their advertised QoS, QoE is accordingly measured based on the QoS conformance of the service provider. More specifically, given \( n \) QoS dimensions of \( d_i (i = 1..n) \) (e.g., availability, latency) which client \( a \) cares about, service provider \( o \) states in its service advertisement \((p_1, p_2, .., p_n)\) in which \( p_i \) is the promised value for dimension \( d_i \). After the service completes, the QoS that \( a \) receives is represented by \((a_1, a_2, .., a_n)\), in which \( a_i \) is the actual value for dimension \( d_i \). The QoE of \( o \) can be assessed by:

\[
QoE = \frac{\sum_{1 \leq i \leq n} comp(a_i, p_i)}{n}
\]

(VI.2)

where \( comp(a_i, p_i) \) is a function to calculate one-dimension degree of conformance between the actual and promised QoS. Depending on the dimension, it assumes the following forms:

1. \( comp(a_i, p_i) = \text{MIN}(1, a_i/p_i) \) when dimension \( i \) is quantitative and stronger with larger values, for example, availability.

2. \( comp(a_i, p_i) = \text{MIN}(1, p_i/a_i) \), when dimension \( i \) is quantitative and stronger with smaller values, for example, latency.

3. \( comp(a_i, p_i) = 1 - (a_i \otimes p_i) \) when dimension \( i \) is qualitative and bears Boolean values, for example, confidentiality. \( \otimes \) represents XOR function, i.e., \( x \otimes y = 0 \) if \( x \) equals \( y \), and 1 otherwise.

4. For dimensions whose value space is literals (e.g., service adaptation), \( comp(a_i, p_i) \) equals 1 when the policy is satisfied, 0 otherwise.

For example, given a service provider’s advertisement of \((\text{latency} = 0.8 \text{ ms}, \text{availability} = 99\%)\), a service client’s actual experienced QoS is \((\text{latency} = 1.0 \text{ ms}, \text{availability} = 98\%)\).
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Availability = 100%, then QoE = (MIN(1, 0.8/1.0) + MIN(1, 100%/99%))/2 = 0.9.

With a new QoE, the $SRep(s_p, s_n)$ is updated as in the following:

$$s'_p = s_p + QoE$$
$$s'_n = s_n + (1 - QoE)$$

VI.3.3 Evolution of Recommendation Reputation (RRep)

Similarly, $RRep$ dynamically evolves with new recommendations being elicited and new service consumption experiences. A recommendation bears the form of $(c_p, c_n)$, which is equal to $SRep$ for an honest recommender. Given a new QoE of $e \in [0..1]$, the honesty of recommender is adjusted according to the helpfulness of its recommendation.

$$\Delta e = \int_{MAX(0,e-0.4)}^{MIN(e+0.4,1)} f(p|c_p, c_n)dp$$

At first, $\Delta e$ evaluates the probability of having a QoE in the range of $[MAX(0, e-0.4), MIN(e + 0.4, 1)]$, according to the recommendation of $(c_p, c_n)$. As shown in Figure VI.2 if new experience $e$ equals 0.8 and the recommendation is $(4, 2)$, $\Delta e$ is equal to the size of the shaded area. It is compared against the probability if the trustor has no knowledge about the trustee, i.e.,

![Figure VI.2: Calculation of $\Delta e$](beta(4,2).png)

$$\Delta min = \int_{MAX(0,e-0.4)}^{MIN(e+0.4,1)} f(p|1, 1)dp$$ (VI.3)
Therefore, a recommendation with $\Delta e$ larger than $\Delta_{\text{min}}$ is considered helpful; otherwise it is regarded as unhelpful. $RRep(r_p, r_n)$ is updated accordingly:

$$e' = \text{MAX}(\text{MIN}(\Delta e - \Delta_{\text{min}} + 0.5, 1.0), 0.0)$$

$$r'_p = r_p + e'$$

$$r'_n = r_n + (1 - e')$$

where $e'$ represents the helpfulness of using the recommendation $(c_p, c_n)$ (the MAX and MIN operators are used to ensure that $e'$ falls into $[0, 1]$). The recommender who provides helpful recommendations are considered honest, and dishonest otherwise.

Assume that before a client $c$ has a new QoE $(e)$ of 0.8 with service provider $o$, it has received recommendations of (2, 4) and (4, 2) from two recommenders $a$ and $b$ respectively. As $\Delta_{\text{min}} = 0.6$ (using Equation VI.3), the helpfulness of $a$’s recommendation is $e' = 0.24$ and $b$’s recommendation leads to $e' = 0.81$. Thus helpful and unhelpful recommendations are distinguished. So are recommendations of different helpfulness. For example, a recommendation of (4, 13) makes $e' = 0$, leading to the degrading of the recommender’s $RRep$ to a larger degree.

Based on the features of beta reputation, the value of $(r_p + r_n - 2)$ is high if an entity is active in providing recommendations; the expected value of $f(p|r_p, r_n)$ is high if an entity is honest in providing recommendation. This can be used to recognize whether an entity is active and honest in providing recommendations. With two values $\delta_h$ and $\delta_a$ defined as threshold trustworthiness and activeness in providing recommendations, a recommender with $RRep(r_p, r_n)$ is considered active if $r_p + r_n - 2 \geq \delta_a$, and inactive otherwise; it is considered honest if $\frac{r_p}{r_p + r_n} \geq \delta_h$, and dishonest otherwise. It leads to 5 possible states of a recommender: active truth-teller (AT), inactive truth-teller (IT), active liar (AL), inactive liar (IL) and newcomer (Figure VI.3).

A recommender can convert from one state to another, depending on its behavior. An active truth teller enforces its state by continuing recommending honestly and weakens its state by lying. If it keeps lying, with the fading of previous good behavior, the accumulated experiences eventually will work against it and degrade it to an active liar. Meanwhile, if a recommender has not provided any recommendation for so long a time that its $RRep$ decays, it is considered as an inactive recommender (either inactive truth-teller or inactive liar). Long time of inactivity makes the reputation decay to 0 and the recommenders become newcomers.
Note that an active and honest recommender (i.e., a recommender is very much willing to help) can be considered inactive due to the fact that it does not have any direct experience with the trustee being evaluated by the recommendation requester. Therefore, being inactive is only a state of a recommender. Although inactivity can result from an entity withholding recommendations on purpose, it does not necessarily infer free riding. But from the point of view of contribution to others, the order of helpfulness of different recommenders is AT > IT > IL > AL. In order to motivate an entity to become an active truth-teller, the entities who are more helpful should also benefit more from others. More specifically, active and honest recommenders should be able to have more success in identifying dishonest entities using the reputation mechanism. This is realized during reputation propagation, where different recommenders are treated differently in terms of accessibility to helpful recommendations.

VI.4 Reputation Propagation

Lack of enough direct experiences triggers a trustor’s elicitation of recommendation from nearby nodes. It does so by broadcasting the request for recommendation to its neighbors, potentially including all types of recommenders. Of all the collected recommendations, only those from truth-tellers are taken into account. This corresponds to exogenous discounting of rumors, because the trustor’s own experiences of using the recommender’s recommendation (i.e., $RRep$) constitute external evidences other than recommendations. Recall that it is generally preferred over endogenous approaches to identify rumors,
because the latter assumes that honest recommendations dominate dishonest ones, which is unpractical in open environments.

If there is no such recommendation, the trustor takes into consideration those from inactive and first-time encountered recommenders by calculating the average. With the recommendations from others, the trustor evaluates the trustee’s $ORep$ using Equation VI.1. Otherwise, the trustor has to rely on its direct experiences which are too few to make a sound trust decision. The decision then has to be made depending on other factors, e.g., the trustor’s attitude towards strangers. If the trust decision leads to a service consumption and thus a new Quality of Experience (QoE), the QoE is compared against all recommendations to update the recommenders’ $RReps$.

A trustor elicits recommendations indiscriminately but accepts only those from honest recommenders. This is for the purpose of ensuring robustness against rumors, while empowering them with the capability of recognizing new recommenders and continuously updating dishonest recommenders’ $RReps$. More specifically, even though the recommendations from dishonest recommenders are not taken into account, they are used to update the $RReps$ of the (dishonest) recommenders, which can be improving if they become honest or deteriorating if they continue lying.

When an honest recommender $a$ receives a request for recommendations regarding an entity $o$, it first checks whether its direct experiences with $o$ are significant enough for recommending. If that is not the case, $a$ does nothing as it cannot be of any help. Some work (e.g., [Yu and Singh, 2002] and [Mui et al., 2002]) allows a chain of recommendations, i.e., an entity can recommend a recommender, who can send back recommendations or further recommend another recommender, until the depth limitation of the chain is reached. This practice is not incorporated in our reputation mechanism, because it requires introducing reputation of recommending a recommender in order to evaluate whether a recommendation about a recommender is truthful or not. It is different from $o$’s reputation of recommending a service provider (i.e., $RRep$), because one entity can be honest in recommending a recommender by giving its $RRep$ in the recommendation, but can be dishonest in recommending a service provider by not giving truthfully its $SRep$. It thus requires the modeling of more reputations, which increases considerably the complexity of the reputation mechanism. Therefore, an entity in our reputation mechanism does not recommend recommenders.

Otherwise, if $a$ has enough direct experiences for recommending, it handles the request for recommendations depending on the state of the recommendation requester:
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- If the requester is considered as an active truth-teller, \( a \) sends back its \( SRep_a(a) \) immediately.

- If the requester is considered as an active liar, \( a \) simply ignores the request.

- If the requester is considered inactive, \( a \) gives back its recommendation with a probability depending on \( \text{diff} = \delta_a - (r_p + r_n - 2) \). Basically the smaller \( \text{diff} \) is, the higher probability (saying, \( 1 - \text{diff} \)) \( a \) sends its recommendation. The better treatment for inactive recommenders than liars is due to the fact that inactive recommenders do not necessarily withhold their recommendations. To distinguish inactive truth-tellers (IT), newcomers and inactive liars (IL), the IT and IL’s probabilities are increased and decreased with an small value of \( \epsilon \) respectively. Therefore, the less active an entity is, the less possible that it receives recommendations from others. Note that newcomers also suffer from low probability of eliciting honest recommendations.

Note that only honest recommenders go through the above process, which treats different type of recommendation requesters differently. The reason of doing this is that if honest recommenders are over-generous by treating everybody alike, other entities are not motivated to return the favor because doing that does not give them any advantage. Eventually, rational entities choose to withhold their recommendations while liars remain unpunished. Honest recommenders will suffer by having less and less useful recommendations from others and will eventually draw no favor back. It is similar to an ecological example given in [Dawkins, 1989], which explains the survival chances of birds who have to groom parasites for each other as they cannot clean by themselves. Dawkins introduces two types of birds into the system, “suckers” who always help and “cheaters” that have other birds groom parasites off their heads but never return any favor. They are both driven to extinction over time. But with the introduction of a third type of birds, named “grudgers” that start out being helpful, but hold grudges against the “cheaters”. Dawkins shows by simulation that the grudgers survive and drive the other two species to extinction. Therefore, honest recommenders have to assume the defensive strategy of holding ‘grudges’ against liars by keeping others’ RReps, in order to guard their own interests. In contrast, dishonest recommenders, i.e., rumor spreaders, treat all types of recommendation requesters alike as their utmost goal is to spread rumors as widely as possible to take advantages, such as promoting their colluders’ reputations.

The deterrent for nodes to spread rumors lies in the consequence of shutdown of supply of helpful recommendations from honest recommenders, who
hold grudges. At the same time, refusing to provide recommendations leads to less accessibility to helpful recommendations. Lack of recommendations forces a trustor’s trust decision to be solely dependent on its direct experiences, which often can be too few or old to be helpful in open environments such as USoCo environments. This causes wrong trust decisions, making the client either interact with dishonest service providers or avoid honest ones. It is more clearly demonstrated in the next section, which evaluates the performance of our reputation mechanism.

VI.5 Reputation Mechanism Evaluation

In this section, we evaluate the performance of our reputation mechanism in helping nodes distinguish honest and dishonest service providers and to identify honest and active recommenders, based on simulations.

VI.5.1 Experiment Setting

The simulation is carried out with Network Simulator (ns-2) with CMU wireless extensions [LBNL, 2001]. The simulation parameters are shown in Table VI.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility Model</td>
<td>Random Way Point</td>
</tr>
<tr>
<td>Moving Speed</td>
<td>0.5 - 1.5 m/s</td>
</tr>
<tr>
<td>Pause Time</td>
<td>0</td>
</tr>
<tr>
<td>Propagation Model</td>
<td>Ricean Fading</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>100 m</td>
</tr>
<tr>
<td>Area</td>
<td>400m x 400m</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>40</td>
</tr>
<tr>
<td>Routing Protocol</td>
<td>OLSR</td>
</tr>
</tbody>
</table>

Table VI.3: NS-2 simulation parameters for reputation mechanism evaluation

Our experiment is set up with 40 nodes includes 8 types of entities with different behavior in service providing (honest or not), recommendation providing (honesty or activeness), as shown in Table VI.4. Each type of entity has the same population, i.e., 5 each (different settings with different population sizes will also be investigated).
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<table>
<thead>
<tr>
<th>Type</th>
<th>Service Providing Honesty</th>
<th>Recommendation</th>
<th>Honest</th>
<th>Active</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table VI.4: The types of nodes with different behavior

For simplicity without losing generality, we assume that every node can be the service provider for the other. Starting from time $50$ every 1 second, a node (i.e., a service client) makes a trust decision regarding whether to interact with a random node (i.e., a service provider) in its routing table, in a round robin way. The trust decision is made as follows: (1) the service client first checks whether the $SRep$ of the service provider has enough experiences to make a decision (threshold $\delta_a = 1.0$); (2) if yes, it calculates whether the expected value of $SRep$ reaches a threshold value ($\delta_h = 0.6$); (3) if not, it elicits recommendations from its neighbors (we set the request broadcast range to 2 hops). If the aggregation of $SRep$ and others’ recommendations are still not enough for making a trust decision, the node decides to whether to interact with a service provider with a certain probability. In our experiments, the probability is set to 1.0, assuming an optimistic attitude facing uncertainties.

A total of 60 rounds have been executed. An honest service provider offers a QoE of 0.9, while a dishonest service provider offers a QoE of 0.1. Honest recommenders recommend with its $SRep(s_p, s_n)$ regarding the trustee; while dishonest recommenders send back rumors which are complementary to the $SReps$, i.e., a recommendation assumes the value of $(r_p = s_n, r_n = s_p)$. Active recommenders offer recommendations with 90% probability, while inactive ones offer with 10% probability.

We investigate and compare the performance of the 4 different types of recommenders: active truth-teller (type 1 + type 5 in Table VI.4), inactive truth-teller (type 2 + type 6), active liar (type 4 + type 8) and inactive liar (type 3 + type 7). The advantage of being an active truth-teller is reflected in the fact that they can elicit more honest recommendations, which help them make right recommendations.

---

1This aims to give OLSR enough time to build routing table, as OLSR is a proactive protocol.
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trust decisions regarding whether to interact with an entity or not. Therefore, we show (1) the number of honest recommendations obtained by the four types of recommenders respectively. When a client fails to acquire any helpful recommendation, it has to base its trust decision solely on its direct experiences, which are not significant enough for a sound decision. Namely, the client has to make a blind decision. Generally, the more likely an entity elicits honest recommendations, the less blind decisions it needs to make. We thus measure (2) the number of blind decisions made by the four types of nodes respectively. A blind decision can lead to a mistake, which refers to either a false positive (when an honest service provider is identified as an untrustworthy one) or false negative (when a dishonest service provider is not identified as being so). Thus, (3) the number of mistakes made by different recommenders are also displayed. These metrics are recorded every 200 seconds to show the evolution of reputation. They are detailed below.

VI.5.2 Evaluation Results

Elicited Honest Recommendations. Figure VI.4 shows the number of elicited honest recommendations for different type of recommenders. It can be observed that at the beginning (before time 500s), very few recommendations are propagated and the four types of recommenders do not have much differ-
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ence in the number of obtained honest recommendations. With the accumulation of experiences, the honest entities have enough experiences to recommend. Recommendation reputation is gradually recognized and the order of benefit (AT > IT > IL > AL) starts to be established, from time 1500s in Figure VI.4.

![Figure VI.5: Number of blind decisions](image)

**Blind Decision.** Lack of recommendation leads to blind decisions. Figure VI.5 presents the number of blind decisions for the four types of nodes. Note that during the span of 200 seconds (which is the interval between snapshots), 200 trust decisions are made, including 50 for each type of recommenders.

It can be seen that at the beginning, almost every trust decision for a node is blind due to lack of direct experiences and recommendations. With more accumulated experiences, the nodes make less and less blind decisions. Especially, AT nodes are exposed to the least number of blind decisions (less than 5 after time 1500s), while AL nodes suffer by making the most number of them.

**Mistakes.** Blind decisions can lead to mistakes. Figure VI.6 presents the number of mistakes made by the four types of recommenders. It can be seen that, at the beginning, every type of nodes make mistakes as many as half of the total transaction number. It is because most decisions are blind and honest service providers occupy half of the population.
Figure VI.6: Number of made mistakes

Figure VI.7: Percentage of wrong trust decisions

With more accumulated experiences, every type of recommender makes less and less mistakes. Especially, with the help of honest recommendations, AT nodes make the least number of mistakes and AL nodes make the most (the order of AT > IT > IL > AL is enforced). Note that dishonest or inactive
recommendators can also tell the honesty and activeness of a recommender using the reputation mechanism. However, they have access to less number of truthful recommendations for making right decisions.

In order to demonstrate more clearly the advantages brought by helpful recommendations, the percentages of mistakes out of all transactions for different recommenders are shown in Figure VI.7. It can be seen that, starting from time 1500s, ATs make less than 5% of mistakes while ALs suffer more than 20% of mistakes.

![Figure VI.7: Percentage of mistakes for different recommenders](image)

Figure VI.7: Percentage of mistakes for different recommenders

**Other Results.** In the above simulation, we have set the population size to be relatively small (40) to lessen the time for bootstrapping (about 1500 seconds for 40 nodes), because nodes need to acquire experiences to be able to give useful recommendations. Basically, a larger population takes longer time to bootstrap, but the reputation mechanism shows similar effects. We did similar simulations with larger population (80) and the percentage of mistakes is shown in Figure VI.8. It can be observed that the order of benefit is established eventually, although it takes more time than in a community of 40 nodes (about 3500 seconds into simulation).

![Figure VI.8: Percentage of mistakes for different recommenders with larger population](image)

Figure VI.8: Percentage of mistakes for different recommenders with larger population

The reputation mechanism also exhibits similar performance with different population percentage of different recommenders. We have carried out the simulations by decreasing the population of active truth-teller (AT) to 10% and increasing active liar (AL) to 40%. The percentages of mistakes for different recommenders are presented in Figure VI.9 which shows that the order of the treatment (i.e., AT > IT > IL > AL) is also established.

![Figure VI.9: Percentage of mistakes for different recommenders with different population composition](image)

Figure VI.9: Percentage of mistakes for different recommenders with different population composition
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In this chapter, we have presented a distributed reputation mechanism for recognizing the trustworthiness of a service provider in USoCo environments, including reputation representation, formation, evolution and propagation. Our contribution includes: (1) proposing a simple yet effective reputation mechanism that not only is rumor-proof, but also motivates active and truthful recommendation sharing; (2) modeling a reputation that continuously evolves, with time and with new experiences; (3) evaluating the effectiveness and performance of the proposed reputation mechanism via simulation tests.

As an entity has to handle the reputation independently and autonomously, in our reputation mechanism, it stores the reputation values of all acquaintances. This might raise an issue if the population of the acquaintances is so large that it brings considerable overhead in reputation storage and manipulation. A possible solution is to manage nodes by groups, each of which shares a common reputation [Sabater and Sierra, 2001] [Mui et al., 2002]. The reputation of an entity depends on the group it belongs to; the behavior of a member affects the reputation of its group. This requires strong group support [Liu et al., 2005], as the group members need to trust each other and have common interests such that they are motivated to protect the group’s reputation.

An important issue in reputation mechanism is identity changing. Most online reputation systems protect privacy and each agent’s identity is normally a pseudonym. It causes problems because pseudonym can be changed easily [Zacharia and Maes, 2000] [Mui et al., 2002]. When a user ends up having a reputation lower than that of a newcomer, she can capitalize on the reputation system by discarding her initial identity and start from the beginning. This calls for the necessity of special treatments of newcomers. We partly address this issue by putting newcomers in an unfavorable position, such that they have difficulties obtaining helpful recommendations, until they accumulate enough good behavior. But active rumor spreaders can still benefit by restarting as newcomers, as the former suffers the total shutdown of helpful recommendation supply once they are identified as active liars. This problem can not be solved by simply lowering the newcomer’s treatment to be even worse than all liars, such that the latter are not motivated to change for the worse. This is because in order to incorporate newcomers into the community, newcomers have to be given access to honest recommendations to be able to bootstrap. If active liars can have better accessibility to honest recommendations than newcomers, the deterrent for dishonest behavior hardly exists. Therefore, to solve this issue, it would have to rely on other mechanisms, such as introducing an “entry fee” for each pseudonym [Friendman]
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and Resnick, 2001] or use of once in a lifetime pseudonym that is bound to a real-world entity [Friendman and Resnick, 2001] or cryptographically generated unique identifiers [Buchegger and Boudec, 2002]. A very related issue is called Sybil attack [Douceur, 2002]: if there is no control over creation of new entities, a real-world entity can create as many identities as it wishes to challenge the use of majority in reputation systems. The only challenge this attack can bring to our reputation system is when there is no recommendation from an active truth-teller, the trustor relies on the average of all recommendations from unknown (or barely known) recommenders.

The trustworthiness evaluation via reputation mechanism enables identifying dishonest service providers. Along with signal strength based service location and QoS-aware service selection, they empower service discovery in USoCo environments with awareness and utilization of a service’s QoS properties. They are integrated towards an overall solution for QoS-aware service discovery, as presented in the next chapter.
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In this chapter, we present a QoS-aware Web service discovery (QoWSD) middleware, which gives an overall solution for discovering Web services in ubiquitous computing environments in a QoS-aware manner. QoWSD integrates our proposals described in the three previous chapters, i.e., service location based on signal strength (Chapter IV), QoS-aware service selection using Vickrey auction (Chapter V) and a robust and incentive-compatible reputation mechanism (Chapter VI). As interactions in ubiquitous computing environments are preferably carried out over Mobile Ad hoc NETworks (MANET) thanks to their flexibility and spontaneity, QoWSD middleware mainly targets MANETs. Web service is chosen as the underlying technology because it has been widely utilized and deployed thanks to the pervasiveness of Web Services Architecture in various environments [Issarny et al., 2005], including ubiquitous computing environments.

The rest of this chapter is organized as follows. Section VII.1 gives background information about the Web Services Architecture and related technologies. Then we detail the QoWSD middleware in Section VII.2. Section VII.3 evaluates the performance of a prototype implementing QoWSD. In particular, the overhead introduced by QoS awareness is measured and analyzed. This chapter finishes with concluding remarks in Section VII.4.
VII QoS-aware Web Service Discovery Middleware

VII.1 Background on Web Services

A Web service, as defined by the W3C Web Services Architecture Working Group\(^1\) is a software system designed to support interoperable machine-to-machine interaction over a network. It has an interface described in a machine-processable format (specifically WSDL). Other systems interact with the Web service in a manner prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-related standards [W3C, 2004b]. The main components of the Web Services Architecture [W3C, 2002] include WSDL (Web Services Description Language) and SOAP (Simple Object Access Protocol).

WSDL (Web Services Description Language) [W3C, 2001] is a declarative language for describing the interfaces of Web services. It separates the description of the abstract functionality offered by a service from concrete details of a service such as “how” and “where” that functionality is offered, as shown with two parts in Figure VII.1 (with WSDL terms marked with **bold fonts**). A service includes a set of **ports**, which associate network addresses with **bindings**. A binding is a concrete protocol and data format type that implements a **port type**, which includes a set of abstract **operations** supported by one or more endpoints. Each operation is an abstract description of an action supported by the service, which involves a named set of **messages**. Messages are abstract descriptions of the data being communicated. WSDL 1.1 defines syntactic signature for a service, but does not specify any non-functional aspects.

![Figure VII.1: Structure of WSDL document](http://www.w3.org/TR/ws-arch/)

SOAP (Simple Object Access Protocol) [W3C, 2003] defines a lightweight protocol for information exchange. It uses XML technologies to define an extensible messaging framework, which provides a message construct that can

\(^1\)<http://www.w3.org/TR/ws-arch/>
be exchanged over a variety of underlying protocols (e.g., HTTP, SMTP). A SOAP message includes an optional SOAP header and a SOAP body.

The Web services architecture is further complemented by UDDI (Universal Description, Discovery and Integration), which is a specification of a registry for dynamically locating and advertising Web services. UDDI acts as a centralized directory, which is generally unavailable in environments featuring impromptu interactions, such as ubiquitous computing environments. In the next chapter, we present the QoWSD middleware supporting QoS-aware Web service discovery in a fully distributed manner.

VII.2 QoS-aware Web Service Discovery (QoWSD)

Figure VII.2: QoWSD Architecture

QoWSD is a standalone middleware instance running on every node, as shown in Figure VII.2 Note that the software entities in a dotted square in the figure are sitting on the same node. They are considered local to each other. Otherwise, if they reside on different hosts, they are considered remote. The QoWSDs communicate with each other using UDP packets.

QoWSD provides a routine that allows local service providers to register their services. A routine is an operation supported by QoWSD that can be invoked by applications. Meanwhile, clients can discover services, whether local or remote, using a routine provided by QoWSD. To distinguish between the above two, the routines used by service providers are named provider routine, in contrast to client routine used by service clients. Through the service discovery routine, a service client can invoke the services along the returned
service paths. Since the support of specifying service path during service execution (i.e., source routing) can not be assumed to exist for all routing protocols, for the reason of completeness, QoWSD also allows a client to invoke services, which can be local or remote. Therefore, QoWSD provides routines for the client to discover and invoke services and a routine for the service providers to register services. For the purpose of illustration, QoWSD carries out pull-based service location, and the push-based alternative can be handled similarly. The supported routines are detailed and explained later in the section.

In order to support the above routines for service providers and clients, QoWSD includes components implementing beacon manager, service registry, service locator, service selector, reputation manager, service invoker and QoS predictor, as shown in Figure VII.3. QoWSD also manages three tables of service depository (for keeping registered services), neighbor table (for keeping the signal information of one-hop neighbors) and acquaintance table (for keeping reputation information of acquaintances). The arrows in the figure represent the data flow directions. More specifically, an arrow from a table to a component means that the component modifies the table while an arrow in the other direction means that the component only looks up the table (without any mod-
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ification); an arrow from a component to another means that the former is executed before the latter.

In brief, as shown in the following pseudocodes, to discover services required by clients, at first the service locator elicits and collects service replies from providers, which are then forwarded to the reputation manager. The latter identifies the service replies from honest service providers. Finally, the service selector chooses the best instance on behalf of the client.

```plaintext
servReplies = servLocator.locateServices();
honestServReplies = repManager.identifyHonestServices(servReplies);
bestService = servSelector.select(honestServReplies);
```

As for other components,

- the beacon manager sends beacons and maintains the neighbor table;
- the service registry is responsible for registering the services from service providers;
- the service invoker invokes the services and records the direct experiences with the service provider, which is given to the reputation manager for updating the reputations;
- the QoS predictor is in charge of predicting the QoS values of the services based on histories.

The latter two maintain services’ functional and QoS properties in the service depository respectively. These components and tables are detailed as follows.

**Beacon Manager.** The beacon manager periodically broadcasts and receives beacons to and from its one-hop neighbors. It builds and maintains a *neighbor table* (as explained in Chapter IV), which keeps the signal information of the links to its one-hop neighbors. Recall that an entry of the neighbor table (as shown in Table VII.1) includes the neighbor’s IP address, the signal strength samples of the most recent $2 \times k$ beacons (for detecting signal strength tendency), the SNR samples of the most recent $k$ beacons, the timestamp of the last received beacon, the average signal strength and SNR from the neighbor’s end, the age of the last beacon received by the neighbor and an indicator stating whether this neighbor is a *Strongly Connected Neighbor* (SCN).
A beacon packet from a node gives the signal information of the links to its one hop neighbors. For each neighbor in the neighbor table, its IP, the average SS and SNR of the most recent \( k \) samples and the age of the last received beacon are extracted and calculated according to its entry in the neighbor table. They are embedded in the beacon messages, as shown in Figure VII.4.

![Figure VII.4: A serv_beacon packet in QoWSD](image)

Meanwhile, the beacon manager monitors the signal strength of every link (e.g., using `iwspy` utility available on Linux), which gets updated whenever a packet is received. Signal information provided by the wireless driver (i.e., from the local end) and embedded in the received beacons (i.e., from the neighbor’s end) are extracted and used to update the neighbor entry corresponding to the beacon sender, i.e., the fields of \( SS_{[1..2^k]} \), \( SNR_{[1..k]} \) and \( TS \) are updated. If a beacon includes signal information of the link from the sender’s end (i.e., the receiver is in the beacon sender’s neighbor table), the fields of \( nSS \), \( nSNR \) and \( nAge \) are also updated. Every some time (e.g., three beacon intervals), the beacon manager browses through the table and determines whether a neighbor is a SCN or not, depending on the strength and active-ness of both link ends. The field of \( isSCN \) is then marked accordingly. It also deletes the entries of those expired links (e.g., the last beacon is older than three beacon intervals).

### Service Registry

The service registry is responsible for registering Web services and maintaining a table of local Web services, i.e., `service depository`. A service provider can register its Web service(s) via `servRegister` of the provider routine shown in Table VII.2, giving the WSDL document describing its Web service(s). Since WSDL 1.1 does not support QoS properties, we extend the current WSDL document with a part for QoS description. It is called the `QoS part` of the WSDL document, to be distinguishable from `functional part` (i.e., the rest) of the WSDL document. The functional part can be further divided into the `abstract part` and the `concrete part`, as presented in Section
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An example of an extended WSDL document is shown in Figure VII.5. The tags of `<wsdl:definitions>` surround the functional part, with the abstract part referring to the definition of `<wsdl:porttype>`, while the concrete part includes definitions of `<wsdl:binding>` and `<wsdl:service>`. With the QoS extension, a service client can specify its service request in a WSDL document that includes an abstract and QoS part that state its functional and QoS requirements respectively. Meanwhile, a provider can specify its offered service in a WSDL document that includes a functional and QoS part, which give the concrete details such as data format binding and service deployment address as well as offered QoS values.

```xml
<?xml version="1.0" encoding="UTF-8"?>
<wsdl:definitions name="urn:FormatConvertService"...>
  <wsdl:portType name="FormatConvertorInfo">
    <wsdl:operation name="getOtherFormat" parameterOrder="in0">
      ...
    </wsdl:operation>
  </wsdl:portType>
  <wsdl:binding name="IFormatConvertServiceSoapBinding"...>
    ...
  </wsdl:binding>
  <wsdl:service name="FormatConvertorInfoService">
    ...
  </wsdl:service>
</wsdl:definitions>
<QoS>
  <Performance>
    <Latency>50</Latency>
  </Performance>
  <Dependability>
    <Confidentiality>true</Confidentiality>
  </Dependability>
  <Cost>
    <ResourceConsumption>0.55</ResourceConsumption>
  </Cost>
</QoS>
```

Figure VII.5: An example of extended WSDL document

<table>
<thead>
<tr>
<th>public static void servRegister(FILE WSDLDocument);</th>
</tr>
</thead>
</table>

Table VII.2: The routine provided by QoWSD for service providers

Whenever receiving a request of service registration from a service provider, the service registry parses the WSDL document and creates an entry of the service depository, as shown in Table VII.3 including:
• WSDL document, which is provided by the service provider as the parameter for the routine ServRegister.

• Definition of the service, which is the object resulting from the parsing of the functional part of the WSDL document (e.g., using WSDL4j utility\(^3\)). It is utilized for matching functional properties of Web services.

• QoS, which stores the service’s QoS values after parsing the QoS part of the WSDL document.

<table>
<thead>
<tr>
<th>WSDL Document</th>
<th>Definition</th>
<th>QoS</th>
</tr>
</thead>
</table>

Table VII.3: An entry of the service depository in QoWSD

**Service Locator.** A client uses the routine servDiscover (as shown in Table [VII.4]) to discover Web services. The parameter seekServ is set with the WSDL document (including the abstract part and QoS part) that specifies the client’s requirements. The routine sends the parameter to the local QoWSD, which is then handled by the service locator.

```java
public static Vector servDiscover(String seekServ);
public static Vector servInvoke(String servPath,String servName,String opName,Vector opParams);
```

Table VII.4: The routines provided by QoWSD for service clients

On receiving a service discovery request from a local client, the service locator does the following two things simultaneously:

• It parses the WSDL document from the client, with respect to both functional and QoS properties. The service locator then matches the request with every service instance in the service depository, in terms of both functional and QoS properties:

  – It is checked whether a service instance satisfies the client’s request with respect to functional properties. More specifically, it is verified whether they match in terms of service name and port types’ operations, including operation names and parameters (i.e., number and type of parameters).

\(^3\)http://sourceforge.net/projects/wsd4j
It is checked whether a service instance satisfies the client’s request with respect to QoS properties. It is considered a matching only if, for every QoS dimension, the QoS value of the service instance is stronger than that required by the client.

If a service instance satisfies the request in terms of both functional and QoS properties, it is appended to the list of service replies, each of which includes the service’s WSDL document and the service path (i.e., the path from the client to the provider).

- It constructs a serv_disc message (Figure VII.6), which is sent to its SCNs (according to the neighbor table). The message includes the following fields:
  - sequence number, which is composed by the host’s IP address and an increasing counter;
  - extended WSDL document, which is set to seekServ of servDiscover routine;
  - (propagation) range (in number of hops), which defines the range for propagating the serv_disc;
  - service path, which is initialized with the current host’s IP address;
  - a list of destined SCNs, which is extracted from the neighbor table.

On receiving a serv_disc packet from one of its SCNs, the service locator first checks whether the packet has been handled before by checking the sequence number against the cache of the sequence numbers of recently handled serv_disc packets. The packet is discarded if it has been handled before. Otherwise, it puts the sequence number into the cache and does the following two things in parallel:

- It matches the service request with every service instance in the service depository as described above. If there is a match, it unicasts a serv_resp packet (Figure VII.7) to the source node (i.e., where the client resides), which includes:
- sequence number, which is set with that of the \texttt{serv\_disc} packet;
- WSDL document of its provided services that match the client’s requirements, including both functional and QoS parts;
- service path, which is set with the inverse of the complete service path (i.e., the service path of the received \texttt{serv\_disc} packet appended with the current host’s IP address).

- It extracts the propagation range and service path from the received \texttt{serv\_disc} packet. If the range does not reach 0 yet, it forwards the packet with the following fields modified:
  - the range is subtracted by 1.
  - the service path is appended with the host’s IP address.
  - the list of destined SCNs is replaced with the current host’s SCNs that are not already in the service path.

The forwarding is done by unicasting if there is only one destined SCN and by broadcasting otherwise.

![Figure VII.7: A serv\_resp packet in QoWSD](image)

When the service locator of the destined host receives the service reply (i.e., \texttt{serv\_resp}), it extracts the extended WSDL and service path, which make a service reply.

**Reputation Manager.** After collecting the replies from service providers, the service locator hands the list of service replies to the reputation manager for identifying honest service providers. The latter also maintains an acquaintance table, which keeps the \texttt{SReps} and \texttt{RReps} of acquaintances. An entry of the acquaintance table is recalled in Table \ref{tab:acquaintance}, where ID denotes the identity of an entity (e.g., MAC address), \(t_s\) and \(t_r\) represent respectively the timestamps when the \texttt{SRep}(\(s_p, s_n\)) and \texttt{RRep}(\(r_p, r_n\)) were updated last time.

<table>
<thead>
<tr>
<th>ID</th>
<th>\texttt{SReps}</th>
<th>\texttt{RReps}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((\alpha_1, \beta_1))</td>
<td>((\alpha_2, \beta_2))</td>
</tr>
</tbody>
</table>

Given the list of service providers for trustworthiness evaluation, the reputation manager handles it as follows. It first checks the \texttt{SReps} of the evaluated entities. Recall that for a service provider with \texttt{SRep} of \((\alpha, \beta)\):
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<table>
<thead>
<tr>
<th>ID</th>
<th>SRep</th>
<th>RRep</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_p$</td>
<td>$s_n$</td>
<td>$l_s$</td>
</tr>
</tbody>
</table>

Table VII.5: An entry of the acquaintance table in QoWSD

- It is considered *honest* if and only if $(\alpha + \beta - 2) \geq \delta_h$ and $\alpha/\beta \geq \delta_h$, where $\delta_h$ is the threshold honesty value and $\delta_a$ is the threshold confidence value in making the judgment.

- It is considered as a *newcomer* if $(\alpha + \beta - 2) < \delta_a$.

If there exist one or multiple honest service providers, their expected reputation values (i.e., $\alpha/\beta$) along with their IDs are returned. The returned reputation values allow for quantitative evaluation of the services. Otherwise, the reputation manager checks whether there is any newcomer. If that is not the case, it means that all the replies are from dishonest service providers and an empty list is returned. Otherwise, the reputation manager broadcasts a `rec_requ` packet to request for recommendations regarding the newcomers. As shown in Figure VII.8, a `rec_requ` is composed of:

- sequence number, similar to that of `serv_disc`, which is used to identify the request;
- (propagation) range of the request;
- the list of trustees to evaluate.

After receiving a `rec_requ` packet, the reputation manager first checks whether the packet has been handled before according to the sequence number. It then looks up the $RRep(r_p, r_n)$ of the requester in the acquaintance table to determine how to handle the request. Recall that the requester is considered an active recommender if $r_p + r_n - 2 > \delta_a$ and an inactive one otherwise; it is considered an honest recommender if $r_p/(r_p + r_n) > \delta_h$ and a dishonest one otherwise.
(1) If the requester is an active and honest recommender, the reputation manager looks up the SReps of the trustees, which the requester is evaluating and returns them to the requester within a rec_resp packet (Figure VII.9), which includes

- Sequence number, which is set to that of the received rec_requ;
- SReps of the trustees.

(2) Otherwise, if the requester is an inactive recommender, the reputation manager sends back its recommendations with the probability of \( \delta_n - (r_p + r_n - 2) + \epsilon \), where \( \epsilon \) is set to 0.05 for inactive honest recommenders and −0.05 for inactive dishonest ones, for the purpose of distinguishing their treatment. The recommendations are embedded in a rec_resp, as shown above.

(3) Otherwise, i.e., the requester is an active and dishonest recommender, its request is ignored.

![Sequence # (ID1, sp1, sn1) (ID2, sp2, sn2) (ID3, sp3, sn3) ...](image)

Figure VII.9: A rec_resp packet in QoWSD

After the timeout of recommendation elicitation, the reputation manager takes into account the received recommendations (i.e., rec_resps) depending on the RReps of the recommenders:

(1) If there exist recommendations from active and honest recommenders, they are used to evaluate the overall reputation of the service providers. A recommender’s recommendation is weighed with the expected value of its RRep.

(2) Otherwise, if there exist recommendations from inactive recommenders, the average of those recommendations is used to evaluate the overall reputation of the service provider.

(3) Otherwise, it means that all the recommendations are from dishonest recommenders and the client fails to elicit any honest recommendation. Thus its trust decision has to be based on other factors (e.g., whether it is optimistic with strangers).
The reputation manager is also responsible for updating and maintaining SReps and RReps. A new interaction experience with a service provider is evaluated by the service invoker (to be described soon) and sent to the reputation manager. The latter then updates the SRep of the concerned service provider. Meanwhile, the RReps of the recommenders (if any) who have recommended the service provider are updated accordingly, depending on the difference between the recommendation and the actual experience (as presented in Chapter VI).

**Service Selector.** Given a list of service replies, the reputation manager as presented above returns a list of trustworthy service providers along with their reputation values. If the list is empty, meaning that the providers of all located service instances are dishonest, the client is thus informed and advised to search with other requirements (e.g., with less strict requirements). If the list includes only one service provider, its service reply is returned directly to the client and no further selection is necessary.

Otherwise, the service selector parses the QoS part of the WSDL documents embedded in the service replies to extract the QoS properties and service price. For the reason of simplicity, we assume that the utility function of the client, i.e., the client’s preferences among service QoS properties (e.g., preferences between latency and availability) and between QoS and price (e.g., QoS-driven or price-driven) is fixed and known a priori by the service selector. It can be easily extended by requiring the client to specify its utility function as a parameter of the servDiscover routine. Then all quantitative dimensions in the utility function are normalized based on standard deviation as presented in Chapter V. Each service instance is then evaluated using the utility function. The instance with the best utility is chosen and its WSDL document is returned, along with its service path, as the result for the servDiscover routine.

**Service Invoker.** A client invokes services using the routine servInvoke provided by QoWSD (Table VII.4). The parameters of the routine include the service path, the service name, the operation name and the parameters, which are received by the service invoker of the local QoWSD.

The service invoker handles the request in the following way:

1. It checks whether the service path only includes the local IP address, i.e., whether the client is invoking a local service. If yes, it invokes the service with the parameters and returns the result to the client.
Otherwise, it prepares a `serv_invo` packet (Figure VII.10), including the fields of

- sequence number, which is used to identify this invocation;
- service name of the target service to invoke;
- operation name of the target service to invoke;
- parameters for invoking the operation;
- service path that leads to the destined service provider.

The packet is then sent to the next hop in the service path.

![Figure VII.10: A serv_invo packet in QoWSD](image)

On receiving a `serv_invo` packet, the service invoker handles it as follows:

1. It extracts the service path in the packet and checks whether it is the destination of the packet. If not, it forwards the packet to the next hop in the service path.

2. Otherwise, it invokes the service and send back the service result. It does this by preparing a `serv_ack` packet (Figure VII.11), which includes

   - sequence number, which is set to that of the received `serv_invo` packet;
   - service result, i.e., the result after executing the service;
   - service path, which is the reverse of that of the received `serv_invo` packet. It is used to forward the result back to the service client.

The `serv_ack` packet is then sent to the next hop in the service path and forwarded by intermediate nodes until it reaches the destination QoWSD, where the the service client sits. The result is then returned to the client.

After invocation, the client also records its experienced QoS and compares it against the claimed QoS by the service provider. It then calculates QoE (Quality of Experience) according to Equation VI.2 presented in Chapter VI. It
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is sent along with the service provider’s ID to the reputation manager, which in turn updates the $SRep$ of the service provider and the $RReps$ of the recommenders who have recommended the service provider, as described previously.

**QoS Predictor.** After a service invocation, the service provider records the QoS values, such as CPU load. Meanwhile, the service invoker also records the service latency, the time between when the invoker invokes the service and when it receives the result. These QoS values are sent to the QoS predictor, which is responsible for predicting future QoS values. It does this by applying a mix-of-experts approach [Wolski et al., 1997; Gurun et al., 2004] using the following three forecasters:

- *last value*, which predicts the future value with the last measurement;
- *sliding window average* of window size 10, which predicts with the average of the most recent 10 measurements;
- *exponential smoothing forecaster*, which predicts a QoS value at time $t$ ($p_t$) with $p_t = \alpha \times m_{t-1} + (1 - \alpha) \times p_{t-1}$, where $m_{t-1}$ and $p_{t-1}$ represent measurement and prediction values at time $t-1$ respectively, and $\alpha$ is gaining factor and assumes the value of between 0 and 1.

Whenever a prediction is requested, these forecasters are ranked according to their prediction deviation, i.e., the difference between the measurement and the predicted values, during the most recent 10 runs. The most accurate forecaster is then chosen to predict the next QoS value. This process is executed whenever a prediction value is needed.

---

4Other forecasters can be added for more accuracy, but at the cost of more time taken for predicting.
VII.3 QoWSD Prototype

We have developed and deployed a prototype implementing QoWSD. In the following, we first give an overview of the prototype in Section VII.3.1. Then in Section VII.3.2 we evaluate the performance of the prototype.

VII.3.1 Prototype Overview

The prototype is developed using JAVA (J2SE 1.5) and deployed on 6 laptops with 500 MHZ Pentium III CPU, 256KB of cache and 192 MB of memory, running Linux 2.6.8 (Mandrake 10.1). These machines are believed to be well-suited to estimate the performance of our middleware, as they are almost as powerful as currently portable devices (e.g., the SHARP Zaurus SL-6000 is equipped with Intel 400MHz processor and 64 MB RAM; the HP iPAQ hx2495 Pocket PC is equipped with Intel 520MHz processor and 64 MB RAM[5]).

As shown in Figure VII.12, the local Web services are deployed on Tomcat Server version 4.1.31[6] using Apache AXIS SOAP engine version 1.2.17[7]. They are based on J2SE 1.5 and JVM Tool Interface (JVMTI)[8], which gives an interface for performance profiling (e.g., measuring CPU load). Note that QoWSD middleware is independent of the Web application server and SOAP engine where the local Web services are deployed, because QoWSD interacts with the local Web application server only for invoking Web services through the interfaces which are given by service providers.

---

[5] The prototype is currently being ported to PDAs.
[8] http://java.sun.com/j2se/1.5.0/docs/guide/jvmti/
The wireless interface is 2.4 GHz DS Lucent IEEE 802.11 Wavelan PC “Silver” of 11 Mbps. The network topology assumes a line as shown in Figure VII.13 for the purpose of setting up the scenarios with different network distances (in hop number) between the service client and provider (from 1 to 5). Each node is connected only to its two neighbors (except the two ends have only one neighbor). Others are disconnected using IP filtering (e.g., iptables\cite{iptables}), although they are in the communication range of each other. Therefore, at any point of time, only one node can send any packet, whether a beacon or any other packet as described above. The network is thus more congested than other multihop networks, where packets can be sent simultaneously as long as they are far enough from each other (e.g., 3 hops away). No routing protocol is deployed to avoid the effect of different routing protocols. Therefore, the unicast packets are forwarded by the intermediate QoWSD instances.

![Network topology](image)

Figure VII.13: The network topology for QoWSD prototype evaluation

### VII.3.2 Performance Evaluation

In the following, we evaluate the performance of the prototype in terms of overhead of QoS awareness on service discovery latency, the time between when the client invokes the routine of `servDiscover` and when it receives the reply. With QoWSD, service discovery latency can be decomposed into three parts:

- the time spent by the service locator, i.e., service location latency, which starts from when the local service locator of the client sends a `serv_disc` until the timeout of waiting for service replies. The length of the timeout is generally set according to the waiting time for a service reply to arrive. For example, a short waiting time for service replies leads to a short timeout. Therefore, we investigate the service location latency with timeout set as the waiting time for only one service reply.

- the time spent by the reputation manager, which checks the reputation of service providers. It includes the lookup of reputation values in the acquaintance table and possibly involves recommendation elicitation time, if recommendations are needed.

\[\text{http://www.netfilter.org/}\]
• the time spent by the service selector, which chooses the best among service replies (from honest service providers).

In contrast, for service discovery that is “QoS-unaware”, the service discovery latency only involves the first part and the services are randomly selected and reputation is not checked. In addition, its service location latency is smaller than that of QoWSD, since no QoS description or beacon is used. Therefore, the overhead of introducing QoS-awareness is reflected in (1) the increase of service location latency; (2) reputation checking time and (3) service selection time.

The efficiency of using signal strength to detect node mobility and the improvement of service reliability using S3L have been presented in Chapter IV. Therefore, we only evaluate the performance of the prototype when the devices are stationary. In the following measurements, a client sends a request for service only after it has received the reply for the previous request. The experiments are carried out 500 times and the average is presented.

Service Location Latency. We first measure the service location latency. The experiments have been carried out with service providers at different network distances (i.e., from 1 hop to 5 hops) and with beacons sent at every 2 seconds (beacon’s effect on the service location latency will be discussed later). For the purpose of illustration, the functional part of the WSDL document includes 1 operation which has an input parameter; the QoS part of the WSDL document specifies 11 QoS dimensions, including both quantitative (e.g., latency) and qualitative ones (e.g., confidentiality). The service depository for each QoWSD instance has only one service, such that the client only needs to match the service request against one service instance. This is for the purpose of avoiding the variation of latency due to the position of a qualified instance in the service depository (e.g., if a qualified instance is at the first position, it takes less matching time than if it is at the 10th position).

In order to investigate the overhead, we also present the breakdown of the latency, including (1) WSDL parsing time spent by the service locator parsing the WSDL document embedded in the client request, including the time for parsing both functional and QoS parts; (2) WSDL comparison time for matching the client’s request with service instances in the service depository, in terms of both functional and QoS properties; (3) time for message sending and receiving between a client and its local QoWSD and between QoWSDs; and (4) other time (e.g., OS overhead, etc). Table VII.6 shows the service location latency and its breakdown with service providers at different network distances in hops. Basically, WSDL parsing time and comparison time do not
increase with larger network distance because the service locator propagates the discovery request and compares a client’s request against its local services at the same time. Therefore, the waiting time for a service reply only includes the WSDL parsing and comparison of the matched service (i.e., in the service reply). In addition, the WSDL comparison time is generally negligible (less than 1 millisecond) because it only involves the comparison of the operations and QoS dimensions, which are fields of objects (i.e., definition and QoS fields in the service depository) stored in the service depository. It can also be observed that the time for sending and receiving messages is the main contributor of service location latency, which obviously increases with larger network distance between the service client and provider. And as it involves with more nodes with larger network distance, the overhead such as those related to OS (e.g., message waiting time in the buffer) also increases. The result shown in Table VII.6 is used as the basis for evaluating the overhead of introducing QoS awareness on service location latency.

<table>
<thead>
<tr>
<th>Hop Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDL Parsing time</td>
<td>22</td>
<td>22</td>
<td>21</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>WSDL Comparison Time</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Message sending/receiving time</td>
<td>44</td>
<td>57</td>
<td>71</td>
<td>87</td>
<td>102</td>
</tr>
<tr>
<td>Others</td>
<td>1</td>
<td>13</td>
<td>19</td>
<td>34</td>
<td>44</td>
</tr>
<tr>
<td>Total Time (ms)</td>
<td>67</td>
<td>92</td>
<td>111</td>
<td>144</td>
<td>170</td>
</tr>
</tbody>
</table>

Table VII.6: Service location latency and its breakdown

**Overhead of QoS Description.** QoWSD takes into account QoS description of Web services, leading to the overhead in terms of larger message size (such as serv_disc messages) and the additional time required for QoS parsing and matching. We study its overhead in terms of service location latency.

Figure VII.14 compares the service location latency with and without introducing QoS description, for service providers at different network distances. It is measured when beacon is sent every 2 seconds. It can be seen that the introduction of QoS description increases the latency by from 4 to 10 ms, which is less than 6% increase over the service location latency without QoS description.

**Overhead of Beacon.** As beacons are introduced in order to evaluate link stability, we also study the overhead of beacons by comparing the service location latency with and without using beacons. The comparison is done both
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Figure VII.14: Service location latency with and without QoS description

Figure VII.15: Impact of beacons on service location latency

with and without introducing QoS description, which show similar results. We thus present the service location latency without QoS description, with different beacon frequencies. The beacon frequency is set to every 2, 4, 6 seconds and no beacon. Beacons’ impact is reflected in the created congestion, since at any point of time, only one packet can be sent in the network. Their
impact on service location latency is shown in Figure VII.15. It can be observed that the beacons increase the service location latency by from 3% to 8%.

![Comparison of avg. service discovery latency](chart.png)

Figure VII.16: Impact of beacons and QoS description on service location latency

The total overhead brought by QoS description and beacons is shown in Figure VII.16. It shows that the beacons and QoS description increase the service location latency by about from 8% to 15%.

**Reputation Checking Time.** The reputation manager looks up the reputation of service providers to evaluate. If there exist enough direct experiences with a service provider in the acquaintance table, the reputation checking time is short because it only involves lookup of the table. Otherwise, the reputation manager asks for recommendations from others in the network vicinity. Similar to service location, the recommendations are aggregated after a timeout, which is defined in terms of the length of time (e.g., after 0.5 second). The length of timeout is set according to the waiting time for a recommendation, named **Recommendation Elicitation Time** (RET). It is defined as the time between when the reputation manager sends a request for recommendations and when it receives one. **RET** poses as the main overhead of reputation checking time since it involves message transmission between nodes. Figure VII.17 shows the **RET** with recommenders at increasing network distances. The service location latency is also presented for the purpose of comparison. It can be seen
that if a service is located within 1 hop, the recommendation within one hop increases the latency by 36%, 46% for 2 hops and 88% for 3 hops. It suggests that recommendation elicitation poses a considerable overhead and should be carried out within a small range (e.g., within 1 or 2 hops) to avoid too large overhead. Meanwhile, if a service is located within larger range (e.g., more than 1 hop), the range for recommendation elicitation can be accordingly expanded.

**Service Selection Time.** With the service replies from honest service providers (i.e., after reputation checking by the reputation manager), the service selector needs to choose the best one among them. Recall that a service reply includes a WSDL document and service path. Therefore, the service selector needs to (1) carry out QoS parsing to extract QoS values and (2) evaluate all the service instances using the utility function. Thus, the service selection time, the time taken by the service selector to choose the best instance, includes the time spent for QoS parsing and QoS computing (i.e., normalization and utility calculation). Table VII.7 shows the service selection time (in ms) with different number of service instances and QoS dimensions. It can be seen that the selection time is generally very small compared to service location latency, since both QoS parsing and computing do not incur any message transmission or computing expensive operations.
VII.3 QoWSD Prototype

<table>
<thead>
<tr>
<th>Number of dimensions</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 instances</td>
<td>0.16</td>
<td>0.34</td>
<td>0.93</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>10 instances</td>
<td>0.19</td>
<td>0.44</td>
<td>0.78</td>
<td>1.24</td>
<td>1.81</td>
</tr>
<tr>
<td>15 instances</td>
<td>0.22</td>
<td>0.53</td>
<td>0.97</td>
<td>2.01</td>
<td>2.28</td>
</tr>
</tbody>
</table>

Table VII.7: Service selection time in QoWSD

QoS Prediction. After each service invocation, the QoS values are recorded by the service invoker in order to predict new values for QoS description. We implement a `FormatConvert` service, which converts a zipped postscript file to a zipped PDF file. Figure VII.18 shows the actual service latency for 300 runs for converting a file with size of about 50 KB. Figure VII.19 shows the prediction error, which is defined as (actual latency - predicted latency)/actual latency. It can be observed that with latency fluctuating in a large range, it is possible to estimate the service latency with certain degree of accuracy (less than 20%). It presents an example of estimating QoS values by the QoS predictor.

Summary. In the above, a prototype implementing QoWSD middleware is evaluated with respect to the overhead introduced by QoS-awareness on the service discovery latency. The results suggest that the introduction of QoS description and beacons brings a reasonable overhead (increase by less than 15%); the QoS-aware service selection incurs very small overhead; the recommendations are better elicited from nearby nodes (e.g., less than 3 hops) to avoid large increase of service discovery latency.
VII.4 Concluding Remarks

We have presented in this chapter a QoS-aware Web Service Discovery (QoWSD) middleware targeting ubiquitous computing environments, integrating the solutions of the previous three chapters, including signal strength based service location, QoS-aware service selection using Vickrey auction and a robust and incentive compatible reputation mechanism. It allows service providers to register their services and clients to discover and invoke services. Using QoWSD, a client is able to find a service that (1) has more robustness against device mobility; (2) is best in matching its needs among the service instances that satisfy its requirements; (3) is hosted by honest service providers. A prototype implementing QoWSD has been deployed on wireless multi-hop ad hoc networks. We have measured the impact of QoS awareness in terms of increased service discovery latency due to QoS description and beacon, service selection and recommendation elicitation. In general, the overhead appears reasonable for enhancing service discovery with QoS awareness in the ubiquitous computing environments. In summary, QoWSD demonstrates as an effective overall solution to QoS-aware service discovery in ubiquitous computing environments. It thus validates our solutions addressing three different aspects of service discovery as presented previously.
VIII

Conclusion

The vision of ubiquitous computing [Weiser, 1991] is becoming a reality thanks to the advent of portable devices (e.g., smartphones) and the advances in wireless networking technologies (e.g., WLAN, Bluetooth). It aims to facilitate user tasks through seamless utilization of various services in the surrounding environments. To realize the above goal, the handheld wireless device (e.g., a cellphone) carried by a user needs to dynamically discover services, whether embedded in the environment or hosted by other handheld devices belonging to other users. The services can be very much diverse in their QoS properties due to factors such as service provider’s computing power. Besides, services also bear prices, which are charged by service providers on clients, in order to motivate service provisioning among autonomous entities. Moreover, to allow for flexible interaction, devices are preferably interconnected using MANETs instead of through network infrastructure. This is because the former is deployment free and realizes spontaneous networking, which supports impromptu interactions between entities, considered as a desirable feature for ubiquitous computing [Kindberg and Fox, 2002]. The characteristics of ubiquitous computing as described above necessitates the incorporation of QoS awareness during service discovery.

VIII.1 Contribution

This thesis focuses on supporting QoS-awareness during service discovery in ubiquitous computing environments. Our contribution lies in identifying and addressing the following three aspects related to service’s QoS properties, which are not well handled by the current service discovery protocols.
Firstly, device mobility, which is inherent in ubiquitous computing, can disconnect wireless links and cause service failures, thus degrading service reliability. Routing protocols for ad hoc networks do not provide enough mobility support because their provided routes can tend to break. In light of this, we propose a signal strength based service location (S3L) that identifies the links that are likely to break due to mobility. By following service paths without these expiring links, S3L improves service reliability. Based on simulation-based evaluation, S3L improves considerably service reliability in most scenarios (i.e., when services last longer than 1 second and devices move at speeds less than 11 m/s).

Secondly, the abundance of services in the environments makes it likely to locate multiple service instances satisfying the client’s requirements. Service selection, which chooses the best one on behalf of the client, needs to comprehensively take into account service’s non-functional properties, including service price and QoS properties, as well as the client’s preferences among them. We present a utility function for doing so, which is complemented by a Vickrey auction based pricing model to motivate service providers’ truthful revelation of service prices. Such a pricing model ensures that a client’s service selection is based on the truthful service cost information from providers.

Thirdly, in order to avoid dishonest service providers, we also devise a distributed reputation mechanism that evaluates an entity’s trustworthiness based on direct experiences and others’ (honest) recommendations. Due to the featured openness of the ubiquitous computing environments, it is very commonplace for an entity to interact with others that it has little knowledge of, increasing the importance of recommendations. However, recommendations can be deviated from the truth (e.g., due to collusion) or withheld due to lack of incentives. Therefore, in our proposed reputation mechanism, recommenders are evaluated depending on their honesty and activeness in providing recommendations. Only recommendations from honest recommenders are considered helpful and taken into account. Moreover, by treating recommenders differently depending on their honesty and activeness, it is ensured that an entity benefits from others’ (helpful) recommendations in proportion to its contribution. More specifically, an honest and active recommender can elicit honest (i.e., helpful) recommendations more easily than others, for the purpose of stimulating truthful recommendations.

Finally, the above solutions addressing different aspects are incorporated into a middleware that supports QoS-aware Web service discovery in ubiquitous computing environments. The middleware enables a client to discover Web services that (1) have improved reliability, (2) are best in matching the client’s preferences among non-functional properties and (3) are trustworthy
(i.e., hosted by honest service providers). A prototype implementing the middleware is further deployed on a multihop ad hoc network and evaluated, especially, regarding the overhead of introducing QoS-awareness on service discovery latency. The overhead seems reasonable according to the results of performance evaluation.

VIII.2 Perspective

Besides the contribution as stated above, this thesis can be further extended to incorporate other related functionalities. For example, the selective multicast in S3L can also be based on service functionality (e.g., GSD [Chakraborty et al., 2006]), besides link stability. Specifically, a node announces not only its services, but also its “seen” services (e.g., services advertised by others). Although the latter is generally described with less details, it makes it possible to identify those one-hop neighbors that have more probability of knowing where the requested service is located. Thus, service requests can be sent along links that not only are considered stable by S3L, but also lead to higher possibility of finding the requested services. Moreover, service discovery in ubiquitous computing environments can be extended with group support that organizes related nodes as groups (e.g., participants of a conference). Such support can facilitate QoS awareness during service discovery. For example, if group members move with similar speeds and directions, service location can derive the mobility of an individual from that of its group. Signal strength tendency of beacons (e.g., from border nodes of a group which are connected to nodes from other groups) can then be used to detect the moving tendency of a group. Moreover, since nodes can join and leave groups freely, it necessitates detection of group member departure, which can also be based on beacons’ SS tendency. Similarly, group members can share their reputation. This can ease trustworthiness recognition since it is more likely to have direct experiences with group members than with an individual group member. Meanwhile, group reputation requires strong degree of mutual trust between group members, which can also be dynamic and evolving and be enforced by group membership management.
VIII Conclusion
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