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Abstract

We present a complete existence theory for the physical system consisting of a viscous compressible fluid and a number of rigid bodies in it. We assume a bounded domain and homogeneous Dirichlet boundary conditions for the velocity. Both the fluid and the bodies are allowed to be heat-conducting and share the heat. The existence of global-in-time variational solutions is proved via the viscosity penalization method due to San Martin, Štovíček, Tucsnak [30], whereas the existence theory for a viscous compressible fluid developed by Feireisl [14] is used in the approximations as well as in the last high-viscosity limit.

The second subject is an improvement of the existence theory for steady barotropic flows. We use $L^\infty$ estimates for the inverse Laplacian of the pressure introduced by Plotnikov, Sokolowski [39] and Frehse, Goj, Steinhauer [19] together with the non-linear potential theory due to Adams and Hedberg [1], to get a priori estimates and to prove existence of weak solutions. Our approach admits physically relevant adiabatic constants $\gamma > \frac{1}{8}(1 + \sqrt{13}) \approx 1.53$ for the flows powered by volume non-potential forces and $\gamma > \frac{1}{8}(3 + \sqrt{41}) \approx 1.175$ in the case of potential volume forces and arbitrary non-volume forces. The solutions are constructed in a rectangular domain with periodic boundary conditions.
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Preface

Throughout our life, we are in continuous contact with fluids. We can not live without breathing the air and drinking the water. Despite of this lifelong experience, we are still far from the complete understanding of their dynamics. At the end of the nineteenth century, Navier and Stokes have independently derived a system of equations describing the evolution of a viscous incompressible fluid based on the classical conservation laws for the mass, the linear and the angular momentum. In 1934, Leray introduced a concept of weak solutions and he proved the existence of global-in-time solutions in this class. Throngs of mathematicians have investigated the Navier-Stokes system since and there is a vast number of practical applications of this model. Yet, the existence of strong global-in-time solution is still one of the most challenging open problems of contemporary mathematics.

In the case of compressible fluids, the full system consists of equations for the density, the velocity, and the temperature, which are based on the conservation of the mass, the linear momentum, and the energy, respectively. If heat conduction and heat production caused by dissipation can be neglected, the complete system splits into the smaller system for the density and the velocity and the heat equation. Then we speak of a barotropic flow. The first existence result for a compressible fluid is due to Lions (1998). Although he assumed a barotropic flow with a physically unrealistic adiabatic constant, his work contains already two fundamental tools for the mathematical theory of compressible fluids, namely compactness properties of the effective viscous pressure and the renormalized solutions to the continuity equation. Developing further these ideas, Feireisl (2003) presented the existence theory for the complete system with physically relevant constitutive equations.

This thesis deals with two distinct topics. The main subject is the existence result for the problem of rigid bodies in a viscous compressible fluid, where both are heat-conducting materials. Using the penalization method developed by Conca, San Martin, Tucsnak, and Starovoitov (1999, 2002) for an incompressible fluid, we have shown that the problem of rigid bodies is a limit case of a heterogeneous compressible fluid as the viscosity tends to infinity on the solid region. This limit could be of independent interest, though it turns out that possibly better result can be proved, if the high viscosity limit is made previously in the chain of approximations. The high viscosity limit is performed in Chapter 4, while an existence theory for the heterogeneous fluid is presented in Chapter 3. Some further ideas and open problems are collected in Section 4.9.

The second topic are steady state solutions for the barotropic flows. The first existence result has been achieved again by Lions (1998). Despite several improvements made by Novotný and Novo (2002) the existence theory in three dimensions was applicable only for non-physical adiabatic constants at least for a general external force. The problem was a
lack of sufficient a priori estimates for the density. In 2005, Frehse, Goj, Steinhauer and Plotnikov, Sokolowski have presented new estimates based on the potential theory. However the both works have assumed a priori $L^1$-estimate for the quantity $\rho u^2$. In Chapter 4, we use a bootstrapping technique together with the potential estimates to prove the existence of weak solutions, without any a priory knowledge about their regularity. Our result is applicable for the monatomic gas and general external force or for the considerably wider interval of adiabatic constants for a potential force.

Appropriate physical background for the both topics is explained in Chapter 1. The mathematical tools and the notation we will use, are summarized in Chapter 2.
Chapter 1

Physical background

In this chapter, we present the physical origin of the equations that describe a motion of the rigid bodies in the viscous compressible heat-conducting fluid, fluid-solid interaction, and thermodynamics of this system.

A fluid as well as solid bodies consist of particles. Matter is quantized and discontinuous. Nevertheless, if there is a sufficient number of particles small enough with respect to the volume of our interest, the distribution of the mass could be considered continuous, at least if no macroscopic discontinuities are present. We can imagine that the density at the point \( x \) is an average density of an elementary volume located at \( x \). The elementary volume should be nearly point from macroscopic view, but still contain enough particles. Similarly, the macroscopic velocity is average velocity of the particles in the elementary volume, while the kinetic energy of the particles could be represented by the temperature. The existence of the temperature is derived only for a system in thermodynamical equilibrium, therefore we have to assume that microscopical events are fast enough with respect to the macroscopic velocity.

This deliberation justify the concept of *continuum*. A fluid or a solid body in three dimensional space is represented by a domain in the Euclidean space \( \mathbb{R}^3 \). Their state in the time \( t \) and at the point \( x \) is given by the density \( \rho(t, x) \) and the temperature \( \vartheta(t, x) \) functions. The evolution of the continuum can be described by a *displacement mapping*

\[
\eta[t] : x_0 \in \mathbb{R}^3 \rightarrow x \in \mathbb{R}^3,
\]  

(1.1)

where an elementary volume that was at the point \( x_0 \) in the time 0 moves to the new position \( x = \eta[t](x_0) \) in the time \( t \). The displacement mapping is at least absolutely continuous in time and \( \eta[t] \) in the time \( t \) is a diffeomorphism. It has to satisfy \( \det(\nabla \eta[t]) \neq 0 \), which means that an elementary volume can not degenerate to surface. This condition implies \( \det(\nabla \eta[t]) > 0 \). Equivalently, the motion of the continuum can be described by the velocity field \( u(t, x) \), which is interrelated with the displacement mapping through a differential equation

\[
\frac{d}{dt} \eta[t](x_0) = u(t, \eta[t](x_0)), \quad \eta[0](x_0) = x_0.
\]  

(1.2)

For description of a fluid, we rather use the velocity, since the fluid is invariant with respect to deformations. In this case, unknowns are the density \( \rho(t, x) \), the velocity \( u(t, x) \), and the temperature \( \vartheta(t, x) \) on a space-time domain \( Q = I \times \Omega \), where \( I = (0, T) \) is a finite time interval and \( \Omega \subset \mathbb{R}^3 \) a spatial domain.
The rigid body is a physical model of an ideal solid-state object that does not deform at all. Formally, it shall be represented by a connected compact subset of $\mathbb{R}^3$. Using the displacement mapping \( (1.1) \), the body in the time \( t \) is a set \( S(t) = \eta(t)(S_0) \), where \( S_0 \) is the body in the initial position. Compactness of the body is preserved because \( \eta(t) \) is a diffeomorphism. Since the body does not deform, we shall choose a local Cartesian system connected with it. In particular, we can choose the local system in the time \( t = 0 \) parallel to the system of ambient space with the origin \( X^*(0) \). We will write \( r \) for the local coordinates. Body itself as well as its physical features, namely the density, the weight

\[ m^* := \int_S \varrho(r) \, dr \]

and its thermal properties, remain constant in the local system. Therefore the motion of the body is given by motion of the local system, which consists only of rotation and translation. In other words, \( \eta(t) \) restricted to the body is an affine isometry \( \eta_S(t) \), namely

\[ \eta(t)(x_0) = \eta_S(t)(x_0) := X^*(t) + \mathbb{O}(t)(x_0 - X^*(0)) \quad \text{for any } x_0 \in S_0, \quad (1.3) \]

where the rotation is represented by an orthonormal tensor \( \mathbb{O}[t] \) and the translation is given by the motion of the local origin \( X_S(t) \). It is convenient to identify the origin \( X_S(0) \) with the center of mass. Then we have

\[ X^*(t) = \frac{1}{m^*} \int_{S(t)} \varrho(t, x) x \, dx = \eta(t)(X^*(0)) \quad \forall \, t \in I. \]

The mapping \( \eta^*[t] \) extended to the whole \( \mathbb{R}^3 \) can also be viewed as a transformation from the local system of the body to the system of the ambient space

\[ x = \eta^*[t](r + X^*(0)) = X^*(t) + \mathbb{O}[t]r. \]

In order to simplify notation, we shall define \( \eta \) and \( \eta_S \) for the negative times as a corresponding inverse mappings

\[ \eta[-t] := (\eta[t])^{-1}, \quad \eta^*[-t] := (\eta^*[t])^{-1}. \]

Taking a time derivative of \( (1.3) \), we obtain condition for a rigid velocity

\[ \dot{\eta}^*[t](x_0) = \dot{X}^*(t) + \mathbb{O}[t]r \]

\[ = V(t) + \mathbb{Q}[t]\mathbb{O}[t]r \]

\[ = V(t) + \omega(t) \times (\eta^*[t](x_0) - X^*(t)), \]

where \( V = \dot{X}^* \) is the velocity of the center of mass. The tensor of angular velocity \( \mathbb{Q}[t] \) acts in the actual system, therefore \( \dot{\mathbb{O}} = \mathbb{Q} \). Furthermore, as \( \mathbb{O}[t] \) is orthogonal, we have

\[ 0 = \mathbb{I} = \mathbb{O}\mathbb{T}\mathbb{O} = \mathbb{Q} + \mathbb{Q}. \]

Accordingly, tensor \( \mathbb{Q}[t] \) is antisymmetric and can be written in terms of the vector product with the angular velocity \( \omega \). From the right-hand side of \( (1.4) \), we can read the velocity field on the body

\[ u^*(t, x) := V(t) + \omega \times (x - X^*(t)) \quad \forall \, x \in S(t), \]

\[ u^*(t, r) := u^*(t, x), \quad x = \eta^*[t](r + X^*). \]

Thus in problem of evolution of a heat conducting rigid body, the unknowns are the velocity of the center of mass \( V(t) \), the angular velocity \( \omega(t) \) in the time interval \( I = (0, T) \), and the temperature \( \vartheta(t, x) \) on the domain \( \Omega \).
1.1 Balance laws

After we have clarified what are the unknowns, we turn our attention to the equations. These are based on the balance of the mass, the linear momentum, the angular momentum, and the total energy, which have a common form

\[ \frac{d}{dt} \int_{B(t)} q \, dx = \text{boundary flux} + \text{volume sources}, \]  

(1.5)

where \( q \) is a balanced quantity and \( B(t) = \eta(t)(B) \) is evolution of some volume \( B \). In order to compute the left-hand side of (1.5), we apply Reynold’s transport theorem.

**Theorem 1.1.1.** Let \( I \) be a finite time interval and \( \Omega \subset \mathbb{R}^3 \) a bounded domain. Let the velocity field \( u \in W^{1,\infty}(\Omega; \mathbb{R}^3) \) and the displacement mapping \( \eta \) according to (1.2) be given. Finally, let \( q \in C^1(I \times \Omega) \). Then for any \( B[t] \subset \Omega, B[t] = \eta(t)(B[0]) \) it holds

\[ \frac{d}{dt} \int_{B[t]} q \, dx = \int_{B[t]} \partial_t q + \text{div}(q u) \, dx. \]  

(1.6)

**Proof.** Take \( f \in \mathcal{D}(B[t]) \) and define \( \chi(t, x) \) by \( \chi(t, \eta(t)(y)) = f(y) \). By definition, we have

\[ 0 = \frac{d}{dt} \chi = \partial_t \chi + u \cdot \nabla \chi. \]

Then, we compute

\[ \frac{d}{dt} \int_{B[t]} q \chi \, dx = \int_{\mathbb{R}^3} \partial_t q \chi - q u \cdot \nabla \chi \, dx = \int_{B[t]} (\partial_t q + \text{div}(q u)) \chi \, dx. \]

Let the \( f \) tend to the characteristic function of \( B[t] \) and the statement follows. \( \square \)

### 1.1.1 Continuity equation

If we consider fluid enclosed in an impermeable vessel, there are no boundary fluxes nor internal sources of the mass. Thus applying Reynold’s transport theorem, we get so called continuity equation

\[ \partial_t \varrho + \text{div}(\varrho u) = 0. \]  

(1.7)

For a rigid body the same equation holds. Indeed, a direct calculation yields

\[ \partial_t \varrho^s + \text{div}(\varrho^s u^s) = \frac{d}{dt} \varrho^s(t, x(t)) + \varrho^s \text{div} u^s = 0, \]  

(1.8)

where \( \text{div} u^s = 0 \), since \( u^s \) is a rigid velocity.

### 1.1.2 Equations of motion

By the virtue of Newton’s second law of motion, we deduce following balance of the linear momentum

\[ \frac{d}{dt} \int_{B[t]} \varrho u \, dx = \int_{B[t]} F(t, x) \, dx + \int_{\partial B[t]} T(t, x, n) \, d\sigma. \]  

(1.9)
1. PHYSICAL BACKGROUND

The first term on the right-hand side represents external volume forces \( F = \varrho f \), while the second is integral of surface forces \( T \). According to the Cauchy law \([45, \text{Chapter 2}]\) the surface force has a form

\[
T(t, x, n) = \mathbb{T}(t, x)n,
\]

where \( \mathbb{T} \) is called the Cauchy stress tensor. Then using Theorem 1.1.1 and the Green theorem we obtain a pointwise form of the balance law (1.9)

\[
\partial_t(\varrho u) + \text{div}(\varrho u \otimes u) = \text{div}(T) + \varrho f
\]

called the momentum equation.

A similar balance law holds for the angular momentum

\[
\frac{d}{dt} \int_{S(t)} r \times (\varrho u^s) \, dr = \int_{S(t)} r \times F(t, x) \, dx + \int_{\partial S(t)} r \times (Tn) \, d\sigma.
\]

If we subtrace (1.10) multiplied by \( r \) and integrated over \( B \), we obtain symmetry condition for \( T \):

\[
0 = \int_B \varepsilon_{ijk} (\partial_i r_j) T_{kl} \, dx + \int_B \varepsilon_{ijk} r_j (\partial_i T_{kl}) \, dx - \int_B \varepsilon_{ijk} r_j (\partial_i T_{kl}) \, dx = \int_B \varepsilon_{ijk} T_{kj} \, dx.
\]

The motion of the body is given by the translation velocity \( V \) and the angular velocity \( \omega \). The former is governed by the conservation law for the linear momentum of the whole body:

\[
\frac{d}{dt} \int_{S(t)} \frac{1}{2} \varrho |u|^2 \, dS = m^s \frac{d}{dt} V^s(t) = \int_{\partial S(t)} \mathbb{T} n \, d\sigma + \int_{S(t)} \varrho f \, dx.
\]

For the latter one, we have conservation of the angular momentum

\[
\frac{d}{dt} \int_{S(t)} r \times (\varrho^s u^s) \, dr = \frac{d}{dt} \int_S r \times (\varrho^s r \times \omega(t)) \, dr =
\]

\[
M^s(t) := \int_{\partial S(t)} r \times \mathbb{T} n \, d\sigma + \int_{S(t)} r \times (\varrho^s f(t, x)) \, dx.
\]

On the right-hand side of (1.12) and (1.13), there appears a surface force \( \mathbb{T} n \), which represents mechanical interaction between the fluid and the body.

### 1.1.3 Energy balance

The total energy \( E \) of an elementary volume consist of the kinetic energy \( \frac{1}{2} \varrho |u|^2 \) and the internal energy \( \varrho e(\varrho, \vartheta) \). In accordance with the first law of thermodynamics, which we will discuss in the next section, the change of the total energy in the volume \( B[t] \) is caused partly by the work of volume and surface forces and partly by the heat flux \( q \). The energy balance reads

\[
\frac{d}{dt} \int_{B[t]} \frac{1}{2} \varrho |u|^2 + \varrho e(\varrho, \vartheta) \, dx = \int_{B[t]} \varrho f \cdot u \, dx + \int_{\partial B[t]} (\mathbb{T} n) \cdot u \, d\sigma - \int_{\partial B[t]} q \cdot n \, d\sigma.
\]
1.2 Thermodynamics and constitutive equations

Using again the transport theorem 1.1.1, we infer the pointwise form of the total energy equation

\[ \partial_t \left( \frac{1}{2} \varrho |\mathbf{u}|^2 + \varrho e(\varrho, \vartheta) \right) + \text{div} \left( \frac{1}{2} \varrho |\mathbf{u}|^2 \mathbf{u} + \varrho e(\varrho, \vartheta) \mathbf{u} \right) + \text{div} \mathbf{q} = \text{div}(T \mathbf{u}) + \varrho \mathbf{f} \cdot \mathbf{u}. \tag{1.15} \]

Multiplying (1.10) by \( \mathbf{u} \) and using (1.7), we arrive at the kinetic energy equation

\[ \partial_t \left( \frac{1}{2} \varrho |\mathbf{u}|^2 \right) + \text{div} \left( \frac{1}{2} \varrho |\mathbf{u}|^2 \mathbf{u} \right) - \text{div}(T \mathbf{u}) = - \mathbf{T} : \nabla \mathbf{u} + \varrho \mathbf{f} \cdot \mathbf{u}. \tag{1.16} \]

It can be subtracted from (1.15), which yields the internal energy equation

\[ \partial_t (\varrho e) + \text{div}(\varrho e \mathbf{u}) + \text{div} \mathbf{q} = \mathbf{T} : \nabla \mathbf{u}. \tag{1.17} \]

As we will see later, for the fluid, the stress tensor has a form \( T = S - p I \), where \( p \) is the pressure and \( S \) the viscous stress tensor. Then there appears a new term \( p \text{div} \mathbf{u} \) in (1.17), which can be used to express the energy balance also in terms of the entropy. Using continuity equation (1.7) and Gibbs equation (1.24), one gets

\[ \partial_t (\varrho e) + \text{div}(\varrho e \mathbf{u}) + p \text{div} \mathbf{u} - \left[ \partial_t \varrho + \text{div} \varrho \mathbf{u} \right] \left( \frac{p}{\varrho} + e \right) = \tag{1.18} \]

\[ \text{C.E.} \quad \varrho \left[ \partial_t e - p \varrho^{-2} \partial_t \varrho \right] + \varrho \mathbf{u} \cdot \nabla e - p \varrho^{-2} \nabla \varrho = \]

\[ \text{Gibbs} \quad \varrho \left[ \partial_t s + \varrho \mathbf{u} \cdot \nabla s \right] = \vartheta \left[ \partial_t (\varrho s) + \text{div}(\varrho s \mathbf{u}) \right]. \]

Thus dividing (1.17) by \( \vartheta \), we obtain entropy equation

\[ \partial_t (\varrho s) + \text{div}(\varrho s \mathbf{u}) + \text{div} \left( \frac{q}{\vartheta} \right) = \frac{1}{\vartheta} \left( \mathbf{T} : \nabla \mathbf{u} - \frac{q \cdot \nabla \vartheta}{\vartheta} \right) = \mathbf{\sigma}, \tag{1.19} \]

where \( \mathbf{\sigma} \) is called the entropy production rate.

On the solid region, the equations (1.15), (1.17), and (1.19) remain valid in particular since the symmetric part of the velocity gradient \( D \mathbf{u} \) is zero for the rigid velocity (c.f. Lemma 4.1.3). For example, (1.17) reduces to the usual heat equation

\[ \varrho c_v \partial_t \vartheta + \varrho c_v \nabla \vartheta \cdot \mathbf{u} + \text{div} \mathbf{q} = 0, \]

where \( c_v = \frac{\partial e}{\partial \vartheta} \) is the specific heat at constant volume.

1.2 Thermodynamics and constitutive equations

The equations we have derived up to now are valid for the general continuum, in particular they do not reflect any material properties of matter in the question. On the other hand the system of equations (1.7), (1.10), (1.15) is not complete. We have to determinate the stress \( T \), the heat flux \( q \), as well as the pressure \( p \), the internal energy \( e \), and the entropy \( s \) in terms of of the state variables \( \varrho, \mathbf{u}, \vartheta \).

Widely accepted definition of the fluid says that a fluid deforms as long as the shear stress is applied. It means that the shear stress is independent of the deformation. Usually the
fluid is also isotropic that is invariant with respect to the rotation of the coordinate system. Symbolically:

\[ O^T T(E) O = T(O^T E O), \quad \text{for any orthonormal matrix } O, \quad (1.20) \]

whenever \( T \) is a function of a tensor \( E \). Consequently, the stress tensor has a form

\[ T = S(\vartheta, \varrho, \nabla u) - \rho(\vartheta, \varrho) I, \quad (1.21) \]

where the pressure \( p \) is a general function of the temperature and the density and it represents a bulk deformation. The viscous stress tensor \( S \) depends on the rate of deformation, i.e. on the gradient of the velocity, and possibly on the temperature and the density. As a consequence of the isotropy condition (1.20), the viscous stress \( S \) depends only on the symmetric part of the velocity gradient

\[ D u = \frac{1}{2} (\nabla u + \nabla u^T). \]

In this work, we consider a Newtonian fluid, which is characterized by the linearity of the viscous stress with respect to \( D u \). The constitutive relation then reads

\[ S = 2\mu(D u - \frac{1}{3} \, \text{div} u I) + \zeta \, \text{div} u I. \quad (1.22) \]

The shear viscosity \( \mu \) and the bulk viscosity \( \zeta \) are in general functions of \( \vartheta \) and \( \varrho \). However, because our mathematical theory does not cope with the viscosities dependent on the density, we assume they are only functions of the temperature.

For the heat flux \( q \), we consider Fourier’s law

\[ q = -\kappa(\vartheta) \nabla \vartheta. \quad (1.23) \]

In general, the heat conductivity coefficient \( \kappa \) is a function of both the density and the temperature, but for the simplicity, we assume only the dependence only on temperature.

The heat transfer is caused by two different mechanisms. On the one hand the heat spreads by the chaotic motion of the particles. This process is called heat advection and it is significant mainly at low temperatures. On the other hand, at high temperatures, collisions between particles have enough energy to change their internal quantum states, which is accompanied by the release of photons. This radiation is absorbed elsewhere and effectively produce the heat transfer. According to these considerations, the heat conductivity compose of two parts

\[ \kappa = \kappa_G + \kappa_R, \]

where the classical conductivity \( \kappa_G \) of the prefect gas is of the same order as the viscosity \( \kappa(\vartheta) \approx \mu(\vartheta) \), while the radiation part behaves like \( \kappa_R \approx \vartheta^3 \), see for example [3].

In accordance with the second law of thermodynamics, the entropy production is non-negative

\[ \sigma = \frac{1}{\vartheta} \left( S : \nabla u - \frac{q \cdot \nabla \vartheta}{\vartheta} \right) \geq 0. \]

This is also called the Clausius-Duhem inequality. Consequently, in view of relations (1.22) and (1.23), it has to be

\[ \mu, \zeta, \kappa \geq 0. \]
1.2 Thermodynamics and constitutive equations

1.2.1 Equation of state

In order to obtain constitutive relations for the remaining functions \( p(\vartheta, \varrho) \), \( e(\vartheta, \varrho) \) and \( s(\vartheta, \varrho) \), we assume an elementary volume in thermodynamical equilibrium, so that we can apply the classical thermodynamics. According to the first law of thermodynamics, the change of the internal energy is equal to the absorbed heat minus the work performed by the gas. In the language of differentials, this can be written as the so-called the Gibbs equation

\[
de = \vartheta \, ds - p \, dV. \tag{1.24}\]

Equivalently, for the free energy \( A = e - \vartheta s \), we have

\[
dA = \vartheta \, ds - p \, dV - d\vartheta \varrho - s \, d\vartheta = -s \, d\vartheta - p \, dV. \]

Differentiating with respect to \( \vartheta \) and \( V \), we obtain one of the Maxwell relations

\[
\left( \frac{\partial s}{\partial V} \right)_{\vartheta} = \left( \frac{\partial p}{\partial T} \right)_{V} = -\frac{\partial^2 A}{\partial V \partial \vartheta}. \tag{1.25}\]

The equations (1.24) and (1.25) imply general constrains for the choice of the functions \( p(\vartheta, \varrho) \), \( e(\varrho, \vartheta) \), \( s(\varrho, \vartheta) \), namely

\[
\frac{\partial e}{\partial \varrho} = -\frac{1}{\varrho^2} \left( \frac{\partial e}{\partial V} \right)_{\vartheta} = \frac{1}{\varrho^2} \left( p - \vartheta \frac{\partial p}{\partial \vartheta} \right) \tag{1.26}\\
\frac{\partial s}{\partial \varrho} = -\frac{1}{\varrho^2} \left( \frac{\partial s}{\partial V} \right)_{\vartheta} = -\frac{1}{\varrho^2} \frac{\partial p}{\partial \vartheta} \tag{1.27}\\
\left( \frac{\partial s}{\partial e} \right)_{V} \left( \frac{\partial e}{\partial \vartheta} \right)_{V} = \frac{1}{\varrho} \frac{\partial e}{\partial \vartheta} = \frac{1}{\varrho} c_v. \tag{1.28}\]

Through the last equation, we have also defined \( c_v \) — the specific heat at the constant volume.

Similarly as in the case of the heat conductivity, we assume that the pressure consist from the pressure of the perfect gas \( p_G \) and the pressure caused by radiation \( p_R \),

\[
p = p_G + p_R. \]

For the perfect gas the pressure is related to the specific internal energy by a relation

\[
p_G = \frac{2}{3} \varrho e_G; \tag{1.29}\]

one can consult for example [31, Chapter 4]. On the other hand, referring to [11, Chapter 15], the radiation part has a form

\[
p_R = \frac{a}{3} \varrho^4. \tag{1.30}\]

Having a constitutive relation for the pressure, the equation (1.26) can be to determine \( e \) up to the function of the temperature. We consider the specific internal energy

\[
e(\varrho, \vartheta) = e_G(\varrho, \vartheta) + e_R(\vartheta),
\]

where in accordance with (1.26) the radiation part is given by

\[
e_R = \frac{a}{\varrho} \varrho^4,
\]
while \( e_G \) as well as \( p_G \) has to be resolved from (1.29) and (1.26). For \( p = p_G \), we obtain an equation
\[
p = \frac{3}{5} \vartheta \frac{\partial p}{\partial \vartheta} + \frac{2}{5} \vartheta \frac{\partial p}{\partial \vartheta}.
\]
It can be integrated as follows. On the line \( \varrho = 0 \), one has \( p(0, \vartheta) = C \vartheta^{\frac{2}{3}} \), which suggest solution in the form \( p(\varrho, \vartheta) = P(\varrho, \vartheta) \vartheta^{\frac{2}{3}} \). Such a substitution yields
\[
0 = \frac{3}{2} \vartheta \frac{\partial P}{\partial \varrho} + \vartheta \frac{\partial P}{\partial \vartheta}.
\]
(1.31)
One can see that \( P \) is constant on the lines given by equation \( \frac{\partial \varrho}{\partial \vartheta} = \frac{3}{2} \frac{\varrho}{\vartheta} \).

Its solution satisfies \( \varrho \vartheta^{-\frac{2}{3}} = \text{const.} \), thus the pressure \( p = p_G \) is
\[
p_G(\varrho, \vartheta) = \vartheta^{\frac{2}{3}} P(Y), \quad Y = \varrho \vartheta^{-\frac{2}{3}}
\]
(1.32)
and the internal energy
\[
e_G(\varrho, \vartheta) = \frac{3}{2} \vartheta P(Y) Y^{-1},
\]
where \( P(Y) \) is a suitable \( C^1[0, \infty) \) function.

In accordance with principles of statistical physics, the pressure is positive non-decreasing function of the density, and it should be zero for the vanishing density. Consequently the function \( P \) has to satisfy
\[
P(0) = 0, \text{ and } P'(Y) \geq 0 \text{ on } [0, \infty).
\]
(1.33)
The later condition is called thermodynamics stability condition. Furthermore, the specific heat at constant volume \( c_v \) is always positive, which leads to
\[
0 < c_v(Y) := \frac{\partial e}{\partial \vartheta} = \frac{3}{2} \varrho \frac{\partial p}{\partial \vartheta} = \frac{9}{4Y} \frac{5}{3} P(Y) - P'(Y) Y^{-1}.
\]
(1.34)
Hence we deduce
\[
(P(Y) Y^{-\frac{2}{3}})' = Y^{-\frac{2}{3}} (P(Y) Y - \frac{5}{3} P(Y)) < 0
\]
and therefore
\[
\inf_{Y > 0} P(Y) Y^{-\frac{2}{3}} = \lim_{Y \to \infty} P(Y) Y^{-\frac{2}{3}} \geq 0.
\]
(1.35)
However, when \( Y = \varrho \vartheta^{-\frac{2}{3}} \) approaches infinity, the gas exhibits degeneration phenomena (see [11, Chapter 15] and [22, Chapters 2, 3]). For example, so-called Fermi gas (see [11, Chapters 6, 15] and [31, Chapter 4]) keeps the pressure positive as the temperature tends to the absolute zero, thus
\[
\lim_{\vartheta \to 0^+} p(\varrho, \vartheta) = p_c(\varrho) > 0 \text{ for any } \varrho > 0.
\]
This limit always exists, since the pressure is non-negative and non-decreasing function of the temperature in accordance with (1.33). On the other hand
\[
p_c(\varrho) = \varrho^{\frac{2}{3}} \lim_{\varrho \to 0^+} (\varrho^{-\frac{2}{3}} \vartheta)^{\frac{2}{3}} P((\varrho^{-\frac{2}{3}} \vartheta)^{-\frac{2}{3}}) = \varrho^{\frac{2}{3}} p_c(1), \text{ for any } \varrho > 0.
\]
Hence, comparing to (1.35), we obtain even a sharp inequality

$$\lim_{Y \to \infty} P(Y)Y^{-\frac{5}{3}} = p_c(1) = P_\infty > 0$$  \hfill (1.36)

as is required later in the hypotheses (3.15), (4.19). The growth condition present in these hypotheses seems to be also physically relevant as according to [41], one has

$$P(Y) \approx aY^{\frac{5}{3}} + bY^{\frac{1}{3}} + \text{lower order terms}.$$  

The specific entropy again consist from the classical and the radiation part

$$s = s_R + s_G,$$  

where due to (1.28)

$$s_R(\vartheta) = \frac{4}{3} \vartheta^3,$$  

while for $s = s_G$, one can use also (1.27) and (1.29) to derive the equation

$$\frac{\partial s}{\partial \vartheta} = \frac{2}{3} \frac{\partial e}{3 \vartheta} = \frac{2}{3} \frac{\partial s}{\vartheta}.$$  

In fact, this is very same equation as (1.31), thus the specific entropy $s_G$ has to be a function of $Y$, namely

$$s(\vartheta, \vartheta) = S(Y), \quad Y = \frac{\vartheta}{\vartheta^\frac{2}{3}}.$$  \hfill (1.37)

Moreover due to (1.28), one has

$$\frac{\partial s}{\partial \vartheta} = S'(Y)\vartheta \left( -\frac{3}{2} \vartheta^{-\frac{5}{3}} \right) = \frac{1}{3} c_v(Y),$$  

which implies

$$S'(Y) = -\frac{2}{3} c_v(Y)Y^{-1} = -\frac{3}{2} Y^{-\frac{5}{3}} \left( \frac{5}{3} P(Y) - P'(Y)Y \right).$$  \hfill (1.38)

For a constant $c_v$, the function $S(Y)$ behave like $-\log(Y)$ and it is natural to fix an additive constant by $S(1) = 0$. Doing the same in the general case, we can write

$$S(Y) = -\frac{2}{3} \int_1^Y c_v(s)s^{-1} \, ds.$$  \hfill (1.39)

Another possible normalization of the entropy follows form the third law of thermodynamics, which states that the entropy tends to zero as $\vartheta \to 0$. Then a natural normalization is given by condition

$$\lim_{Y \to \infty} S(Y) = 0.$$

### 1.2.2 Barotropic flows

Because of an enormous complexity of the model based on the general constitutive laws, the first mathematical theory for a compressible fluid [29] was done for the case of the barotropic flow, where one assumes the pressure to be a function of the sole density. Possible physical explanation and mathematical consequences of this simplification is the topic of this section.
Let us consider the flow of a compressible fluid. If the velocity gradient and/or viscosities are small, the dissipation (i.e. transformation of the kinetic energy into heat) may be neglected. Similarly, in the case of small heat conductivity of the gas and/or small temperature gradients, the heat flux $q$ may be neglected, as well. Such a flow called adiabatic. Taking into account the entropy equation (1.19), it appears that in the adiabatic case, the entropy production is zero and the specific entropy is constant along trajectories of fluid particles. This implies that the pressure has a particular form

$$p(\rho) = a\rho^\gamma, \quad a > 0, \quad \gamma > 1,$$

(1.40)

where $\gamma \geq 1$ is the so called adiabatic constant and $a > 0$ is a constant along any trajectory. In the sequel, we will assume that the flow is isentropic, which means that $a$ is constant across all trajectories. This is a particular case of the barotropic flow.

In the barotropic case, the pressure is independent of the temperature. Consequently the equations (1.7), (1.10) form an enclosed system, while, once $(\rho, u)$ is known, (1.17) can be used to determine the temperature field.

It is shown in statistical physics that the adiabatic constant $\gamma$ in (1.40) depends on the number $M$ of the degrees of freedom of the molecules of the gas. One has $\gamma = \frac{5}{3} \approx 1.66$ for the mono-atomic gas, $\gamma = \frac{7}{5} = 1.4$ for the air and in general $\gamma = \frac{M+2}{M}$. Parameters similar to $\gamma$ appear in the complete theory of the viscous compressible fluids described by the full Navier-Stokes-Fourier system (1.7 – 1.17), and from the mathematical point of view, they determine the quality of density estimates. That is why the simplified isentropic model for compressible fluids is important, in spite of its slightly contradictory physical background. Some new advances in the existence theory for the steady isentropic flow are presented in Chapter 5.

1.2.3 Constitutive equations for solid state

On the solid region that correspond to the rigid bodies it is enough to prescribe constitutive equations for the thermal quantities, namely the internal energy $e^s$, the entropy $s^s$ and the heat conductivity $\kappa^s$. From the physical point of view, the simplest model is a homogeneous linear material with constitutive relations

$$e^s = e^s(\vartheta) = C^s \vartheta, \quad s^s = s^s(\vartheta) = C^s \log \vartheta, \quad \kappa^s = \kappa.$$

Nevertheless, the mathematical theory we are going to use needs presence of the radiation part. Therefore, we assume

$$e^s = e^s(\rho, \vartheta) = e_G^s(\rho, \vartheta) + e_R(\vartheta), \quad \rho e_R = a\vartheta^4,$$

$$s^s = s^s(\rho, \vartheta) = s_G^s(\rho, \vartheta) + s_R(\vartheta), \quad \rho s_R = a\vartheta^4,$$

$$\kappa^s = \kappa^s(\vartheta) = \kappa_G^s(\vartheta) + \kappa_R^s, \quad \kappa_G^s \approx \vartheta, \quad \kappa_R^s = a\vartheta^4.$$

Still, this can be a physically relevant model, if we could allow different $e, s$ on the fluid and on the rigid region. Unfortunately this is not the case because of the technical difficulties in the existence theory explained briefly in Section 4.9. Consequently, we have to assume the same $e, s$ on the both regions. However the heat conductivity is allowed to be different.
1.3 Fluid-solid interaction

In order to obtain mathematically well-posed problem, we have to specify the boundary conditions on $\partial \Omega$ as well as on the body surface $\partial S$. Let us denote $\mathbf{u}^f$, $\mathbf{u}^s$ the velocity field on the fluid region and on the rigid region, respectively. Similarly, $\mathbf{q}^f$, $\mathbf{q}^s$ shall be the heat flux on the fluid and on the solid region. We consider no-slip boundary conditions for the velocity on all surfaces

$$\mathbf{u}^f = 0 \text{ on } \partial \Omega, \quad \mathbf{u}^f[t] = \mathbf{u}^s[t] \text{ on } \partial S[t], \quad \forall t \in I. \quad (1.41)$$

For the temperature, there are natural Neumann boundary conditions

$$\mathbf{q}^f \cdot \mathbf{n} = 0 \text{ on } \partial \Omega, \quad \mathbf{q}^f \cdot \mathbf{n}[t] = \mathbf{q}^s \cdot \mathbf{n}[t] \text{ on } \partial S[t], \quad \forall t \in I. \quad (1.42)$$

Another boundary conditions have appeared already in the boundary terms in (1.12) and (1.13). To give a sense to all these boundary conditions, we have to assume that all quantities in question, namely $\mathbf{u}^f$, $\mathbf{q}^f$, $T$, and $\mathbf{u}^s$, $\mathbf{q}^s$, are continuous up to the boundary $\partial S \cup \partial \Omega$. 
Chapter 2

Mathematical apparatus,
Notation

We denote by $\mathbb{N}$ a set of positive integers and by $\mathbb{R}$ the real numbers. An $N$-dimensional Euclidean space will be denoted by $\mathbb{R}^N$. Elements of $\mathbb{R}^N$ are (column) vectors and we denote them by bold letters. By a doubled typeface, e.g. $\mathbf{A}, \mathbf{B}, \ldots$, we will denote 2-tensors on $\mathbb{R}^N$, which can be understood as linear mappings from $\mathbb{R}^N$ to $\mathbb{R}^N$ as well as $N \times N$ matrices.

An open set $\Omega \subset \mathbb{R}^N$ is called connected if every two points in $\Omega$ can be connected by a piecewise linear curve in $\Omega$. By $\Omega$ we usually denote a domain, i.e. an open and connected set. If the boundary $\partial \Omega$ of the domain $\Omega \subset \mathbb{R}^N$ can be locally described by a finite system of Lipschitz continuous mappings $f_j : \mathbb{R}^{N-1} \to \mathbb{R}$, we speak about Lipschitz domain. If the mappings $f_j$ are from $C^{k,\mu}(\mathbb{R}^{N-1})$, see definition below, we speak about domain of class $C^{k,\mu}$ and we write $\partial \Omega \in C^{k,\mu}$.

Next, we denote $B_r(x) := \{y \in \mathbb{R}^N | |x - y| \leq r\}$ the ball of radius $r$ at the point $x$. A ball at origin, $B_r(0)$, we denote simply $B_r$. For a set $M$, we denote by $1_M$ its characteristic function.

2.1 Spaces

A vector $\alpha = (\alpha_1, \ldots, \alpha_N)$ of non-negative integers is called a multiindex of dimension $N$. The length of multiindex $\alpha$ is a number $|\alpha| = \sum_{i=1}^N \alpha_i$. With help of multiindexes, we can write

$$D^\alpha f := \frac{\partial^{\alpha_1}_{x_1} \cdots \partial^{\alpha_N}_{x_N} f}{\alpha_1! \cdots \alpha_N!}$$

for multiple partial derivatives of a function $f$ of $N$ variables.

For a domain $\Omega$, we introduce following linear spaces: a space $C(\Omega)$ of functions continuous on $\Omega$ and $C_0(\Omega) \subset C(\Omega)$ a space of functions with compact support in $\Omega$. For $k \in \mathbb{N}$, we denote by $C^k(\Omega)$ a space of functions with continuous partial derivatives up to the order $k$ on $\Omega$ and by $C^k(\overline{\Omega})$ a space of functions, which derivatives up to the order $k$ can be
The space $D$ with Hölder continuous derivatives up to order $k$ is endowed with norm
\[ \|f\|_{C^k(D)} := \sum_{|\alpha| \leq k} \sup_{x \in D} |D^\alpha f|, \]
are Banach spaces. Moreover, we set
\[ C^\infty(D) = \cap_{k=1}^{\infty} C^k(D), \quad C^\infty(D) = \cap_{k=1}^{\infty} C^k(D), \quad \text{and} \quad D(\Omega) = C^\infty(\Omega) = C^0(\Omega) \cap C^\infty(\Omega). \]
The space $D(\Omega)$ is endowed with the topology of local uniform convergence, i.e. $v_n \to v$ in $D(\Omega)$, iff there exists a compact $K$ such that
\[ \text{supp } v_n \subset K, \text{ and } D^\alpha v_n \to D^\alpha v, \text{ in } C(K) \text{ for all multiindices } \alpha. \]
A function $f \in C(D)$ is Hölder continuous, if there exist constants $\mu \in (0, 1]$, $L > 0$ such that
\[ |f(x) - f(y)| \leq L|x - y|^{\mu}, \quad \forall x, y \in D. \]
If $\mu = 1$, we speak of Lipschitz functions. We define a Banach space $C^{k,\mu}(D)$, $k \in \mathbb{N}$, of the functions with Hölder continuous derivatives up to order $k$ endowed with norm
\[ \|f\|_{C^{k,\mu}(D)} := \|f\|_{C^{k-1,\mu}} + \sum_{|\alpha| = k} \sup_{x, y \in D, x \neq y} \frac{|D^\alpha f(x) - D^\alpha f(y)|}{|x - y|^\mu}. \]
If $X$ is a metric space, one can define a Banach space $C(D; X)$ of continuous functions on $D$ with values in the space $X$. Similarly one can define Banach spaces $C^{k}(D; X)$ and $C^{k,\mu}(D; X)$.

We shall use standard the Lebesgue spaces $L^p(\Omega)$, $1 \leq p \leq \infty$ and the Lebesgue spaces of functions with zero average
\[ \overline{L^p(\Omega)} := \{ f \in L^p(\Omega) \mid \int_\Omega f \, dx = 0 \}. \]
Similarly, the standard notation $W^{k,p}(\Omega)$ is used for the Sobolev spaces with norm
\[ \|f\|_{W^{k,p}(\Omega)} = \left( \sum_{|\alpha| = 0}^{k} \|D^\alpha f\|_{L^p(\Omega)}^p \right)^{\frac{1}{p}}. \]
In particular, $W^{0,p}(\Omega) = L^p(\Omega)$ and $\|f\|_{L^p(\Omega)} = \|f\|_{L^p}$. The space $W^{k,p}_0(\Omega)$ is closure of $D(\Omega)$ in $(k, p)$-norm. We denote $W^{-k,p'}(\Omega)$ the dual space of $W^{k,p}_0(\Omega)$, where $p'$ is dual exponent $1 = \frac{1}{p} + \frac{1}{p'}$. A natural extension are the spaces of vector valued functions $W^{k,p}(\Omega; \mathbb{R}^n)$, $W^{k,p}_0(\Omega; \mathbb{R}^N)$. Developing further this idea, one obtains the Bochner spaces $L^p(I; X)$ of $L^p$-integrable functions with values in some Banach space $X$, where the norm is defined as
\[ \|f\|_{L^p(I; X)} = \|\|f(t)\|_X\|_{L^p(I)}. \]
For an unbounded domain $\Omega$, we denote $C^{k,\mu}_{loc}(\Omega)$, $W^{k,p}_{loc}(\Omega)$ the functions that are in $C^{k,\mu}(K)$, $W^{k,p}(K)$ for any compact $K \subset \Omega$. 

continuously extended up to the boundary. In particular, we have $C^0(\Omega) = C(\Omega)$. Finally, if $\Omega$ is an unbounded domain, we denote $AC(\Omega)$ absolutely continuous functions on the domain $\Omega$. Let us recall that the first derivative of an absolutely continuous function belongs to the space $L^1(\Omega)$. The space $C^1(\Omega)$ and the spaces $C^0(\Omega), AC(\Omega) \subset C^0(\Omega)$ endowed with norm
\[ \|f\|_{C^1(\Omega)} := \sum_{|\alpha| \leq 1} \sup_{x \in \Omega} |D^\alpha f|. \]
2.1 Spaces

The Sobolev spaces have a number of important and well-known properties, in particular there exist extension and trace operators for the Lipschitz domains. One can find, for example in monographs [2], [46], the corresponding theorems and proofs. Here, we cite only the most important for us, the Rellich-Kondrachov compactness theorem:

**Theorem 2.1.1.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain and $p \geq 1$, $k > 0$. Then

- if $kp < N$, the space $W_0^{k,p}(\Omega)$ is continuously imbedded in $L^q(\Omega)$ for any
  \[
  1 \leq q \leq \frac{Np}{N - kp}.
  \]
  Moreover, the imbedding is compact if $q < p^*$.  
  - If $kp = N$, the space $W_0^{k,p}(\Omega)$ is compactly imbedded in $L^q(\Omega)$ for any $1 \leq q < \infty$.
  - If $kp > N + \mu$, $\mu > 0$, the space $W_0^{k,p}(\Omega)$ is compactly imbedded in $C_{\mu}^0(\Omega)$.

Using the extension operator, the conclusion of the theorem remains valid even for the space $W^{k,p}(\Omega)$, provided $\Omega$ is a Lipschitz domain.

Next, we introduce smoothing kernels

\[
\omega_\delta(x) = \frac{\tilde{\omega}_\delta(x)}{\| \tilde{\omega}_\delta \|_{L^1(\mathbb{R}^N)}}, \quad \tilde{\omega}_\delta(x) = \omega\left(\frac{|x|}{\delta}\right),
\]

where $\omega \in \mathcal{D}(\mathbb{R})$ is an even, non-negative function with support $(-1, 1)$. The smoothing kernels can be used to construct smooth approximations of distributions. Let $v \in \mathcal{D}(\Omega)$, then $\omega_\delta \ast v \in \mathcal{D}(\mathbb{R}^N)$ and if $v \in X(\Omega)$, where $X$ stands for $L^p$, $W^{k,p}$, or $C^{k,\mu}$ space, then

\[
\omega_\delta \ast v \rightarrow v \text{ strongly in } X(\Omega).
\]

For a non-decreasing, concave function

\[
T \in C^\infty([0, \infty)), \quad T(t) = \begin{cases} t & \text{on } [0, 1], \\ 2 & \text{on } [3, \infty), \end{cases}
\]

we define cut-off functions.

\[
T_k(t) := kT\left(\frac{t}{k}\right).
\]

If $f \in L^p(\Omega)$, then $T_k(f)$ belongs in $L^\infty(\Omega)$ and by virtue of Levi’s theorem,

\[
T_k(f) \rightarrow f \text{ strongly in } L^p(\Omega) \text{ as } k \rightarrow \infty.
\]

Poincaré inequalities allow to control $W^{1,p}$-norm by the $L^p$-norm of the first derivatives and $L^1$-norm of the function. The following lemma is a version of such an inequality inspired by Lemma 3.2 in [14].

**Lemma 2.1.2.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain, and let $0 < \lambda < p$, $p > 1$ be given. Let $v \in W^{1,p}(\Omega)$, and let $\varrho$ be a non-negative function such that $0 < m \leq \| \varrho \|_1$ and $\| \varrho \|_\gamma \leq M$, $\gamma > 1$. Then

\[
\| v \|_{L^p(\Omega)} \leq c(p, \lambda, m, M) \left( \| \nabla v \|_{L^p(\Omega, \mathbb{R}^N)} + \left( \int_{\Omega} \varrho |v|^\gamma \, dx \right)^{\frac{1}{\gamma}} \right).
\]
Proof. Let assume by contradiction that the statement does not hold. Then for any \( n \in \mathbb{N} \), we can find \( v_n, \varrho_n \) such that

\[
\|v_n\|_{L^p(\Omega)} \geq n \left( \|\nabla v_n\|_{L^p(\Omega; \mathbb{R}^N)} + \left( \int_\Omega \varrho_n |v_n|^\lambda \, dx \right)^{\frac{1}{\lambda}} \right). \tag{2.3}
\]

Consequently, for \( w_n = v_n^{\frac{1}{p}} \), we have

\[
\|\nabla w_n\|_{L^p(\Omega)} \to 0 \quad \text{and} \quad \|w_n\| \to w \quad \text{in} \quad L^p(\Omega)
\]

because of compact imbedding, where \( w \equiv |\Omega|^{-\frac{1}{p}} \). This, in fact, yields strong convergence

\[
w_n \to w \quad \text{in} \quad W^{1,p}(\Omega).
\]

On the other hand, as \( \|\varrho_n\|_{L^\infty} \leq M \), we can find \( k \) such that

\[
T_k(\varrho_n) \to \overline{T_k}(\varrho) \quad \text{weakly in} \quad L^\beta(\Omega) \quad \text{for every} \quad \beta \geq 1,
\]

where

\[
\int_\Omega \overline{T_k}(\varrho) \, dx \geq m^2. \tag{2.4}
\]

Here, we introduce a notation that \( \overline{f} \) denotes the weak \( L^1 \)-limit of the sequence \( f_n \). The former fact together with (2.3) leads to

\[
0 = \lim_{n \to \infty} \int_\Omega \varrho_n |w_n|^\lambda \, dx \geq \lim_{n \to \infty} \int_\Omega T_k(\varrho_n)|w_n|^\lambda \, dx = |\Omega|^{-\frac{1}{p}} \int_\Omega \overline{T_k}(\varrho) \, dx,
\]

which is in contrast with (2.4). \( \Box \)

We enclose this section by several auxiliary results. In the following lemma, we introduce the Bogovskii operator \( B \), which is a particular inverse operator of the divergence on a Lipschitz domain. The full proof of the lemma as well as references to the original works, one can find in Section 3.3 of [37].

**Lemma 2.1.3.** Let \( \Omega \) be a bounded Lipschitz domain. Then there exists a linear operator

\[
B : L^p(\Omega) \to W^{1,p}_0(\Omega; \mathbb{R}^N), \quad 1 < p < \infty,
\]

such that

\[
\text{div} B(f) = f \quad \text{a.e. in} \ \Omega \ \text{for all} \ f \in L^p(\Omega).
\]

This operator is continuous,

\[
\|B(f)\|_{1,p} \leq c(p, \Omega) \|f\|_p, \tag{2.5}
\]

and if \( f = \text{div} \ g \) for some \( g \in L^q(\Omega; \mathbb{R}^N) \) (with \( \text{div} \ g \in L^p(\Omega) \)), then

\[
\|B(f)\|_q \leq c(q, \Omega) \|g\|_q. \tag{2.6}
\]

**Remark 2.1.4.** The operator itself does not depend on \( p \) but only on the domain \( \Omega \). Furthermore, the constants in (2.5) and (2.6) in fact depends only on the Lipschitz constant of the boundary \( \partial \Omega \).
Next, we recall the Gronwall lemma, which is essentially used in the energy estimates of evolution equations.

**Lemma 2.1.5.** [26, Lemma 4.3.1] Let $h \in L^\infty(0, T)$, $h \geq 0$, $a \in \mathbb{R}$, and $b \in L^1(0, T)$, $b \geq 0$ satisfy the inequality

$$h(t) \leq a + \int_0^t b(s)h(s) \, ds,$$

for all $t \in [0, T]$.

Then

$$h(t) \leq a \exp \left( \int_0^t b(s) \, ds \right)$$

for a.e. $t \in [a, b]$.

We end with the Schauder fixed point theorem:

**Theorem 2.1.6 (Theorem 2.1.2 in [33]).** Let $A$ be a closed bounded convex subset of a Banach space $X$ and $f : A \to A$ a compact mapping, i.e. continuous mapping that maps bounded sets on the compacts. Then, there exists $v \in A$ such that $f(v) = v$. Such $v$ is called a fixed point of $f$.

### 2.2 Compactness tools

We say that a sequence $v_n$ in a Banach space $X$ converges weakly to $v \in X$, iff

$$\langle f, v_n \rangle \to \langle f, v \rangle$$

for every $f \in X^*$,

where $X^*$ denotes the dual of $X$. Similarly, a sequence $f_n$ in $X^*$ converges weakly-∗ to $f \in X^*$, iff

$$\langle f_n, v \rangle \to \langle f, v \rangle$$

for every $v \in X$.

For reflexive spaces the weak and weak-∗ topology are equivalent. We shall denote $X_{\text{weak}}$ a linear space $X$ with the weak topology, A crucial result in the theory of partial differential equations is weak-∗ compactness of bounded sets stated in the Alaoglu-Bourbaki theorem:

**Theorem 2.2.1.** Let $X^*$ be the dual space of a Banach space $X$ and $M$ a bounded subset of $X^*$. Then $M$ is precompact in weak-∗ topology of $X^*$. In particular, from any sequence $v_n \in M$, one can take a subsequence (not relabeled) such that

$$v_n \to v \quad \text{weakly-∗ in } X^*.$$

If the space $X$ is separable, the weak-∗ topology is metrizable on bounded sets of $X^*$. Then one can introduce the space $C(\Omega; X^*_{\text{weak}})$. For every its member $f$, the function $\langle f(t), v \rangle$ is continuous uniformly with respect to the choice of $v \in X$. Very useful characterization of compact sets in $C(\Omega; X)$ is the following abstract Arzelà-Ascoli theorem:

**Theorem 2.2.2.** [25, Chapter 7, Theorem 17] Let $K \subset \mathbb{R}^N$ be compact and $X$ a compact metric space endowed with a metric $d_X$. Let $\{v_n\}_{n=1}^\infty$ be a sequence of functions in $C(K; X)$ which is equi-continuous, that is for any $\varepsilon > 0$ there is $\delta > 0$ such that

$$|y - z| < \delta \quad \Rightarrow \quad d_X(v_n(y), v_n(z)) \leq \varepsilon,$$

independently of $n$. 

Then \( \{v_n\}_{n=1}^{\infty} \) is precompact in \( C(K;X) \). In particular, there exists a subsequence (not relabeled) and a function \( v \in C(K;X) \) such that

\[
\sup_{y \in K} d_X(v_n(y), v(y)) \to 0 \text{ as } n \to \infty.
\]

In the next theorem, we have summarized some useful properties of convex functions.

**Theorem 2.2.3.** [14, Theorem 2.11 and its Corollary 2.2] Let \( O \subset \mathbb{R}^N \) be a bounded measurable set and \( \Phi : \mathbb{R}^M \rightarrow (-\infty, +\infty] \) be a lower semi-continuous convex function. Let \( \{v_n\}_{n=1}^{\infty} \) be a sequence of functions such that

\[
v_n \rightharpoonup v \text{ weakly in } L^1(O;\mathbb{R}^M)
\]

and

\[
\Phi(v_n) \to \Phi(v) \text{ weakly in } L^1(O).
\]

Then

\[
\Phi(v) \leq \Phi(v) \text{ a.e. on } O
\]

and

\[
\int_O \Phi(v) \, dy \leq \liminf_{n \to \infty} \int_O \Phi(v_n) \, dy.
\]

If, moreover, \( \Phi \) is strictly convex on an open convex set \( U \subset \mathbb{R}^M \), and

\[
\Phi(v) = \Phi(v) \text{ a.e. on } O,
\]

then

\[
v_n(y) \to v(y) \text{ for a.e. } y \in O \cap \{v \in U\},
\]

extracting a subsequence as the case may be.

In general, the weak limits do not commute with multiplication, i.e. \( \overline{vw} \neq \overline{w}v \). However, for certain products, the celebrated Div-Curl lemma due to Tartar [44] can be used.

**Lemma 2.2.4.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain. Let

\[
v_n \rightharpoonup v \text{ weakly in } L^p(\Omega;\mathbb{R}^N), \quad w_n \rightharpoonup w \text{ weakly in } L^q(\Omega;\mathbb{R}^N),
\]

where \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} < 1 \) and let

\[
\text{div} v_n \text{ and curl } w_n \text{ be precompact in } W^{-1,s}(\Omega), \quad W^{-1,s}(\Omega;\mathbb{R}^{N \times N})
\]

respectively, for some \( s > 1 \). Then

\[
v_n \cdot w_n \rightharpoonup v \cdot w \text{ weakly in } L^r(\mathbb{R}^N).
\]

We conclude with two results concerning the \( R \)-operator in \( \mathbb{R}^3 \), which is defined via Fourier transform by the formula

\[
R_{i,j}[v] := \mathcal{F}^{-1}(\xi_i \xi_j |\xi|^{-2} \mathcal{F}(v)) = \nabla_i \nabla_j \Delta^{-1} v, \quad (2.7)
\]
where
\[ \Delta^{-1}v(x) = \mathcal{F}^{-1}(1 - |\xi|^{-2} \mathcal{F}(v)) = \int_{\mathbb{R}^3} v(y)|x-y|^{-1} \, dx. \] (2.8)

It is a continuous operator from \( L^p(\mathbb{R}^3) \) to \( L^p(\mathbb{R}^3) \), \( 1 < p < \infty \) and it holds
\[ \mathcal{R}_{i,j} = \mathcal{R}_{j,i}, \quad \int_{\mathbb{R}^3} \mathcal{R}_{i,j}[v] \, dx = \int_{\mathbb{R}^3} v \mathcal{R}_{i,j}[w] \, dx. \]

As a corollary of Lemma 2.2.4, we get the following commutator lemma (see [14, Corollary 6.1])

**Corollary 2.2.5.** Let \( 1 < p, q < \infty, \frac{1}{p} + \frac{1}{q} = \frac{1}{r} < 1 \) and
\[ f_n \to f \quad \text{weakly in} \quad L^p(\mathbb{R}^3), \]
\[ g_n \to g \quad \text{weakly in} \quad L^q(\mathbb{R}^3). \]

Then
\[ f_n \mathcal{R}_{i,j}[g_n] - g_n \mathcal{R}_{i,j}[f_n] \to f \mathcal{R}_{i,j}[g] - g \mathcal{R}_{i,j}[f] \quad \text{weakly in} \quad L^r(\mathbb{R}^3). \] (2.9)

Furthermore, we cite the result due to Feireisl [12] in spirit of Coifman and Meyer [6].

**Lemma 2.2.6.** Let \( V \in L^2(\mathbb{R}^3; \mathbb{R}^3) \) and \( w \in W^{1, r}(\mathbb{R}^3) \), \( r > \frac{6}{5} \). Then there exist constants \( c(r) > 0, \omega(r) > 0, \) and \( p(r) > 1 \) such that
\[ \|\mathcal{R}_{i,j}[wV_j] - w \mathcal{R}_{i,j}[V_j]\|_{W^{1, r}(\mathbb{R}^3; \mathbb{R}^3)} \leq c\|w\|_{W^{1, r}(\mathbb{R}^3)}\|V\|_{L^2(\mathbb{R}^3; \mathbb{R}^3)}. \]

### 2.2.1 Young measures

Let \( \Omega \subset \mathbb{R}^N \) be a domain. We say that \( \psi(x, y) \) is a *Caratheodory function* on \( Q \times \mathbb{R}^m \) if

- the function \( \psi(x, \cdot) \) is continuous on \( \mathbb{R}^m \) for a.a. \( x \in Q \)
- the function \( \psi(\cdot, y) \) is measurable on \( Q \) for all \( y \in \mathbb{R}^m \).

(2.10)

Let consider a family probability measures \( \{\nu_x\} \) parametrized by points \( x \in Q \). This family we call *Young measure* if for every \( \varphi \in C(\mathbb{R}^m) \cap L^\infty(\mathbb{R}^m) \) the function
\[ x \to \int_{\mathbb{R}^m} \varphi(y) \, d\nu_x(y) \equiv \langle \nu_x, \varphi \rangle \]
is measurable on \( Q \). Young measures can be used to represent a limit of a weakly converging sequence composed with a nonlinear function, which is statement of the following theorem.

**Theorem 2.2.7.** [38, Theorem 6.2] Let \( \Omega \subset \mathbb{R}^N \) be a domain and \( f_n : Q \to \mathbb{R}^m \) a sequence of functions converging weakly to \( f \) in \( L^p(\Omega; \mathbb{R}^m) \) for some \( p > 1 \). Then there exists a Young measure \( \nu_x \) such that
\[ \overline{\psi}(x) = \int_{\mathbb{R}^m} \psi(x, y) \, d\nu_x(y) \]
whenever \( \psi \) is a Caratheodory function on \( Q \times \mathbb{R}^m \) and the sequence \( \psi(\cdot, f_n(\cdot)) \) admits a weak \( L^1 \)-limit \( \overline{\psi} \).
Chapter 3

Existence theory for a non-homogeneous fluid

In this chapter, we shall treat the existence problem for a gas with heterogeneous constitutive laws, which we will use later in Chapter 4 as an approximation for the problem of rigid bodies. As a matter of fact, the variational formulation based on the entropy inequality does not cope well with fully heterogeneous constitutive equation for the internal energy and the entropy. The problem is explained in Section 4.9. Therefore we consider only the transport coefficients, namely the viscosities $\mu$, $\lambda$ and the heat conductivity coefficient $\kappa$, to be space and/or time dependent. More specifically, we shall assume that they are transported by some smooth artificial velocity field $U$.

The first existence result for global-in-time solutions to the incompressible Navier-Stokes system was achieved by Leray [28] in 1934. In this pioneering work he also introduced the concept of weak solutions. A similar result for a compressible fluid in isentropic regime was proved by P.-L. Lions in [29] (1998). Further essential contribution and extension of the existence theory for the complete system with the temperature is mainly due to Feireisl. In [13] he introduced a concept of oscillation defect measure for the density, which allows to treat an isentropic flow with realistic adiabatic constants in three dimensions. In the book [14] he has presented complete existence theory for a compressible heat conducting fluid with quite general constitutive laws. Later improvements cope, among other things, with temperature dependent viscosities [12], the total energy equality and entropy formulation [9], and the general constitutive equation for the ideal gas [17].

The existence theory presented in this chapter is based on papers [9], [17] with only slight modifications in order to accommodate heterogeneous constitutive equations for the transport coefficients. In Section 3.1, we define the variational solution and we state the main result. Its proof, which is performed in subsequent sections, consists of the standard chain of approximations. First, in Section 3.2, we construct local-in-time solution to the Faedo-Galerkin approximation of modified system. Then, we gain the estimates independent of time and extend the solution on an arbitrary time interval. In Section 3.4, we pass to the limit in the sequence of Faedo-Galerkin approximations and we obtain a solution of the system with several regularizing terms. The aim of the last two sections 3.5, 3.6 is to remove the additional terms letting their coefficients tend to zero. These last two limits share a lot of
features with the high viscosity limit in Chapter 4, where the proof is explained in full detail, therefore in actual chapter we present finely only the different steps.

3.1 Problem Formulation

As usual, we denote \( \rho, u, \vartheta \) the density, the velocity, and the temperature, respectively. Following [14], we introduce a concept of variational solutions to the system of equations (1.7), (1.10), and (1.17).

**Definition 3.1.1.** We shall say that functions

\[
\rho \in L^\infty(I; L^\gamma(\Omega)), \quad u \in L^2(I; W^{1,2}_0(\Omega)), \quad \vartheta \in L^2(I; W^{1,2}(\Omega))
\]  

form a variational solution of problem (F) if

- The density \( \rho \) is non-negative function a.e. on \( I \times \Omega \) and \( \vartheta > 0 \) a.e. on \( I \times \Omega \).
- The continuity equation (1.7) is satisfied in the sense of distributions,

\[
\int_I \int_\Omega \rho \partial_t \varphi + \rho u \cdot \nabla \varphi \, dx \, dt = 0, \quad \varphi \in \mathcal{D}(I \times \Omega).
\]  

- The momentum equation (1.10) is satisfied in the sense of distributions as well,

\[
\int_I \int_\Omega \rho u \cdot \partial_t \varphi + \rho u \otimes u : \nabla \varphi + p \text{div} \varphi - \nabla \vartheta \cdot \nabla \varphi + \rho f \cdot \varphi \, dx \, dt = 0
\]  

for any \( \varphi \in \mathcal{D}(I \times \Omega; \mathbb{R}^3) \).
- The specific entropy satisfies an inequality

\[
\int_I \int_\Omega \rho s \partial_t \varphi + \rho s u \cdot \nabla \varphi - \kappa \nabla \vartheta \cdot \nabla \varphi + \left( \frac{S}{\vartheta} + \frac{\kappa}{\vartheta^2} \right) \varphi \, dx \, dt \leq 0
\]  

for any \( \varphi \in \mathcal{D}(I \times \Omega) \), \( \varphi \geq 0 \).
- At last, the total energy balance over the whole domain holds:

\[
\int_\Omega E[t_2] - E[t_1] \, dx = \int_{t_1}^{t_2} \int_\Omega \rho f \cdot u \, dx \, dt, \quad \text{for a.e. } t_1, t_2 \in I.
\]  

In Definition 3.1.1, we have replaced the equation for the temperature by the entropy inequality (3.4) and the energy balance (3.5). The idea is to get rid of the term \( T : \nabla u \) in the internal energy equation (1.17). This term, as well as its counterparts in the equivalent equations (1.19) and (1.15), is known to be only \( L^1 \)-integrable in time. Using the entropy inequality is convenient, since one part of \( T : \nabla u \), namely \( S : \nabla u \) is convex and can be treated via weak lower semi-continuity, while the other part, \( p \text{div} u \), disappears during the calculation (1.18). The total energy balance has to be included into formulation, in order to keep formal equivalence with the original problem.
Indeed, if the solution \((\rho, u, \vartheta)\) is smooth, we can take \(\vartheta \varphi\) as a test function in (3.4) and perform a reversed calculation (1.18) to deduce

\[
\int_0^T \int_\Omega \rho \varphi_t + \rho u \cdot \nabla \varphi - \kappa_3 \nabla \vartheta \cdot \nabla \varphi + (S : \nabla u - p \text{div} u) \varphi \, dx \, dt \leq 0 \tag{3.6}
\]

for any \(\varphi \in D(I \times \Omega), \varphi \geq 0\). On the other hand for the smooth solution we easily obtain the strong momentum equation (1.10) and the equation for the kinetic energy (1.16). The later one can be integrated over \(\Omega\) and subtracted from (3.5) to get

\[
\int_\Omega (\rho e)[t_2] \, dx - \int_\Omega (\rho e)[t_1] \, dx = \int_{t_1}^{t_2} \int_\Omega p \text{div} u - S : \nabla u \, dx \, dt,
\]

which excludes strict inequality in (3.6).

### 3.1.1 Renormalized Continuity Equation

In addition to the declarations of Definition (3.1.1), the solution we are going to construct will satisfy the so-called renormalized continuity equation. The idea of renormalization for the equations of hyperbolic type is due to DiPerna, Lions [8]. For regular solutions, one can multiply (1.7) by \(B'(\rho)\), where \(B \in C^1[0, \infty), B(r) \equiv C_M\) for \(r > M\),

\[
B \in C^1[0, \infty), \quad B(r) \equiv C_M \text{ for } r > M, \tag{3.7}
\]

and obtain

\[
\partial_t B(\rho) + \text{div}(B(\rho) u) + b(\rho)\text{div} u = 0, \quad b(r) = B'(r)r - B(r). \tag{3.8}
\]

Similar renormalization procedure can be done even for the weak solutions provided the density is square integrable.

**Proposition 3.1.2.** [14, Proposition 4.2] Let \(\Omega \subset \mathbb{R}^3\) be a domain and

\[
\rho \in L^2(I; L^2(\Omega)), \quad u \in L^2(I; W^{1,2}(\Omega; \mathbb{R}^3)), \text{ and } h \in L^1(I \times \Omega)
\]

satisfy

\[
\partial_t \rho + \text{div}(\rho u) = h \quad \text{in } D'(I \times \Omega).
\]

Then

\[
\int_0^T \int_\Omega B(\rho) \partial_t \varphi + B(\rho) u \cdot \nabla \varphi - (b(\rho)\text{div} u + B'(\rho)h) \varphi \, dx \, dt = 0, \quad \varphi \in D(I \times \Omega) \tag{3.9}
\]

for any \(B\) satisfying (3.7).

In fact, equation (3.9) holds even for a larger family of functions \(B\) according to available estimates of the density.

**Proposition 3.1.3.** Let \(\Omega \subset \mathbb{R}^3\) be a domain and

\[
\rho \in L^p(I; L^p(\Omega)), \quad u \in L^2(I; W^{1,2}(\Omega; \mathbb{R}^3))
\]

satisfy (3.9) for every \(B\) from the class (3.7). Then the same equation holds even for every

\[
B \in W^{1,\infty}_{loc}[0, \infty), \quad |B'(r)| \leq C(1 + r^{\frac{2}{p} - 1}). \tag{3.10}
\]
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Proof. The functions (3.7) are dense in $W_{loc}^{1,\infty}[0,\infty)$, thus we find among them a sequence $B_n$ approximating a function $B$ from (3.10). Further, according to (3.10), we can assume

$$|B_n(\rho)|, |B'_n(\rho) - B_n(\rho)| \leq C(1 + \rho^2).$$

Consequently, we can find an integrable majorant for every term in the equation (3.9) and use Lebesgue convergence theorem to pass to the limit in equation (3.9) as $n \to \infty$.

Next, we report the validity of the renormalized continuity equation even on the whole space, provided the renormalized density is square-integrable.

**Proposition 3.1.4.** [14, see Proposition 4.1] Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain and $B$ function such that

$$B(\rho) \in L^2(I; L^2(\Omega)), \ u \in L^2(I; W^{1,2}_0(\Omega; \mathbb{R}^3)).$$

satisfy

$$\partial_t B(\rho) + \text{div}(B(\rho)u) + b(\rho)\text{div}u = 0, \ \text{in} \ D'(I \times \Omega). \quad (3.11)$$

Then (3.11) holds even in $D'(I \times \mathbb{R}^3)$, assuming $(\rho, u)$ extended by zero outside $\Omega$.

Applying the smoothing kernels $\omega_\varepsilon(|x - y|)$, introduced in (2.1), on the both sides of (3.11), we get

$$\partial_t (\omega_\varepsilon \ast B(\rho)) + \text{div}((\omega_\varepsilon \ast B(\rho))u) + \omega_\varepsilon \ast (b(\rho)\text{div}u) = r_\varepsilon \ \text{a.e. in} \ I \times \mathbb{R}^3, \quad (3.12)$$

where by virtue of Lemma 4.3 in [14]

$$r_\varepsilon = \omega_\varepsilon \ast \text{div}(B(\rho)u) - \text{div}((\omega_\varepsilon \ast B(\rho))u) \to 0 \ \text{in} \ L^r(\mathbb{R}^3)$$

as $\varepsilon \to 0$, provided $B(\rho) \in L^p(\Omega)$, $u \in W^{1,2}(\Omega; \mathbb{R}^3)$, and $\frac{1}{r} \geq \frac{1}{2} + \frac{1}{p}$.

For a renormalized solution $\rho \in L^\infty(I; L^\gamma(\Omega))$, one have

$$B(\rho) \in C(I; L^\gamma_{\text{weak}}(\Omega)) \quad \text{and} \quad \rho \in C(I; L^\gamma_{\text{weak}}(\Omega)),$$

see the discussion before (4.59). Then the question is, whether or not the identity

$$B(\rho)[t] = B(\rho[t]).$$

holds. The last result of this section gives a positive answer.

**Proposition 3.1.5.** [14, Proposition 4.3] Let $\Omega \subset \mathbb{R}^3$ be a bounded domain. Let $\rho \geq 0$,

$$\rho \in L^\infty(I; L^\gamma(\Omega)), \ u \in L^2(I; W^{1,2}(\Omega; \mathbb{R}^3)), \ \frac{6}{5} > \gamma,$$

be a solution of the renormalized continuity equation (3.9). Then

$$\rho \in C(I; L^1(\Omega)). \quad (3.13)$$
3.1.2 Heterogeneous Constitutive equations

We suppose that the thermodynamic quantities \( p, e, s \) are functions of the state variables \( \vartheta, \rho \) according to the discussion in Section 1.2.1. More specifically, we consider the pressure

\[
\begin{align*}
p(\rho, \vartheta) &= p_G(\rho, \vartheta) + p_R(\vartheta) \\
p_G(\rho, \vartheta) &= \frac{\alpha}{3} \vartheta^4, \quad p_R(\vartheta) = a > 0,
\end{align*}
\]

where the function \( P \) meets hypothesis

\[
\begin{align*}
P \in C^1[0, \infty), \quad P(0) = 0, \quad \text{non-decreasing,} \\
0 < \frac{5}{3} P(Y) - P'(Y) Y \leq c(1 + Y^\alpha), \quad 0 < \alpha < \frac{50}{39}, \\
\lim_{Y \to \infty} P(Y) Y^{-\frac{4}{3}} \geq P_\infty > 0.
\end{align*}
\]

The growth condition on the second line is only technical and used only in the proof of strong convergence of the density. As a direct consequence, we get

\[
P(Y) \leq C(Y + Y^\frac{4}{3}) \quad \text{and} \quad P'(Y) \leq C(1 + Y^\frac{4}{3}).
\]

The internal energy is determined by (3.14) as

\[
\begin{align*}
e(\rho, \vartheta) &= e_G(\rho, \vartheta) + e_R(\vartheta), \\
e_G &= \frac{3}{2} p_G(\rho, \vartheta) \vartheta^{-1}, \quad e_R = \alpha \vartheta^4 \vartheta^{-1}.
\end{align*}
\]

In view of (1.27) and (1.28) the corresponding specific entropy reads

\[
\begin{align*}
s(\rho, \vartheta) &= s_G(\rho, \vartheta) + s_R(\vartheta), \\
s_G &= S(\rho \vartheta^{-\frac{2}{3}}), \quad s_R = \frac{4}{3} \alpha \vartheta^3 \vartheta^{-1},
\end{align*}
\]

where \( S \) is a \( C^1 \)-function interrelated with \( P \) through the relation (1.38). Obviously \( S \) is non-increasing in \( Y \) and since \( c_v(Y) \) is positive, we have

\[
s_G = S(Y) \leq -\frac{2}{3} C_V \log Y, \quad C_V = \max_{y \in [0, M]} c_v(y), \quad \text{for} \quad 0 < Y < M.
\]

The Cauchy stress tensor \( T \), the viscous stress tensor \( S \), and the heat flux \( q \) are given by (1.21), (1.22), and (1.23) respectively. The corresponding transport coefficients are allowed to be also function of time and space, moreover they depends on \( u \). More specifically, the constitutive functions of transport coefficients are given by a mapping

\[
Z : u \in L^2(Q) \rightarrow (\mu, \zeta, \kappa_G, \kappa_R), \quad (3.20)
\]

with following properties. For a fixed \( u \in L^2(Q) \) the viscosities \( \mu[u](t; x; \vartheta) \) and \( \zeta[u](t; x; \vartheta) \) are \( C^1 \)-functions of \( \vartheta \) and measurable in \( t \) and \( x \). Further, they obey growth conditions

\[
\begin{align*}
0 \leq (1 + \vartheta) \leq \mu(t, x; \vartheta); \quad |\partial_\vartheta \mu| \leq \overline{\mu}, \\
0 \leq (1 + \vartheta) \leq \zeta(t, x; \vartheta); \quad |\partial_\vartheta \zeta| \leq \overline{\mu}.
\end{align*}
\]
where constants $\mu, \overline{\mu}, \zeta, \overline{\zeta}$ are independent of $u$.

Having $u$ still fixed, the heat conductivity $\kappa$ consists of the perfect gas part $\kappa_G$ and the radiation part $\kappa_R$, which are $W^{1,2}$-functions of $t$, $C^2$-functions of $x$ and $C^1$-functions of $\vartheta$. Moreover they satisfy

\[
\begin{cases}
0 < \underline{\kappa} \leq \kappa^G(t, x; \vartheta) \leq \overline{\kappa}\vartheta, \\
0 < \underline{\kappa}\vartheta^3 \leq \kappa^R(t, x; \vartheta) \leq \overline{\kappa}\vartheta^3, \\
|\partial_x \partial_x(\kappa_G + \kappa_R)| \leq \overline{K}\vartheta^3, \\
|\partial_t (\kappa_G + \kappa_R)(t, x; \vartheta)| \leq \overline{K}_t(t, x)\vartheta^3.
\end{cases}
\] (3.22)

Here the constants $\underline{\kappa}, \overline{\kappa}$ are independent of $u$, while the constant $\overline{K}_t$ and the function $\overline{K}_t$ from $L^2(I; L^\infty(\Omega))$ depends on $\|u\|_{L^2(Q)}$. The last two lines in (3.22) are only technical conditions, which are used only at the very beginning in construction of the first approximation and they can probably be eliminated.

Finally, we assume that the mapping $Z$ satisfies a following compact property. Whenever

\[u_n \rightarrow u\quad \text{weakly in } L^2(I \times \Omega; \mathbb{R}^3),\]

there exists a subsequence (not relabeled) such that

\[Z(u_n) \rightarrow Z(u)\quad \text{a.e. on } I \times \Omega \times \mathbb{R}.\] (3.23)

Now, we are ready to state the main result about the existence of global-in-time variational solutions to problem (F)

\textbf{Theorem 3.1.6.} Let $\Omega \subset \mathbb{R}^3$ be a bounded domain of class $C^{2+\nu}$, $\nu > 0$. Assume $p, \epsilon, s$ are given through (3.14), (3.17), (3.18), respectively. Let $\mu, \lambda, \kappa$ obey (3.21) and (3.22). Then for any force $f \in L^\infty(\Omega; \mathbb{R}^3)$ and initial data $\varrho_0, \vartheta_0 \in L^\infty(\Omega), u_0 \in L^\infty(\Omega; \mathbb{R}^3)$, there exists at least one variational solution of problem (F) in the sense of Definition 3.1.1, which satisfies the initial conditions

\[
\begin{align*}
\varrho[t] & \rightarrow \varrho[0] = \varrho_0 \quad \text{in } L^1(\Omega), \\
(\varrho u)[t] & \rightarrow (\varrho u)[0] = \varrho_0 u_0 \quad \text{weakly in } L^1(\Omega; \mathbb{R}^3), \\
E[t] & \rightarrow E[0] = E_0 = E(\varrho_0, u_0, \vartheta_0)
\end{align*}
\]

as $t \rightarrow 0^+$ and

\[
\lim_{t \rightarrow 0^+} \int_\Omega (\varrho s(\varrho, \vartheta))[t] \varphi \, dx \geq \lim_{t \rightarrow 0^+} \int_0^T \int_\Omega (\varrho s(\varrho, \vartheta)) \, dx \, dt = \int_\Omega \varrho_0 s(\varrho_0, \vartheta_0) \varphi \, dx
\]

for any $\varphi \in \mathcal{D}^c(\Omega), \varphi \geq 0$.

Rest of the chapter is devoted to the proof, which consist of the following steps

\begin{itemize}
  \item The continuity equation is equipped with an artificial viscosity term, the entropy inequality and the energy balance are replaced by the equation for the internal energy. Several terms are added in order to improve the estimates. The Faedo-Galerkin approximation of the momentum equation is considered as a fixed point problem, which is solved by means of Schauder fixed point theorem on a short time interval. Then the solution is extended on the whole interval $(0, T)$.
\end{itemize}
3.2 Faedo-Galerkin approximation

• Passing to the limit in a sequence of solutions, where the velocity lives in an $n$-dimensional approximation of the target space $W_0^{1,2}$, we obtain a weak solution of the modified system.

• Next, we perform a vanishing viscosity limit, letting all the artificial terms but the artificial pressure go to zero.

• We finish the proof, letting the artificial pressure go to zero.

3.2 Faedo-Galerkin approximation

At the first approximation level, the system consists of the continuity equation augmented by the artificial viscosity, the internal energy equation, and the Galerkin approximation of the momentum equation. Our strategy is to construct solving operators of the first two equations, then plug the solution into the momentum equation, and find a finite dimensional approximation of the velocity field as the fixed point of a suitable non-linear operator. All this on some small time interval $J = (0, T^*)$.

3.2.1 Continuity Equation

We endow the continuity equation (3.2) by a parabolic perturbation, a homogeneous Neumann boundary condition, and smoothed initial $\varrho_0, \varepsilon$ such that

$$
\varrho_0, \varepsilon \in C^{2+\nu}(\overline{\Omega}), \inf_{\Omega} \varrho_0, \varepsilon > 0, \quad \nabla \varrho_0, \varepsilon \cdot \mathbf{n}|_{\partial \Omega} = 0,
$$

and $\varrho_0, \varepsilon$ tends to $\varrho_0$ in $L^3(\Omega)$ as $\varepsilon \to 0$. After these modifications, we obtain a Neumann problem

$$
\begin{aligned}
&\partial_t \varrho + \text{div}(\varrho \mathbf{u}) = \varepsilon \Delta \varrho \quad \text{on } J \times \Omega, \\
&\nabla \varrho \cdot \mathbf{n} = 0 \quad \text{on } J \times \partial \Omega, \\
&\varrho[0] = \varrho_0 \quad \text{on } \Omega.
\end{aligned}
$$

For this problem, we report the following result.

**Lemma 3.2.1.** Let $\Omega \subset \mathbb{R}^3$ be a bounded domain of class $C^{2+\nu}$, $\nu > 0$. Let $\mathbf{u}$ be a given vector field from the space $C(J; C_0^2(\Omega; \mathbb{R}^3))$. Then for any $\varrho_0, \varepsilon$ satisfying (3.24), there exists a unique solution of the problem (3.25) from the space

$$
X_\varepsilon = C(J; C^{2+\nu}(\overline{\Omega})) \cap C^1(J; C^{\nu}(\overline{\Omega})).
$$

This solution also satisfy the maximal principle

$$
\varrho_0 e^{-U(\tau)} \leq \varrho(\tau, x) \leq \overline{\varrho}_0 e^{+U(\tau)} \text{ for } a.a. \tau \in J, x \in \Omega,
$$

$$
U(\tau) = \int_0^\tau \|\text{div}\mathbf{u}\|_{\infty} \, dt, \quad \varrho_0 = \text{ess inf}_{\Omega} \varrho_0, \varepsilon, \quad \overline{\varrho}_0 = \text{ess sup}_{\Omega} \varrho_0, \varepsilon.
$$

Finally, the solution operator $\mathbf{u} \rightarrow \varrho[\mathbf{u}]$ maps bounded sets in $C(J; C_0^2(\Omega; \mathbb{R}^3))$ on the bounded sets in $X_\varepsilon$ and it is continuous mapping at least into the space $C^1(J \times \overline{\Omega})$.

The proofs of these statements one can find in [14, Chapter 7] and its references.
3.2.2 Internal energy equation

Instead of the entropy inequality (3.4) and the total energy balance (3.5), we use the equation for the internal energy. We add some regularizing terms, in particular modify the internal energy and the heat conductivity as follows

\[
e_{\varepsilon}(\varrho, \vartheta) = e(\varrho, \vartheta) + \delta \vartheta, \quad \kappa_{\varepsilon}(t, x; \vartheta) = \kappa(t, x; \vartheta) + \delta \vartheta^3 + \sqrt{\varepsilon} \vartheta^{-1}. \tag{3.27}
\]

We assume also smooth approximation \(\vartheta_{0, \varepsilon}\) of the initial condition, which satisfies

\[
\vartheta_{0, \varepsilon} \in L^\infty(\Omega) \cap W^{1,2}(\Omega), \quad \vartheta_{0, \varepsilon}(x) > 0, \quad \text{and} \quad \vartheta_{0, \varepsilon} \to \vartheta_0 \text{ in } L^1(\Omega). \tag{3.29}
\]

Finally, the equation for the temperature is represented by the following semi-linear parabolic problem

\[
\begin{aligned}
&\partial_t (\varrho e_{\varepsilon}(\varrho, \vartheta)) + \text{div}(\varrho e_{\varepsilon}(\varrho, \vartheta)u) - \text{div}(\kappa_{\varepsilon}(t, x; \vartheta)\nabla \vartheta) \\
&\quad = e\delta(\varrho^\beta) \{ (\beta \vartheta^\beta - 2) - p_{\delta}(\varrho, \vartheta) \text{div} u + \bar{S} : \nabla u + \varepsilon(\vartheta^{-\beta} - \vartheta^\beta) \} + \beta \vartheta^\beta - \vartheta \nabla \vartheta \cdot n &\text{on } J \times \Omega, \\
\n&\nabla \vartheta \cdot n = 0 &\text{on } J \times \partial \Omega, \\
&\vartheta[0] = \vartheta_{0, \varepsilon} &\text{on } \Omega.
\end{aligned} \tag{3.30}
\]

Concerning the problem (3.30), we claim the following result

**Lemma 3.2.2.** Let \(\Omega \subset \mathbb{R}^3\) be a bounded domain of class \(C^{2+\nu}\). Let \(u \in C(\overline{\Omega}; C^2_0(\Omega; \mathbb{R}^3))\) be a given velocity field and \(\varrho = \varrho[u] \in X_\varrho\) be the density according to Lemma 3.2.1, in particular \(\varrho(t, x) > \underline{\varrho}\). Then for \(\vartheta_{0, \varepsilon}\) satisfying (3.29), there exists a unique \(\overline{\vartheta}\) in a class

\[
X_\varrho \left\{ \varrho \in C(\overline{\Omega}; W^{1,2}(\Omega)), \quad \partial_t \varrho \in L^2(J \times \Omega), \quad \text{div}(\kappa_{\varepsilon}(t, x; \vartheta)\nabla \varrho) \in L^2(J \times \Omega) \right\} \tag{3.31}
\]

such that (3.30) is satisfied a.e. on \(J \times \Omega\). For this solution, there exist constants \(\underline{\vartheta}, \overline{\vartheta}\) depending solely on

\[
\|u\|_{C(J; X_u)} \quad \text{and} \quad \|\varrho[u]\|_{C^1(\overline{\Omega})},
\]

such that

\[
\underline{\vartheta} \leq \varrho(\tau, x) \leq \overline{\vartheta}. \tag{3.32}
\]

Moreover, there exists a continuous solution operator \(\varrho[u]\) from \(C(\overline{\Omega}; C^2_0(\Omega))\) to \(X_\varrho\).

**Proof. Step 1 Maximum principle.** Let \(\overline{\vartheta}\) be a subsolution and \(\overline{\vartheta}\) a supersolution of (3.30). Then in accordance with assumptions about \(u\) and \(\varrho[u]\), using hypotheses (3.14), (3.21), and due to presence of the term \(\vartheta^3\) for \(\beta > 4\), we infer

\[
[\partial_t w + \nabla w \cdot u] \text{sgn}^+ w - \text{div}(\kappa(t, x; \overline{\vartheta})\nabla \overline{\vartheta} - \kappa(t, x; \overline{\vartheta})\nabla \overline{\vartheta}) \text{sgn}^+ w \leq C(\overline{\vartheta} - \overline{\vartheta}) \text{sgn}^+ w \tag{3.33}
\]

for the difference

\[
w = \varrho e_{\varepsilon}(\varrho, \overline{\vartheta}) - \varrho e_{\varepsilon}(\varrho, \overline{\vartheta}).
\]

In (3.33) we have denoted \(\text{sgn}^+\) the positive part of the standard signum function. For any \(v \in W^{1,2}(J \times \Omega)\), in particular for \(v = w\), we have

\[
\partial_t |v|^+ = \text{sgn}^+(v) \partial_t v, \quad \nabla |v|^+ = \text{sgn}^+(v) \nabla v.
\]
(see [46]), which can be used in the first term of (3.33). Concerning the second term, as \( \varepsilon \) is an increasing function of \( \vartheta \), we can replace \( \text{sgn}^+ w \) by \( \text{sgn}^+ (\vartheta - \overline{\vartheta}) \). Further, we approximate function \( \text{sgn}^+ \) by the sequence

\[
\text{sg}_n(t) = \begin{cases} 
nt & \text{on } (0, \frac{1}{n}) \\
\text{sgn}^+(t) & \text{elsewhere.}
\end{cases}
\]

Then we integrate by parts to get

\[
\int_{\Omega} \text{div}(\kappa(t, x; \vartheta) \nabla \vartheta - \kappa(t, x; \overline{\vartheta}) \nabla \overline{\vartheta}) \text{sgn}^+ w \, dx = \\
- \lim_{n \to \infty} \int_{\{0 < \vartheta - \vartheta < \frac{1}{n}\}} \left[ (\kappa(t, x; \vartheta) - \kappa(t, x; \overline{\vartheta})) \nabla \vartheta + \kappa(t, x; \overline{\vartheta}) \nabla (\vartheta - \overline{\vartheta}) \right] n \nabla (\vartheta - \overline{\vartheta}) \, dx \\
\leq \lim_{n \to \infty} \int_{\{0 < \vartheta - \vartheta < \frac{1}{n}\}} \| \partial_x \kappa \|_{\infty} \| \nabla \vartheta \| \| \nabla (\vartheta - \overline{\vartheta}) \| \, dx. \tag{3.34}
\]

If \( \vartheta \) is homogeneous function in space, the right hand side is equal to zero. Using the opposite splitting, we get the same inequality for the spatially homogeneous \( \vartheta \). Consequently, integrating (3.33) over the time interval \((0, \tau)\), we arrive at

\[
\int_{\Omega} |w|^{1+} (\tau) \, dx \leq C \int_0^\tau \int_{\Omega} (1 + |\text{div} u|) |w|^{1+} \, dx \, dt.
\]

Then an application of the Gronwall lemma 2.1.5 yields \( \vartheta \leq \overline{\vartheta} \) a.a. on \( J \times \Omega \). It is easy to check, that because of the term \( \varepsilon (\vartheta^{2} - \vartheta^{2}) \) one can find constants \( \underline{\vartheta}, \overline{\vartheta} \), which are subsolution and supersolution of (3.30), respectively. Then (3.32) follows for any solution \( \vartheta \) of (3.30).

Next, we take two (possibly) different solutions as \( \underline{\vartheta} \) and \( \overline{\vartheta} \), both from the regularity class \( X_{\vartheta} \). We already know, they are uniformly bounded on \( J \times \Omega \). Then we can improve spatial regularity of \( \vartheta \) using the \( L^p \) theory for the Laplace equation and hypothesis (3.22). We estimate

\[
k^2 \| \underline{\vartheta} \|_{2,2,\Omega}^2 \leq \int_{\Omega} |(\kappa(t, x; \overline{\vartheta}) - \kappa(t, x; \underline{\vartheta})) \nabla \underline{\vartheta} |^2 \, dx \leq \\
C \int_{\Omega} |\text{div}(\kappa(t, x; \overline{\vartheta}) \nabla \underline{\vartheta})|^2 + |\partial_x \kappa(t, x; \underline{\vartheta})|^2 |\nabla \underline{\vartheta}|^2 + |\partial_{\vartheta} \kappa(t, x; \overline{\vartheta})|^2 |\nabla \overline{\vartheta}|^2 \, dx. \tag{3.35}
\]

Using conveniently the Young inequality on the right-hand side, we get

\( \underline{\vartheta} \) bounded in \( L^2(I; W^{2,2}(\Omega)) \),

since \( \partial_x \kappa \) and \( \partial_{\vartheta} \kappa \) are bounded on bounded sets. Now we can use Hölder inequality to continue with calculation (3.34):

\[
\int_{\{0 < \vartheta - \overline{\vartheta} < \frac{1}{n}\}} \| \partial_x \kappa(t, x; \vartheta) \| \| \nabla \vartheta \| \| \nabla (\vartheta - \overline{\vartheta}) \| \, dx \leq \\
\leq \int_{\{0 < \vartheta - \overline{\vartheta} < \frac{1}{n}\}} |(0 < \vartheta - \overline{\vartheta} < \frac{1}{n})| \| \vartheta \|_{2,2,\Omega} \| \vartheta - \overline{\vartheta} \|_{1,2,\Omega} \to 0. \tag{3.36}
\]

Finally, we use the Gronwall lemma similarly as in the previous paragraph to deduce \( \vartheta \equiv \overline{\vartheta} \) a.e. on \( J \times \Omega \).
Similarly the norm 

$$\|\nabla \vartheta\|_2$$

is dominated by 

$$\|\nabla K\|_2$$

as follows

$$\kappa^2 \|\nabla \vartheta\|_2^2 \leq \int_\Omega |\kappa \nabla \vartheta|^2 \, dx \leq C (\|\nabla K\|_2^2 + \|\nabla K\|_2^2).$$

Similarly the norm 

$$\|\partial_\vartheta \nabla K\|_2$$

is dominated by 

$$\|\partial_\vartheta \nabla K\|_2$$

In accordance with hypothesis (3.22), we have

$$[\partial_\vartheta K], [\partial_\vartheta K], [\partial_\vartheta K] \in L^\infty(J \times \Omega)$$

and 

$$[\partial_\vartheta K] \in L^2(J; L^\infty(\Omega)).$$

Then a direct application of the Gronwall lemma yields

$$\nabla \vartheta, \nabla K \in C(J; L^2(\Omega)); \quad \partial_\vartheta \partial_\vartheta, \partial_\vartheta K \in L^2(I \times \Omega).$$

Finally, using the equation again, we get also

$$\text{div}(\kappa(t, x; \vartheta) \nabla \vartheta) \in L^2(I \times \Omega).$$
Step 3 Existence. To begin with, we rewrite the equation into the variable \( K = K(t, x; \vartheta) \)
\[
\partial_t K - A(t, x; \vartheta) \Delta K = A(t, x; \vartheta) \text{div}[\partial_x K] + \partial_t K
\]
\[
- \varrho u \cdot (\nabla K - [\partial_x K]) + A(t, x; \vartheta) G(t, x; \vartheta),
\]
where \( G(t, x; \vartheta) \) is the same as in (3.38) and \( A(t, x; \vartheta) = \kappa(t, x; \vartheta) \left( \frac{\varrho(t, x)}{\vartheta} \partial_{\vartheta} G(\varrho(t, x), \vartheta) + a \vartheta^3 + \delta \vartheta \right) \).

Next, we continuously extend \( u, \varrho[u] \) in time, in such a way that they are defined on the whole \( \mathbb{R} \), but still have a compact support. Then also \( A, G \) are defined for all \( t \in \mathbb{R} \). Consequently, we can use mollifiers (2.1) with parameter \( \omega \) to smooth out \( A, G \) in the time variable.

Moreover, we replace \( \vartheta \) by \( \vartheta_\omega = \sqrt{\vartheta^2 + \omega^2} \quad 1 + \omega \sqrt{\vartheta^2 + \omega^2} \)
in
\[ A(t, x; \vartheta), \ G(t, x; \vartheta), \ [\partial_x K](t, x; \vartheta), \ [\partial_t K](t, x; \vartheta). \]

For the smoothed equation one can apply Theorem 8.1 in Chapter V of [27] to obtain the unique classical solution \( K_\omega \) and thus also the temperature \( \vartheta_\omega \). Then performing similar estimates as in Step 1 and Step 2, one can pass to the limit as \( \omega \to 0 \) and find the solution of the equation (3.30). \( \square \)

3.2.3 Momentum equation and existence of fixed point

The viscosity term in (3.25) involves a new term, \( \varepsilon \nabla u \nabla \varrho \), in the momentum equation in order to preserve the total energy balance. Next, we enhance the pressure by an artificial pressure term setting \( p_\delta(\varrho, \vartheta) = p(\varrho, \vartheta) + \delta \vartheta^3 + \delta \varrho^2 \).

Finally, we project the resulting equation onto the \( n \)-dimensional space
\[ X_n \subset C^\infty(\Omega; \mathbb{R}^3) \cap C_0(\Omega; \mathbb{R}^3) \subset L^2(\Omega; \mathbb{R}^3), \]
endowed by the structure of the Hilbert space \( L^2(\Omega; \mathbb{R}^3) \). More specifically, we look for \( u \in X_n \), which satisfies
\[
\int_{\Omega} \varrho u(t) \cdot \varphi \, dx - \int_{\Omega} \varrho_0 u_0 \cdot \varphi \, dx
\]
\[
= \int_0^t \int_{\Omega} \left[ \varrho u \otimes u - S : \nabla \varphi + p_\delta(\varrho, \vartheta) \text{div} \varphi + [\varrho f - \varepsilon \nabla u \nabla \varrho] \cdot \varphi \right] \, dx \, ds \quad (3.40)
\]
for any \( \varphi \in X_n \).

We shall solve this equation on a short time interval \( J \) by means of the Schauder fixed point theorem. In order to reformulate it as a fixed point problem on the Banach space \( C(J; X_n) \), we have to set up a convenient notation. For a fixed \( \varrho \in L^1(\Omega) \), we introduce an operator
\[ M[\varrho] : X_n \to X_n^* \equiv X_n; \quad (M[\varrho] v, w) := \int_{\Omega} \varrho v \cdot w \, dx. \]
This is nothing else, then projection of an $L^1$-function $q\mathbf{v}$ on the space $X^*_n$. Therefore, $M[q]$ is invertible provided $q > 0$. Observing that
\[
\inf_{x \in \Omega} q(x)(\mathbf{v}, \mathbf{w}) \leq \int_{\Omega} \mathbf{v} \cdot \mathbf{w} \, dx \leq \sup_{x \in \Omega} q(x)(\mathbf{v}, \mathbf{w}),
\]
we deduce
\[
\|M[q]\|_{L(X_n, X^*_n)} \leq \|q\|_{C(\Omega)}, \quad \|M[q]^{-1}\|_{L(X^*_n, X_n)} \leq \|q^{-1}\|_{C(\Omega)} = (\inf_{x \in \Omega} q(x))^{-1}.
\] (3.41)

Clearly, $M[\cdot]$ is Lipschitz continuous mapping form $L^1(\Omega)$ to $L(X_n, X_n)$, but the same is true for $M[\cdot]^{-1}$, at least on the sets $\{q < q(\cdot) < \overline{q}\}$. Indeed, a simple calculation yields
\[
\|M[q_1]^{-1} - M[q_2]^{-1}\| = \|M[q_2]^{-1}(M[q_2] - M[q_1])M[q_1]^{-1}\| \leq \overline{q}^{-2}\|q_1 - q_2\|_{L^1(\Omega)}.
\] (3.42)

Finally, we denote
\[
\mathbf{u}_{n,0} = M^{-1}[\varphi_{\varepsilon,0}](\varphi_{\varepsilon,0} \mathbf{u})
\]

Now, we are ready to define a mapping $T : \mathcal{B} \to C(\mathcal{J}, X_n)$; $\mathcal{B} := \{\mathbf{v} \in C(\mathcal{J}, X_n) | \|\mathbf{v} - \mathbf{u}_{n,0}\|_{C(\mathcal{J}, X_n)} \leq 1\}$ given by formula
\[
T[\mathbf{u}](t) := M[\varphi[\mathbf{u}](t)]^{-1}(\varphi_{0,\varepsilon} \mathbf{u}) + \int_{0}^{t} F(\varphi[\mathbf{u}], \mathbf{u}, \varphi[\mathbf{u}](\tau)) d\tau,
\] (3.43)

where for $\varphi \in X_n$, we denote
\[
\langle F(\varphi, \mathbf{u}), \varphi \rangle = \int_{\Omega} \left( \varphi \varphi + \mathbf{u} - \mathbf{u}(\varphi, \varphi) \right) : \nabla \varphi + p_\delta(\varphi, \varphi) \div \varphi + (\varphi f - \varepsilon(\nabla \varphi \cdot \nabla) \varphi, \varphi \right) dx,
\]
\[
\langle \varphi_{0,\varepsilon} \mathbf{u}, \varphi \rangle = \int_{\Omega} \varphi_{0,\varepsilon} \mathbf{u} \cdot \varphi dx.
\]

The solution operators $\varphi[\mathbf{u}]$ and $\varphi[\mathbf{u}]$ of the equations (3.25) and (3.30) are given by Lemmas 3.2.1, 3.2.2 respectively. With help of the mapping $T$, the equation (3.40) is equivalent to
\[
T[\mathbf{u}] = \mathbf{u}.
\]

Using Lemma 3.2.1, we can find $\underline{\varphi}$ and $\overline{\varphi}$ such that
\[
\underline{\varphi} \leq \varphi_{0,\varepsilon}(x) \leq \overline{\varphi}, \quad \text{on} \quad \overline{\mathcal{J}},
\]
\[
\underline{\varphi} \leq \varphi[\mathbf{u}](t, x) \leq \overline{\varphi}, \quad \text{on} \quad \mathcal{J} \times \overline{\mathcal{J}} \quad \text{for any} \quad \mathbf{u} \in \mathcal{B}.
\]

Further, one can use Lemmas 3.2.1 and 3.2.2 to get
\[
\|F(\varphi[\mathbf{u}], \mathbf{u}, \varphi[\mathbf{u}])\|_{L^p(\mathcal{J})} \leq C\|1 + \varphi^2 + |\nabla \varphi| + \varphi^4\|_{L^p(\mathcal{J} \times \Omega)} \leq C\|\mathbf{u}\|_{C(\mathcal{J}, X_n)}
\]
for any $p > 1$. Let us note that once this bound holds for some $J = J_0$, it remains valid even for shorter time interval, with the same constant. Then, for any $\mathbf{u} \in \mathcal{B}$, we have
\[
\|T[\mathbf{u}] - \mathbf{u}_{n,0}\|_{C(\mathcal{J}, X_n)} \leq \underline{\varphi}^{-1} \int_{J} \|F(\varphi[\mathbf{u}], \mathbf{u}, \varphi[\mathbf{u}])\| dt
\]
\[
+ \underline{\varphi}^{-2}\sup_{t \in J} \|\varphi[\mathbf{u}](t) - \varphi_{0,\varepsilon}\|_{L^1} \|\varphi_{0,\varepsilon} \mathbf{u}\|_{L^1} \leq \Psi(\mathcal{J}),
\]
where Ψ is monotone function, which approach zero as \( T^* = |J| \) goes to zero. Hence, there exists a time interval \( J \) such that \( T \) is self-mapping on the set \( B \). Similar calculation,

\[
\| T[u](t_1) - T[u](t_2) \|_{X_n} \leq g^{-1} \int_{t_1}^{t_2} |F(\vartheta[u], u, \vartheta[u])| \, dt,
\]

yields equi-continuity of the set \( T[B] \). Consequently, by virtue of the Arzelà-Ascoli theorem 2.2.2, the mapping \( T \) is compact on \( B \). In order to apply the Schauder theorem it remains to verify a continuity of \( T \). To this end we write

\[
\| T[u_1] - T[u_2] \|_{C(\Omega, X_n)} \leq g^{-2} |\varrho[u_1] - \varrho[u_2]|_{C(\Omega, L^1(\Omega))} + \| F[u_1] \|_{L^1(J, X_n^*)} + \| F[u_2] \|_{L^1(J, X_n^*)}.
\]

Further for the last term, we have

\[
\| F[u_1] - F[u_2] \|_{L^1(J, X_n^*)} \leq C \| \varrho_0 \|_{L^1(\Omega)} \| u_1 - u_2 \|_{L^1(J, X_n^*)} \|
\]

Thus according to Lemmas 3.2.1, 3.2.2 and due to (3.23) the mapping \( T \) is continuous. Then on can apply the Schauder theorem 2.1.6 to obtain the solution \( \varrho = \varrho[u], u, \vartheta = \vartheta[u] \) of the equations (3.25), (3.40), (3.30) on some short time interval \( J \).

### 3.3 Time independent estimates

In the previous step, we have constructed the Galerkin approximation \((\varrho, u, \vartheta) = (\varrho_n, u_n, \vartheta_n)\) on a short time interval and for a fixed \( n \). Our next aim is to derive time independent estimates and prolongate the solution on the whole time interval. In fact these estimates will be also independent of the dimension \( n \).

In order to enter the framework of variational solutions the equation (3.30) will be replaced by the entropy equation and the balance of the energy. Since our solution is regular and the temperature is strictly positive, a calculation similar to (1.18) can be performed to get the entropy equality. Nevertheless, there are some extra terms because of the modification in the continuity equation. We compute

\[
\frac{1}{\varrho} (\partial_t (\varrho e_G) + \text{div}(\varrho u e_G) + p_G \text{div} u) = \varepsilon \Delta \vartheta \frac{e_G}{\varrho} + \frac{1}{\varrho} \frac{\partial e_G}{\partial \varrho} (\partial_t \vartheta + u \cdot \nabla \vartheta) - \frac{2}{\varrho} \frac{\partial e_G}{\partial \varrho} (\partial_t \vartheta + u \cdot \nabla \vartheta) + \frac{p_G}{\varrho} (\partial_t \vartheta + u \cdot \nabla \vartheta + p_G \text{div} u) = \\
\partial_t (\varrho s_G) + \text{div}(\varrho u s_G) + \varepsilon \Delta \vartheta \left( \frac{e_G}{\varrho} + \frac{p_G}{\varrho} - s_G \right).
\]

Applying a similar procedure for \( e_R \), and \( \delta \varrho \) one gets

\[
\frac{1}{\varrho} (\partial_t (\varrho e_3) + \text{div}(\varrho u e_3) + p_3 \text{div} u) = \partial_t (\varrho s_3) + \text{div}(\varrho u s_3) + \varepsilon \Delta \vartheta A_\varepsilon
\]

where

\[
A_\varepsilon[u](t, x; \vartheta, \varrho) = \frac{e_G}{\varrho} + \frac{p_G}{\varrho} - s_G + \delta (1 - \log \varrho).
\]
Using the Green theorem one has
\[ \epsilon \int_\Omega \Delta \varphi \, d\mathbf{x} = -\epsilon \int_\Omega \nabla \varphi \cdot \nabla \nabla \varphi \, d\mathbf{x}, \]
where, due to Maxwell’s relations (1.27), (1.28),
\[ \partial_v A_z = 1 \frac{1}{\vartheta \rho} \partial_v p_G, \quad \partial_\vartheta A_z = -1 - (\epsilon \varrho_G + \vartheta \epsilon \varrho_G + \delta \vartheta). \]
Then a weak form of the entropy equality reads
\[ \int_\Omega (\varrho \partial_t \varphi + \varrho u \partial_\vartheta \varphi - \kappa \varphi \nabla \varphi - \sigma \varphi \nabla \varphi + \sigma \varphi - \epsilon \vartheta^2 - 1 + \epsilon \varrho A_z \nabla \varphi \cdot \nabla \varphi \]
\[ \quad - \epsilon \frac{1}{\varrho^2} (\epsilon \varrho_G + \vartheta \epsilon \varrho_G + \delta \vartheta) \nabla \vartheta \cdot \nabla \varphi \, d\mathbf{x} \, dt = 0 \quad (3.45) \]
for any \( \varphi \in D(J \times \Omega) \). The approximate entropy is
\[ s_\delta = s_G + s_R + \delta \log \vartheta \]
and the modified entropy production reads
\[ \sigma_\epsilon = \frac{\kappa \varphi |\nabla \varphi|^2}{\vartheta} + \frac{S \cdot \nabla u}{\vartheta} + \epsilon \vartheta^{-\beta} - 1 + \frac{\partial_v p_G}{\vartheta} |\nabla \vartheta|^2 + \delta \epsilon (3 \vartheta^{-\beta} + 2) |\nabla \vartheta|^2. \]
In accordance with hypothesis (3.15), we have \( \partial_v p_G \geq 0 \), thus \( \sigma_\epsilon \) has a sign. Further, we can test (3.40) by \( u \) and obtain the balance of kinetic energy. This added to the internal energy equation (3.30) integrated over \( \Omega \) gives rise to the balance of total energy:
\[ \frac{d}{dt} \int_\Omega \left( \frac{1}{2} \varrho |u|^2 + g e_\delta (\varrho, \vartheta) \right) \, d\mathbf{x} = \int_\Omega g f \cdot u + \epsilon (\vartheta^{-\beta} - \vartheta^3) \, d\mathbf{x} \quad (3.46) \]
for a.e. \( t \in J \).

Now, we are ready to accomplish the estimates independent of time. We take a sequence of spatially homogeneous functions, which approximates \( \varphi = \mathbf{1}_{(0,1)} \), as the test functions in (3.45). Then we add up the result and (3.46) together. Integrating by parts in time, we arrive at
\[ \int_0^t \int_\Omega E_n[t] \, d\mathbf{x} \, dt + \int_0^t \int_\Omega \sigma_\epsilon \, d\mathbf{x} \, d\tau \leq \int_0^t \int_\Omega E_n[0] - (s_\delta)[0] + (s_\delta)[t] \, d\mathbf{x} + \sum_{j=1}^3 I_j \quad (3.47) \]
for a.e. \( t \in J \), where
\[ E_n[t] = E_\delta (\varrho, u, \vartheta) = \left( \frac{1}{2} \varrho |u|^2 + g e_\delta + \frac{\delta}{\beta - 1} \varrho^3 + \delta \vartheta^2 \right)[t], \]
\[ \sum_{j=1}^3 I_j = \int_0^t \int_\Omega g f \cdot u + \epsilon (\vartheta^{-\beta} - \vartheta^3 - \vartheta^3 - 1) + \epsilon \frac{1}{\varrho^2} (\epsilon \varrho_G + \vartheta \epsilon \varrho_G + \delta \vartheta) \nabla \vartheta \cdot \nabla \vartheta \, d\mathbf{x} \, d\tau \]
In view of hypotheses (3.21), (3.22) and the Korn inequality, the entropy production rate \( \sigma_\epsilon \) dominates following quantities
\[ C \sigma_\epsilon \geq \sigma = |\nabla \log \vartheta|^2 + |\nabla (\vartheta^2)|^2 + |\nabla u|^2 + \delta \vartheta^2 \nabla \vartheta|^2 \]
\[ + \sqrt{\epsilon} \vartheta^{-3} |\nabla \vartheta|^2 + \epsilon \vartheta^{-(\beta+1)} + \delta \epsilon (3 \vartheta^{-\beta} + 2) \frac{|\nabla \vartheta|^2}{\vartheta} \quad (3.48) \]
where the constant $C$ is independent of $T$, $n$, $\varepsilon$, $\delta$.

In accordance with assumptions about $\varrho_{\varepsilon,0}$ and $\vartheta_{\varepsilon,0}$ in (3.25), (3.30), respectively, the zero time terms on the right-hand side of (3.47) are bounded uniformly with respect to $T$, $n$, $\varepsilon$, and $\delta$. On the other hand, for the entropy term one can use (3.19) to infer

$$
\int_\Omega \varrho \delta \leq S(1) \int_{\varrho \geq 1} \varrho \, d\varrho + \frac{1}{2} \int \frac{3}{2} \varrho \log \vartheta - \varrho \log \varrho \, d\varrho
$$

$$
+ \delta \int \varrho \log \vartheta + \frac{4}{3} \varrho \vartheta \, d\varrho \leq C \int \vartheta \, d\varrho + \frac{1}{2} \int \varrho \log \vartheta \, d\varrho,
$$

where the last term gives an estimate on the left-hand side and the rest is dominated by $C E_n[\tau]$, in particular by the internal energy. Again the constant $C$ is independent of $T$, $n$, $\varepsilon$, and $\delta$.

In order to apply the Gronwall lemma, it remains to bound the terms $I_j$ by an integral

$$
\int_0^t \omega \|\vartheta\|_{L^\infty(Q)} \int_0^t \int \frac{1}{2} \varrho \|u\|^2 + \frac{1}{2} \varrho \, d\varrho \, d\tau.
$$

For the second one, we use the interpolation (3.54) and Lemma 2.1.2 to get

$$
|I_2| \leq C(\omega) \int_0^t \vartheta \|\vartheta\|_{L^4(Q)} \int_0^t \epsilon \|\vartheta\|_{L^{1/2}} \, d\tau.
$$

The third term $I_3$ is more tricky. First, we observe that because of (1.26), (3.17), and (3.16) one have

$$
|e_G + \vartheta \partial_\vartheta e_G| = \frac{1}{2} e_G - \frac{1}{3} \vartheta e_G \leq C \vartheta (\|P(Y)Y^{-1}\| + \|P'(Y)\|) \leq C (\vartheta^2 + \vartheta).
$$

Further, taking $\varphi = \varrho$ as a test function in (3.25), we arrive at the “energy” equality for the density

$$
\int_0^t \int_\Omega \varrho \vartheta \beta \frac{d}{dt} \vartheta \, d\tau = \int_0^t \int_\Omega \varrho \beta \frac{d}{dt} \vartheta \, d\tau.
$$

In particular,

$$
\int_0^t \int_\Omega |\nabla \vartheta|^2 \, d\tau \leq \int_0^t \frac{1}{2} \|u\|_{L^2}^2 + \|\varrho\|_{L^4}^2 \, d\tau.
$$

Then, taking $\varepsilon$ small enough, especially $\varepsilon < \delta$, one can estimate $I_3$ as follows

$$
|I_3| \leq C(\delta) \int_0^t \int_\Omega \frac{1}{2} \varrho \vartheta \beta + \frac{v}{2} |\nabla \vartheta| \vartheta \, d\tau \leq
$$

$$
\int_0^t \int_\Omega \omega \delta \varepsilon (\vartheta \beta \vartheta^{-2} + 2) |\nabla \vartheta|^2 \, d\tau + C(\omega, \delta, \beta) \varepsilon \vartheta^{-3} |\nabla \vartheta|^2
$$

$$
+ C(\omega) \varepsilon^2 |\nabla \vartheta|^2 + \omega |\nabla \log \vartheta|^2 \, d\tau \leq C(\omega) \int_0^t \vartheta \, d\tau + \omega \int_\Omega \sigma \, d\tau. \quad (3.50)
$$
After we have overcome all the terms on the right-hand side of (3.47), we can use the Gronwall lemma to get estimates independent of the time, $n$, $\varepsilon$, and $\delta$. In particular for the velocity, we get

$$u$$ bounded in $L^2(J; W^{1,2}(\Omega; \mathbb{R}^3))$.

Since all norms are equivalent on $X_n$, the velocity is bounded also in $L^2(J; W^{1,\infty}(\Omega))$. Then by virtue of (3.26), the density is strictly positive and bounded in $L^\infty(J \times \Omega)$. Seeing that also $\rho|u|^2$ is bounded in $L^\infty(J; L^1(\Omega))$, we conclude that the norm of the velocity $\|u\|_{X_n[t]}$ is uniformly bounded on the interval $J = [0, T^*]$ and therefore $u[T^*] \in X_n$. Lemma 3.2.2 ensures that the temperature $\vartheta[T^*]$ is strictly positive and belongs in $W^{1,2}(\Omega) \cap L^\infty(\Omega)$. Repeating this procedure one can prolongate the solution up to any finite interval $I = (0, T)$. Consequently, the estimates we have derived holds on the whole time interval $I$, namely

$$\rho|u|^2, \vartheta^2, \delta \vartheta^\beta, \vartheta^4, \delta \vartheta |\log \vartheta|$$ are bounded in $L^\infty(I; L^1(\Omega)).$ \hspace{1cm} (3.51)

Further from (3.48),

$$|\nabla u|^2, |\nabla \vartheta|^2, |\nabla \log \vartheta|^2, \delta |\nabla \vartheta|^2,$$

$$\sqrt{\varepsilon} |\nabla \vartheta^{-\frac{1}{2}}|^2, \varepsilon \vartheta^{-(\beta+1)} \delta |\nabla \vartheta|^2$$ are bounded in $L^1(Q), Q := I \times \Omega$. \hspace{1cm} (3.52)

Applying Lemma 2.1.2, we get also

$$u, \vartheta^2, \sqrt{\delta} \log \vartheta, \sqrt{\delta} \vartheta^2$$ bounded in $L^2(I; W^{1,2}(\Omega)).$ \hspace{1cm} (3.53)

Using an interpolation and the Sobolev imbedding, the temperature can be bounded also in homogeneous spaces

$$\|\vartheta\|_{L^p(Q)} \leq C \delta^{-\frac{\frac{7}{3}}{\beta+\frac{8}{3}}}, \quad q = \beta + \frac{8}{3}, \quad \|\vartheta\|_{L^p(Q)} \leq C, \quad p = \frac{17}{3}. \hspace{1cm} (3.54)$$

Then a similar estimate follows for the density, namely

$$\|\nabla \vartheta^2\|_{L^p(Q)} \leq \|\vartheta^{-1}|\nabla \vartheta^2|^2\|_{\frac{1}{p}} \|\vartheta\|_{\frac{1}{p}} \leq C(\delta, \varepsilon)$$

for $\frac{1}{q}(1 + \frac{1}{q}) \leq 1, q = \beta + \frac{8}{3}$. Hence for a fixed $\varepsilon$ the density $\varrho$ is bounded in $L^r(I; L^{3r}(\Omega))$ for some $r > 1$, which can be made arbitrary large taking an appropriate $\beta$.

### 3.4 Limit in Galerkin approximation

At this stage, we take a sequence of spaces $X_n \subset C_0^\infty(\Omega; \mathbb{R}^3)$ such that

$$\bigcup_{n=1}^\infty X_n = W^{1,2}_0(\Omega; \mathbb{R}^3).$$
3.4 Limit in Galerkin approximation

This is possible as $W_{0}^{1,2}(\Omega; \mathbb{R}^{3})$ is a separable space. For any $n$, we can perform the construction procedure described above to get solution $(\varrho_{n}, u_{n}, \vartheta_{n})$ to the system of equations

$$
\begin{align*}
\partial_{t} \varrho_{n} + \text{div}(\varrho_{n}u_{n}) &= \varepsilon \Delta \varrho_{n}, & \text{in } I \times \Omega, \\
\nabla \varrho_{n} \cdot n &= 0 & \text{on } I \times \partial \Omega,
\end{align*}
$$

(3.55)

$$
\int_{I} \int_{\Omega} \varrho_{n} u_{n} \cdot \partial_{t} \varphi + \varrho_{n} u_{n} \otimes u_{n} : \nabla \varphi + p_{\delta}(\varrho_{n}, \vartheta_{n}) \text{div} \varphi
$$

$$
- S_{n}[u_{n}] : \nabla \varphi + \left( \varrho_{n} f - \varepsilon \nabla u_{n} \nabla \varrho_{n} \right) \cdot \varphi \, dx \, dt = 0,
$$

(3.56)

for any $\varphi \in C_{0}^{1}(I; X_{n})$.

$$
\int_{I} \int_{\Omega} \varrho_{n} s_{\delta,n} \partial_{t} \varphi + \varrho_{n} u_{n} s_{\delta,n} \cdot \nabla \varphi - \kappa_{\varepsilon,n}[u_{n}] \nabla \partial_{t} \varphi \cdot \nabla \varphi + \kappa_{\varepsilon,n} \varphi + \varepsilon A_{\varepsilon,n} \nabla \varrho_{n} \cdot \nabla \varphi
$$

$$
- \varepsilon \frac{1}{\delta \varrho_{n}} (v_{G,n} + \varrho_{n} \partial_{t} v_{G,n} + \delta \vartheta_{n}) \nabla \varrho_{n} \cdot \nabla \vartheta_{n} \varphi \, dx \, dt = 0
$$

(3.57)

for any $\varphi \in \mathcal{D}(I \times \Omega)$.

$$
\int_{t_{1}}^{t_{2}} E_{n}[t_{2}] - E_{n}[t_{1}] \, dx = \int_{t_{1}}^{t_{2}} \int_{\Omega} \varrho_{n} f \cdot u_{n} + \varepsilon (\vartheta_{n}^{0} - \vartheta_{n}^{3}) \, dx \, dt
$$

(3.58)

for a.e. $t_{1}, t_{2} \in I$, where

$$
E_{n} = E_{\delta}(\varrho_{n}, u_{n}, \vartheta_{n}) = \frac{1}{2} \varrho_{n} |u_{n}|^{2} + \varrho_{n} s_{\delta,n} + \delta \left( \frac{\varrho_{n}^{0}}{\beta - 1} + \vartheta_{n}^{2} \right).
$$

In addition, $\varrho_{n}, u_{n}, \vartheta_{n}$ satisfy the initial conditions

$$
\varrho_{n}[0]u_{n}[0] = \varrho_{0} u_{0} \text{ in } X_{n}^{*},
$$

(3.59)

$$
\varrho_{n}[0] s_{\varepsilon}(\varrho_{n}[0], \vartheta_{n}[0]) = \varrho_{0,\varepsilon} s_{\varepsilon}(\varrho_{0,\varepsilon}, \vartheta_{0,\varepsilon}) \text{ on } \Omega,
$$

(3.60)

$$
E_{n}[0] = E_{\varepsilon}(\varrho_{0,\varepsilon}, u_{0,\varepsilon}, \vartheta_{0,\varepsilon}).
$$

(3.61)

The sequence $(\varrho_{n}, u_{n}, \vartheta_{n})$ complies with the $n$-independent estimates (3.51), (3.53). Consequently, we can identify the limits using Theorem 2.2.1,

$$
\varrho_{n} \rightharpoonup \varrho \quad \text{weakly-} \ast \text{ in } L_{\infty}^{\infty}(I; L^{3}(\Omega)),
$$

(3.62)

$$
\varrho_{n} \rightharpoonup \varrho \quad \text{weakly in } L^{2}(I; W_{0}^{1,2}(\Omega; \mathbb{R}^{3})),
$$

(3.63)

$$
\partial_{t} \varrho_{n} \rightharpoonup \partial_{t} \varrho \quad \text{weakly-} \ast \text{ in } L_{\infty}^{\infty}(I; L^{4}(\Omega)).
$$

(3.64)

Our next task is pass to the limit in the equations (3.55), (3.56), (3.57), and (3.58).

3.4.1 Limit in the continuity equation

To begin with, we shall need an equi-integrability of the terms $\partial_{t} \varrho_{n}, \Delta \varrho_{n}$. This is of course a direct consequence of the $L^{p}$ theory for parabolic equations, provided we can control the term

$$
\text{div}(\varrho_{n} u_{n}) = \nabla \varrho_{n} \cdot u_{n} + \varrho_{n} \text{div} u_{n}.
$$
in $L^p(I \times \Omega)$, $p > 1$. Unfortunately, in view of (3.51), (3.53), the first term is merely integrable with respect to time, so we need to gain better estimates. To this end, one can test the continuity equation (3.55) by $\log \rho_n + 1 = (\rho_n \log \rho_n)'$, to get

$$\frac{d}{dt} \int_{\Omega} \rho_n \log \rho_n \, dx + \varepsilon \int_{\Omega} \frac{|\nabla \rho_n|^2}{\rho_n} \, dx = \int_{\Omega} \rho_n \nabla \cdot u_n \, dx.$$ 

Hence

$$\varepsilon \int_{\Omega} \frac{|\nabla \rho_n|^2}{\rho_n} \, dx \leq C.$$  \hspace{1cm} (3.65)

Further, we can use the estimate for the kinetic energy to infer

$$\|
abla \rho_n \cdot u_n \|_{L^2(I; L^1(\Omega))} \leq \| \frac{\nabla \rho_n}{\sqrt{\rho_n}} \|_{L^2(I \times \Omega)} \| \sqrt{\rho_n} u_n \|_{L^\infty(I \times L^2(\Omega))} \leq C(\varepsilon).$$

On the other hand, $\nabla \rho_n \cdot u_n$ is bounded also in $L^1(I; L^{\frac{2}{3}}(\Omega))$ and $\rho_n \nabla \cdot u_n$ in some $L^r(I \times \Omega)$, $1 < r(\beta) < 2$. Then an interpolation argument keeps the term $\nabla (\rho_n u_n)$ bounded in $L^p(I \times \Omega)$ for some $p > 1$ and we conclude

$$\partial_t \rho_n, \Delta \rho_n$$

bounded in $L^p(I \times \Omega)$, $p > 1$. \hspace{1cm} (3.66)

In particular, $\rho_n$ is bounded in $W^{1,p}(I \times \Omega)$ for some $p > 1$, whence the compact imbedding yields the strong convergence

$$\rho_n \to \rho \text{ a.e. on } I \times \Omega.$$ \hspace{1cm} (3.67)

Consequently, one can pass to the limit in the continuity equation (3.55) and obtain

$$\partial_t \rho + \nabla (\rho u) - \varepsilon \Delta \rho = 0 \text{ a.e. in } I \times \Omega,$$ \hspace{1cm} (3.68)

where $\rho$ is non-negative and it satisfies

$$\nabla \rho \cdot n|_{\partial \Omega} = 0, \quad \rho[0] = \rho_{0,\varepsilon}.$$ \hspace{1cm} (3.69)

Multiplying by a smooth function $\varphi$ and integrating by parts we get also weak formulation

$$\int_{\Omega} \int_I \partial_t \varphi + \rho u \cdot \nabla \varphi - \varepsilon \nabla \rho \cdot \nabla \varphi \, dx \, dt = 0, \text{ for any } \varphi \in D(I \times \Omega).$$ \hspace{1cm} (3.70)

Then we take $\varphi = \rho$ and we arrive at the “energy” equality for $\rho$, which subtraced from (3.49), yields

$$2\varepsilon \int_{\Omega} |\nabla \rho_n|^2 - |\nabla \rho|^2 \, dx \, dt = \int_{\Omega} (\rho_n^2 - \rho^2)[T] \, dx - \int_0^T \int_{\Omega} \rho_n^2 \nabla \cdot u_n - \rho^2 \nabla \cdot u \, dx \, dt.$$ 

Since the right-hand side tends to zero, we have proved the strong convergence of gradients

$$\nabla \rho_n \to \nabla \rho \text{ in } L^2(I \times \Omega).$$

### 3.4.2 Limit in the entropy equation

Our next goal is to establish the strong convergence of the temperature field and pass to the limit in the entropy equation and the balance of the total energy. Following Section 4.6, we shall apply Lemma 4.6.1 on the entropy equality (3.57). To this end, we need

$$\theta_n \delta(\rho_n, \vartheta_n) \text{ bounded in } L^2(I; L^p(\Omega)) \cap L^\infty(I; L^1(\Omega)), \quad p > \frac{6}{5}.$$ \hspace{1cm} (3.71)
3.4 Limit in Galerkin approximation

From the hypothesis (3.18) we deduce

\[ |\varrho s_n(\varrho, \vartheta)| \leq C(\varrho^3 + \varrho|\log \varrho| + \varrho|\log \vartheta| + 1). \]

Then (3.71) is a straightforward consequence of estimates (3.51), (3.52). In fact (3.71) is uniform with respect to \( \varepsilon \). Further, we need to bound all other terms in the entropy equation (3.57) at least in some \( L^1(I; W^{-n,p}(\Omega)) \), \( p > 1 \). The entropy production \( \sigma_e \) is uniformly bounded in \( L^1(I) \). For the other terms, we need also \( L^1 \)-estimates, nevertheless with future application in mind, we shall gain even estimates in \( L^p(I \times \Omega) \) for some \( p > 1 \) uniform with respect to \( \varepsilon \).

Since \( \varrho_n s_\delta(\varrho_n, \vartheta_n) \) can be interpolated between the spaces in (3.71) and because the velocity is bounded in \( L^2(I; L^p(\Omega; \mathbb{R}^3)) \) we easily deduce

\[ \|\varrho_n s_\delta(\varrho_n, \vartheta_n) u_n\|_{L^p(I \times \Omega)} \leq C(\delta). \]

Next in view of hypothesis (3.22), we observe that

\[ \left| s_\delta(t, x; \varrho_n) \nabla \vartheta_n \right| \leq C(\delta)(\nabla \vartheta_n + \vartheta^{\frac{3}{2}}(\nabla(\vartheta^{\frac{3}{2}}))) \]

where, by virtue of (3.52) and (3.54), the right-hand side is bounded in \( L^p(I \times \Omega) \). Similarly the remaining epsilon part of the modified \( \kappa \) can be estimated this way

\[ \left| (\sqrt{\varepsilon} \vartheta^{-\frac{1}{2}}) \nabla \vartheta_n \right| \leq \varepsilon^{\frac{1}{4}} - \varepsilon^{\frac{3}{4}}(\varepsilon^{\frac{1}{4}} |\vartheta^{-\frac{1}{2}}|) (\varepsilon^{\frac{1}{4}} |\nabla(\vartheta^{-\frac{1}{2}})|). \]

The \( L^p \)-norm of the right-hand side of both inequalities is dominated by \( \varepsilon \cdot C \) for some \( r > 0 \). The term \( \varepsilon A_{\varepsilon,n} \nabla \vartheta_n \) is more delicate. In accordance with hypotheses (3.14), (3.17), and (3.18), we have

\[ \varepsilon |A_{\varepsilon,n}| |\nabla \vartheta_n| \leq \varepsilon C(\delta) \left( 1 + \frac{\varrho_n^{\frac{3}{2}}}{\vartheta_n} + |\log \varrho_n| + |\log \vartheta_n| \right) |\nabla \vartheta_n|. \]

Omitting the index \( n \), the terms on the right-hand side can be estimated as follows

\[ \varepsilon \| \nabla \vartheta \|_p \leq \sqrt{\varepsilon} C(\delta), \]

\[ \varepsilon \| \varrho^{\frac{3}{2}} \vartheta^{-1} \nabla \vartheta \|_p \leq \varepsilon^{\frac{1}{4}} - \varepsilon^{\frac{3}{4}} |\nabla C(\delta)| \| \varrho \|_\beta \varepsilon^{\frac{3}{4}} |\vartheta^{-1}|_{\beta+1} \sqrt{\varepsilon} \| \nabla \vartheta \|_2 \leq \varepsilon^{(\beta)} C(\delta), \]

\[ \varepsilon \| |\log \vartheta| \nabla \vartheta \|_p \leq \sqrt{\varepsilon} C(\delta)(\| \varrho \|_\beta + \varepsilon \| |\nabla \varrho| \|_2^2) \leq \sqrt{\varepsilon} C(\delta), \]

and

\[ \varepsilon \| |\log \vartheta| \nabla \vartheta \|_p = \varepsilon \| |\log \vartheta| \|_p \| |\nabla \varrho| \|_p \leq \sqrt{\varepsilon} \| |\log \varrho| \|_{L^\infty(I \times \Omega)} \| |\nabla \varrho| \|_{L^2(I \times \Omega)} \varepsilon^{\frac{1}{2}} \| |\nabla \vartheta| \|_2 \| \varrho \|_\beta \leq \sqrt{\varepsilon} C(\delta) \]

for some \( p > 1 \), provided \( \beta \) is large enough and \( \alpha > \frac{1}{2} \).
Concerning the last term in (3.57) we have at our disposal only the $L^1$-estimate (3.50), namely
\[ \| \varepsilon(\varepsilon_G + \varrho \partial \varrho_{\varepsilon G, n} + \delta \varrho_n) \frac{\nabla \varrho \cdot \nabla \varrho}{\varrho^2} \|_1 \leq \sqrt{\varepsilon} C(\delta). \]
Nevertheless, this is enough to meet the assumptions of Lemma 4.6.1 and conclude
\[ \frac{4}{3} a(\varrho \bar{\varrho}^3 - \varrho \varrho^3) = (\partial_{\varrho} \varrho_{\varepsilon G} - \varrho \varrho_{\varepsilon G}) + \delta(\varrho \log \varrho - \varrho \log \bar{\varrho}). \tag{3.73} \]
The right-hand side integrated over a ball $B \subset I \times \Omega$ can be split,
\[ \lim_{n \to \infty} \int_B \varrho_n(s_G(\varrho_n, \vartheta_n) + \delta \log \varrho_n)(\vartheta_n - \vartheta) \, dx \, dt = \]
\[ \lim_{n \to \infty} \int_B \varrho_n(s_G(\varrho_n, \vartheta_n) - s_G(\varrho_n, \vartheta))(\vartheta_n - \vartheta) + \delta \varrho_n(\log \vartheta_n - \log \vartheta)(\vartheta_n - \vartheta) + \varrho_n(s_G(\varrho_n, \vartheta) + \delta \log \vartheta)(\vartheta_n - \vartheta) \, dx \, dt, \]
whence, in accordance with hypothesis (3.18), the first two terms on the right-hand side are non-negative, while the last one tends to zero, because of the strong convergence of the density. Then (3.73) yields
\[ \bar{\varrho}^3 \varrho \geq \bar{\varrho}^3 \bar{\varrho} \quad \text{a.e. on } I \times \Omega. \tag{3.74} \]
Then using the Minty trick, we conclude
\[ \vartheta_n \to \vartheta \text{ in } L^4(I \times \Omega). \tag{3.75} \]
The point-wise convergence of the temperature and the compactness property (3.23) of the mapping $Z$ imply also the point-wise convergence of the quantities $\kappa_G$, $\kappa_R$, $\mu$, and $\zeta$, which are mainly functions of $t$, $x$, and $\vartheta$, but depends also on the velocity through the non-local mapping $Z$. Then the terms
\[ \frac{\kappa[u_n](t, x; \vartheta_n) \nabla \vartheta_n}{\varrho_n} \quad \text{and} \quad \Sigma[n][t, x; \vartheta_n] \]
tends to their counterparts as they are bounded in some $L^p(I \times \Omega)$, $p > 1$. The same argument is tacitly used in all succeeding limit processes.

The strong convergence of the temperature allows us to pass to the limit in (3.57) and (3.58). In view of the $L^p$-estimates from the beginning of this section, the majority of the terms in (3.57) tends to their counterparts, based on the limit quantities $\varrho$, $u$, $\vartheta$. On the other hand the $L^1$-terms tend to the Radon measures:
\[ \varepsilon(\varepsilon_G + \varrho \partial \varrho_{\varepsilon G, n} + \delta \varrho_n) \frac{\nabla \varrho \cdot \nabla \varrho_n}{\varrho_n^2} \to \Gamma_\varepsilon, \quad \text{where} \quad \| \Gamma \|_{\mathcal{M}(I \times \Omega)} \leq \sqrt{\varepsilon} C(\delta), \]
and
\[ \sigma_{\varepsilon, n} \to \Sigma_\varepsilon \geq \sigma_\varepsilon = \kappa_\varepsilon[u] |\nabla \varrho|^2 \varrho + \frac{\varepsilon |\varrho|^2}{\varrho^2} \varrho + \varrho \varrho_{\varepsilon G} |\nabla \varrho|^2 + \delta \varrho_{\varepsilon G} |\nabla \varrho|^2 + \varepsilon |\varrho|^2 |\nabla \varrho|^2 + \delta \varepsilon \varrho_{\varepsilon G} \varrho_{\varepsilon G} |\nabla \varrho|^2, \]
where $\Sigma_\varepsilon \geq \sigma_\varepsilon$ (in sense of distributions) is due to weak lower semi-continuity of the convex term $\sigma_{\varepsilon, n}$, cf. Section 4.8. Thus the limit equation reads
\[ \int_I \int_{\Omega} \varrho s_\delta \partial_t \varphi + \varrho u s_\delta \cdot \nabla \varphi - \kappa_\varepsilon[u] \varrho \vartheta \cdot \nabla \varphi - \varrho A_\varepsilon \varrho \vartheta \cdot \nabla \varphi \, dx \, dt + \\
\langle \Sigma_\varepsilon, \varphi \rangle_{I \times \Omega} - \varepsilon \varrho^{\beta-1} - \langle \Gamma_\varepsilon, \varphi \rangle_{I \times \Omega} = 0, \quad \text{for any} \ \varphi \in \mathcal{D}(I \times \Omega). \tag{3.76} \]
Concerning the initial condition, we use (3.60) and we denote \( s_0, \varepsilon = s_\varepsilon(g_0, \vartheta_0, \varphi_0, \vartheta_0) \). Then we get
\[
\int_\Omega g_{0,\varepsilon} s_0 \varphi \, d\Omega = \int_\Omega g_n[s_\varepsilon(g_n, \vartheta_n)] \varphi \, d\Omega = \lim_{\tau \to 0^+} \frac{1}{\tau} \int_0^\tau \int_\Omega g_n s_\varepsilon(g_n, \vartheta_n) \varphi \, d\Omega \, dt,
\]
for any \( \varphi \in D(\Omega) \) and every \( n \).

Having \( g_n s_{\varepsilon,n} \) bounded in \( L^p(I \times \Omega), p > 1 \), one can pass to the limit in this equality. Next, we test (3.76) by \( \psi(t) \varphi(x) \), where \( \psi \) is an approximation of the characteristic function of the interval \([0, t]\) and \( \varphi \geq 0 \). Letting \( t \) go to zero we arrive at
\[
\text{esslim}_{t \to 0^+} \int_\Omega g_\varepsilon(g, \vartheta)[t] \varphi \, d\Omega \geq \lim_{\tau \to 0^+} \frac{1}{\tau} \int_0^\tau \int_\Omega g_\varepsilon \varphi \, d\Omega \, dt = \int_\Omega g_{0,\varepsilon} s_{0,\varepsilon} \varphi \, d\Omega.
\]

In order to pass to the limit in the total energy balance we rewrite it in the weak form:
\[
\int_I \partial_t \psi(t) \int_\Omega g_n |u_n|^2 + g_n e_{\varepsilon,n} + \delta\left( \frac{g_n^\beta}{\beta - 1} + g_n^\gamma \right) \, d\Omega \, dt = \int_I \psi(t) \int_\Omega g_n f \cdot u_n + \varepsilon \vartheta_n^{-\beta} \, d\Omega \, dt
\]
for any \( \psi \in D(I) \). Here all the terms are equi-integrable, thus we can pass to the limit and use a sequence of test functions approaching the characteristic function of the interval \([t_1, t_2]\).

Finally, we get
\[
\int_\Omega E_\varepsilon[t_2] - E_\varepsilon[t_1] \, d\Omega \, dt = \int_{t_1}^{t_2} \int_\Omega g f \cdot u_n + \varepsilon \vartheta_n^{-\beta} \, d\Omega \, dt
\]
for a.e. \( t_1, t_2 \in I \),

\[
E_\varepsilon = \frac{1}{2} |\varepsilon|^2 + g e_\varepsilon + \delta\left( \frac{\vartheta_n^\beta}{\beta - 1} + \vartheta_n^\gamma \right).
\]

Finally, from (3.61) and (3.80) it follows
\[
E_\varepsilon[t] \to E_\varepsilon[0] = E_\delta(g_{0,\varepsilon}, u_0, \vartheta_{0,\varepsilon}).
\]

#### 3.4.3 Limit in the momentum equation

In view of the available estimates, one can use the momentum equation and the Arzelà-Ascoli theorem similarly as in (4.65) in order to get
\[
g_n u_n \to g u \text{ in } C([0, T]; L^2_{weak}(\Omega; \mathbb{R}^3)).
\]
This space is compactly imbedded into \( C([0, T]; W^{-1,2}(\Omega; \mathbb{R}^3)) \), thus taking into account (3.53), we deduce
\[
g_n \otimes u_n \to g \otimes u \text{ in } L^p(I; L^p(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)), p > 1.
\]

Because of the strong convergence of the density gradients (3.67), we infer
\[
\nabla g_n \nabla u_n \to \nabla g \nabla u \text{ in } D'(I \times \Omega; \mathbb{R}^3).
\]
The limit in the other terms is a straightforward consequence of the available estimates and
the strong convergence of the density and the temperature. Consequently we obtain the limit
of the momentum equation (3.56):
\[ \int_I \int_\Omega \rho u \cdot \partial_t \varphi + \rho u \otimes u : \nabla \varphi + \rho \dot{u} \cdot \nabla \varphi - S : \nabla \varphi + \rho f \cdot \varphi \, dx \, dt = 0 \] (3.83)
for all \( \varphi \in D(I \times \Omega; \mathbb{R}^3) \). Because of (3.82), we can pass to the limit in (3.59) as well and get
\[ (\rho u)[t] \to (\rho u)[0] = \rho_{0,\varepsilon} \rho_0 \text{ weakly in } L^1(\Omega). \] (3.84)

### 3.5 Vanishing viscosity limit

In the previous section, we have constructed a solution \( (\rho, u, \vartheta) = (\rho_{\varepsilon}, u_{\varepsilon}, \vartheta_{\varepsilon}) \) of the equations
(3.70), (3.83), (3.76), and (3.80) for any fixed \( \varepsilon \). Our next goal is to let \( \varepsilon \) tend to zero and
pass to the limit in our system. We can take advantage of estimates (3.51), (3.52), and (3.53),
which are uniform with respect to \( \varepsilon \). In particular, all the terms containing \( \varepsilon \) vanish in the
limit, since
\[
\| \varepsilon \nabla \theta_{\varepsilon} \|_{L^1(Q)} + \| \varepsilon \nabla \nabla \nabla \|_{L^1(Q)} \leq \sqrt{\varepsilon} C(\delta)
\]
and
\[
\| \varepsilon \theta^{-\beta} \|_{L^1(Q)} \leq \varepsilon^{\frac{\beta r}{\beta r - 1}} C, \quad \| \varepsilon \theta^\beta \|_{L^1(Q)} \leq \varepsilon C.
\]
while the epsilon terms in the entropy inequality (3.76) either have sign and can be forgotten
or are dominated by \( \varepsilon^r C(\delta), \ r(\beta) > 0 \) as was discussed in Section 3.4.2. In view of the
available estimates, we can choose a subsequence such that
\[
\begin{aligned}
\rho_{\varepsilon} &\to \rho \quad \text{in } C(I; L^2_{\text{weak}}(\Omega)), \\
\frac{u_{\varepsilon}}{\rho_{\varepsilon}} &\to u \quad \text{weakly in } L^2(I; W^{1,2}(\Omega)), \\
\vartheta_{\varepsilon} &\to \vartheta \quad \text{weakly in } L^2(I; W^{1,2}(\Omega)).
\end{aligned}
\] (3.85)

#### 3.5.1 Refined pressure estimates

According to the estimates (3.51 – 3.53), the artificial pressure as well as the corresponding
term in the energy balance are known to be bounded only in \( L^1(Q) \), which is not enough
to exclude possible concentrations in the limit. Nevertheless, an additional estimate can be
gained from the momentum equation. Following [18], we test (3.83) by
\[
\varphi = \psi(t) B[\pi], \quad \pi = \rho - \int_\Omega \rho \, dx,
\]
where $\mathcal{B}$ is the Bogovskii operator on the domain $\Omega$ introduced in Lemma 2.1.3. A straightforward calculation yields

$$
\int_0^T \int_{\Omega} \psi \phi \, dx \, dt = \sum_{j=1}^4 I_j = \int_0^T \int_{\Omega} p \, dx \, dt
$$

(3.86)

$$
- \int_0^T \int_{\Omega} \psi f \cdot \mathcal{B}[\pi] + \psi \phi \otimes \phi \otimes \nabla \mathcal{B}[\pi] + \partial_t \psi \phi \cdot \mathcal{B}[\pi] \, dx \, dt

+ \int_0^T \psi \int_{\Omega} (2\mu f \mathcal{D}u + (\zeta f - \frac{2}{3\mu f}) \text{div} u) : \nabla \mathcal{B}[\pi] \, dx \, dt

- \int_0^T \psi \int_{\Omega} \phi \mathcal{D}u \cdot \partial_t \mathcal{B}[\pi] \, dx \, dt.
$$

The first three terms $I_1, I_2, I_3$ are bounded by virtue of estimates (3.51), (3.53). In the last term $I_4$, we use essentially the strong continuity equation (3.68) to deduce

$$
\|\partial_t \mathcal{B}[\pi]\|_{L^2(I \times \Omega)} = \|\mathcal{B}[\phi \Delta \phi - \text{div}(\phi u)]\|_{L^2(I \times \Omega)} \leq C \left(\|\phi u\|_2 + \|\nabla \phi\|_2\right),
$$

where the right hand side is bounded provided $\beta > 3$. Then $I_4$ is bounded as well and it follows

$$
\|p_G(\phi, \varphi) + \delta(\phi^{\beta+1} + \phi^3)\|_{L^1(Q)} \leq C.
$$

(3.87)

### 3.5.2 Limit passage

Using (3.85), one can pass to the limit in the continuity equation and get

$$
\int_{\mathbb{R}^3} \phi \partial_t \varphi + \phi u \cdot \nabla \varphi \, dx \, dt = 0 \quad \text{for all } \varphi \in \mathcal{D}(I \times \mathbb{R}^3).
$$

(3.88)

Moreover, thanks to the artificial pressure $\delta \phi^\beta$, the density is square integrable and Lemma 3.1.2 can be used to obtain also the renormalized equation.

Next, we turn our attention to the momentum equation. Employing the time term, it follows

$$
\rho \varepsilon \mathbf{u} \to \rho \mathbf{u} \quad \text{in } C([0, T]; \mathcal{L}^2(I \times \mathbb{R}^3)).
$$

(3.89)

Hence, thanks to the compact imbedding $L^2(\mathbb{R}^3) \hookrightarrow W^{-1,2}$, we infer

$$
\rho \varepsilon \mathbf{u} \otimes \mathbf{u} \to \rho \mathbf{u} \otimes \mathbf{u} \quad \text{weakly in } L^p(Q)
$$

(3.90)

for some $p > 1$. Moreover, in view of (3.87), the terms $S, \rho_0$ are also bounded in $L^p(Q), p > 1$. Then one can pass to the limit in the momentum equation (3.83) and obtain

$$
\int_{\Omega} \rho \mathbf{u} \cdot \partial_t \varphi + \rho \mathbf{u} \otimes \mathbf{u} : \mathbb{D} \mathbf{u} + \rho \mathbf{f} \cdot \varphi \, dx \, dt = 0
$$

(3.91)

for any $\varphi \in \mathcal{D}(I \times \Omega; \mathbb{R}^3)$.
3.5.3 Strong convergence of the temperature

Our next goal is to establish the strong convergence of the temperature field. We present a method based on the Div-Curl lemma 2.2.4, which was probably first used in [16]. We rewrite the entropy equation (3.76) as

\[ \text{Div}_t \mathbf{U}_\varepsilon = \Sigma_\varepsilon - \Gamma_\varepsilon \]

where

\[ \mathbf{U}_\varepsilon = \left[ \varrho_\varepsilon s_\delta(\varrho_\varepsilon, \vartheta_\varepsilon), \varrho_\varepsilon s_\delta(\varrho_\varepsilon \varrho_{ps}, \vartheta_\varepsilon) + \kappa_\varepsilon \nabla \frac{\vartheta_\varepsilon}{\varrho_\varepsilon} + \varepsilon A_\varepsilon \nabla \vartheta_\varepsilon \right] \]

and \( \text{Div}_t \mathbf{U}_\varepsilon \) is the divergence operator on the four-dimensional space-time. It follows that \( \text{Div}_t \mathbf{U}_\varepsilon \) is relatively compact in \( W^{-1,s}(I \times \Omega) \) for some \( s > 1 \). Moreover, in view of the estimates collected in Section 3.4.2, all terms in \( \mathbf{U}_\varepsilon \) are bounded in \( L^p(I \times \Omega) \) for some \( p > 1 \).

On the other hand, the field \( \mathbf{V}_\varepsilon = (\vartheta_\varepsilon, 0, 0, 0) \), is bounded in any \( L^q(I \times \Omega; \mathbb{R}^4) \), \( 1 < q < \infty \), provided \( \beta \) is large enough, and \( \text{Curl}_t \mathbf{V}_\varepsilon \) is relatively compact in \( W^{-1,s}(I \times \Omega; \mathbb{R}^4) \) for \( s > 1 \). Then a direct application of Lemma 2.2.4 yields

\[ \frac{4}{3} a(\vartheta \vartheta^3 - \vartheta^3) = (\vartheta \varrho s_G - \vartheta \varrho s_G). \quad (3.92) \]

The right-hand side integrated over a ball \( B \subset I \times \Omega \), can be split

\[ \lim_{\varepsilon \to 0} \int_B \varrho_\varepsilon s_G(\varrho_\varepsilon, \vartheta_\varepsilon)(\vartheta_\varepsilon - \vartheta) \, dx \, dt = \]

\[ \lim_{\varepsilon \to 0} \int_B \varrho_\varepsilon (s_G(\varrho_\varepsilon, \vartheta_\varepsilon) - s_G(\varrho_\varrho, \vartheta))(\vartheta_\varepsilon - \vartheta) + \varrho_\varepsilon s_G(\varrho_\varepsilon, \vartheta)(\vartheta_\varepsilon - \vartheta) \, dx \, dt, \]

where the former term is non-negative, while the later one tends to zero, by virtue of calculation (4.71) if we prove

\[ B(\varrho)G(\vartheta) = B(\varrho)G(\vartheta). \quad (3.93) \]

Using the renormalized continuity equation, one can show similarly as in (4.59) that

\[ B(\varrho) \to B(\varrho) \text{ in } C([0,T]; L^p_{weak}(\Omega)). \quad (3.94) \]

for any \( B \in W^{1,\infty}(\mathbb{R}) \). On the other hand in view of the estimate (3.53), we have

\[ G(\varrho_\varepsilon) \to G(\varrho) \text{ weakly in } L^2(I; W^{1,2}(\Omega)) \]

for any \( G \in W^{1,\infty}(\mathbb{R}) \). Then (3.93) is a consequence of the compact imbedding \( L^p(\Omega) \hookrightarrow W^{-1,2}(\Omega) \) for \( p > \frac{6}{5} \). Finally, (3.92) yields

\[ \vartheta^3 \vartheta \geq \varrho^3 \vartheta \quad \text{a.e. on } I \times \Omega \quad (3.95) \]

and using the Minty trick, we conclude

\[ \vartheta_n \to \vartheta \text{ in } L^4(I \times \Omega). \quad (3.96) \]
3.5 Vanishing viscosity limit

3.5.4 Strong convergence of the density field

In order to identify weak limits of the nonlinear terms, like $\overline{p_0}(\varrho_\varepsilon, \vartheta_\varepsilon)$, we have to prove the strong convergence of the density field. Following Section 4.7, we begin with compactness properties of the effective viscous pressure. Testing (3.83) by $\psi \eta \varphi_\varepsilon = \psi(t)\eta(x)\nabla \Delta^{-1} \xi(x)\varrho_\varepsilon$ and using the continuity equation (3.70), we get

$$
\int_Q \psi \xi \left( \eta \left[ p_{\delta, \varepsilon} - R : [\eta S_\varepsilon] \right] \right) \varrho_\varepsilon \, dx \, dt = \tag{3.97}
$$

$$
\int_Q \psi (S_\varepsilon - \varrho_\varepsilon u_\varepsilon \otimes u_\varepsilon) : \nabla \eta \otimes \varphi_\varepsilon - \psi p_{\delta, \varepsilon} \nabla \eta \cdot \varphi_\varepsilon \, dx \, dt
$$

$$
- \int_Q \eta \varphi_\varepsilon \cdot (\partial_t \psi \varphi_\varepsilon + \psi \nabla \Delta^{-1} \left[ \nabla \xi \cdot \varphi_\varepsilon \right] u_\varepsilon) \, dx \, dt - \int_Q \psi \varphi_\varepsilon \cdot (\varrho_\varepsilon f) \, dx \, dt
$$

$$
+ \varepsilon \int_Q (\nabla \varphi_\varepsilon \cdot \nabla) u_\varepsilon \cdot \nabla (\psi \eta \varphi_\varepsilon) + \psi \eta \varphi_\varepsilon u_\varepsilon \cdot \nabla \cdot [\xi \varphi_\varepsilon] - \psi \eta \nabla \Delta^{-1} \left[ \nabla \eta \cdot \nabla \varphi_\varepsilon \right] \, dx \, dt
$$

$$
+ \int_Q \psi \varphi_\varepsilon \cdot (R : [\eta \varphi_\varepsilon] \varphi_\varepsilon - \eta \varphi_\varepsilon u_\varepsilon \cdot R [\varphi_\varepsilon]) \, dx \, dt.
$$

On the other hand, (3.91) tested by $\psi \overline{p}_\varepsilon = \psi(t)\eta(x)\nabla \Delta^{-1} \xi(x)\varrho$ together with the limit of the continuity equation (3.88) gives

$$
\int_Q \psi \xi \left( \eta \left[ p_{\delta, \varepsilon} - R : [\eta S] \right] \right) \varrho \, dx \, dt = \tag{3.98}
$$

$$
\int_Q \psi (S - \varrho u \otimes u) : \nabla \eta \otimes \overline{\varphi} - \psi p \nabla \eta \cdot \overline{\varphi} \, dx \, dt
$$

$$
- \int_Q \eta \varphi \cdot (\partial_t \psi \overline{\varphi} + \psi \nabla \Delta^{-1} \left[ \nabla \xi \cdot \varrho u \right] \right) \, dx \, dt - \int_Q \psi \overline{\varphi} \cdot (\varrho f) \, dx \, dt
$$

$$
+ \int_Q \psi \varphi \cdot (R : [\eta \varphi] \varphi - \eta \varphi u \cdot R [\varphi]) \, dx \, dt.
$$

The right-hand side of (3.97) tends to the right-hand side of (3.98), in particular for the very last terms one can apply Corollary 2.2.5. Then the left-hand sides imply

$$
\lim_{\varepsilon \to 0} \int_Q \psi \xi \left( \eta \left[ p_{G(\varrho_\varepsilon, \vartheta_\varepsilon)} + p_R(\vartheta_\varepsilon) + \delta (\varrho_\varepsilon^4 + \vartheta_\varepsilon^4) - (\xi + \frac{4}{3} \mu_\varepsilon) \text{div} u_\varepsilon \right] \right) (\varrho_\varepsilon - \varrho) \, dx \, dt
$$

$$
= \lim_{\varepsilon \to 0} \int_Q 2 \psi \xi \left( R : [\eta \mu_\varepsilon \nabla u_\varepsilon] - \eta \mu_\varepsilon R : [\nabla u_\varepsilon] \right) (\varrho_\varepsilon - \varrho) \, dx \, dt. \tag{3.99}
$$

The right-hand side tends to zero by means of Lemma 2.2.6, the interpolation, and strong convergence of the temperature. Then (3.99) reduces to

$$
\lim_{\varepsilon \to 0} \int_Q \varphi(\zeta(\vartheta) + \frac{4}{3} \mu(\vartheta)) \text{div} u_\varepsilon (\varrho_\varepsilon - \varrho) \, dx \, dt
$$

$$
= \lim_{\varepsilon \to 0} \int_Q \varphi \left( p_{G(\varrho, \vartheta)} + \delta (\varrho^3 + \vartheta^3) \right) (\varrho_\varepsilon - \varrho) \, dx \, dt \quad \text{for any } \varphi \in D(Q). \tag{3.100}
$$

Since $p_{G(\varrho, \vartheta)} + \delta (\varrho^3 + \vartheta^3)$ is a non-decreasing function of $\varrho$, one have

$$
(p_{G(\varrho, \vartheta)} + \delta \varrho^3 - p_{G(\varrho, \vartheta)} - \delta \varrho^3) (\varrho_\varepsilon - \varrho) \geq 0.
$$
Then because of the strong convergence of the temperature the right-hand side of (3.100) is greater than zero and one gets
\[ \varrho \text{div} u - \varrho \text{div} \mathbf{u} \geq 0. \] (3.101)

Using Lemma 3.1.2, Lemma 3.1.3 and Lemma 3.1.4, one can check that \( \varrho, \mathbf{u} \) satisfy
\[ \partial_t (\varrho \log (\varrho)) + \text{div}(\varrho \log (\varrho) \mathbf{u}) + \varrho \text{div} \varrho = 0 \quad \text{in} \quad \mathcal{D}'(I \times \mathbb{R}^3), \] (3.102)

provided \( \varrho, \mathbf{u} \) are extended by zero outside of \( \Omega \).

On the other hand for a \( B \in C^2[0, \infty) \), one can renormalize the equation (3.68) and deduce
\[ \partial_t B(\varrho) + \text{div}(B(\varrho) \mathbf{u}) = \varepsilon \text{div}(1_\Omega \nabla B(\varrho)) - \varepsilon 1_\Omega B''(\varrho) |\nabla \varrho|^2 \quad \text{in} \quad \mathcal{D}'(I \times \mathbb{R}^3). \]

Taking a convex function \( B(\varrho) = \varrho \log \varrho \), integrating over \( \Omega \) and letting \( \varepsilon \to 0 \), we infer
\[ \int_I \int_\Omega (\varrho \log \varrho - \bar{\varrho} \log \bar{\varrho})[\tau] \, dx \, dt \leq \int_0^\tau \int_\Omega (\varrho \log \varrho)[0] - (\varrho \log \bar{\varrho})[\tau], \]

which combined with (3.102) and (3.101) yields
\[ \int_\Omega (\varrho \log \varrho - \bar{\varrho} \log \bar{\varrho})[\tau] \, dx \geq \int_0^\tau \int_\Omega \varrho \text{div} \mathbf{u} - \varrho \text{div} \mathbf{u} \, dx \, dt \geq 0. \]

Then applying Theorem 2.2.3 we conclude
\[ \varrho_\varepsilon \to \varrho \quad \text{in} \quad L^1(I \times \Omega). \]

### 3.5.5 Limit passage - continued

With the strong convergence at hand, we can finish the passage to the limit in equations. First, we can identify \( \mathbf{p}_\varepsilon, \mathbf{S} \) in the momentum equation with \( \mathbf{p}_\delta, \mathbf{S} \) respectively. Next, in the entropy equation the epsilon terms vanish, while the other terms are equi-integrable except the measure \( \Sigma_\varepsilon \). Nevertheless, \( \Sigma_\varepsilon \) is uniformly bounded in the space of Radon measures \( \mathcal{M}(I \times \Omega) \), so up to the subsequence we have
\[ \langle \Sigma_\varepsilon, \varphi \rangle \to \langle \Sigma_\delta, \varphi \rangle \quad \text{as} \quad \varepsilon \to 0 \]

for any \( \varphi \in \mathcal{D}(I \times \Omega) \). Moreover,
\[ \Sigma_\delta \geq \sigma_\delta = \frac{\kappa |\mathbf{u}| \|
abla \vartheta\|}{\delta^2} + \delta \vartheta^{3-2} |\nabla \vartheta|_\delta + \frac{\mathbf{S} : \nabla \mathbf{u}}{\delta} \]
in \( \mathcal{M}(I \times \Omega) \) because of the lower semi-continuity of the convex terms in \( \sigma_\varepsilon \).

In the energy equality, one can use a similar argument as for the convective term to pass with the kinetic energy term \( \varrho |\mathbf{u}|^2 \), the artificial pressure is equi-integrable due to (3.87) and the term \( \varepsilon (\vartheta^{3-2} - \vartheta^3) \) tends to zero.

Finally, we obtain a solution \( (\varrho, \mathbf{u}, \vartheta) \) of the limit system
\[ \int_I \int_\Omega B(\varrho) \partial_t \varphi + B(\varrho) \mathbf{u} \cdot \nabla \varphi - b(\varrho) \text{div} \mathbf{u} \varphi \, dx \, dt = 0, \quad \text{for} \quad \varphi \in \mathcal{D}(I \times \Omega) \] (3.103)
and any $B$ satisfying (3.7),
\[
\int_I \int_\Omega (\varphi u - \varphi^3) \cdot \partial_t \varphi + \varphi^4 \cdot \nabla \varphi + p_\delta \div \varphi - S[u] : \nabla \varphi + g f \cdot \varphi \, dx \, dt = 0,
\]
for $\varphi \in \mathcal{D}(I \times \Omega; \mathbb{R}^3)$, (3.104)

\[
\int_I \int_\Omega (\varphi s) \partial_t \varphi + (\varphi s) u \cdot \nabla \varphi - \frac{\kappa_\delta |u| \nabla \varphi \cdot \nabla \varphi}{\vartheta} + (\Sigma_\delta, \varphi) \, dx \, dt = 0,
\]
for $\varphi \geq 0$, $\varphi \in \mathcal{D}(I \times \Omega)$, (3.105)

\[
\frac{1}{2} |u|^2 + \varphi \epsilon + \delta \left( \frac{\varphi^3}{\beta - 1} + \varphi^2 \right) \, dt = \int_\Omega g f \cdot u \, dx \quad \text{for a.e. } t \in I.
\]
(3.106)

It remains to clarify initial conditions. In view of (3.24) and the strong convergence of the density, one can pass to the limit in the initial condition (3.69) to deduce
\[
\varrho[t] \to \varrho[0] = \varrho_0 \text{ weakly in } L^1(\Omega).
\]
Moreover, applying Lemma 3.1.5, one obtains even the strong convergence.

Similarly we can treat the other initial conditions (3.84), (3.78), (3.81) using the limit equations and assumptions (3.24), (3.29). We conclude
\[
\varrho[t] \to \varrho[0] = \varrho_0 \quad \text{in } L^1(\Omega),
\]
\[
(\varrho u)[t] \to (\varrho u)[0] = \varrho_0 u_0 \quad \text{weakly in } L^1(\Omega; \mathbb{R}^3),
\]
\[
E_\delta[t] \to E_\delta[0] = E_\delta(\varrho_0, u_0, \vartheta_0),
\]
and
\[
\text{esslim}_{\tau \to 0^+} \int_\Omega (\varphi s(\varrho, \vartheta)) |t| \varphi \, dx \geq \lim_{\tau \to 0^+} \int_\Omega (\varphi s(\varrho, \vartheta)) \, dx \, dt = \int_\Omega \varrho_0 s_0(\varrho_0, \vartheta_0) \varphi \, dx
\]
for any $\varphi \in \mathcal{D}(\Omega)$, $\varphi \geq 0$.

## 3.6 Vanishing artificial pressure

Our ultimate goal is pass to the limit in the system (3.103 - 3.106) as $\delta \to 0$ and remove remaining artificial terms.

### 3.6.1 The estimates revisited

One can perform the same estimates as in Section 3.3. Integrating the total energy balance (3.106) over the time interval $[0, t]$ and testing the entropy equation (3.105) by an approximating sequence of $\varphi = 1_{[0, t]}$, we get
\[
\varrho |u|^2, \varphi^3, \delta \varphi^3, \varphi^4, g s G, \delta g |\log \vartheta| \quad \text{bounded in } L^\infty(I; L^1(\Omega)),
\]
(3.109)
and

\[ |\nabla u|^2, |\nabla \vartheta|^2, |\nabla \log \vartheta|^2, \delta|\nabla \vartheta|^2 \text{ bounded in } L^1(I \times \Omega) \]  

(3.110)

uniformly with respect to \( \delta \).

In contrast to the previous limits, we have no uniform estimate for \( \vartheta \log \vartheta \). However, using the entropy inequality once again, one can proceed similarly as in (4.51), namely one can find \( M, \delta^* > 0 \), independent of \( \delta \), such that

\[ |\{ \vartheta[\tau] \geq \delta^* \}| \geq M > 0, \text{ while } \int_{\{\vartheta[\tau] \geq \delta^*\}} \log \vartheta[\tau] \, dx \leq C \]

uniformly with respect to \( \tau \in I \) and \( \delta \). Then the Poincaré inequality 2.1.2 leads to

\[ u, \; \vartheta^{\frac{2}{\nu}}, \; \log \vartheta, \; \sqrt{\delta \vartheta} \text{ bounded in } L^2(I; W^{1,2}(\Omega)). \]  

(3.111)

Using these estimates, we have also \( \vartheta \) bounded in \( L^\infty(I \times \Omega) \) and \( S \) bounded in \( L^p(I \times \Omega) \) for some \( p > 1 \).

### 3.6.2 Modification of pressure estimate

Similarly to Section 3.5.1, we have to derive better than \( L^1 \)-estimate for the pressure. However, several modifications have to be made because of weaker uniform estimates for the density. On the other hand, we can take advantage of the renormalized continuity equation (3.103) without the inconvenient elliptic term.

We use

\[ \varphi = \psi(t)B[\pi^\varepsilon_\delta], \; \pi^\varepsilon_\delta = \omega_\varepsilon \ast g^\varepsilon_0 - \int_{\Omega} \omega_\varepsilon \ast g^\varepsilon_0 \, dx \]

as a test function in (3.104). For the time derivative \( \partial_t \varphi \), we shall use the mollified version of the renormalized continuity equation (3.12). Provided \( \nu > 0 \) is sufficiently small, specifically \( \nu < \frac{1}{18} \), we deduce

\[
\| \partial_t B[\pi^\varepsilon] \|_{L^1(I; L^\infty(\Omega; \mathbb{R}^3))} \leq C \left( \| (\omega_\varepsilon \ast g^\varepsilon_0) u_s \|_{L^1(I; L^\infty(\Omega; \mathbb{R}^3))} + \| \omega_\varepsilon \ast (g^\varepsilon_0 \text{div} u_s) + r_\varepsilon \|_{L^1(I; L^{\frac{3}{2}}(\Omega))} + \int_{\Omega} \omega_\varepsilon \ast (g^\varepsilon_0 \text{div} u_s) \, dx \right) \leq C(\| g^\varepsilon_0 u_s \|_{L^1(\Omega)} + \| g^\varepsilon_0 \text{div} u_s \|_{L^1(I; L^{\frac{3}{2}}(\Omega))} + 1),
\]

where the right-hand side is bounded independently of \( \delta \) and \( \varepsilon \). Now, testing (3.104) by \( \varphi \), a straightforward calculation yields

\[
\int_0^T \int_{\Omega} \psi g_\varepsilon (\omega_\varepsilon \ast g^\varepsilon_0) \, dx \, dt = \sum_{j=1}^4 I_j = \int_0^T \int_{\Omega} \psi g_\varepsilon \, dx \, \int_{\Omega} \omega_\varepsilon \ast g^\varepsilon_0 \, dx \, dt \]

(3.112)
By virtue of estimates (3.109), (3.111) the first three integrals are bounded independently of \( \delta \) and \( \varepsilon \), where the most restrictive convective term leads to the condition \( \nu \leq \frac{\varepsilon}{5} \). For the last integral, we have

\[
I_4 \leq \|q_0\| \|B^\varepsilon[\pi_\varepsilon]\|_{L^1(I;L^5(\Omega))} \leq C
\]

Finally, using Fatou’s lemma, we get

\[
\int_0^T \int_\Omega p_\delta(q_\delta, \vartheta_\delta) \vartheta_\delta' \, dx \, dt \leq \liminf_{\varepsilon \to 0} \int_0^T \int_\Omega p_\delta(q_\delta, \vartheta_\delta) \omega_\varepsilon \star \vartheta_\delta' \, dx \, dt \leq C,
\]

whence in view of the hypothesis (3.15), we conclude

\[
\|p_\varepsilon(q_\delta, \vartheta_\delta)\|_{L^p(I \times \Omega)} \leq C \text{ for some } p > 1 \quad \text{and} \quad \|\delta(q^\varepsilon + q^2)\|_{L^1(I \times \Omega)} \leq \delta \frac{\pi}{{\varepsilon}} C.
\]

### 3.6.3 Limit passage

In view of the uniform estimates (3.109 \textendash} 3.111), we can use the Alaoglu-Bourbaki theorem 2.2.1 to identify limits

\[
g_\delta \to g \quad \text{weakly-∗ in } L^\infty(I;L^\frac{2}{3}(\Omega)),
\]

\[
u \quad \text{weakly in } L^2(I;W^{1,2}_0(\Omega;\mathbb{R}^3)),
\]

\[
\vartheta_\delta \to \vartheta \quad \text{weakly-∗ in } L^\infty(I;L^4(\Omega)).
\]

as \( \delta \to 0 \), passing to the subsequence as the case may be. Moreover, since \( g_\delta \) satisfies (3.103) and \( g_\delta u_\delta \) satisfies (3.104), we have even

\[
g_\delta \to g \quad \text{in } C([0,T];L^\frac{2}{3}_w(\Omega)),
\]

\[
B(g_\delta) \to B(g) \quad \text{in } C([0,T];L^p_w(\Omega)),
\]

\[
g_\delta u_\delta \to g u \quad \text{in } C([0,T];L^\frac{2}{3}_w(\Omega;\mathbb{R}^3)).
\]

for any

\[
B(z) \in C^1(0,\infty), \quad |B(z)| \leq 1 + z^3, \quad \lambda \in (0, \frac{5}{3}),
\]

and \( p \in (1, \frac{5}{3}) \).

Then one can pass to the limit in the continuity equation, i.e. (3.103) with \( B(z) = z \), and get

\[
\int_I \int_{\mathbb{R}^3} g \partial_t \varphi + g u \cdot \nabla \varphi \, dx \, dt = 0 \quad \text{for any } \varphi \in \mathcal{D}(I \times \mathbb{R}^3).
\]

Further, as \( L^\frac{2}{3}(\Omega;\mathbb{R}^3) \) is compactly imbedded into \( W^{-1,2}(\Omega;\mathbb{R}^3) \), the sequence \( g_\delta u_\delta \) converge strongly in \( C(I;W^{-1,2}(\Omega)) \) and therefore

\[
g_\delta u_\delta \otimes u_\delta \to g u \otimes u \quad \text{weakly in } L^2(I;L^{\frac{5}{3}}(\Omega;\mathbb{R}^3 \times \mathbb{R}^3)).
\]

Using the equi-integrability of \( S \) and \( p_\delta \), the artificial pressure vanishes as we pass to the limit in the momentum equation and we get

\[
\int_I \int_\Omega g u \cdot \partial_t \varphi + g u \otimes u : D\varphi + \overline{p} \text{div} \varphi - \mathbb{S} : \nabla \varphi + g f \cdot \varphi \, dx \, dt = 0
\]
for any $\varphi \in \mathcal{D}(I \times \Omega; \mathbb{R}^3)$.

If we succeed in proving the strong convergence of the temperature and the density, we can finish the limit process. We can pass to the limit in the renormalized continuity equation. In the momentum equation (3.121), we identify $p$, $\Sigma$ with $p$, $\Sigma$, respectively. In the entropy inequality (3.105), we use the weak lower semi-continuity of the convex term $\sigma_\delta$ and the equi-integrability of the other terms (see estimates in Section 3.6.4 later on). Finally, rewriting the total energy balance in the weak form (3.79), we obtain the last equation in the target system 3.2–3.5.

### 3.6.4 Pointwise convergence of the temperature

In order to prove the strong convergence of the temperature, we use again Proposition 4.6.1. Direct use of the estimates (3.109) and (3.111) imply

$$\varrho_\delta s_\delta (\bar{\varrho}_\delta, \vartheta_\delta) \text{ bounded in } L^2(I; L^p(\Omega)) \cap L^\infty(I; L^1(\Omega)), \quad p = \frac{30}{23} > \frac{6}{5},$$

whence by the interpolation, $\varrho_\delta s_\delta \vartheta_\delta$ is bounded in some $L^p(I \times \Omega)$, $p > 1$. Further, in accordance with hypothesis (3.22)

$$\|\kappa (\vartheta_\delta) \vartheta_\delta^{-1} \nabla \vartheta_\delta\|_{L^2(I \times \Omega)} \leq C \|\nabla \vartheta_\delta\|_2 \leq C$$

and by virtue of (3.54)

$$\delta \| \vartheta_\delta^{\beta-1} \nabla \vartheta_\delta \|_p \leq \delta^{\frac{1}{2}} \| \nabla (\vartheta_\delta^{\beta/2}) \|_2 \delta^{\frac{3\beta-3\beta+12}{3\beta+6\beta}} \| \vartheta_\delta\|_{\beta+\frac{3\beta+12}{3\beta+6\beta}} \delta^{\frac{3\beta+12}{3\beta+6\beta}} \rightarrow 0.$$

Finally, $\sigma_\delta$ is uniformly bounded in $L^1(I \times \Omega)$. Then Proposition 4.6.1 applied on the entropy inequality (3.105), using $\Sigma_\delta \geq \sigma_\delta$, yields

$$\varrho_\delta s_\delta (\bar{\varrho}_\delta, \vartheta_\delta) \rightarrow (\bar{\varrho} s, \vartheta) \text{ in } L^2(I; W^{-1,2}(\Omega)),$$

while

$$\delta \varrho_\delta \log \varrho_\delta \rightarrow 0 \text{ at least in } L^1(I \times \Omega).$$

Next, we use the structure of the entropy and the weak convergence of the temperature in the space $L^2(I; W^{1,2}(\Omega))$ to conclude

$$\frac{4}{3} a (\vartheta \vartheta^3 - \bar{\vartheta} \bar{\vartheta}^3) = (\bar{\varrho} \varrho \vartheta - \varrho \vartheta \vartheta).$$

Then, exactly as in Section 3.4.2, one can deduce the strong convergence of the temperature

$$\vartheta_\delta \rightarrow \vartheta \text{ in } L^4(I \times \Omega).$$

### 3.6.5 Strong convergence of the density field

Compactness of the density shall be proved in the very same way as in Section 4.7. In fact it is simpler as one can work on the whole domain $\Omega$. 


Testing (3.104) by $\psi(t)\eta(x)\Delta^{-1}[\xi(x)T^w_k(\theta)]$, $0 < \nu \leq 1$, and using the renormalized continuity equation

$$\partial_t(T^w_k(\theta)) + \text{div}(T^w_k(\theta)u_\delta) + [(T^w_k)'(\theta)\delta - T^w_k(\theta)]\text{div}u_\delta = 0 \quad \text{in } D'(I \times \Omega),$$

we get

$$\int_Q \psi(\eta_\delta - R : [\eta_S]) T^w_k(\theta) \, dx \, dt = 0 \quad (3.125)$$

$$\int_Q \psi(S_\delta - \theta_k u_\delta \otimes u_\delta) : \nabla \eta \otimes \varphi_\delta - \psi \eta \nabla \eta \cdot \varphi_\delta \, dx \, dt$$

$$- \int_Q \eta_\delta u_\delta \cdot (\partial_t \psi \varphi_\delta + \psi \nabla \Delta^{-1}[\nabla \xi \cdot T^w_k(\theta)u_\delta]) \, dx \, dt$$

$$- \int_Q \psi\eta_\delta u_\delta \cdot \nabla \Delta^{-1}[\xi((T^w_k)'(\theta)\theta_\delta - T^w_k(\theta))]\text{div}u_\delta + \psi \eta_\delta \varphi_\delta \cdot (\theta_\delta f) \, dx \, dt$$

$$+ \int_Q \psi u_\delta \cdot (\nabla \eta \delta u_\delta \xi T^w_k(\theta) - \eta_\delta u_\delta \cdot R(\xi T^w_k(\theta))) \, dx \, dt.$$

On the other hand, testing (3.121) by $\psi_\eta \varphi = \psi(t)\eta(x)\Delta^{-1}[\xi(x)T^\nu_k(\theta)]$, $0 < \nu \leq 1$ and using $L^1$-limit of the renormalized continuity equation

$$\partial_t(T^\nu_k(\theta)) + \text{div}(T^\nu_k(\theta)u) + [(T^\nu_k)'(\theta)\theta - T^\nu_k(\theta)]\text{div}u = 0 \quad \text{in } D'(I \times \Omega),$$

we get

$$\int_Q \psi(\eta_\delta - R : [\eta\delta]) T^\nu_k(\theta) \, dx \, dt = 0 \quad (3.126)$$

$$\int_Q \psi(S_\delta - \theta u \otimes u) : \nabla \eta \otimes \varphi - \psi \eta \nabla \eta \cdot \varphi \, dx \, dt$$

$$- \int_Q \eta \theta u \cdot (\partial_t \psi \varphi + \psi \nabla \Delta^{-1}[\nabla \xi \cdot T^\nu_k(\theta)u]) \, dx \, dt$$

$$- \int_Q \psi \eta \theta u \cdot \nabla \Delta^{-1}[\xi((T^\nu_k)'(\theta)\theta - T^\nu_k(\theta))]\text{div}u + \psi \eta \varphi \cdot (\theta f) \, dx \, dt$$

$$+ \int_Q \psi u \cdot (\nabla \eta \theta u \xi T^\nu_k(\theta) - \eta \theta u \cdot R(\xi T^\nu_k(\theta))) \, dx \, dt.$$

In view of the available estimates and using Corollary 2.2.5, the right-hand side of (3.125) tends to the right-hand side of (3.126) and the left-hand sides yields

$$\lim_{\delta \to 0} \int_Q \psi_{\xi}(p_{G}(\theta_\delta), \theta_\delta) + p_R(\theta_\delta) - (\zeta_\delta + \frac{\mu_\delta}{2})\text{div}u_\delta \, (T^w_k(\theta) - T^\nu_k(\theta)) \, dx \, dt$$

$$= \lim_{\delta \to 0} \int_Q \psi_{\xi}(R : [\eta \mu] \nabla u_\delta - \eta \mu \xi : [\nabla u_\delta]) \, (T^w_k(\theta) - T^\nu_k(\theta)) \, dx \, dt. \quad (3.127)$$

The right-hand side tends to zero by means of Lemma 2.2.6, the interpolation, and strong convergence of the temperature, thus (3.127) reduces to

$$\lim_{\delta \to 0} \int_Q \varphi(\xi(\theta) + \frac{4}{3} \mu(\theta))\text{div}u_\delta (T^w_k(\theta) - T^\nu_k(\theta)) \, dx \, dt$$

$$= \lim_{\delta \to 0} \int_Q \varphi(p_{G}(\theta_\delta)) (T^w_k(\theta) - T^\nu_k(\theta)) \, dx \, dt$$

for any $\varphi \in D(Q)$. \quad (3.128)
In the next step, we prove that $\rho$ at $B$ for any this end, we estimate
\[ \text{osc}_r [\varrho \rightarrow \varrho] := \sup_{k \geq 1} \limsup_{\delta \to 0} \int_Q |T_k(\varrho) - T_k(\varrho)|^r \, dx \, dt \leq C \quad \text{for some } r > 2. \tag{3.129} \]

Finally, we can use Proposition 3.1.3 to extend the class of valid $B$-functions.

In particular, the function
\[ B(z) = L_k(z)z, \quad L_k := \int_1^z \frac{T_k(s)}{s^2} \, ds, \]
can be used in the renormalized equation (3.2). Taking a difference of (3.2) and the weak limit of the equation (3.103) for \( \rho \), \( u \), we obtain

\[
\int_{\Omega} \left[ \rho L_k(\rho) - \rho L_k(0) \right] d\tau + \int_{0}^{T} \int_{\Omega} \left( T_k(\rho) - T_k(0) \right) \text{div} u \, dx \, dt + \int_{0}^{T} \int_{\Omega} \left( T_k(\rho) - T_k(0) \right) \text{div} u \, dx \, dt.
\]

The first term on the right-hand side is in fact zero as \( \rho[0] = \rho_0 \), the second term tends to zero as \( k \to \infty \) by the same argument as above, namely

\[
\| T_k(\rho) - T_k(0) \|_{L^2(Q)} \leq \liminf_{\delta \to 0} \| T_k(\rho) - T_k(\rho_\delta) \|_{L^1(Q)}^{\lambda} (\text{osc}_P \rho_\delta \to \rho(Q))^{1-\lambda} \leq C k^{-\frac{2}{5}}
\]

for suitable \( \lambda \in (0,1) \), \( p > 2 \). For the third term, we use the monotonicity of pressure with respect to the density and (3.128) with \( \nu = 1 \) to deduce

\[
\text{div} u - \text{div} u \leq 0 \text{ a.e. on } Q.
\]

Then, passing to the limit in (3.133) as \( k \to \infty \), we get

\[
\int_{\Omega} \left( \rho \log \rho - \rho \log \rho \right) (\tau) \, dx \leq 0,
\]

which implies the pointwise convergence of the density,

\[
\rho_n \to \rho \text{ a.e. on } Q.
\]
3. EXISTENCE THEORY FOR A NON-HOMOGENEOUS FLUID
Chapter 4

Evolution of solid-fluid system

This chapter is devoted to the existence theory for the problem of rigid bodies drifted in a compressible fluid. More specifically, we will show that one can get variational solutions to this problem as a limit of solutions to the Navier-Stokes-Fourier system with spatially dependent viscosities approaching infinity on the regions corresponding to the bodies. This clever penalization method has been used by Conca, San Martin, Tucsnak [7] and San Martin, Starovoitov, Tucsnak [30] to treat a similar problem for an incompressible fluid. Later, the same method was used by Feireisl [15] for bodies in a compressible fluid in the isentropic regime. Our aim is to extend this result to the case of a general heat conducting gas in the spirit of the theory discussed in Chapter 3.

In the first section, we derive the definition of variational solutions and we state the main existence result. Then in Section 4.2, we use Theorem 3.1.6 with suitably chosen transport coefficients to construct a sequence of approximate solutions. The displacement mappings, which describe the motion of approximate bodies, are constructed in Section 4.3. Then we derive necessary estimates in Section 4.4 and prove the strong convergence of the temperature, Section 4.6, and the density, Section 4.7. This allows us to pass to the limit in the equations within Sections 4.5 and 4.8 and finish the proof of the main result.

During the work on my thesis, it appears that performing the high viscosity limit as the last step is probably not optimal. It seems that one can obtain a better result inserting the high viscosity limit before the vanishing viscosity limit similarly as in [15]. Some ideas in this direction are presented in the last section 4.9.

4.1 Variational formulation

In the classical formulation, which was outlined in Chapter 1, there are separated equations and state quantities for the fluid and for the solid region. The fluid-solid interaction was represented by the continuity of the velocity and the temperature over the (smooth) boundary of the bodies and also by the continuity of the stress and the heatflux in the normal direction. The weak solutions need not to be continuous, therefore the interaction has to be treated differently. We shall join the integral formulations of the equations for the fluid and for the
solid part. Because of the continuity conditions on the boundary of the bodies, the boundary
integrals mutually vanish and we obtain unified weak formulation of the balance laws on the
whole domain \( \Omega \).

Description of the bodies and their motion is similar to the classical formulation. We shall call
the displacement (mapping) a family of diffeomorphisms \( \eta[t] \), \( \eta \in AC(I; C_{loc}(\mathbb{R}^3)) \), which
describes motion of particles, cf. (1.1). Further, we shall say that \( \eta \) is the rigid displacement
(mapping) if it is an affine isometry (1.3).

For the weak solution the velocity need not be continuous. Consequently the relation (1.4)
has to be revisited. We shall say that a (velocity) field \( u \) is compatible with \( \{ \eta, S \} \), if \( \eta \) is a
displacement, \( S \) is an evolution of the compact set (the body) \( S[t] = \eta[t](S_0) \), and it holds
\[
\frac{\partial}{\partial t} \eta[t](\eta[-t](\cdot)) = u(t, \cdot) \quad \text{on} \ S[t].
\]
(4.1)
The equality in (4.1) has to be understood in the sense of corresponding spaces. More
specifically, as the velocity lives in the space \( W^{1,2}(\Omega; \mathbb{R}^3) \) the equality \( v = u \) on the compact
set \( S \) means \( u - v \in W^{0,2}_0(\mathbb{R}^3 \setminus S; \mathbb{R}^3) \). We shall also say that \( u \) is compatible with \( \eta \) if (4.1)
holds on the whole domain \( \Omega \).

In what follows, we consider the motion of fluid and rigid bodies \( S^i \), \( i = 1, \ldots , N \) in the
domain \( \Omega \subset \mathbb{R}^3 \) during the time interval \( I = (0, T) \). The motion of the bodies is given by the
rigid displacements \( \eta^i \) through the formula \( S^i[t] := \eta^i[t](S^i_0) \), where \( S^i_0 \) is the body in the
initial position. The bodies \( S^i[t] \) are compact connected sets with non-empty interior and
boundary of zero measure for all times \( t \in I \). In terms of \( \eta^i \) we introduce domains
\[
Q := I \times \Omega, \quad Q^i := \{(t, x) \mid t \in I, x \in S^i(t)\},
\]
\[
Q^* := \bigcup_{i=1}^N Q^i, \quad Q^f := Q \setminus Q^*,
\]
\[
\Omega^*[t] := \bigcup_{i=1}^N S^i[t], \quad \Omega^f[t] := \Omega \setminus \bigcup_{i=1}^N S^i[t].
\]
(4.2)

We merge the state quantities as follows
\[
\varrho(t, x) = \begin{cases}
\varrho^i(t, x) & \text{on} \ Q^f, \\
\varrho^S(\eta^i[-t](x)) & \text{on} \ Q^i, \\
0 & \text{on} \ \mathbb{R}^3 \setminus \Omega,
\end{cases}
\]
\[
u(t, x) = \begin{cases}
u^i(t, x) = V(t) + \omega(t) \times (x - X_S^i(t)) & \text{on} \ Q^f, \\
0 & \text{on} \ \mathbb{R}^3 \setminus \Omega,
\end{cases}
\]
\[
\varrho(t, x) = \begin{cases}
\varrho^f(t, x) & \text{on} \ Q^f, \\
\varrho^i(t, r), \ r = \eta^i[-t](x) - X^i(0) & \text{on} \ Q^i.
\end{cases}
\]

To keep the consistency between the global velocity \( u \) and the bodies \( S[t] \), we require that
\( u \) is compatible with \( \{ \eta^i, S^i \} \) for all \( i = 1, \ldots , N \). This condition, which can also be viewed
as an expression of the boundary conditions (1.41), is enough to ensure the impermeability of
the bodies even in the case of weak solution.
Lemma 4.1.1. [15, Lemma 3.1] Let the velocity \( \mathbf{u} \) be compatible with \( \{ \eta^i, \bar{S}^i \} \) for \( i = 1, 2 \). Define \( S^i := (\bar{S}^i)^\circ, i = 1, 2 \). Then either \( S^1[t] \cap S^2[t] = \emptyset \) for all \( t \in [0, T] \) or \( S^1[t] \cap S^2[t] \neq \emptyset \) and \( \eta^i[t] = \eta^j[t] \) for all \( t \in [0, T] \).

Proof. Assume that there exists \( \mathbf{y} \in S^1[\tau] \cap S^2[\tau] \) for some \( \tau \in [0, T] \). Since \( \eta^i \) are continuous and \( S^i[t] \) are open, we can find \( \varepsilon \) such that

\[
B_{\varepsilon}(\mathbf{y}) \subset S^1[t] \cap S^2[t] \quad \forall t \in B_{\varepsilon}(\tau).
\]

Further, \( \eta^i \) are both compatible with the same velocity and they are rigid displacements, thus they obey (1.4). Consequently it holds

\[
\frac{d}{dt}X^1(t) + Q^1(t)(x - X^1(t)) = \frac{d}{dt}X^2(t) + Q^2(t)(x - X^2(t)) \quad \forall t \in B_{\varepsilon}(\tau), \ x \in B_{\varepsilon}(\mathbf{y}).
\]

Then for every \( t \in B_{\varepsilon}(\tau) \) it must be \( Q^1[t] = Q^2[t] = Q[t] \) while \( X^i \) satisfy

\[
\frac{d}{dt}(X^1(t) - X^2(t)) = Q[t](X^1(t) - X^2(t)).
\] (4.3)

In accordance with (1.3) the displacement between times \( s \) and \( t \) have a form

\[
\eta^i[s \to t](x) := \eta^i[t](\eta^i[s](x)) = X(t) + \mathbb{O}[s \to t](x - X(s))
\]

where \( \mathbb{O}[s \to t] := \mathbb{O}[t] \mathbb{O}^{-1}[s] \). As (1.3) is solution of (1.4) the solution of (4.3) reads

\[
(X^1(t) - X^2(t)) = \mathbb{O}[\tau \to t](X^1(\tau) - X^2(\tau))
\]

Now it is easy to see that \( \eta^i[t \to \tau] = \eta^2[t \to \tau] \) for every \( t \in B_{\varepsilon}(\tau) \). Finally, using the continuity of \( \eta^i \), we can extend this equality to the whole interval \( [0, T] \).

4.1.1 Continuity equation

In order to derive unified continuity equation, we apply the transport theorem 1.1.1 on a the quantity \( \varphi \), \( \varphi \in \mathcal{D}(I \times \mathbb{R}^3) \) considering successively the domains \( \Omega^f[t] \) and \( \Omega^s[t] \). Since the function \( \varphi \) is compactly supported in \( (0, T) \) we get

\[
0 = \int_0^T \frac{d}{dt} \int_{\Omega^f(t)} \varphi \, d\mathbf{x} + \frac{d}{dt} \int_{\Omega^s(t)} \varphi \, d\mathbf{x} \, dt
\]

\[
= \int_0^T \int_{\Omega^f(t)} \varphi \partial_t \varphi + \varphi \mathbf{u} \cdot \nabla \varphi + [\partial_t \varphi + \text{div}(\varphi \mathbf{u})] \varphi \, d\mathbf{x} \, dt
\]

\[
+ \int_0^T \int_{\Omega^s(t)} \varphi \partial_t \varphi + \varphi \mathbf{u} \cdot \nabla \varphi + [\partial_t \varphi + \text{div}(\varphi \mathbf{u})] \varphi \, d\mathbf{x} \, dt.
\]

By virtue of (1.7) and (1.8), the square brackets are equal to zero and the unified equation follows:

\[
\int_0^T \int_{\mathbb{R}^3} \varphi \partial_t \varphi + \varphi \mathbf{u} \cdot \nabla \varphi \, d\mathbf{x} \, dt = 0 \quad \varphi \in \mathcal{D}(I \times \mathbb{R}^3).
\] (4.4)

Conversely, provided \( \varphi, \mathbf{u} \) are solutions of (4.4) smooth in \( Q^f \), one can test this equation by any \( \varphi \) supported in \( Q^f \) to get (1.7). On the other hand, the density on the solid region is perfectly propagated even in the case of weak solution, in particular we claim:
Lemma 4.1.2. [15, Lemma 3.2] Let \( \rho, u \) satisfy the continuity equation (4.4),
\[
\rho \in L^\infty(I; L^\gamma(\Omega)), \quad u \in L^2(I; W^{1,2}_0(\Omega)), \quad \gamma > 1,
\]
and let \( u \) be compatible with \( \{ \eta, S \} \), where \( \eta \) is a rigid displacement. Then
\[
\rho(t, \eta^t(x)) = \rho(0, x) \quad \text{for a.e. } x \in (S(0))^c \text{ and any } t \in [0, T].
\]

Proof. To begin with, let us recall that
\[
u(t, x) = \rho(t, x) u(t, x) = V(t) + Q(t)(x - X(t)) \quad \text{on every } S^t[t], \quad (4.6)
\]
where obviously \( u^i \in L^2(I; W^{1,\infty}(\mathbb{R}^3)) \) and \( D u^i = 0 \). Next, we use the regularizing kernels \( \omega_\delta \ast \rho \) as a test functions in (4.4). For the fixed time \( t \in I \), we get
\[
(\partial_t(\omega_\delta \ast \rho) + \nabla(\omega_\delta \ast \rho) \cdot u)(y) = \int_{\mathbb{R}^3} \rho(x)(u(y) - u(x)) \cdot \nabla \omega_\delta(y - x) \, dx
\]
\[
= \int_{\mathbb{R}^3} \rho(x - z) \frac{u(x) - u(x - z)}{|z|} \cdot \nabla \omega_\delta(z)|z| \, dz \quad (4.7)
\]
for any \( y \in K_\delta[t], \, \text{dist}(K_\delta[t], \Omega^f[t]) > \delta \). Now, for any ball \( B[0] \subset \Omega^f[0] \) we can find \( \delta \) such that \( B[t] \subset K_\delta[t] \) for all times \( t \in I \). Thus (4.7) implies
\[
\left| \int_{B[t]} \omega_\delta \ast \rho \right| dy - \int_{B[0]} \omega_\delta \ast \rho[0] |dy| \leq \int_0^1 \int_{B[|s|]} |B_\delta(y)| \frac{1}{|y|} \| \rho \|_{L^\infty} \| u \|_{L^1} dy dx.
\]
Passing to the limit for \( \delta \to 0 \), the right-hand side tends to zero because of (4.5) and (4.6), while the left-hand side yields
\[
\int_{|B[t]|} \rho[t] \, dx = \int_{B[0]} \rho[0] \, dx.
\]
Then, using the Lebesgue point property, we conclude
\[
\rho(t, \eta^t(t)(x)) = \rho(0, x) \quad \text{for a.e. } x \in S^t(t).
\]
\]

4.1.2 Momentum equation

Taking the scalar product of (1.12) with the fixed vector \( a \) one gets
\[
a \cdot \left( \frac{d}{dt} \int_{S(t)} \rho \left( V + r \times \omega \right) dr \right)[\tau] = \int_{S(\tau)} a \cdot \left[ \partial_t (\rho u) + \text{div}(\rho u \otimes u) \right] dx =
\]
\[
a \cdot \int_{\partial S(\tau)} T n \, ds + a \cdot \int_{S(\tau)} \rho f \, dr.
\]
Lemma 4.1.3. Metric tensors operate like the vector product, we conclude \( \rho \) coincides with a set \( \Phi \). Similarly as in the previous section, we apply the transport theorem on the quantity

\[
\frac{d}{dt} \int_{S(t)} (b \times r) \cdot \rho u \, dr = \left( \frac{d}{dt} \int_{S(t)} (b \times r) \cdot \rho u \, dr \right)_{|r} =
\]

\[
= \int_{S(\tau)} (b \times r) \cdot \left[ \partial_t (\rho u) + \text{div}(\rho u \times u) \right] \nabla (b \times r) \cdot (\rho u \times u) \, dr =
\]

\[
= \int_{\partial S(\tau)} (b \times r) \cdot T n \, d\sigma + \int_{S(\tau)} (b \times r) \cdot \rho f \, dr,
\]

where we have used the fact that the scalar product of the symmetric tensor \( \rho u \times u \) and the antisymmetric tensor \( \nabla (b \times r) \) is zero. Adding up both equations and using substitution \( r = x - X_{S(\tau)} \), we obtain

\[
\int_{S(\tau)} \left[ \partial_t (\rho u)^* + \text{div}(\rho u \times u)^* \right] \cdot \varphi \, dx = \int_{\partial S(\tau)} T^f n \cdot \varphi + \int_{S(\tau)} \varphi^f \cdot \varphi \, dx \quad (4.9)
\]

for every \( \tau \in I \) and \( \varphi = a + b \times (x - X_{S(\tau)}) \). Equivalently, one can take any \( \varphi \in D(\mathbb{R}^3) \), \( \mathbb{D} \varphi = 0 \) on \( S(\tau) \), which is the statement of the following lemma.

**Lemma 4.1.3.** Let \( M \) be a domain in \( \mathbb{R}^3 \) then a set

\[
A := \{ f \in W^{1,1}(M) \mid \mathbb{D} f = 0 \text{ for a.e. } x \in M \}
\]

coincide with a set

\[
B := \{ f(x) = a + x \times b \mid a, b \in \mathbb{R}^3 \}.
\]

**Proof.** Apparently \( B \subset A \). On the other hand every \( f \) in \( A \) have an antisymmetric gradient. Hence taking second derivatives in the sense of distribution we observe

\[
0 = \partial_i \partial_i f_i = \partial_i \partial_j f_i = -\partial_i \partial_j f_j,
\]

and

\[
\partial_i \partial_j f_k = -\partial_k \partial_i f_j = \partial_j \partial_k f_i = -\partial_i \partial_j f_k.
\]

Thus \( \nabla \nabla f = 0 \). Consequently, \( \nabla f \) is a constant antisymmetric tensor and \( f \) has a form

\[
f(x) = a + Q x \text{ for some constant vector } a \text{ and antisymmetric tensor } Q.
\]

Since the antisymmetric tensors operate like the vector product, we conclude \( f \in B \). \( \square \)

Similarly as in the previous section, we apply the transport theorem on the quantity \( \rho u \cdot \varphi \), successively on the domains \( \Omega^f \) and \( \Omega^* \). In view of Lemma 4.1.3, we choose \( \varphi \in T \), where

\[
T := \{ \varphi \in D(Q) \mid \mathbb{D} \varphi = 0 \text{ on some open neighborhood of } Q^* \}.
\]

Using (1.10), (4.9), and the Green theorem we compute

\[
0 = \int_0^T \frac{d}{dt} \int_{\Omega^f(t) \cap \Omega^*(t)} (\rho u)^f \cdot \varphi \, dx \, dt = \int_0^T \int_{\Omega^f(t) \cap \Omega^*(t)} (\rho u)^f \partial_t \varphi + (\rho u \times u)^f : \nabla \varphi \, dx \, dt
\]

\[
+ \int_0^T \int_{\Omega^f(t)} -\nabla \varphi : T^f + \varphi : \varphi^f \, dx \, dt + \int_{\partial \Omega^f(t)} \varphi (T^f n) \, d\sigma - \int_{\partial \Omega^f(t)} \varphi^f (T^f n) \, d\sigma
\]

\[
+ \int_0^T \int_{\Omega^*(t)} (\rho u)^* \partial_t \varphi + (\rho u \times u)^* : \nabla \varphi + \varphi \cdot \varphi^* \, dx \, dt + \int_{\partial \Omega^*(t)} \varphi^f (T^f n) \, d\sigma.
\]

**4.1 Variational formulation**  
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Since the scalar product of the symmetric and the anti-symmetric tensor is zero, we conclude
\[\int_Q (\rho u) \cdot \partial_t \varphi + (g u \otimes u) : D \varphi \, dx \, dt = \int_Q T : D \varphi - g f \cdot \varphi \, dx \, dt \quad \varphi \in \mathcal{T}. \tag{4.12}\]

**Remark 4.1.4.** Later, when we derive suitable estimates, one can use a density argument to extend the set of admissible test function up to
\[\bar{T} = \{ \varphi_1 + \varphi_2 | \varphi_1 \in \mathcal{T}, \varphi_2 \in W^{1,p}_0(Q^f) \} \tag{4.13}\]
for some \(p\) large enough.

Conversely, if \((\tilde{\varrho}, \tilde{\mathbf{u}})\) is a regular solution of (4.12), we can recover (1.10) on \(Q^f\) taking the test functions \(\varphi\) with \(\text{supp} \varphi \subset Q^f\) in the equation (4.11). Similarly, one can take a sequence \(\varphi_n \in \mathcal{T}, |\text{supp} \varphi_n| \cap Q^f \rightarrow 0\) to get (4.9) and then (1.12) and (1.13). Unfortunately, the latter localizing procedure is applicable only in the times where no collision occurs, i.e. \(\partial S_i \cap \partial S_j = \emptyset\) and \(\partial S_i \cap \partial \Omega = \emptyset\) for \(i \neq j\).

### 4.1.3 Thermal inequalities

Like in the previous cases one can use the transport theorem and the entropy equation (1.19) separately for the solid and the fluid part to get
\[\int_0^T \int_{\Omega} g s \partial_t \varphi + g s u \cdot \nabla \varphi + \frac{q \cdot \nabla \varphi}{\varrho} + \sigma \varphi \, dx \, dt \leq 0 \tag{4.14}\]
for any \(\varphi \in D(I \times \overline{\Omega}), \varphi \geq 0\). Similarly, we get the global energy inequality
\[\int_{\Omega} E[t_2] - E[t_1] \, dx \leq \int_{t_1}^{t_2} \int_{\Omega} g f \cdot u \, dx \, dt. \tag{4.15}\]
where \(E = \frac{1}{2} \varrho |u|^2 + \varrho e\).

For a regular solution, indeed one can expect at most continuity of \(u\) and \(\varrho\) over \(\partial \Omega^s(t)\) and \(\varrho\) even with the jump, nevertheless we can use the transport theorem once again and integrate by parts in (4.14). Using \(\partial \varphi\) as the test function and performing the calculation (1.18) separately on the fluid and the solid part, we get
\[\int_0^T \int_{\Omega(t)} \partial_t (\varrho e) + \text{div}(\varrho e u) - \text{div}q + S : \nabla u \, \varphi \, dx \, dt
\]
\[\int_0^T \int_{\Omega(t)} \partial_t (\varrho e) + \text{div}(\varrho e u) - \text{div}q + S : \nabla u \, \varphi \, dx \, dt
\]
\[+ \int_0^T \int_{\partial \Omega^s(t)} q \cdot n \varphi \, d\sigma \, dt + \int_0^T \int_{\partial \Omega^s(t)} [q^f - q^l] \cdot n \varphi \, d\sigma \, dt \geq 0. \tag{4.16}\]
If we take \(\varphi = 1_{[0,t]}\) and add the kinetic energy equation (1.16), it became obvious that the strict inequality in (4.16) is in contradiction with (4.15), so we recover the internal energy equation (1.17).

Now we are ready to introduce the variational solutions of our system.
Definition 4.1.5. We shall say that functions
\[ v \in L^\infty(I; L^2(\Omega)), \ u \in L^2(I; W^{1,2}(\Omega)), \ \vartheta \in L^2(I; W^{1,2}(\Omega)) \] (4.17)
and rigid displacement mappings \( \{ \eta^i \}_{i=1}^N \) with bodies \( \{ S^i \}_{i=1}^N \) form the variational solution of problem (B) if

- The density \( v \) is non-negative a.e. in \( Q \), the temperature is positive a.e. in \( Q \), and the velocity \( u \) is compatible with \( \{ \eta^i, S^i \} \) for every \( i = 1 \ldots N \).
- The weak formulation (4.4) of the continuity equation holds, provided the density and the velocity are extended by zero outside of the domain \( \Omega \).
- The momentum equation holds in the sense of distributions, namely (4.12).
- The inequality (4.14) for the specific entropy and the opposite inequality (4.15) for the total energy are satisfied.

Besides the properties specified in Definition 4.1.5, the solution we are going to construct will satisfy also the renormalized continuity equation (3.9).

4.1.4 Constitutive equations - hypotheses

We assume that the pressure, as well as the internal energy and the entropy, are given by the same functions on the solid and on the fluid region. Although the original aim was to allow different pressure for the fluid and for the bodies, there appears a problem the formulation based on the entropy inequality. We discuss it at the end of the chapter. However, we allow the heat conductivity coefficient to be different.

Following discussion about the constitutive equations in Section 1.2.1, we assume the pressure in the form
\[
\begin{cases}
  p = p_G(v, \vartheta) + p_R(\vartheta), \\
  p_G = \vartheta^\alpha P(\vartheta^{-\alpha}), \quad p_R = a \vartheta^4, \quad a > 0,
\end{cases}
\] (4.18)
where \( P \) meets hypotheses
\[
\begin{cases}
  P \in C^1[0, \infty), \ P(0) = 0, \ P'(Y) \geq 0 \text{ on } (0, \infty), \\
  0 < \frac{5}{3} P(Y) - P'(Y)Y \leq c(1 + Y^\alpha), \ 0 < \alpha < \frac{50}{39}, \\
  \lim_{Y \to \infty} P(Y)Y^{-\alpha} = P_\infty > 0.
\end{cases}
\] (4.19)

Further, we assume the internal energy interrelated to the pressure by the Gibbs law (1.24). In particular we assume
\[
\begin{cases}
  e = e_G(v, \vartheta) + e_R(\vartheta), \\
  e_G = \frac{3}{2} \vartheta^{-\alpha} p_G, \quad e_R = a \vartheta^{-4}.
\end{cases}
\] (4.20)

Finally, according to (1.27) and (1.28), we assume the entropy
\[
\begin{cases}
  s = s_G(v, \vartheta) + s_R(\vartheta), \\
  s_G = S(\vartheta^{-\alpha}), \quad s_R = \frac{4a}{3} \vartheta^{-4}.
\end{cases}
\] (4.21)
where \( S \) is interrelated with \( P \) through the relation (1.38).

Besides these structural assumptions on the thermodynamical quantities, we assume that the fluid viscosities \( \mu^f \), \( \zeta^f \) are \( C^1 \)-functions of temperature with linear growth:

\[
\begin{aligned}
\mu &= \mu^f(\vartheta), \quad \zeta = \zeta^f(\vartheta) \quad \text{on} \quad Q^f \\
0 < \mu(1 + \vartheta) &\leq \mu^f(\vartheta); \quad |(\mu^f)'| \leq \varpi \\
0 < \mu(1 + \vartheta) &\leq \zeta^f(\vartheta); \quad |(\zeta^f)'| \leq \varpi.
\end{aligned}
\tag{4.22}
\]

On the other hand, the symmetric part of the velocity gradient is zero on the solid region and thus the term \( S : \nabla u \) is zero independently of the viscosities. The same holds for the term \( S : \nabla \varphi \) in the momentum equation, since \( \varphi \in T \).

The heat conductivity coefficient consists of the part due to the motion of the particles and the part caused by the radiation. The former part should have a linear growth in accordance with linear grow of the viscosities, while the latter one should behave like \( \vartheta^3 \). We assume different relations for the fluid and for the solid region, namely

\[
\begin{aligned}
\kappa &= \kappa^f = \kappa^f_G(\vartheta) + \kappa^f_R(\vartheta) \quad \text{on} \quad Q^f \\
\kappa &= \kappa^s = \kappa^s_G(\vartheta) + \kappa^s_R(\vartheta) \quad \text{on} \quad Q^s \\
0 < \kappa &\leq (\kappa^f_G(\vartheta), \kappa^f_G(\vartheta)) \leq \varpi \vartheta, \\
0 < \kappa \vartheta^3 &\leq (\kappa^s_R(\vartheta), \kappa^s_R(\vartheta)) \leq \varpi \vartheta^3,
\end{aligned}
\tag{4.23}
\]

where \( \kappa^f_G, \kappa^s_G, \kappa^f_R, \kappa^s_R \) are \( C^1 \)-functions of the temperature.

Now we are ready to state the main result about the existence of global-in-time the variational solutions to problem (B)

**Theorem 4.1.6.** Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain with \( C^{2+\nu} \) boundary \((\nu > 0)\). Assume \( p, \epsilon, s \) are given through (4.18), (4.20), (4.21) respectively. Let \( \mu, \lambda, \kappa \) obey (4.22), (4.23). Finally, let the external force \( f \in L^\infty(\Omega; \mathbb{R}^3) \) and the initial data \( g_0, \vartheta_0 \in L^\infty(\Omega), \ u_0 \in L^\infty(\Omega; \mathbb{R}^3) \) be given as well as the initial position of the bodies \( \{S^i_0\}_{i=1}^N \), where \( S_0 \) are open, connected sets with a \( C^1 \)-boundary. Then there exists at least one solution \( g, u, \vartheta, \{\eta^i, S^i\}_{i=1}^N \) of problem (B) in the sense of Definition 3.1.1, which satisfies the initial conditions

\[
\begin{aligned}
g[0] &\to g_0 \text{ in } L^1(\Omega), \\
(gu)[t] &\to g_0 u_0 \text{ weakly in } L^1(\Omega; \mathbb{R}^3), \\
\text{esslim}_{t \to 0^+} \int_\Omega (gu)[t] \varphi \ dx &\geq \int_\Omega g_0 s_0 \varphi \ dx, \quad \forall \varphi \in \mathcal{D}(\Omega), \ \varphi \geq 0, \\
E'[0] &\to E_0 = E(g_0, u_0, \vartheta_0).\eta'[0](x) = x, \ S'[0] = S^i_0,
\end{aligned}
\]

where \( s_0(x) = s(g_0(x), \vartheta_0(x)) \).

### 4.2 Approximating problems

As usual, the solution will be constructed via the sequence of approximate solutions. We use a sequence of the solutions \( (g_n, u_n, \vartheta_n) \) to Problem (F) from Chapter 3 with suitably
chosen constitutive relations. In particular, we take viscosities approaching infinity on the solid region given by

\[ \mu_n(t; \vartheta_n; \zeta_n) = \mu(t; \vartheta_n) + n\chi_n(t; x), \quad \zeta_n(t; x; \vartheta_n) = \zeta(t; \vartheta_n) + n\chi_n(t; x). \]

(4.24)

The heat conductivity is just a smooth approximation of the discontinuous relation (4.23), namely

\[ \kappa(t, x; \vartheta_n) = (1 - \chi_n(t; x))\mu(t, x) + \chi_n(t, x)\kappa_n(\vartheta_n, \vartheta_n), \]

(4.25)

where \( \chi_n \) is an approximation of the characteristic function of the solid region \( Q_s \), which will be specified in the following section. For this setting, we can use Theorem 3.1.6 to get

\[ \vartheta_n \in L^\infty(I; L^2(\Omega)), \quad u_n \in L^2(I; W^{1,2}_0(\Omega; \mathbb{R}^3)), \quad \vartheta_n \in L^2(I; W^{1,2}(\Omega)) \cap L^\infty(I; L^4(\Omega)), \]

which satisfy

\[ \int_0^T \int_{\Omega} B(\vartheta_n)\vartheta_n \varphi + B(\vartheta_n) u_n \cdot \nabla \varphi + b(\vartheta_n) \text{div} u_n \varphi \, dx \, dt = 0, \quad \varphi \in \mathcal{D}(I \times \mathbb{R}^3), \]

(4.26)

\[ \int_0^T \int_{\Omega} \vartheta_n u_n \cdot \vartheta_n \varphi + \vartheta_n u_n \otimes u_n : \nabla \varphi + p_n \text{div} \varphi - 2\mu_n \text{div} u_n : \nabla \varphi \]

\[ - (\zeta_n - \frac{2}{3}\mu_n) \text{div} \varphi + \vartheta_n f \cdot \varphi \, dx \, dt = 0, \quad \varphi \in \mathcal{D}(I \times \mathbb{R}^3), \]

(4.27)

\[ \int_0^T \int_{\Omega} \vartheta_n s_n \vartheta_n \varphi + \vartheta_n s_n u_n \cdot \nabla \varphi \]

\[ + \left( \frac{s_n \cdot \nabla u_n}{\vartheta_n} + \frac{\kappa_n |\vartheta_n|^2}{\vartheta_n^2} \right) \varphi \, dx \, dt \leq 0, \quad \varphi \in \mathcal{D}(I \times \Omega), \varphi \geq 0, \]

(4.28)

\[ \int_0^T \psi(t) E_n[t] \, dt = \int_0^T \int_{\Omega} \vartheta_n f \, dx \, dt, \quad \psi \in \mathcal{D}(I). \]

(4.29)

Moreover

\[ \vartheta_n[t] \to \vartheta_0 \text{ in } L^1(\Omega), \quad (\vartheta_n u_n)[t] \to (\vartheta u)_0 \text{ weakly in } L^1(\Omega), \quad E[t] \to E_0 \text{ as } t \to 0, \]

(4.30)

and

\[ \lim_{t \to 0^+} \int_{\Omega} (s_n \vartheta_n) [t] \varphi \, dx \geq \int_{\Omega} \vartheta_0 s_0 \varphi \, dx \quad \forall \varphi \in \mathcal{D}(\overline{\Omega}), \varphi \geq 0. \]

(4.31)

### 4.3 Construction of displacement mappings

For a nonvoid compact set \( K \subset \mathbb{R}^3 \), we define the distance function

\[ d_K(x) = \min_{y \in K} |x - y|. \]

It is easy to see that \( d_K \) is a Lipschitz continuous function with the amplitude of the gradient equal to 1 a.e. on \( \mathbb{R}^3 \setminus K \). Further, for any set \( S \subset \mathbb{R}^3 \), we define a signed distance function from the boundary \( \partial S \) as

\[ d_S(x) = \frac{d_{\mathbb{R}^3}(x)}{d_{\mathbb{R}^3}(x)} - d_{\mathbb{R}^3}(x). \]

We shall say that a sequence of sets \( S_n \subset \mathbb{R}^3 \) converges to \( S \subset \mathbb{R}^3 \) in the sense of boundaries, \( S_n \rightharpoonup S \), if

\[ d_{S_n} \to d_S \text{ in } C_{loc}(\mathbb{R}^3). \]

The following lemma, we shall find useful for the investigation of \( d_S \)-convergence.
Lemma 4.3.1. Let $f, g \in C^{0,\alpha}(\mathbb{R}^3; \mathbb{R}^3)$ be homeomorphisms on $\mathbb{R}^3$ and $A, B \subset \mathbb{R}^3$. Then it holds
\[ \|d_{f(A)} - d_{g(B)}\|_{C(\mathbb{R}^3)} \leq \left( \|f\|_{C^{0,\alpha}(\mathbb{R}^3)} + \|g\|_{C^{0,\alpha}(\mathbb{R}^3)} \right) \|d_{A} - d_{B}\|_{C(\mathbb{R}^3)} + \|f - g\|_{C(\mathbb{R}^3)}. \]

Proof. The continuous properties of $f$ imply $\mathbb{R}^3 \setminus f(K) = f(\mathbb{R}^3 \setminus K)$, $\overline{f(K)} = f(\overline{K})$ for any $K \subset \mathbb{R}^3$ and the same holds for $g$. Then, from the definition of $d_{f}$ distance function, it follows
\[ \|d_{f(A)} - d_{g(B)}\|_{C(\mathbb{R}^3)} \leq \|d_{f(A)} - d_{g(B)}\|_{C(\mathbb{R}^3)} + \|d_{f(\mathbb{R}^3 \setminus A)} - d_{g(\mathbb{R}^3 \setminus B)}\|_{C(\mathbb{R}^3)}. \]

Both terms on the right-hand side can be further estimated this way
\[ \|d_{f(A)} - d_{g(B)}\|_{C(\mathbb{R}^3)} \leq \max \left\{ \sup_{x \in f(A)} d_{g(B)}(x), \sup_{x \in f(A)} d_{g(A)}(x) \right\}. \]

Again, it is enough to explore the first supremum. For any $x \in f(A)$, there is $x_0 \in A$ such that $f(x_0) = x$ and there is $y_0 \in B$ such that $d_{B}(x_0) = |x_0 - y_0|$. Following estimate then finish the proof
\[ d_{g(B)}(x) = d_{g(B)}(f(x_0)) \leq |f(x_0) - g(y_0)| \leq |f(x_0) - f(y_0)| + |f(y_0) - g(y_0)| \leq \|f\|_{C^{0,\alpha}(\mathbb{R}^3)} |x_0 - y_0| \alpha + \|f - g\|_{C(\mathbb{R}^3)}. \]

Finally, we introduce a notation of $\delta$-stretch and $\delta$-shrink of the set $M$ as
\[ \oplus_{\delta} M := \bigcup_{x \in M} B_{\delta}(x), \quad \ominus_{\delta} M := \{ x | B_{\delta}(x) \subset M \}, \] respectively.

Having collected the preliminary material, we introduce displacement mappings $\eta_n$ for the approximating problems. It can not be done directly through (4.1), since the velocities $u_n$ are not regular enough. Instead, we use the velocities smoothed over some $\delta$-neighborhood:
\[ \frac{d}{dt} \eta_n[t](x_0) = (\omega_\delta * u_n)(t, \eta_n[t](x_0)), \quad \eta_n[0](x_0) = x_0, \quad (4.32) \]
where $\omega_\delta$ are smoothing kernels introduced in (2.1). Although $\eta_n$ are not compatible with $u_n$, we hope to get the limit displacement $\eta$ and the limit velocity $u$ such that $\mathbb{D}u = 0$ on the set $M$, where the viscosity penalization takes effect (roughly speaking it is the limit of supp$\chi_n$). In that case the limit velocity $u$ should coincide with $\omega_\delta * u$ on $\oplus_{\delta} M$. On the same set, $\eta$ should be the rigid displacement compatible with $u$. This deliberation motivates following definition of $\chi_n$. First, we denote
\[ O := \bigcup_{i=1}^{N} \ominus_{\delta} S_0^i, \quad O_n[t] := \eta_n[t](O). \]

The sets $O_n$ are bounded, open and non-empty since we assume bodies $S_0^i$ with $C^2$-boundary. By the same token, we can choose $\delta > 0$ such that $\oplus_{\delta} O = \bigcup S_0^i$. At last, we define
\[ \chi_n(t, x) := H(n(\delta + d_{O_n[t]}(x))), \quad (4.34) \]
where $H \in C^\infty(\mathbb{R})$ is a non-decreasing function such that $H = 0$ on $(-\infty, 0]$, and $H = 1$ on $(1, +\infty)$.

Let us show briefly that the constitutive relations (4.24), (4.25) completed with definition (4.34) meet assumptions of Theorem 3.1.6, in particular hypotheses (3.21), (3.22), and (3.23). The first two are satisfied because of (4.22) and (4.23). However, we have to check bounds for $\partial_x \kappa$ and $\partial_t \kappa$. The former is a direct consequence of (4.32) and assumption of $C^2$-boundary of the bodies. For the later bound we have

$$|\partial_t \kappa| \leq |\partial_t \chi_n| C \| \partial_\theta$$

and

$$|\partial_\kappa \chi_n(t, x)| \leq C(n) |\partial_\kappa \chi_n(t, x)| \leq C(n) |\nabla \chi_n(t, x)|$$

where $\kappa_n(t, x)$ is compatible with $\kappa_n(t, x)$. The same holds for $\kappa$, while for the heat conductivity, we get

$$|\kappa(t, x)| - \kappa(t, x)| \leq |\chi_n(t, x)| - \kappa(t, x)| \leq C|\kappa_n(t, x) - \kappa(t, x)|$$

where $\eta_n$ are displacements compatible with $u_n$, $\kappa$ respectively. The same holds for $\zeta$, where $\eta_n$ are displacements compatible with $u_n$, $\kappa$ respectively. The same holds for $\zeta$, while for the heat conductivity, we get

$$|\zeta_n(t, x)| - \zeta(t, x)| \leq |\chi_n(t, x)| - \zeta(t, x)| \leq C|\kappa_n(t, x) - \kappa(t, x)|$$

To finish the proof, it suffices to apply the following compactness result for the displacement mappings.

**Lemma 4.3.2.** Let $v_n$ be a sequence of (velocity) fields,

$$v_n$$

uniformly bounded in $L^p(I; W^{1,q}(\mathbb{R}^3; \mathbb{R}^3))$, $p > 1$, $q > 3$.

Let $\eta_n$ be a sequence of compatible (displacement) mappings, i.e. given through

$$\frac{d}{dt}\eta_n(t)[x_0] = v_n(t, \eta_n(t)[x_0]), \quad \eta_n[0](x_0) = x_0.$$  \hspace{1cm} (4.35)

Finally, let $S_n \subset \mathbb{R}^3$ be a sequence of sets, which converge to the set $S$ in the sense of boundaries. Then

$$v_n \rightarrow v$$

weakly in $L^p(I; W^{1,q}(\mathbb{R}^3; \mathbb{R}^3))$ \hspace{1cm} (4.36)

passing to the subsequence as the case may be, and

$$\eta_n[t] \rightarrow \eta[t]$$

uniformly in $t \in [0, T]$, \hspace{1cm} (4.37)

where $\eta[t]$ is compatible with $v$. Moreover

$$\eta_n[t] \rightarrow \eta[t]$$

where $\eta[t]$ is compatible with $v$. Moreover

$$S_n(t) \rightarrow S(t)$$

uniformly in $t \in [0, T]$, where $S_n(t) := \eta_n[t](S_n)$ and $S(t) := \eta[t](S)$. 

(4.38)
Proof. Applying the Alaoglu-Bourbaki theorem 2.2.1 on the sequence \( \mathbf{v}_n \) bounded in the reflexive space \( L^p(I; C^{0,\alpha}(\mathbb{R}^3; \mathbb{R}^3)) \), we get (4.36). Using the Sobolev imbedding, we have
\[
\mathbf{v}_n, \mathbf{v} \in L^p(I; C^{0,\alpha}(\mathbb{R}^3; \mathbb{R}^3)) \quad \text{for some } 0 < \alpha < 1,
\]
which justify (4.35). Then (4.35) can be used to deduce
\[
\left\| \mathbf{v}_n[t] - \mathbf{v}_n[s] \right\|_C = \sup_{x \in \mathbb{R}^3} \left| \int_s^t \mathbf{v}_n(\tau, \mathbf{v}_n(t, \mathbf{x})) \, d\tau \right| \leq |t - s|^{1/p'} \left\| \mathbf{v}_n \right\|_{L^p(I; C^{0,\alpha}(\mathbb{R}^3; \mathbb{R}^3))} \quad (4.40)
\]
which means that \( \mathbf{v}_n \) are equi-continuous. Employing the abstract Arzelà-Ascoli theorem 2.2.2 we conclude (4.37). Furthermore, it follows from (4.39) and (4.35) that \( \mathbf{v}_n \) as well as \( \mathbf{v} \) belong to \( C(I; C^{0,\alpha}_{loc}(\mathbb{R}^3; \mathbb{R}^3)) \). Thus one can use Lemma 4.3.1 with \( f = \mathbf{v}_n[t] \), \( g = \mathbf{v}[t] \) and \( A = S_n(0), B = S(0) \) to verify (4.38).

4.4 Uniform estimates

4.4.1 Energy estimate

Direct use of the total energy inequality (4.29) and the constitutive law for internal energy (4.29) yields
\[
E[\tau] = \left( \int_0^1 \frac{1}{2} \varrho_n |\mathbf{u}_n|^2 + (\varrho_n e_G + a \vartheta_n^4) \, d\mathbf{x} \right)(\tau) \leq E[0] + \int_0^\tau \int_\Omega \varrho_n \mathbf{u}_n \cdot \mathbf{f} \, d\mathbf{x} \, dt \leq E[0] + \int_0^\tau \| \mathbf{f} \|_\infty \left\| \varrho_n \mathbf{u}_n \right\|_2^\frac{2}{1} \left\| \varrho_n \right\|_1^\frac{1}{1} \, dt \quad (4.41)
\]
Thanks to the particular form of \( e_G \), and due to the hypotheses about positive cold pressure (1.36), (4.19), the left-hand side provides an estimate of the norms \( \| \varrho_n \mathbf{u}_n \|_2, \| \varrho_n \|_1 \). Thus we can apply the Gronwall lemma to infer
\[
\sqrt{\varrho_n} \mathbf{u}_n \text{ bounded in } L^\infty(I; L^2(\Omega; \mathbb{R}^3)), \quad (4.42) \\
\varrho_n e_n, p_n \text{ bounded in } L^\infty(I; L^1(\Omega)), \quad (4.43) \\
\varrho_n \text{ bounded in } L^\infty(I; L^{\frac{5}{2}}(\Omega)), \quad (4.44) \\
\vartheta_n \text{ bounded in } L^\infty(I; L^4(\Omega)). \quad (4.45)
\]

4.4.2 Entropy estimate

Using a spatially homogeneous test function in the entropy inequality (4.28), initial condition (4.31), and hypothesis (4.21) about the entropy, we arrive at
\[
\int_0^\tau \int_\Omega \frac{\kappa_n |\nabla \vartheta_n|^2}{\partial^2_n} + \frac{S_n : \nabla \mathbf{u}_n}{\varrho_n} \, d\mathbf{x} \, dt \leq \int_\Omega \left( \varrho_n s_G(\varrho_n, \vartheta_n) + \frac{4}{3} a \vartheta_n^3 \right)[\tau] \, d\mathbf{x} - \int_\Omega \varrho_0 s_0 \, d\mathbf{x}. \quad (4.46)
\]
Since \( P \in C^1[0, \infty) \), there exists a constant \( C_V \) such that
\[
c_v(Y) \leq C_V \quad \text{for any } 0 < Y < 1,
\]
c.f. (1.34). Hence we have

\[ \varrho_n s_G(\varrho_n, \vartheta_n) = \varrho_n S(\varrho_n \vartheta_n^{-\frac{3}{2}}) \leq C_v(-\varrho_n \log \varrho_n + \frac{3}{2} \varrho_n \log \vartheta_n) \leq C(\varrho^\frac{3}{2} + \varrho \vartheta). \] (4.47)

Furthermore, the function \( S \) is decreasing, thus

\[ \varrho_n s_G(\varrho_n, \vartheta_n) = \varrho_n S(\varrho_n \vartheta^{-\frac{3}{2}}) \leq \varrho_n S(1) \text{ for } \varrho \vartheta^{-\frac{3}{2}} = Y \geq 1. \]

Consequently, the right-hand side of (4.46) is bounded. Using the hypotheses (4.23) and (4.22), the left-hand side yields estimates

\[ \nabla \log \vartheta_n, \nabla (\vartheta_n^\frac{3}{2}), \text{ bounded in } L^2(Q), \]

\[ \varrho_n \text{ bounded in } L^2(W^{1,2}(I; \Omega; R^3)), \]

and

\[ n \int_0^T \int_{\Omega} \chi_n |\nabla \varrho_n|^2 \, dx \, dt \text{ is bounded.} \] (4.50)

In order to keep the positivity of the temperature, we use (4.46) once again. We forget the non-negative left-hand side and rearrange the remaining terms to get

\[ \int_{\Omega} \varrho_n \vartheta_0 \, dx - S(N) \int_{\Omega} \varrho \, dx - \int_{\Omega} \varrho \, dx \leq \int_{\Omega} \frac{4a}{3} \vartheta^3 \, dx + \int_{\{\varrho^{-\frac{3}{2}} \leq 1\}} \varrho s_G \, dx \]

\[ + \int_{\{1 \leq \varrho^{-\frac{3}{2}} \leq N\}} \varrho s_G \, dx + |S(N)| \int_{\{\varrho^{-\frac{3}{2}} \leq N\}} \varrho \, dx, \] (4.51)

where we have denoted \( \varrho = \varrho_n[\tau], \vartheta = \vartheta_n[\tau] \). Taking \( N \) large enough, we can make left-hand side strictly positive, greater than some \( S_0 > 0 \). Similarly as in (4.47) one gets

\[ \int_{\{\varrho^{-\frac{3}{2}} \leq 1\}} \varrho s_G \, dx \leq C \int_{\{\varrho^{-\frac{3}{2}} \leq 1\}} (-\varrho \log \varrho + \varrho \log \vartheta) \, dx \leq C \int_{\Omega} \vartheta^3 \, dx, \]

while for the other terms, we have

\[ \int_{\{1 \leq \varrho^{-\frac{3}{2}} \leq N\}} \varrho s_G \, dx \leq NS(1) \int_{\Omega} \vartheta^\frac{3}{2} \, dx, \]

\[ \int_{\{\varrho^{-\frac{3}{2}} \leq N\}} \varrho \, dx \leq N \int_{\Omega} \varrho^\frac{3}{2} \, dx. \]

Consequently,

\[ 0 < S_0 \leq C \int_{\Omega} \vartheta_n[\tau]^3 + \vartheta_n[\tau]^\frac{3}{2} \, dx \]

for a.a. \( \tau \in I \) and uniformly in \( n \). Then, by virtue of the Hölder inequality,

\[ S_0 - |(\delta^3 + \vartheta^\frac{3}{2}) \leq |[\vartheta_n \leq \delta]|^\frac{1}{3} ||\vartheta_n||^3_{L^3(\Omega)} / |[\vartheta_n \leq \delta]|^\frac{2}{3} ||\vartheta_n||^\frac{3}{2}_{L^2(\Omega)}. \]

Thus there exist constants \( M, \delta > 0 \), independent of \( n \) such that

\[ |[\vartheta_n[\tau] \geq \delta]| \geq M > 0 \text{ for a.a. } t \in I \]

while

\[ \int_{\vartheta_n[\tau] \geq \delta} \log \vartheta_n[\tau] \, dx \leq C \text{ uniformly in } \tau, n. \]
Now, one can apply Poincaré inequality formulated in Proposition 2.1.2, to get
\[ \log \vartheta_n, \vartheta_n^2 \text{ bounded in } L^2(I; W^{1,2}(\Omega)). \] (4.52)
From the latter estimate we have \( \vartheta_n \) bounded in \( L^3(I; L^9(\Omega)) \) due to the Sobolev imbedding. Interpolating, we obtain \( \vartheta_n \) bounded in \( L^\frac{17}{3}(Q) \) and consequently, using hypothesis (4.22) and estimate (4.49), we get
\[ S_n \text{ bounded in } L^p(Q) \text{ for some } p > 1. \] (4.53)

4.4.3 Refined pressure estimate

In view of the estimates derived up to now, the pressure and the internal energy are known to be bounded only in the non-reflexive space \( L^\infty(I; L^1(\Omega)) \). This is not enough to pass to the limit neither with the pressure in the momentum equation nor with the internal energy in the total energy balance. In contrast to Section 3.6.2, we can not test the momentum equation by a function with non-zero support on \( Q_s \), since there we can not control the penalizing term \( n\chi_n D u_n \). Fortunately, in our formulation the test functions in (4.12) have a compact support in \( Q_f \), thus for the pressure, we need only the local estimate in \( Q_f \). On the other hand, the \( L^1 \)-estimates for the internal energy are sufficient to get the total energy inequality.

Let \( J \subset I \) be an open time interval and \( U \subset \Omega \) be an open ball such that \( K = J \times U \subset Q_f \).

We use
\[ \varphi = \psi(t) B_U[\pi^n_x], \pi^n_x = \omega \star \vartheta_n, \psi \in \mathcal{D}(J) - \int_K \omega \star \vartheta_n \, dx \]
as the test function in (4.27). Then, exactly as in Section 3.6.2, we derive the estimate
\[ \int_K p(\vartheta_n, \vartheta_n) \vartheta_n \, dx \, dt \leq C. \]

Since, \( p_G \leq C(\vartheta^3 + \vartheta^7) \) because of the hypothesis (4.18), we conclude
\[ \|p(\vartheta_n, \vartheta_n)\|_{L^p(K_f)} \leq C \text{ for some } p > 1 \text{ and any compact } K_f \subset Q_f. \]

4.5 Limit passage

In view of the estimates (4.42 – 4.45) and (4.48 – 4.49), we can use Alaoglu-Bourbaki theorem 2.2.1. Passing to the subsequence as the case may be, one gets
\[ \vartheta_n \rightharpoonup^* \vartheta \text{ weakly-*r in } L^\infty(I; L^\frac{5}{2}(\Omega)), \] (4.54)
\[ u_n \rightharpoonup u \text{ weakly in } L^2(I; W^{1,2}_0(\Omega; \mathbb{R}^3)), \] (4.55)
\[ \vartheta_n \rightharpoonup \vartheta \text{ weakly-* in } L^\infty(I; L^1(\Omega)). \] (4.56)

Due to (4.49) we have \( \omega \star \vartheta \) bounded in \( L^2(I; W^{1,\infty}(\Omega; \mathbb{R}^3)) \), thus Lemma 4.3.2 yields
\[ \eta_n \rightharpoonup \eta \text{ in } C(I; C_{loc}(\mathbb{R}^3)); \quad \Omega_n[t] \xrightarrow{d} \Omega[t] \text{ uniformly for } t \in [0, T]. \]
Moreover, it holds \( \chi_{n}[t] \to \chi[t] = 1_{\bigoplus O[t]} \) in \( C(I; L^p_{\text{loc}}(\mathbb{R}^3)) \) for any \( p \geq 1 \). Indeed, we can compute

\[
\|\chi_{n}[t] - \chi[t]\|_p \leq \int_{\mathbb{R}^3} \left| H_n(\partial_{\bigoplus O_n[t]}\chi_{n}) - 1_{\bigoplus O_n[t]}\right|^p\,dx \\
\leq C \frac{1}{n}\|\partial(\bigoplus O_n[t])\| + C\|\partial_{\bigoplus O_n[t]} - \partial_{\bigoplus O[t]}\|_C |\partial(\bigoplus O[t])|.
\]

Further, we can pass to the limit in (4.50) to get \( \mathbb{D}u = 0 \) a.e. on \( \bigoplus O[t] \) for a.e. \( t \in I \). Consequently \( \omega_{\delta} u \) coincide with \( u \) on \( O[t] \) and \( u \) is compatible with \( \{\eta_i \bigoplus S_i^0\} \) for \( i = 1 \ldots N \), cf. definition (4.33). Then it is natural to assign to each body \( S^i \) the corresponding rigid displacement \( \eta^i \), setting

\[
\eta^i[t] = \eta[t] \text{ on } \eta[t](\bigoplus S_i^0).
\]

Since \( \eta^i \) is defined on the whole \( \mathbb{R}^3 \), the velocity \( u \) is compatible with \( \{\eta^i, S_i^0\} \), \( i = 1 \ldots N \).

We consider the renormalized continuity equation (4.26) with some \( B(z) \) according to (3.7). Testing it by some fixed \( \varphi \in \mathcal{D}(\Omega) \), we obtain

\[
\frac{d}{dt} \int_{\Omega} B(g_n)\varphi\,dx \big|_{t} = g_n\varphi[t] := - \int_{\Omega} (B(g_n)u_n)[t] \cdot \nabla \varphi + (b(g_n)\text{div} u_n)[t]\varphi\,dx
\]

where functions \( g_n\varphi \) are bounded in \( L^2(I) \) independently of \( n \). Moreover, in view of (3.7), we have

\[
esup_{t \in I}\|B(g_n)\|_{L^p(\Omega)} \leq C_B.
\]

for any \( 1 < p < \infty \). Then taking any fixed \( \tilde{\varphi} \in L^{p'}(\Omega) \), we estimate

\[
\left| \int_{\Omega} (B(g_n)[t] - B(g_n)[s])\tilde{\varphi}\,dx \right| \leq C_B\|\tilde{\varphi} - \varphi\|_{L^{p'}(\Omega)} + \left| \int_{\Omega} (B(g_n)[t] - B(g_n)[s])\varphi\,dx \right|
\]

for any \( \varphi \in \mathcal{D}(\Omega) \). This together with (4.58) yields equi-continuity of the functions

\[
t \to \int_{\Omega} B(g_n)[t]\tilde{\varphi}\,dx
\]

Then the Arzelà-Ascoli theorem 2.2.2 can be applied on the ball \( B_{C_{\beta}}(0) \) in the reflexive space \( L^p(\Omega) \), where the weak topology is metrizable, to conclude

\[
B(g_n) \to B(g) \text{ in } C(T; L^p_{\text{weak}}(\Omega)),
\]

for any \( 1 < p < \infty \). Using the density argument similarly as in Proposition 3.1.3, the same is true for any

\[
B(z) \in C^1[0,\infty), \ |B(z)| \leq 1 + z^\lambda, \ \lambda \in (0, \frac{5}{3}),
\]

but only for \( p \in (1, \frac{5}{3\lambda}) \). In particular for \( B(z) = z \) we get

\[
g_n \to g \text{ in } C(T; L^2_{\text{weak}}(\Omega)).
\]

Since \( L^2(\Omega) \) is compactly imbedded into \( W^{-1,2}(\Omega) \), taking into account (4.55), we deduce

\[
g_n u_n \to g u \text{ weakly-star in } L^\infty(I; L^2(\Omega)),
\]
where we have also used (4.44), (4.42) in order to estimate \( \rho_n u_n \). Consequently, we can pass to the limit in the continuity equation and get

\[
\int \int_{\mathbb{R}^3} \rho \partial_t \varphi + \rho u \cdot \nabla \varphi \, dx \, dt = 0 \quad \text{for all } \varphi \in \mathcal{D}(I \times \mathbb{R}^3).
\]  (4.62)

By the same token, we have

\[
\rho_n \vartheta_n \rightharpoonup \rho \vartheta \text{ weakly in } L^2(I; L^p(\Omega)), \quad \text{where } 1 \frac{23}{30} = \frac{3}{5} + \frac{1}{6}.
\]  (4.63)

Due to (4.55) and (4.61), we have

\[
\rho_n u_n \otimes u_n \rightharpoonup \rho u \otimes u \text{ weakly in } L^p(Q).
\]  (4.64)

for some \( p > 1 \). Now, consider \((t, x) \in Q_f\) and its open neighborhood \( J \times U \) such that \( t \in J \subset I, U = B_\varepsilon(x) \) and \( K^f = J \times U \subset Q_f \). Using the momentum equation (4.27) and (4.61), we establish equi-continuity of functions

\[
t \to \int_U \rho_n u_n \cdot \varphi \, dx
\]

for any fixed \( \varphi \in L^5(U) \) in the similar way as in the previous paragraph. Then, we can apply the Arzelà-Ascoli theorem, to get

\[
\rho_n u_n \rightharpoonup \rho u \text{ in } C(J; L^\frac{2}{\gamma}(U)).
\]  (4.65)

Employing the compact imbedding \( L^\frac{2}{\gamma}(U) \subset W^{-1,2}(U) \), we obtain

\[
\rho_n u_n \otimes u_n \rightharpoonup \rho u \otimes u \text{ weakly in } L^p(J \times U).
\]  (4.66)

Thus, with regard to (4.64), it must be

\[
\rho u \otimes u = \rho u \otimes u \text{ a.e. on } Q^f.
\]

This together with estimates (4.53) and (3.113) allow us to pass to the limit in the momentum equation (4.27) and obtain

\[
\int \int_{\Omega} \rho u \cdot \partial_t \varphi + \rho u \otimes u : D\varphi + \rho \nabla \varphi - \nabla : D\varphi + \rho f \cdot \varphi \, dx \, dt = 0
\]  (4.67)

for any \( \varphi \in \mathcal{T} \).

### 4.6 Pointwise convergence of the temperature

Let us start with following version of the Aubin-Lions lemma taken from [14] (Lemma 6.3)

**Lemma 4.6.1.** Let \( \{v_n\}_{n=1}^\infty \) be a sequence of functions bounded in

\[
L^2(I; L^q(\Omega)) \cap L^\infty(I; L^1(\Omega)), \quad \text{for some } q > \frac{2N}{N+2}
\]  (4.68)
Furthermore, we assume that
\[ \partial_t v_n \geq g_n \text{ in } \mathcal{D}'(I \times \Omega), \]
where \( g_n \) are bounded in \( L^1(I; W^{-m,r}(\Omega)) \) for certain \( m \geq 1, r > 1 \). Then we have
\[ v_n \to v \text{ in } L^2(I; W^{-1,2}(\Omega)) \tag{4.69} \]
passing to the subsequence as the case may be.

In view of estimates (4.42 – 4.45), (4.52), we can apply Lemma 4.6.1 on the entropy inequality. In particular, we have \( \varrho_n s_n \) already bounded in \( L^\infty(I; L^1(\Omega)) \) from the entropy estimate. On the other hand, since
\[ \varrho_n s_n = C \varrho_n^3 + \varrho_n S(\varrho_n \vartheta_n^{3/2}), \]
we can estimate \( \varrho_n s_n \) uniformly in \( L^2(I; L^q(\Omega)) \) for some \( q > \frac{2N}{N + 2} = \frac{6}{5} \) as follows
\[ \varrho_n^{3/4} \text{ bounded in } L^\infty(I; L^\frac{4}{3}(\Omega)), \quad \frac{4}{3} > \frac{6}{5}, \]
\[ \varrho_n \log \varrho_n \text{ bounded in } L^2(I; L^p(\Omega)), \quad p = \frac{30}{23} > \frac{6}{5}, \]
\[ \varrho_n S(\varrho_n \vartheta_n^{-3/2}) \leq C(\varrho_n \log \varrho_n + \varrho_n \log \vartheta_n) \text{ bounded in } L^2(I; L^p(\Omega)), \text{ cf. (4.47)}. \]

Then Lemma 4.6.1 yields
\[ \varrho_n s_n \to \overline{\varrho s} \text{ in } L^2(I; W^{-1,2}(\Omega)), \]
\[ \overline{\varrho s} = \overline{\varrho s G} + \frac{4}{3} a \overline{\vartheta^3}, \]
which together with (4.52) implies
\[ \frac{4}{3} a(\vartheta \overline{\varrho^3} - \overline{\varrho \vartheta^3}) = (\overline{\varrho s G} - \overline{\varrho \vartheta G}) \text{ a.e. on } Q. \tag{4.70} \]

The right-hand side integrated over a ball \( B \subset Q \) can be split this way
\[
\lim_{n \to \infty} \int_B \varrho_n s_n G(\varrho_n, \vartheta_n)(\vartheta_n - \vartheta) \, dx \, dt = \\
\lim_{n \to \infty} \int_B \varrho_n (s_n G(\varrho_n, \vartheta_n) - s_n G(\varrho_n, \vartheta)) (\vartheta_n - \vartheta) + \varrho_n s_n G(\varrho_n, \vartheta)(\vartheta_n - \vartheta) \, dx \, dt,
\]
where the first term is non-negative by virtue of (1.38) and (1.34). In the sequel, we shall prove that the second term tends to zero. We use Theorem 2.2.7 to introduce Young measures \( \nu^{(v, \vartheta)}(t,x), \nu^{(\vartheta)}(t,x), \) and \( \nu^{(\vartheta)}(t,x) \) corresponding to the sequences \( (\varrho_n, \vartheta_n), \varrho_n, \text{ and } \vartheta_n \) respectively. By virtue of (4.59) and compact imbedding one deduces
\[ B(\varrho_n) \to B(\vartheta) \text{ strongly in } L^2(I; W^{-1,2}(\Omega)) \]
for any \( B \in W^{1,\infty}(\mathbb{R}) \). On the other hand (4.52) implies
\[ G(\varrho_n) \to G(\vartheta) \text{ weakly in } L^2(I; W^{1,2}(\Omega)) \]
for $G \in W^{1,\infty}(\mathbb{R})$ at least for a subsequence. Then we have $\overline{B(\varrho)}G(\vartheta) = \overline{B(\varrho)}\overline{G(\vartheta)}$, which implies

$$\nu_{(t,x)}^{(\varrho,\vartheta)} = \nu_{(t,x)}^{\varrho} \otimes \nu_{(t,x)}^{\vartheta}.$$  

Using this fact and Theorem 2.2.7, we can compute

$$\lim_{n \to \infty} \int_B \varrho_n s_\varrho(\varrho_n, \vartheta_n)(\vartheta_n - \vartheta) \, d\varrho \, dt = \int_B \int_{\mathbb{R}^2} \lambda s_G(\lambda, \vartheta(x))((\vartheta_n - \vartheta(x))(\mu - \vartheta(x))) \, d\nu_{(t,x)}^{(\varrho,\vartheta)}(\lambda, \mu) \, d\varrho \, dt = \int_B \int_{\mathbb{R}} \lambda s_G(\lambda, \vartheta(x)) \, d\nu_{(t,x)}^{\varrho}(\lambda) \int_{\mathbb{R}} \mu - \vartheta(x) \, d\nu_{(t,x)}^{\vartheta}(\mu) \, d\varrho \, dt = 0 \quad (4.71)$$

Consequently, (4.70) yields

$$\overline{\vartheta_n} \geq \overline{\vartheta} \quad \text{a.e. on } Q. \quad (4.72)$$

To conclude the strong convergence we shall perform the so-called Minty trick. For any any $w \in D(Q)$, we observe

$$0 \leq (\vartheta_n^3 - (\vartheta + \alpha w)^3)(\vartheta_n - (\vartheta + \alpha w)) \to \overline{\vartheta^3} - \overline{\vartheta^3} \vartheta - \alpha \overline{w(\vartheta^3)} - (\vartheta + \alpha w)^3).$$

Then, using (4.72) and passing to the limit as $\alpha \to 0$, we get

$$0 \leq \int_Q w(\overline{\vartheta^3} - \overline{\vartheta^3}) \, d\varrho \, dt.$$  

Hence $\overline{\vartheta^3} = \overline{\vartheta^3}$ and Theorem 2.2.3 yields

$$\vartheta_n \to \vartheta \text{ in } L^4(Q). \quad (4.73)$$

### 4.7 Strong convergence of the density field

In order to finish the limit passage, we have to show the strong compactness of the density. The proof is based on compactness properties of the quantity

$$P = p - (\lambda - 2\mu)\text{div} u$$

usually called the effective viscous pressure. Importance of this quantity in the theory of compressible fluids was first observed by SERRE [42] and some regularity properties of $P$ were discovered by HOFF [24]. Later on, P.-L. LIONS has proved the celebrated relation

$$\overline{P} = \overline{P} \quad (4.74)$$

This result, together with the theory of renormalized solutions developed with DiPerna in [8], forms the corner stone of his existence theory for barotropic flows presented in [29].

Further significant improvements are due to FEIREISL. His concept of oscillations defect measure allows to precisely analyse the transport of the density oscillations using the renormalized continuity equation, see Chapter 6 of [14]. Besides the better theory for barotropic flows, this precise analysis can handle also the pressure and the viscosities dependent on the temperature. In this section, we present Feireisl’s method with a little modification of the estimates for the oscillations defect measure in Section 4.7.2. It seems that this approach could be less restrictive for the growth of transport coefficients, but we rather do not present the complete analysis in this direction in order to keep the complexity at a reasonable level.
4.7 Strong convergence of the density field

4.7.1 Compactness of the effective viscous pressure

We consider a time interval $J \subset I$ and a ball $U \subset \Omega$ such that

$$J \times U \subset Q^J_t, \quad \forall n \in \mathbb{N}.$$  

Then we take $\psi \in \mathcal{D}(J)$ and $\eta, \xi \in \mathcal{D}(U)$ and we use the function

$$\psi \eta \varphi_n = \psi(t) \eta(x) \Delta^{-1}[\xi(x)T^\nu_k(g_n)], \quad 0 < \nu \leq 1,$$

as a test function in the momentum equation (4.12). Using the renormalized continuity equation:

\begin{equation}
\partial_t (T^\nu_k(g_n)) + \text{div}(T^\nu_k(g_n)u_n) + [(T^\nu_k)'(g_n)g_n - T^\nu_k(g_n)] \text{div} u_n = 0 \quad \text{in } \mathcal{D}'(I \times \Omega),
\end{equation}

for the time term, we deduce

\begin{align*}
&\int_Q \psi\xi(\eta p_n - R : [\eta S_n]) T^\nu_k(g_n) \, dx \, dt = \\
&\int_Q \psi(S_n - \eta_n \xi_n \otimes u_n) : \nabla \eta \otimes \varphi_n - \psi \eta_n \nabla \eta \cdot \varphi_n) \, dx \, dt \\
&- \int_Q \eta \eta_n \xi_n \cdot (\partial_t \psi \varphi_n + \psi \nabla \Delta^{-1}[\nabla \xi \cdot T^\nu_k(g_n)u_n]) \, dx \, dt \\
&- \int_Q \psi \eta \eta_n \xi_n \cdot \nabla \Delta^{-1}[\xi(\xi T^\nu_k(g_n))'] \eta_n \xi_n \otimes u_n - \eta \eta_n \xi_n \cdot R(\xi T^\nu_k(g_n))] \, dx \, dt.
\end{align*}

On the other hand, testing the limit momentum equation (4.67) by the function

$$\psi \eta \varphi = \psi(t) \eta(x) \Delta^{-1}[\xi(x)T^\nu_k(\varphi)], \quad 0 < \nu \leq 1,$$

using the $L^1$-limit of the renormalized continuity equation:

\begin{equation}
\partial_t (T^\nu_k(\varphi)) + \text{div}(T^\nu_k(\varphi)u) + [(T^\nu_k)'(\varphi)\varphi - T^\nu_k(\varphi)] \text{div} u = 0 \quad \text{in } \mathcal{D}'(I \times \Omega),
\end{equation}

we get

\begin{align*}
&\int_Q \psi\xi(\eta p - R : [\eta S]) T^\nu_k(\varphi) \, dx \, dt = \\
&\int_Q \psi(\nabla \eta \otimes \varphi - \psi \nabla \eta \cdot \varphi) \, dx \, dt \\
&- \int_Q \eta \eta_n \xi_n \cdot (\partial_t \psi \varphi + \psi \nabla \Delta^{-1}[\nabla \xi \cdot T^\nu_k(\varphi)u]) \, dx \, dt \\
&- \int_Q \psi \eta \eta_n \xi_n \cdot \nabla \Delta^{-1}[\xi(T^\nu_k)'(\varphi)\varphi - T^\nu_k(\varphi)] \text{div} u + \psi \eta \varphi \cdot (\varphi f) \, dx \, dt \\
&+ \int_Q \psi \eta \varphi \cdot (R \cdot [\eta \eta_n \xi_n \cdot T^\nu_k(\varphi)]) \, dx \, dt.
\end{align*}
In view of the available estimates, the right-hand side of (4.75) tends to the right-hand side of (4.77). In particular for the last terms, one can employ Corollary 2.2.5, using (4.59), (4.65), and a compact imbedding $L^q < W^{-1,2}$ for some $q > \frac{5}{4} > \frac{3}{2}$ to get
\[
\mathcal{R} \cdot [\eta \varphi_n u_n] \xi T_k^n(\varrho_n) - \eta \varphi_n u_n \cdot \mathcal{R}[\xi T_k^n(\varrho_n)] \rightarrow \mathcal{R} \cdot [\eta \varphi u] \xi T_k^n(\varrho) - \eta \varphi u \cdot \mathcal{R}[\xi T_k^n(\varrho)]
\]
strongly in $C(I; W^{-1,2}(\Omega))$. Then the left-hand sides of (4.75), (4.77) yields an equality
\[
\lim_{n \to \infty} \int_Q \psi \xi (p_G(\varrho_n, \vartheta_n) + p'_G(\vartheta_n) - (\zeta_n + \frac{1}{2} \mu_n) \text{div} u_n) (T_k^n(\varrho_n) - \overline{T_k^n(\varrho)}) \, dx \, dt = \lim_{n \to \infty} \int_Q 2\psi \xi \left( \mathcal{R} : [\eta \mu_n \nabla u_n] - \eta \mu_n \mathcal{R} : [\nabla u_n] \right) (T_k^n(\varrho_n) - \overline{T_k^n(\varrho)}) \, dx \, dt \quad (4.78)
\]
Our next aim is to show that the right-hand side tend to zero. We apply Lemma 2.2.6 on the components of $\nabla u_n \in L^2(Q; \mathbb{R}^3 \times \mathbb{R}^3)$ and on the viscosity $\mu_n = \mu(\vartheta_n)$, which is bounded in $L^2(I; W^{1,2}(\Omega))$. As a consequence, we have
\[
R_n := \mathcal{R} : [\eta \mu_n \nabla u_n] - \eta \mu_n \mathcal{R} : [\nabla u_n] \quad \text{bounded in } L^1(I; W^{1,q}(\Omega))
\]
for some $\lambda > 0$, $q > 1$. On the other hand, the same sequence belongs also to $L^2(I; L^2(\Omega))$ because of (4.45) and (4.49). Thus by an interpolation argument we have $R_n$ bounded in $L^p(I; W^{1,p}(\Omega))$ for certain $\lambda' > 0$, $p > 1$. Further, taking in to account (4.59), the right-hand side of (4.78) tends to zero. Using the strong convergence of the temperature, the left-hand side of (4.78) implies
\[
\lim_{n \to \infty} \int_Q \varphi (\zeta(\vartheta) + \frac{4}{3} \mu(\vartheta)) \text{div} u_n (T_k^n(\varrho_n) - \overline{T_k^n(\varrho)}) \, dx \, dt = \lim_{n \to \infty} \int_Q \varphi p_G(\varrho_n, \vartheta_n) (T_k^n(\varrho_n) - \overline{T_k^n(\varrho)}) \, dx \, dt \quad \text{for any } \varphi \in \mathcal{D}(Q^I). \quad (4.79)
\]

4.7.2 The density oscillations bounded

Our next task is to control the oscillations of the density estimating the quantity
\[
\text{osc}_{p}[\varrho_n \to \varrho] := \sup_{k \geq 1} \sup_{n \to \infty} \int_{Q^I} |T_k(\varrho_n) - T_k(\varrho)|^p \, dx \, dt
\]
called oscillations defect measure. To this end we shall use few simple algebraic inequalities. Let $0 \leq b < a < \infty$, then
\[
a^\gamma - b^\gamma = \int_b^a \gamma t^{\gamma-1} \, dt \geq \int_a^b \gamma (t-b)^{\gamma-1} \, dt = (a-b)^\gamma, \quad \text{for } \gamma \geq 1, \quad (4.80)
\]
while, by the same token,
\[
(a-b)^\gamma \geq a^\gamma - b^\gamma, \quad \text{for } \gamma \leq 1. \quad (4.81)
\]
Further, assuming $\gamma \geq 1$, $\nu \leq 1$, $\gamma + \nu \geq 2$, we observe that
\[
\nu |1-x|^{\gamma+\nu} \leq \nu (1-x)^2 \leq (1-x)(\nu - \nu x) \leq (1-x^\gamma)(1-x^\nu), \quad \text{for } 0 \leq x \leq 1.
\]
4.7 Strong convergence of the density field

Then, taking \( x = \frac{b}{a} \), we obtain

\[
|a - b|^{γ + ν} \leq \frac{1}{ν}(a^γ - b^γ)(a^ν - b^ν).
\]  

(4.82)

With a help of these inequalities, taking \( c = νp_ε(1) \), \( 1 ≥ ν ≥ \frac{1}{3} \), we can estimate the oscillations defect measure as follows

\[
c\limsup_{n \to \infty} \int_{Q_t} |T_k(ϕ_n) - T_k(ϕ)|^{γ + ν} \, dx \, dt ≤ c\limsup_{n \to \infty} \int_{Q_t} (ϕ_n^{γ} - ϕ^{γ})(T_k^{ν}(ϕ_n) - T_k^{ν}(ϕ)) \, dx \, dt
\]

\[
= \limsup_{n \to \infty} \int_{Q_t} p_c(ϕ_n)(T_k^{ν}(ϕ_n) - \overline{T_k^{ν}(ϕ)}) \, dx \, dt - \int_{Q_t} (p_c(ϕ) - p_c(ϕ))(T_k(ϕ) - \overline{T_k(ϕ)}) \, dx \, dt
\]

\[
≤ \limsup_{n \to \infty} \int_{Q_t} (p_c(ϕ_n) - p_C(ϕ_n, θ_n))(T_k^{ν}(ϕ_n) - \overline{T_k^{ν}(ϕ)}) \, dx \, dt
\]

\[
+ \limsup_{n \to \infty} \int_{Q_t} (\zeta(θ) + \frac{4}{3}μ(θ))\text{div} u_n(T_k^{ν}(ϕ_n) - \overline{T_k^{ν}(ϕ)}) \, dx \, dt. \quad (4.83)
\]

The latter inequality, \( \triangle ≥ 0 \), is due to the convexity of the functions \( q \to ϕ^q \) and \( q \to -T_k(ϕ) \), while in the very last term we have used (4.79). We continue by the estimate of the right-hand side. In accordance with the hypothesis (4.18), we have

\[
0 ≤ p_C(ϕ, θ) - p_c(ϕ) = \int_0^θ ϕ p_C(ϕ, s) \, ds = \int_0^θ \frac{3}{2} \frac{γ}{Y^ν} - 5P(Y) - P'(Y)Y \, ds ≤ C(ϕ^2 + ϕ^α ϕ^{\frac{5-3α}{9}}). \quad (4.84)
\]

Hence, by virtue of the estimates (4.44), (4.52), we conclude

\[
\|p_γ(ϕ_n, θ_n) - p_c(ϕ_n)\|_{L^q(Q)} ≤ C, \text{ for certain } q > \frac{6}{5},
\]

provided

\[
\frac{α}{3} + \frac{5-3α}{9} < \frac{5}{6},
\]

which is equivalent to the condition for alpha in (4.18). On the other hand, due to (4.22), for any \( q > \frac{6}{5} \), we get

\[
\|⟨(\zeta(θ) + \frac{4}{3}μ(θ))\text{div} u_n⟩\|_{L^q(Ω)} ≤ \|θ_n\|_{L^\frac{2q}{q-2}(Q)}\|\text{div} u\|_{L^q(Ω)} ≤ C.
\]

In order to estimate the right-hand side of (4.83), we use weak lower semi-continuity of the norm and inequality (4.81) to infer

\[
\limsup_{n \to \infty} \int_{Q_t} |T_k^{ν}(ϕ_n) - \overline{T_k^{ν}(ϕ)}|^p \, dx \, dt ≤ \limsup_{n \to \infty}\|T_k(ϕ_n) - T_k(ϕ)\|^{\nu}_{L^p(Q_t)}
\]

\[
+ \|T_k^{ν}(ϕ) - \overline{T_k^{ν}(ϕ)}\|^p_{L^p(Q_t)} ≤ 2\limsup_{n \to \infty}\|T_k(ϕ_n) - T_k(ϕ)\|^{\nu}_{L^p(Q_t)},
\]

where \( p_c(ϕ) = \frac{1}{2} |ϕ - 1|^{2ν} \).
for any $p \geq \nu^{-1}$. If we assume $p = q'$ and $\nu = \frac{2}{3} + \nu$, we can estimate the right-hand side of (4.83) and get

$$\limsup_{n \to \infty} \int_{Q^t} |T_k(\varrho_n) - T_k(\varrho)|^\frac{2}{3} + \nu \, dx \, dt \leq C \limsup_{n \to \infty} \|T_k(\varrho_n) - T_k(\varrho)\|_{L^\frac{2}{3} + \nu(Q^t)},$$

while the condition $q > \frac{6}{5}$ is equivalent with $\nu > \frac{1}{3}$. Then, using conveniently Young’s inequality, we conclude

$$\text{osc}_r[\varrho_n \to \varrho] \leq C \quad \text{for some } r > 2. \tag{4.85}$$

### 4.7.3 Limit in the renormalized continuity equation

As a next step, we will prove that $\varrho$, $u$ solve the renormalized continuity equation (3.9). Following the proof in [14, Proposition 6.3], we apply the renormalization procedure of Lemma 3.1.2 on the equation (4.76) with $\nu = 1$ in order to get

$$\partial_t (B(T_k(\varrho))) + \text{div}(B(T_k)u) + b(T_k(\varrho))\text{div}u = B'(T_k(\varrho))[T_k(\varrho) - T_k(\varrho)\varrho]\text{div}u \quad \text{in } \mathcal{D}'(I \times \Omega) \tag{4.86}$$

for any $B(z)$ satisfying (3.7). In particular, we have $B(z) = C_M$ for $z \geq M$. Due to the weak lower semi-continuity of the norm we get an estimate

$$\|T_k(\varrho) - \varrho\|_{L^1(Q)} \leq \liminf_{n \to \infty} \|T_k(\varrho_n) - \varrho_n\|_{L^1(Q)} \leq \sup_{n \geq 1} \|\varrho_n\|_{L^1(\{\varrho_n \geq k\})} \leq k^{-\frac{2}{3}} \sup_{n \geq 1} \|\varrho_n\|_{L^\frac{2}{3}(Q)},$$

and consequently

$$B(T_k(\varrho)) \to B(\varrho) \quad \text{and } b(T_k(\varrho)) \to b(\varrho) \quad \text{in any } L^p(Q), \quad p \geq 1, \quad \text{as } k \to \infty. \tag{4.87}$$

It remains to show that the right-hand side of (4.86) tends to zero. To this end, we estimate

$$\|B'(T_k(\varrho))[T_k(\varrho) - T_k(\varrho)\varrho]\text{div}u\|_{L^1(Q)} \leq \max_{0 \leq z \leq M} \|B'(z)\| \sup_{n \geq 1} \|\text{div}u_n\|_{L^2(Q)} \liminf_{n \to \infty} \|T_k(\varrho_n) - T_k(\varrho_n)\varrho_n\|_{L^2(Q^t)},$$

where we have used fact that $\text{div}u_n$ tends to zero on $Q^\ast$ as a consequence of (4.50). We shall continue by interpolation of the last term

$$\|T_k(\varrho_n) - T_k'(\varrho_n)\varrho_n\|_{L^{1-\frac{2}{3}}(Q^t)} \leq \|T_k(\varrho_n) - T_k'(\varrho_n)\varrho_n\|_{L^1(Q^t)} \left\|T_k(\varrho_n)\right\|^{1-\frac{2}{3}}_{L^1(Q^t)} \tag{4.88}$$

for certain $p > 2$ and $\lambda \in (0, 1)$. Now the first norm tends to zero, since

$$\|T_k(\varrho_n) - T_k'(\varrho_n)\varrho_n\|_{L^1(Q^t)} \leq \int_{\{\varrho_n \geq k\}} \varrho_n \, dx \, dt \leq k^{-\frac{2}{3}} \sup_{n \geq 1} \|\varrho_n\|_{L^\frac{2}{3}(Q)},$$

while the second is bounded due to (4.85):

$$\limsup_{n \to \infty} \|T_k(\varrho_n)\|_{L^1(Q^t)} \leq \limsup_{n \to \infty} \|T_k(\varrho_n) - T_k(\varrho)\|_{L^p(Q^t)} + \|T_k(\varrho) - T_k(\varrho)\|_{L^p(Q^t)} + \|T_k(\varrho)\|_{L^p(Q^t)} \leq 2 \text{osc}_p[\varrho_n \to \varrho](Q^t) + M|Q^t|^{\frac{1}{p}}.$$
4.7.4 Strong convergence

Having the renormalized continuity equation (3.9) satisfied by the limit fields \( \rho, u \), we can take its difference with \( L^1 \)-limit of (4.26). Using

\[
B(z) := L_k(z), \quad \rho_k := \int_1^z \frac{T_k(s)}{s^\lambda} \, \mathrm{d}s,
\]

which is a valid \( B \)-function in view of Proposition 3.1.3, we have

\[
\int_{\Omega} (\rho L_k(\rho) - \rho L_k(\rho))[\tau] \, \mathrm{d}x = \int_{\Omega} (\rho L_k(\rho) - \rho L_k(\rho))[0] \, \mathrm{d}x + \\
\int_0^T \int_{\Omega} (T_k(\rho) - T_k(\rho)) \, \mathrm{d}x \, \mathrm{d}t + \int_0^T \int_{\Omega} T_k(\rho) \, T_k(\rho) \, \mathrm{d}x \, \mathrm{d}t.
\]

(4.89)

The first term on the right-hand side is in fact zero as \( \rho_n[0] = \rho_0 \). The second term tends to zero as \( k \to \infty \) by the same argument as above, namely

\[
\|T_k(\rho) - T_k(\rho)\|_{2,Q_f} \leq \liminf_{n \to \infty} \|T_k(\rho) - T_k(\rho_n)\|_{\lambda}(\text{osc}_\rho[\rho_n \to \rho](Q_f))^{1-\lambda} \leq Ck^{-\frac{2}{5}}
\]

for suitable \( \lambda \in (0, 1) \), \( p > 2 \), while \( \text{div} u = 0 \) on \( Q^s \). It remains to manage the third term. Since the pressure \( p_G(\rho, \vartheta) \) is a monotone function of the density, we have

\[
(p_G(\rho_n, \vartheta_n) - p_G(\rho, \vartheta_n))(T_k(\rho) - T_k(\rho_n)) \leq 0,
\]

whereas, due to the strong convergence of the temperature,

\[
p_G(\rho, \vartheta_n)(T_k(\rho) - T_k(\rho_n)) \to 0 \quad \text{as } n \to \infty.
\]

Then (4.79) with \( \nu = 1 \) yields

\[
\frac{T_k(\rho)}{T_k(\rho)} \text{div} u - \frac{T_k(\rho)}{T_k(\rho)} \text{div} u \leq 0 \quad \text{on } Q^f,
\]

while on the solid region \( Q^s \), we have

\[
\frac{T_k(\rho)}{T_k(\rho)} \text{div} u - \frac{T_k(\rho)}{T_k(\rho)} \text{div} u = 0
\]

because of (4.50).

Passing to the limit in (4.89) as \( k \to \infty \), we conclude

\[
\int_{\Omega} (\rho \log \rho - \rho \log \rho)(\tau) \, \mathrm{d}x \leq 0.
\]

Hence by virtue of Theorem 2.2.3 we obtain the pointwise convergence of the density,

\[
\varrho_n \to \varrho \quad \text{a.e. on } Q.
\]

(4.90)

4.8 Limit passage - continued

After we have established the strong convergence of the temperature and the density, we can finish the limit passage. The continuity equation was well as its renormalized version are
already verified. In the momentum equation (4.67), we identify \( p, S \) with \( p, S \), respectively and derive (4.12). Concerning the entropy inequality, the first three terms in (4.28), namely \( \varrho_n s_n, \varrho_n s_n u_n, \) and \( \varrho_n s_n^{-1} = -\kappa [u_n] \nabla \log \vartheta_n \), are equi-integrable especially due to the estimate (4.68) for the entropy \( \varrho_n s_n \). Consequently, these terms converge to their counterparts in (4.14). Next, as the entropy production rate is a convex function, which is weakly lower semi-continuous, we have

\[
\liminf_{n \to \infty} \int_Q \sigma_n \, dx \, dt = \liminf_{n \to \infty} \int_Q |A_n|^2 + |B_n|^2 + |C_n|^2 \, dx \, dt \geq \int_Q |A|^2 + |B|^2 + |C|^2 \, dx \, dt
\]

where

\[
A_n = \sqrt{\mu(\vartheta_n)} (2\nabla u_n - \frac{1}{3} \text{div} u_n \mathbf{I}), \quad B_n = \sqrt{\zeta(\vartheta_n)} \text{div} u_n, \quad C_n = \sqrt{[u_n](\vartheta_n)} \nabla \vartheta_n.
\]

Using the strong convergence of the temperature, we observe that \( A^2 + B^2 + C^2 = \sigma \), which finish the proof of (4.14).

Finally, we have to deal with the energy inequality. As was mentioned above in Section 4.4.3 the internal energy is not equi-integrable on the solid region. Fortunately, it can be split into the convex and the bounded part as follows

\[
\varrho_n e_n = e^2 + \frac{3}{2} \left( p_G(\varrho_n, \vartheta_n) - p_c(\varrho_n) \right) + a \vartheta_n^4.
\]

The first term is convex and thus weakly lower semi-continuous, while the other terms are equi-integrable, in particular the second term can be treated like in (4.84). Since the other terms in (4.29) are equi-integrable, we can pass to the limit and obtain (4.15). The initial conditions are the direct consequence of the initial conditions specified in Theorem (3.1.6).

4.9 Partial results and open problems

I have started the work on my thesis with belief that the existence problem for a compressible fluid with rigid bodies can be solved by a direct penalization of the corresponding problem for a fluid with heterogeneous constitutive laws. We have proved that this can be done assuming homogeneous constitutive equations for the pressure, the internal energy, and the entropy. A distinct internal energy for the fluid and for the bodies can not be used, when the high viscosity limit takes the last place in the chain of approximations. The reason is that the variational formulation is based on the entropy inequality together with the total energy balance, where a calculation similar to (1.18) is crucial for the formal representation as well as for the construction of solutions. However, in the case of the heterogeneous internal energy there appears a new term in this calculation:

\[
\frac{1}{\varrho} \left( \partial_t (\varrho e) + \text{div}(\varrho u e) + p \text{div} u \right) = \varrho (u - U) \cdot (\vartheta^{-1} \partial_x e) + \varrho \left( \frac{1}{\varrho} \partial_e \left( \partial_t \varrho + u \cdot \nabla \varrho \right) - \frac{2}{3 \varrho} \partial_e \left( \partial_t \varrho + u \cdot \nabla \varrho \right) \right) + \frac{p}{\varrho} \partial_t \varrho + \frac{p}{\varrho} u \cdot \nabla \varrho + \frac{p}{\varrho} \varrho \text{div} u = \partial_t (\varrho s) + \text{div}(\varrho u s) + \varrho (u - U) \cdot (\vartheta^{-1} \partial_x e - \partial_x s),
\]
where \( U \) is some velocity field, which transports the heterogeneous constitutive equations, namely if this field is compatible with some displacement \( \eta \), it holds
\[
e(t, x; \rho, \vartheta) = e(0, \eta[-t](x); \rho, \vartheta).
\]

Now it is clear that the term \( \rho(u - U) \cdot \partial_x D \), \( D = e(t, x) - \vartheta \), has to be added into the total energy balance. After the high viscosity limit this term should disappear, since \( \partial_x D = 0 \) on the fluid part and \( u = U \) on the bodies, but the problem is how to prove it. The problem is even how to bound this term, since a rough calculation
\[
\partial_x e(t, x) = \partial_x e(0, \eta[-t](x)) = \partial_{x_0}(0, x_0) \cdot \nabla \eta[-t](x)
\]
indicates that \( \partial_x D \) could have an exponential grow in time.

### 4.9.1 Total energy equality

One of the considerable achievements in the theory of the full Navier-Stokes-Fourier system is the possibility to construct weak solutions, which preserve the total energy. In particular (4.15) holds with the equality sign. It is natural to ask whether or not the system fluid-bodies enjoy the same property. After the first contact it is unlikely to be true, as the weak solutions does not cope well with instantaneous contacts of the rigid bodies. On the other hand, up to the first contact it is probably true. In this section we shall outline some ideas of the proof.

The reason, why we were not able to prove the total energy balance with the equality sign, is that we lack an \( L^p \)-estimate for the pressure and/or the internal energy on the whole domain \( \Omega \). To overcome this obstacle, we can perform the high viscosity limit before the vanishing viscosity limit. There one can use the term \( \vartheta^{-1} \| \gamma \|^2 \) to control \( \rho \), the dominant part of the pressure at this approximation level. After the high viscosity limit, the density is perfectly transported on the bodies, thus we need an \( L^p \)-estimate for the pressure only on \( Q^\ell \) up to the boundary. This problem, we shall discuss for the last step: vanishing artificial pressure limit.

The idea is still the same as in [18] namely to test the momentum equation by \( \text{div}^{-1} g^\nu \). Unfortunately it seems that one can not use the Bogovskii operator, since it is composed in the nonconstructive way from operators on star-shaped subdomains and therefore we don’t know how to identify its time derivative, namely \( \partial_t B_{\Omega\ell}(\varrho^\nu) \). Therefore, we better follow Geissert, Heck, Hieber [23] and use the Stokes problem to construct a sort of \( \text{div}^{-1} \) operator on the time dependent domain \( Q^\ell \) as well as its time derivative.

**Suitable inverse of the divergence**

The classical result concerning the Stokes problem reads:

**Proposition 4.9.1.** Let \( 1 < q < \infty \) and \( \Omega \) be a bounded domain with \( C^2 \) boundary. Then for any \( f \in W^{-1,q}(\Omega; \mathbb{R}^N) \) and \( g \in \overline{L^q}(\Omega) \), there exists one and only one solution
\[
(v, p) \in W_0^{1,q}(\Omega; \mathbb{R}^N) \times \overline{L^q}(\Omega)
\]
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of the system

\[-\Delta v + \nabla p = f, \quad \text{div } v = g \quad \text{on } \Omega,\]  

(4.91)

which satisfies the estimate

\[\|\nabla v\|_{L^q(\Omega)} + |p|_{L^q(\Omega)} \leq C(\Omega, q, N)(\|f\|_{W^{-1,q}(\Omega)} + \|g\|_{L^q(\Omega)}).\]  

(4.92)

Moreover, for \(f \in L^q(\Omega), g \in W^{1,q}(\Omega) \) we have

\[\|\nabla v\|_{W^{1,q}(\Omega)} + |p|_{W^{1,q}(\Omega)} \leq C(\Omega, q, N)(\|f\|_{L^q(\Omega)} + \|g\|_{W^{1,q}(\Omega)}).\]  

(4.93)

This version is taken from [23], but the original works are due to Catabriga [5] and Galdi, Simander [21], [20] and others. In addition to the estimates (4.92), (4.93), it holds

\[\|\nabla v\|_{L^q(\Omega)} \leq C(\Omega, q, N)(\|f\|_{W^{-2,q}(\Omega; \mathbb{R}^N)} + \|g\|_{W^{-1,q}(\Omega)}).\]  

(4.94)

Indeed, taking an arbitrary \(\tilde{\varphi} \in L^{q'}(\Omega; \mathbb{R}^N)\), we can solve the Stokes problem

\[-\Delta \varphi - \nabla \psi = \tilde{\varphi}, \quad \text{div } \varphi = 0 \quad \text{on } \Omega,\]

to get \(\varphi \in W^{2,q'}(\Omega; \mathbb{R}^N)\) and \(\psi \in W^{1,q'}(\Omega)\) satisfying

\[\|
abla \varphi\|_{W^{2,q'}(\Omega)} + \|
abla \psi\|_{W^{1,q'}(\Omega)} \leq C\|\tilde{\varphi}\|_{L^{q'}(\Omega)}.\]

Now, if we test equations (4.91) by \(\varphi, \psi\) respectively, we get

\[\int_{\Omega} f \cdot \varphi = \int_{\Omega} -v \cdot \Delta \varphi - p \text{div } \varphi = \int_{\Omega} v \cdot \tilde{\varphi} + v \cdot \nabla \psi \, dx,\]  

(4.95)

\[\int_{\Omega} g \psi \, dx = -\int_{\Omega} v \cdot \nabla \psi \, dx.\]  

(4.96)

Then we can estimate the \(L^q\)-norm of \(v\) as follows

\[\sup_{\tilde{\varphi} \in L^{q'}} \int_{\Omega} v \cdot \tilde{\varphi} \, dx = \sup_{\Omega} \int_{\Omega} f \cdot \varphi + g \psi \, dx \leq C(\|f\|_{W^{-2,q}(\Omega; \mathbb{R}^N)} + \|g\|_{W^{-1,q}(\Omega)})\|\tilde{\varphi}\|_{L^{q'}}.\]  

(4.97)

Considering the problem (4.91) with \(f = 0\), Proposition 4.9.1 yields the linear bounded operator

\[\mathcal{H} : L^q(\Omega) \to W^{1,q}_0(\Omega; \mathbb{R}^N),\]

defined by the formula \(\mathcal{H}[g] := v\) and satisfying

\[\text{div } \mathcal{H}[g] = g.\]

Our next aim is to identify the time derivative \(\partial_t \mathcal{H}[g]\) for an operator \(\mathcal{H}\) on the time dependent domain \(\Omega[t]\) and with time dependent \(g = g[t]\). The proof of the following proposition is inspired by paper [43] due to Simon, which deals with the related shape optimization problem.
Proposition 4.9.2. Let \( \Omega_0 \) be a bounded domain in \( \mathbb{R}^3 \) and \( J = (0, \tau) \) a short time interval. Let \( U[t] \equiv U \in W^{1,\infty}(\mathbb{R}^3; \mathbb{R}^3) \), be some velocity field and \( \eta \) the displacement mapping compatible with it on \( J \). Let \( \Omega_0 \) as well as \( \Omega[t] := \eta[t](\Omega_0) \) be domains with \( C^2 \)-boundary.

Assume \( g[t] \) from \( L^p(\Omega) \cap W^{1,q}(\Omega) \) for a.e. \( t \in J \) and denote \( v[t] = H_\Omega[g[t]] \). Then if \( \partial_t g[0] \) belongs to \( L^q(\Omega) \), the time derivative \( \partial_t v = \partial_t H_\Omega[g[t]] \) is the (unique) solution of the non-homogeneous Stokes problem

\[
-\Delta \partial_t v + \nabla \partial_t p = 0, \quad \text{div} \partial_t v = \partial_t g[0] \quad \text{on} \ \Omega_0, \\
\partial_t v = -(U \cdot n)\partial_n v \quad \text{on} \ \partial \Omega_0,
\]

and following estimates hold

\[
\|\partial_t v\|_{W^{1,q}(\Omega_0; \mathbb{R}^3)} \leq C(\|g\|_{W^{1,q}(\Omega_0)} \|U\|_{W^{1,\infty}(\Omega_0; \mathbb{R}^3)} + \|\partial_t g\|_{L^p(\Omega_0)}),
\]

\[
\|\partial_t v\|_{L^q(\Omega_0)} \leq C(\|g\|_{L^q(\Omega_0)} \|U\|_{L^\infty(\Omega_0)} + \|\partial_t g\|_{W^{1,q}(\Omega_0)}).
\]

Proof. By virtue of Proposition 4.9.1, the problem (4.91) with \( f = 0 \) and on the domain \( \Omega[t] \) has the solution \( (v[t], p[t]) \) unique in class \( W^{1,q}(\Omega; \mathbb{R}^3) \times L^q(\Omega) \) for a.e. \( t \in J \). Since the right-hand sides of equations (4.91) are differentiable, we can differentiate both equations. Further, we differentiate the condition \( v = 0 \) on \( \partial \Omega[t] \). For every \( x = \eta[t](x_0) \) from \( \partial \Omega[t] \), we have

\[
0 = \frac{d}{dt} v(\eta[t](x_0))|_{t=0} = \partial_t v(0, x_0) + (U(x_0) \cdot \nabla) v(0, x_0), \quad x_0 \in \partial \Omega_0.
\]

Moreover, on \( \partial \Omega[t] \), the function \( v \) is constant in directions tangential to the boundary, thus \( (U \cdot \nabla) v = (U \cdot n)\partial_n v \), noting that \( v \in W^{2,q}(\Omega; \mathbb{R}^3) \) since \( g \in W^{1,q}(\Omega) \). Differentiating also the condition \( 0 = \int_{\Omega[t]} p[t] \ dx \), we obtain the system (4.98).

Next, we transform this non-homogeneous system to the homogeneous one in order to apply Proposition 4.9.1. Setting

\[
v_0 = (U \cdot \nabla) v \quad \text{and} \quad p_0 = -\int_{\partial \Omega[t]} (U \cdot n) p[t] \ d\sigma,
\]

the functions \( \partial_t v + v_0, \partial_t p + p_0 \) form the solution of a homogeneous Stokes problem with the right-hand side \( f = \Delta v_0, \ g = \partial_t g + \text{div} v_0 \). In accordance with our assumptions, we have \( f \in W^{-1,2}(\Omega_0; \mathbb{R}^3) \) and \( g \in L^q(\Omega_0) \). It remains to show that \( \tilde{g} \) is even in \( L^q(\Omega) \). First, we compute

\[
\int_{\Omega[t]} \text{div} v_0 \ dx = \int_{\partial \Omega[t]} (U \cdot n)(n \cdot \partial_n v) \ d\sigma = \int_{\partial \Omega[t]} (\text{div}vU)n \ d\sigma = \int_{\Omega[t]} \text{div}(gU),
\]

where in the first two equalities we have used once more that \( v \) is the constant zero in the directions tangential to the boundary. The third one is because of the fact, that \( \text{div}v = g \in W^{1,q}(\Omega_0) \) has a trace on \( \partial \Omega_0 \). Then

\[
\int_{\Omega[t]} \tilde{g} \ dx = \int_{\Omega[t]} \partial_t g + \text{div}(gU) \ dx = \frac{d}{dt} \int_{\Omega[t]} g \ dx = 0.
\]

Now, we can apply Proposition 4.9.1 to obtain the solution \( (\tilde{v}, \tilde{p}) \) of the homogeneous problem and also the solution of the original non-homogeneous problem:

\[
\partial_t v = \tilde{v} - v_0, \quad \partial_t p = \tilde{p} - p_0.
\]
which is unique in the class $W^{1,q}(\Omega; \mathbb{R}^3) \times \overline{\mathcal{T}}(\Omega)$. Finally, by virtue of estimates (4.92), (4.94), we infer
\[
\|\partial_t \mathbf{v}\|_{1,q} \leq C\left(\|\mathbf{v}_0\|_{1,q} + \|\partial_t \mathbf{g}\|_{q}\right) \leq C\left(\|\mathbf{g}\|_{1,q}\|\mathbf{U}\|_{1,\infty} + \|\partial_t \mathbf{g}\|_{q}\right),
\]
\[
\|\partial_t \mathbf{v}\|_{q} \leq C\left(\|\mathbf{v}_0\|_{q} + \|\partial_t \mathbf{g}\|_{-1,q}\right) \leq C\left(\|\mathbf{g}\|_{q}\|\mathbf{U}\|_{\infty} + \|\partial_t \mathbf{g}\|_{-1,q}\right),
\]
where all norms are considered on $\Omega_0$.

**Refined pressure estimate on the whole fluid region**

Since, we work on the time interval $I$ up to the first contact, there exists an artificial velocity field $\mathbf{U} \in L^2(I; W^{3,\infty}(\Omega; \mathbb{R}^3))$, which coincides with the actual velocity $\mathbf{u}$ on the bodies. There exists also displacement mapping $\eta$, which coincide with $\eta^f$ on the bodies and which is compatible with $\mathbf{U}$. We consider the operator $\mathcal{H}$ on the domain
\[
F[t] = \Omega^f[t] = \eta[t](F_0), \quad F_0 = \Omega \setminus \bigcup_{i=1}^N S^i.
\]
We assume that $F_0$ is bounded domain of the class $C^2$. Then the same holds for domains $F[t]$ because of the regular velocity field $\mathbf{U}$.

Next, taking a fixed $\varepsilon > 0$, and $t \in I$, we shall use the following test function in the momentum equation:
\[
\varphi = \mathcal{H}[\pi_\varepsilon] = \mathcal{H}_F[\pi_\varepsilon][t], \quad \pi_\varepsilon[t] = \omega_\varepsilon \ast \varrho^\nu[t] - \int_{F[t]} \omega_\varepsilon \ast \varrho^\nu[t], \quad \nu > 0,
\]
where $\omega_\varepsilon$ are smoothing kernels (2.1) acting in the space variable. Obviously, $\pi_\varepsilon[t]$ belongs to $W^{1,q}(\mathbb{R}^3) \cap \overline{\mathcal{T}}(F[t])$ for any $q > 1$ and for a.e. $t \in I$. On the other hand, using the smoothed renormalized continuity equation (3.12) with $B(\varrho) = \varrho^\nu$, we get
\[
\partial_t (\omega_\varepsilon \ast \varrho^\nu) + \text{div}(\omega_\varepsilon \ast \varrho^\nu \mathbf{u}) + (\nu - 1)\omega_\varepsilon \ast (\varrho^\nu \text{div} \mathbf{u}) = r_\varepsilon \text{ a.e. on } I \times \mathbb{R}^3, \tag{4.100}
\]
where $r_\varepsilon \rightarrow 0$ in $L^p(I \times \mathbb{R}^3), \frac{1}{p} \geq \frac{\nu}{\nu + \frac{5}{2}}$. Consequently, $\partial_t \pi_\varepsilon[t]$ is bounded in $L^p(\mathbb{R}^3)$ for a.e. $t \in I$. Then Propositions 4.9.1, 4.9.2 ensure that $\varphi$ is a valid test function for the momentum equation, which yields
\[
\int_0^T \int_F p(\varrho, \vartheta) \omega_\varepsilon \ast \varrho^\nu \, dx \, dt = \int_0^T \int_F p(\varrho, \vartheta) \, dx \int_F \omega_\varepsilon \ast \varrho^\nu \, dx \, dt 
\]
\[
- \int_0^T \int_F \varrho \mathbf{f} : \mathcal{H}(\pi_\varepsilon) + \varrho \mathbf{u} \otimes \mathbf{u} : \nabla \mathcal{H}(\pi_\varepsilon) \, dx \, dt 
\]
\[
+ \int_0^T \int_F \left(2\mu^f(\vartheta)\Delta \mathbf{u} + (\zeta^f(\vartheta) - \frac{2}{3} \mu^f(\vartheta)) \text{div} \mathbf{u} \mathcal{I}\right) : \nabla \mathcal{H}(\pi_\varepsilon) \, dx \, dt 
\]
\[
- \int_0^T \int_F \varrho \mathbf{u} \cdot \partial_t \mathcal{H}[\pi_\varepsilon] \, dx \, dt
\]
By virtue of the energy and entropy estimates, the first three integrals are bounded independently of $\varepsilon$, where the most restrictive convective term leads to the condition $\nu \leq \frac{2}{3}$. For the
last one, we employ (4.99) to get

\[ I_4 = \int_0^T \int_F \varrho u \cdot \partial_t \mathcal{H}[\pi_\epsilon] \, dx \, dt \]

\[ \leq C \int_0^T \left( \| (\varrho u)[t] \|_{L^2(\Omega)} \left( \| \pi_\epsilon[t] \|_{L^\infty(\Omega)} \| U[t] \|_{L^\infty(\Omega)} + \| \partial_t \pi_\epsilon[t] \|_{W^{-1,2}(F[t])} \right) \right), \]

The terms on the right-hand side can be further estimated using the properties of the smoothing kernels, equation (4.100), and the Sobolev imbedding as follows

\[ \| \pi_\epsilon[t] \|_5 \leq C \| \varrho^{5\nu}[t] \|_1, \]

\[ \| \partial_t \pi_\epsilon[t] \|_{W^{-1,5}(F[t])} \leq C \left( \| (\varrho^\nu u)[t] \|_{L^2(\Omega)} + \| (\varrho^\nu \text{div} u)[t] \|_{L^1(\Omega)} + \| r^\nu \|_{L^1(\Omega)} + |I_5| \right), \]

where

\[ I_5 = \frac{d}{dt} \int_{F[t]} \varrho^\nu[t] \ast \omega_\epsilon \, dx. \]

Taking \( \nu \) small enough, namely \( \nu \leq \frac{1}{18} \), the integral \( I_4 \) will be bounded independently of \( \epsilon \) as soon as the term \( I_5 \) is integrable in time uniformly with respect to \( \epsilon \).

And here an open problem arise, since we know that \( |F[t]| = |F_0| \) and

\[ \frac{d}{dt} \int_{F[t]} |\varrho^\nu[t]| \, dx = 0, \]

but it doesn’t need to be true for \( I_5 \), because of smoothing over the boundary \( \partial F[t] \). So, the question is whether one can find a regularization of the density field, which behaves better on the boundary.
Chapter 5

Steady barotropic flow for monatomic gas

In this chapter we shall deal with the existence of steady (i.e. time independent) solutions \((\varrho, \mathbf{u})\) to the system of equations for the isentropic flow of the Newtonian fluid. As was explained in the Chapter 1, especially in Section 1.2.2, for such a flow the Navier-Stokes-Fourier system reduces to

\[
\begin{align*}
\text{div}(\varrho \mathbf{u}) &= 0 \quad (5.1) \\
\text{div}(\varrho \mathbf{u} \otimes \mathbf{u}) - \mu \Delta \mathbf{u} - (\mu + \lambda) \nabla \text{div} \mathbf{u} + \nabla p(\varrho) &= \varrho \mathbf{f} + \mathbf{g}.
\end{align*}
\]

Without loss of generality, we can set \(a = 1\) in (1.40) and assume pressure \(p(\varrho) = \varrho^\gamma\).

The first existence result for the system (5.1 - 5.2) is due to the pioneering work of LIONS [29]. There he assumes \(\gamma > \frac{5}{3}\). Later, NOVOTNY, NOVO [34] have adapted a method of FEIREISL [13] to prove existence in the case of the potential \(\mathbf{f}\) (and arbitrary \(\mathbf{g}\)) with \(\gamma > \frac{3}{2}\), see also [37]. Recently, FREHSE, GOJ, STEINHAUER [19] and PLOTNIKOV, SOKOLOWSKI [39] have independently obtained new \(L^\infty\) estimates for the quantity \(\Delta^{-1} p\) and have proposed several methods to improve estimates of the density. Both works however assume a priori bound for \(L^1\) norm of \(\varrho \mathbf{u}^2\) which is not available for the general system (5.1 - 5.2). Before this these was finished, there appeared a new result of PLOTNIKOV, SOKOLOWSKI [40] in the same spirit as ours.

The main goals of this chapter are:

- To put the FREHSE, GOJ, STEINHAUER [19] and the PLOTNIKOV, SOKOLOWSKI [39] estimates into the context of the modern potential theory (see ADAMS, HEDBERG [1]).
- To show how the \(L^\infty\) estimate of \(\Delta^{-1} p\) can be combined with the standard energy and density bounds even without the a priori \(L^1\) bound for \(\varrho \mathbf{u}^2\).
- To use these observations to prove existence of solutions for small values of \(\gamma\), namely \(\gamma > \frac{4}{3}(1 + \sqrt{13}) \approx 1.53\) in the case of three dimensional flows and arbitrary \(\mathbf{f}\), and \(\gamma > \frac{1}{8}(3 + \sqrt{41}) \approx 1.175\), if \(\mathbf{f}\) is potential.
The condition for the general $f$ allows to treat at least the monatomic gas. As the estimate of $\Delta^{-1}p$ is essentially of the local character we limit ourselves to the periodic boundary conditions and periodic domain. In order to guarantee existence of space periodic solutions, we assume $f$ and $g$ with certain symmetries.

5.1 Formulation of the problem and main results

We consider equations (5.1 − 5.2) on a periodic cell

$$\Omega = \left([-\pi, +\pi] \setminus \{-\pi, +\pi\}\right)^3$$

with the periodic boundary conditions and $f, g$ with symmetry

$$f_i(x) = -f_i(Y_i(x)), \quad f_i(x) = f_i(Y_j(x)) \quad \text{and} \quad g_i(x) = -g_i(Y_i(x)), \quad g_i(x) = g_i(Y_j(x)) \quad \text{for } i \neq j, \quad i, j \in \{1, 2, 3\},$$

where

$$Y_i(\ldots, x_i, \ldots) = (\ldots, -x_i, \ldots).$$

This implies the same symmetry of $u$, and $\rho$ with the symmetry

$$\rho(x) = \rho(Y_i(x)) \quad \text{for } i = 1, 2, 3.$$

Consequently the investigated problem can be viewed also as the problem on the cube $(0, \pi)^3$ with slip boundary conditions

$$u \cdot n = 0, \quad n S \tau = 0 \quad \text{both on } \partial (0, \pi)^3,$$

see Ebin [10].

In addition to the notation introduced in Chapter 2, we shall use spaces of symmetric functions: for example, $W^{1,2}_{\text{sym}}(\Omega; \mathbb{R}^3)$ stands for the (vector valued) functions from $W^{1,2}(\Omega; \mathbb{R}^3)$ that enjoy symmetric property (5.4) and $L^p_{\text{sym}}(\Omega)$ denotes (scalar) functions from $L^p(\Omega)$ that satisfy symmetry (5.5). Another rather uncommon notation is that a set as an index of a measure (or a function) means the measure restricted to the set, e.g. $p_M = p|\Omega \cap M = \int_M p$.

Suppose for a moment that $(\rho, u)$ is a classical solution to (5.1 − 5.2) and let $b \in C^1(0, \infty)$. Multiplying continuity equation (5.1) by $b'(\rho)$, we obtain the renormalized continuity equation

$$\text{div}(b(\rho)u) + (\rho b'(\rho) - b(\rho))\text{div}u = 0.$$  

To keep this equation valid even for a weak solution $\rho \in L^1(\Omega)$ and $u \in W^{1,2}(\Omega; \mathbb{R}^3)$ (see Definition 5.1.1 later on) we require that (5.6) is satisfied in the sense of distributions $\mathcal{D}'(\Omega)$ for any

$$b \in C\left([0, \infty) \cap C^1([0, \infty))\right)$$

$$\sup_{t \in (0, 1)} |t^\alpha b'(t)| < \infty, \quad \text{for some } \alpha \in [0, 1),$$

$$\sup_{t \in (1, \infty)} \left|t^{-\alpha} b'(t)\right| < \infty, \quad \text{for some } \alpha \leq \frac{\gamma}{2} - 1.$$  

(5.7)
Similarly, we take a scalar product of momentum equation (5.2) with $u$ and we integrate over $\Omega$. Using continuity equation (5.1) and taking advantage of the periodicity of solutions, after several integrations by parts, we obtain the energy equality
\[
\int_{\Omega} \mu |\nabla u|^2 + (\mu + \lambda) |\text{div} u|^2 \, dx = \int_{\Omega} \varrho f \cdot u + g \cdot u \, dx.
\] (5.8)

Of course, due to the presence of the weakly lower semi-continuous functionals $\nabla u \rightarrow \int_{\Omega} |\nabla u|^2 \, dx$, $\nabla u \rightarrow \int_{\Omega} |\text{div} u|^2 \, dx$, on $L^2(\Omega; \mathbb{R}^3)$, for weak solutions, we can expect only the energy inequality
\[
\int_{\Omega} \mu |\nabla u|^2 + (\mu + \lambda) |\text{div} u|^2 \, dx \leq \int_{\Omega} \varrho f \cdot u + g \cdot u \, dx.
\] (5.9)

Last but not least, integrating momentum equation (5.2) over the periodic cell $\Omega$, in accordance with the periodicity of solutions, we obtain the compatibility relation
\[
\int_{\Omega} \varrho f + g \, dx = 0.
\] (5.10)

This condition is automatically satisfied by any solution induced by $f$ and $g$ with symmetry (5.4). Finally, we denote by $m > 0$ the total mass of the gas in the volume $\Omega$.

Following the terminology of [37] we define a renormalized bounded energy weak solution of the periodic problem (5.1) – (5.2) on the domain $\Omega$ as follows:

**Definition 5.1.1.** Let the viscosity coefficients $\mu$, $\lambda$ satisfy $\mu > 0$, $2\mu + 3\lambda > 0$. Suppose that $\gamma > 1$ and $m > 0$ are given constants and assume that both $f, g \in L^\infty(\Omega)$ satisfy (5.4). We say that a couple $(\varrho, u)$ is a renormalized bounded energy weak solution of the periodic problem (5.1) – (5.2) on the periodic cell $\Omega$ if
\[
\varrho \in L_\gamma^\text{sym}(\Omega), \quad u \in W^{1,2}_\text{sym}(\Omega; \mathbb{R}^3),
\] (5.11)
\[
\int_{\Omega} \varrho \, dx = m,
\] (5.12)
the renormalized continuity equation (5.6) is valid for any $b$ satisfying (5.7), the momentum equation (5.2) holds in $D'(\Omega)$, and (5.9) is satisfied.

**Remark 5.1.2.** In view of (5.11) the simple density argument can be used to see that (5.2) holds even in $(W^{1,2}(\Omega; \mathbb{R}^3))^\prime$ for any $q \geq \max(2, \frac{3\gamma}{2\gamma - 3})$.

Now we are ready to state the main result.

**Theorem 5.1.3.** Let $\Omega$, $m$, $\mu$, $\lambda$, $f$, $g$ satisfy hypothesis of Definition 5.1.1. Let
\[
\gamma > \gamma_{\text{gen.}} := \frac{1}{3}(1 + \sqrt{13}) \approx 1.53
\] (5.13)
or let $f$ be potential and
\[
\gamma > \gamma_{\text{pot.}} := \frac{1}{8}(3 + \sqrt{41}) \approx 1.175.
\] (5.14)
Then there exists a renormalized bounded energy weak solution $(\varrho, u)$ of the periodic problem (5.1) – (5.2) which satisfies
\[
\varrho \in L^\gamma q(\Omega), \quad q = \frac{3\gamma}{2 + \gamma}.
\] (5.15)
The rest of the chapter is devoted to the proof. In Section 3 we derive $L^\infty$ estimates for $\Delta^{-1}p$. Then in Section 4 we use the nonlinear potential theory due to Adams, Hedberg [1] to find a convenient $L^1$ bound for the quantity $p u^2$. In Section 5 we use this estimate together with standard energy and density bounds to estimate the density in the space $L^q$, $q = \frac{3\gamma}{\gamma+2}$. Finally, in Section 6, we combine this piece of information with the recently discovered compactness properties of the so called effective viscous flux and with the notion of the renormalized solutions to the continuity equation (cf. P.L. Lions’ results [29] and [14], [37]). This makes possible to prove compactness of the set of weak solutions as well as to construct weak solutions via a several level approximation scheme. The limit passage from one level to another is standard, see e.g. [37]. Nevertheless, the necessary modifications in the construction of approximations to accommodate the periodic boundary conditions, as well as the last (and the most delicate) limit process are performed in all details in Sections 6.1 and 6.2.

5.2 Potential estimate

Let $(\varrho_\delta, u_\delta)$ be a sequence of renormalized bounded energy weak solutions to the problem (5.1 – 5.2), where, as well as in sequel, $p$ stands for $p_\delta$. Our aim is to derive for $\varrho_\delta$ sufficiently strong estimates independent of $\delta > 0$ in terms of the external data $\|f\|_\infty, \|g\|_\infty$ (and, of course, of the coefficients $\mu, \lambda$).

Choose $y \in \Omega$. Since the periodic problem is invariant with respect to the translation of the periodic cell, we can assume $y = 0$. As in [19] and [39], the main estimate of this section can be obtained testing formally the momentum equation (5.2) by $\varphi(x) = (x - y)|x - y|^{-1}$. Since this is not an admissible test function in the sense of Remark 5.1.2, we shall truncate it as follows:

$$\varphi = (x - y)\eta(|x - y|),$$

$$\eta(t) = \begin{cases} \frac{1}{r} - \frac{1}{R} & \text{on } [0, r) \\ \frac{1}{r} - \frac{1}{R} & \text{on } [r, R) \\ 0 & \text{on } [R, \infty) \end{cases}$$

where $0 < r < \frac{\pi}{2} < R < \pi$. Denoting $P = \varrho u \otimes u + p I$ and $n = \frac{(x - y)}{|x - y|}$, a short calculation yields

$$\frac{1}{r} \int_{B_r} \text{Tr}(P - S) + (\varrho f + g) \cdot (x - y) \, dx = \frac{1}{R} \int_{B_R} \text{Tr}(P - S) + (\varrho f + g) \cdot (x - y) \, dx$$

$$+ \int_{B_R \setminus B_r} \frac{\text{Tr}(P - S) - (P - S) : n \otimes n}{|x - y|} + (\varrho f + g) \cdot n \, dx = 0,$$  \hspace{1cm} (5.16)

where $B_s = \{x : |x - y| < s\}$. Since $\varrho \in L^3(\Omega)$ for a fixed $\delta$, we realize that the term $Q := (\text{Tr}(P - S) + (\varrho f + g) \cdot (x - y))$ belongs in $L^1(\Omega)$. Thus the Lebesgue point property implies

$$\frac{1}{r} \int_{B_r} Q \, dx = \frac{4\pi r^2}{|B_r|} \int_{B_r} Q \, dx \to 0 \quad \text{as } r \to 0.$$

Rearranging the remaining terms in (5.16) and estimating the resulting right-hand side, we
obtain
\[
\sup_{r > 0} \int_{B_r \setminus B_r} \frac{\mathrm{Tr} \,(\mathbb{P} - \mathbb{P} : n \otimes n)}{|y - x|} \, dx \leq \frac{1}{R} \int_{B_r} \mathrm{Tr}(\mathbb{P} - \mathbb{S}) + (\varrho f + g) \cdot (x - y) \, dx \\
+ \int_{B_r} \frac{2|\mathbb{S}|}{|y - x|} + |\varrho f + g| \, dx \leq C(1 + \|p\|_1 + \|\mathbb{S}\|_2 + \|\varrho\|_1),
\]
Here and in the sequel, $C$ is a generic positive constant independent of $\delta$. Next, we observe that
\[
\mathrm{Tr} \,(\mathbb{P} - \mathbb{P} : n \otimes n) = \varrho u^2 + 3p - (\varrho (u \cdot n)^2 + p) \geq 2p \geq 0.
\]
Thus, recalling the structure of $\mathbb{S}$, we get
\[
\int_{B_r} \frac{2p}{|x - y|} \, dx \leq C(1 + \|\varrho u^2\|_{1,\Omega} + \|p\|_{1,\Omega} + \|u\|_{1,2,\Omega}). \tag{5.17}
\]
Finally, denoting the periodic extension of $p$ from $L^1(\Omega)$ to $L^1_{\text{loc}}(\mathbb{R}^3)$ again by $p$ and extending the integral at the left-hand side of (5.17) to the whole $\mathbb{R}^3$, we arrive at
\[
(\Delta^{-1} p\Omega)[y] := \int_{\mathbb{R}^3} \frac{p\Omega(x)}{|x - y|} \, dx \leq \int_{B_r} \frac{p}{|x - y|} \, dx + \frac{1}{R} \int_{\Omega} p \, dx \\
\leq C(1 + \|\varrho u^2\|_{1,\Omega} + \|p\|_{1,\Omega} + \|u\|_{1,2,\Omega}). \tag{5.18}
\]

5.3 An application of the potential theory

In this part we will apply the general potential theory developed by Adams, Hedberg \cite{AdamsHedberg} to obtain a convenient estimate for $pu^2$. Similar estimate has been proved in \cite{39}, in a direct way. Slightly weaker one, for the quantity $p|u|$, was derived in \cite{19} via the theory of Morrey spaces. The main advantage of our approach are accurate expressions for the best constants (see (5.27)) of estimates, which will be crucial for the bootstrapping argument in Section 5.

We shall say that a function $g$ on $\mathbb{R}^N$ is a radial decreasing convolution kernel if $g(x) = g_0(|x|)$, for some non-negative, lower semi-continuous, non-increasing function $g_0$ on $\mathbb{R}^+$ for which $\int_0^1 g_0(t) t^{N-1} \, dt < \infty$. The key ingredient of our proof is the following theorem.

**Theorem 5.3.1.** \cite[Theorem 7.2.1]{1} Let $g$ be a radial decreasing convolution kernel, and let $\mu \in \mathcal{M}^+(\mathbb{R}^N)$ be a positive Radon measure. Then for $1 < p \leq q < \infty$ the following properties of $\mu$ are equivalent:

(a) There is a constant $A_1$ such that
\[
\left( \int_{\mathbb{R}^N} |g * f|^q \, d\mu \right)^{1/q} \leq A_1 \|f\|_p \tag{5.19}
\]
for all $f \in L^p(\mathbb{R}^N)$.

(b) There is a constant $A_2$ such that
\[
\|g * \mu_K\|_{\mu'} \leq A_2 \mu(K)^{1/q'} \tag{5.20}
\]
for all compact sets $K \subset \mathbb{R}^N$. 
Moreover, the least possible values of $A_1$ and $A_2$ are the same. As a matter of fact one can take $A_1 = A_2$.

The following preliminary material is taken again from [1, Chapter 1]. We shall be concerned with the Bessel kernels $G_{\alpha}$, which are defined for any real (or even complex) index $\alpha$ via the Fourier transform by the formula

$$G_{\alpha} := \mathcal{F}^{-1}((1 + |\xi|^2)^{-\frac{\alpha}{2}}).$$

(5.21)

The Bessel kernel $G_{\alpha}$ is radially decreasing convolution kernel, in particular it is real and positive. It has exponential decay at infinity and the following asymptotics at zero

$$G_{\alpha}(x) \leq C(\alpha, N)|x|^{\alpha - N} \quad \text{as } |x| \to 0, \quad \text{for } 0 < \alpha < N.$$  

(5.22)

Due to the definition (5.21) it is easy to see that the kernels $G_{\alpha}$ form a group, namely

$$G_{\alpha} \ast G_{\beta} = G_{\alpha+\beta}. $$

(5.23)

For the kernel $G_{\alpha}$ one can define the Bessel potential space

$$L^{\alpha,p}(\mathbb{R}^N) := \{ \varphi = G_{\alpha} \ast f \mid f \in L^p(\mathbb{R}^N) \},$$

with the norm

$$\|G_{\alpha} \ast f\|_{L^{\alpha,p}(\mathbb{R}^N)} := \|f\|_{L^p(\mathbb{R}^N)}.$$  

The fundamental theorem of A. P. Calderon [4] identifies these spaces with the Sobolev spaces.

**Theorem 5.3.2.** [1, Theorem 1.2.3] For $\alpha \in \mathbb{N}$, $W^{\alpha,p}(\mathbb{R}^N) = L^{\alpha,p}(\mathbb{R}^N)$, $1 < p < \infty$, with equivalence of norms. In particular, for all $\varphi \in W^{\alpha,p}(\mathbb{R}^N)$ there exists a unique $f \in L^p(\mathbb{R}^N)$ such that $\varphi = G_{\alpha} \ast f$, and there is a constant $A$ such that

$$A^{-1} \|\varphi\|_{L^{\alpha,p}(\mathbb{R}^N)} \leq \|\varphi\|_{W^{\alpha,p}(\mathbb{R}^N)} \leq A \|\varphi\|_{L^{\alpha,p}(\mathbb{R}^N)}.$$

Due to Theorem 5.3.2, for any $u^i \in W^{1,2}(\Omega)$ there exists a unique $f \in L^2(\Omega)$ such that $E(u^i) = G_{\alpha} \ast f$, where $E : W^{1,2}(\Omega) \to W^{1,2}(\mathbb{R}^3)$ is a continuous extension operator. Now, we are in the position to use Theorem 5.3.1 with $N = 3$, $p = q = 2$, $\mu = p_{1,2} \, dx$, $g = G_1$ and $f$. First we apply Fubini's theorem to check the condition (b) of Theorem 5.3.1

$$\|G_1 \ast p_{1,2} \|_2^2 = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G_1(y-x) p_{1,2}(y) G_1(z-x) p_{1,2}(z) \, dy \, dz \, dx $$  

(5.24)

$$= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} ((G_1 \ast G_1) \ast p_{1,2})(y) p_{1,2}(z) \, dy \, dz \, dx $$  

(5.25)

$$\leq \|G_2 \ast p_{1,2}\|_{\infty} p_{1,2}(K) \leq C \|\Delta^{-1} p_{1,2}\|_{\infty} p_{1,2}(K) \leq A_2^2 p_{1,2}(K), $$

(5.26)

where on the last line we have used (5.23), (5.22), (5.18), and we have put

$$A_2^2 = C(1 + \|\mu u^2\|_1 + \|p\|_1 + \|u\|_{1,2}). $$

(5.27)

Finally, using the statement (a) of Theorem 5.3.1 and Theorem 5.3.2 we conclude that

$$\|pu^2\|_{L^1(\Omega)} \leq \sum_{i=1}^3 \int_{\mathbb{R}^3} E(u^i)^2 p_{1,2} \, dx \leq \sum_{i=1}^3 A_1^2 \|E(u^i)\|_{L^1(\mathbb{R}^3)}^2 \leq C A_2^2 \|u\|_{W^{1,2}(\Omega)}^2.$$  

(5.28)
5.4 Bootstrapping argument

There are two standard estimates for the renormalized bounded energy weak solutions we have not yet exploited. First, if we use the energy inequality (5.9), Korn’s inequality, the Young inequality, and the Sobolev imbeddings we arrive at the estimate

\[ \| \mathbf{u} \|_{1,2} \leq C(\Omega) \| \mathbf{f} \|_\infty \| \mathbf{\theta} \|_{\frac{6}{5}}. \]  

(5.29)

Second, we introduce the so-called Bogovskii operator, which is a particular solving operator

\[ \mathcal{B} : \varphi \in L^q(\Omega) \rightarrow \mathbf{v} \in W^{1,q}(\Omega; \mathbb{R}^3), \quad 1 < q < \infty \]  

(5.30)

of the problem

\[
\begin{aligned}
\text{div } \mathbf{v} &= \varphi - \int_\Omega \varphi \, dx \quad \text{in } (-\pi, \pi)^3, \\
\mathbf{v} &= 0 \quad \text{on } \partial(-\pi, \pi)^3.
\end{aligned}
\]

(5.31)

The operator \( \mathcal{B} \) is continuous, namely \( \| \mathbf{v} \|_{1,q} \leq C \| \varphi \|_q \). For details see [37, Section 3] and references quoted there. In view of Remark 5.1.2 we can test (5.2) by the function \( \mathcal{B}[\varphi] \), where \( \varphi \in L^q(\Omega) \), \( 1 < q \leq 2 \), to get

\[
\int_\Omega p \text{div}(\mathcal{B}[\varphi]) \, dx = \int_\Omega (S - \varphi I \otimes \mathbf{u}) \cdot \nabla \mathcal{B}[\varphi] - \left( \mathbf{\varphi f} + \mathbf{g} \right) \cdot \mathcal{B}[\varphi] \, dx \\
\leq C \left( \| \mathbf{u} \|_{1,2} + \| p \mathbf{u}^2 \|_q + \| \varphi \|_q \| \mathbf{f} \|_\infty + \| g \|_\infty \right) \| \varphi \|_{q'}. 
\]

(5.32)

For \( \gamma q > \frac{6}{5} \), the Young inequality together with (5.29) yields

\[
\| p \|_q = \sup_{\varphi \in L^q(\Omega)} \| \varphi \|_{q'}^{-1} \int_\Omega p \left( \text{div} \mathcal{B}[\varphi] + \int_\Omega \varphi \, dx \right) \, dx \leq C \left( 1 + \| p \mathbf{u}^2 \|_q \right). 
\]

(5.33)

Next, we split the right-hand side,

\[
\| p \mathbf{u}^2 \|_q = \int_\Omega (\varphi^2 \mathbf{u}^2)^b \mathbf{u}^c \, dx, \quad q = \gamma b, \quad 2q = 2b + c,
\]

and apply the Hölder inequality to get

\[
\| p \mathbf{u}^2 \|_q^q \leq \| \varphi^2 \mathbf{u}^2 \|_1^b \| \mathbf{u} \|_6^c, 
\]

(5.34)

provided

\[
b + \frac{c}{6} \leq 1 \quad \text{or equivalently } q \leq \frac{3\gamma}{\gamma + 2}. 
\]

(5.35)

With help of estimates (5.29), (5.33) we can rewrite (5.28) as

\[
\| p \mathbf{u}^2 \|_1 \leq C \left( 1 + \| p \mathbf{u}^2 \|_{1+\epsilon} \right) \| \varphi \|_{\frac{6}{5}}^2. 
\]

(5.36)

Further application of the Hölder inequality together with the imbedding \( L^6(\Omega) \hookrightarrow W^{1,2}(\Omega) \) and with (5.29) yields

\[
\| p \mathbf{u}^2 \|_1 \leq C \left( 1 + \| \varphi \|_{\frac{6}{5}} \| \varphi \|_{\frac{6}{5}}^2 \right) \| \varphi \|_{\frac{6}{5}}^2. 
\]

(5.37)
In (5.36), (5.37), \( \varepsilon \) can be chosen arbitrary from the interval \((0, \varepsilon_0)\) where \( \varepsilon_0 \) is sufficiently small and \( C \) depends on \( \varepsilon_0 \) but is independent of \( \varepsilon \). Taking into account (5.33), (5.34), and (5.37) we arrive at

\[
\|p\|_q^g = \|\vartheta^q + \delta \vartheta^2\|_q^g \leq C(1 + \|\vartheta\|_{L^{2+\varepsilon}}^b \|\vartheta\|_2^{2b+2g}).
\] (5.38)

In the next step we shall interpolate the norms at the right-hand side of (5.38) between \( L^1(\Omega) \) and \( L^{gq}(\Omega) \) as follows

\[
\|\vartheta\|_r \leq \|\vartheta\|_1^\gamma \|\vartheta\|_{gq}^y = C\|\vartheta\|_q^y, \quad y = \frac{\gamma q}{(\gamma q - 1) - \frac{r-1}{r}}.
\] (5.39)

Applying (5.39) to (5.38) with \( r \) successively equal to \( \frac{3}{2} + \varepsilon \) and \( \frac{5}{2} \) under the necessary conditions \( \gamma q > \frac{5}{2} \) and \( \gamma q \geq \frac{5}{2} \) respectively, and noticing that \( \|\vartheta\|_1 = m \), we get

\[
\|\vartheta^q + \delta \vartheta^2\|_q^g \leq C(1 + \|\vartheta\|_{gq}^{z + \hat{C}q}), \quad z = \frac{\gamma q}{\gamma q - 1} \left( \frac{b}{3} + \frac{2b + 2q}{6} \right), \quad \hat{C} \leq \frac{\gamma q - 2b}{\gamma q - 1} \frac{2b}{3}.
\] (5.40)

This formula yields

\[
\|\vartheta^q + \delta \vartheta^2\|_q^g \leq C(\Omega, m, f, g)
\]

provided

\[
\gamma q > z = \frac{\gamma q - \frac{2}{3} + \frac{2}{3}}{\gamma q - 1} \frac{2}{3} q.
\] (5.41)

The expression \( \frac{2q}{\gamma q - 1} \) is a decreasing function of \( q \), consequently (5.41) can be understood as an inequality to determine the lower bound for \( q \). Thus, in accordance with (5.35), \( q = \frac{3\gamma}{\gamma + 2} \) represents the optimal choice of \( q \). Then (5.41) reduce to \( \gamma q > 2 \) or equivalently \( 3\gamma^2 - 2\gamma - 4 > 0 \). The latter inequality leads directly to the condition \( \gamma > \gamma_{gen} \). (5.13).

If the volume force \( f \) is potential, the term \( \int_{\Omega} g f \cdot u \) on the right-hand side of (5.9) is zero thanks to (5.1). Thus we obtain, instead of (5.29), a priori bound for \( \|u\|_{1,2} \). Consequently (5.37) takes the form

\[
\|pu^2\|_{1,1} \leq C(1 + \|pu^2\|_{1,1+\varepsilon})
\] (5.42)

and interpolation (5.34) yields

\[
\|pu^2\|_q^g \leq C\|\vartheta^q u^2\|_q^g \|u\|_6^6 \leq C(1 + \|pu^2\|_{1,1+\varepsilon}^6).
\] (5.43)

As \( b < q \), we get estimate for \( \|pu^2\|_q^g \). Using (5.33), we arrive at

\[
\|\vartheta^q + \delta \vartheta^2\|_q^g \leq C(1 + \|pu^2\|_q^g) \leq C(\Omega, m, f, g)
\] (5.44)

for every \( 1 < q \leq \frac{3\gamma}{\gamma + 2} \) and for all \( \gamma > 1 \).

Summarizing all estimates, we have

\[
\delta^{1/2} g_5 \text{ bounded in } L^{3q}(\Omega), \quad g_5 \text{ bounded in } L^{gq}(\Omega),
\]

\[
g_5 u_5^3 \text{ bounded in } L^q(\Omega), \quad u_5 \text{ bounded in } W^{1,2}(\Omega; \mathbb{R}^3)
\] (5.45)

uniformly with respect to \( \delta \), provided \( \gamma > \gamma_{gen} \), or provided \( \gamma > 1 \) and \( f \) is potential. To prove strong convergence of the density, we shall also need the estimate

\[
\|g_5 u_5\|_r \leq \|g_5\|_{gq} \|g_5 u_5^2\|_{gq}^{1/2} \leq C \quad \text{with some } r > \frac{6}{5}.
\] (5.46)

This is true provided \( \frac{5}{6} > \frac{1}{2q}(1 + \frac{1}{5}) \) which is equivalent to condition (5.14).
5.5 Existence of a solution

The first part of this section is devoted to the construction of the bounded energy weak solutions to problem (5.1 − 5.2) by using several level approximation scheme. We also explain (referring to the second part) how to pass to the limit between the levels. In the second part we combine the estimates of Section 5 with the compactness properties of the effective viscous flux and with the convenient estimates of oscillations to the density sequence to carry out the last limit process \( \delta \to 0^+ \).

5.5.1 Approximations

In this section we explain how to construct the renormalized bounded energy weak solutions to problem (5.1 − 5.2) on the periodic cell (5.3). We adopt the same chain of approximations as described in Chapter 4 of [37], where a similar problem is treated for larger values of the adiabatic constant and the homogeneous Dirichlet boundary conditions for the velocity. The problem of density estimates for the small adiabatic constants was already treated in Section 5. Due to this fact, we shall concentrate in this part essentially to the changes which are necessary to be operated in order to accommodate the periodic boundary conditions and the symmetries (5.4), (5.5).

To this end, we consider an approximating problem with positive parameters \( \alpha, \varepsilon, \) and \( \delta \):

\[
\begin{align*}
\alpha (\varrho - h) + \text{div}(\varrho u) - \varepsilon \Delta \varrho &= 0, \\
\alpha (h + \varrho) u + \frac{1}{2} (\text{div}(\varrho u \otimes u) + \varrho \nabla u) + \nabla (\varrho^\gamma + \delta \varrho^3) - \text{div} S &= \varrho f + g,
\end{align*}
\]

(5.47), (5.48)

on the periodic cell \( \Omega \). Here \( h \) is a smooth periodic function with the symmetry (5.5) satisfying \( \int_\Omega h = m \). Further, \( \rho \) and \( u \) are unknowns which has to obey symmetries (5.4) and (5.5), respectively. Notice that in this case \( u \cdot n \) and \( \partial_n \varrho \) necessarily vanish on \( \partial (-\pi, \pi)^3 \). In order to solve this system we employ the Leray-Schauder fixed point theorem.

**Theorem 5.5.1** (see [37] Section 1.4.11.8). Let \( X \) be a Banach space and \( D \subset X \) bounded open set. Let \( H : \overline{D} \times [0, 1] \to X \) be a homotopy of compact transformations, which means that \( H \) is a compact mapping for every \( t \in [0, 1] \) and that it is uniformly continuous in \( t \) on any bounded set \( B \subset \overline{D} \). Let

\[
\omega - H(\omega, t) \neq 0, \quad \forall t \in [0, 1], \quad \forall \omega \in \partial D.
\]

(5.49)

If there exists \( \omega_0 \in D \) such that \( H(\omega_0, 0) = \omega_0 \), then, for any \( t \in [0, 1] \), there exists \( \omega_t \in D \), satisfying \( H(\omega_t, t) = u_t \) as well.

We take \( v \in W^{1,\infty}_\text{sym}(\Omega; \mathbb{R}^3) \) such that \( \|v\|_{1,\infty} \leq K \) for some \( K > 0 \). Using the standard theory of elliptic operators, see e.g. Nečas [32], we can construct solving operators

\[
\Pi_t : \xi \in W^{1,p}_\text{sym}(\Omega) \cap \{I_\Omega \xi = m\} \to \varrho_t \in (W^{2,p}_\text{sym}(\Omega) \cap \{I_\Omega \varrho = m\})
\]

to the problems

\[
-\varepsilon \Delta \varrho_t = -t (\alpha (\xi - h) + \text{div}(\xi v)) \quad \text{in} \quad \Omega, \quad \int_\Omega \varrho_t \, dx = m, \quad t \in [0, 1],
\]

(5.50)
which, for any $1 < p < \infty$, forms a homotopy of compact transformations by virtue of the compact imbedding $W^{2,p}_\text{sym}(\Omega) \hookrightarrow W^{1,p}_\text{sym}(\Omega)$. Testing

$$
\alpha(g - h) + \text{div}(gv) - \varepsilon \Delta g = 0
$$

(compare with (5.47)) by $v$ and using conveniently a bootstrapping argument we realize that any fixed point $\varrho_t \in W^{1,p}_\text{sym}(\Omega) \cap \{f_\Omega \varrho = m\}$ of $\Pi_t$ satisfies

$$
\|\varrho_t\|_{1,p} \leq CS(K, p, \varepsilon, \alpha, h),
$$

where $C_S$ is a positive constant independent of $t$. As a consequence the domain

$$
D = \{\xi \in W^{1,p}_\text{sym}(\Omega) \mid \|\xi\|_{1,p} \leq 2C_S, \ f_\Omega \varrho = m\}
$$

verifies (5.49) with the homotopy $H(\cdot, t) = \Pi_t(\cdot)$. We can therefore employ Theorem 5.5.1, taking $X = W^{1,p}_\text{sym}(\Omega) \cap \{f_\Omega \varrho = m\}$, to construct the operator $S$

$$
S : v \in W^{1,\infty}_\text{sym}(\Omega; \mathbb{R}^3) \rightarrow (\varrho = \Pi_1(\varrho)) \in W^{1,p}_\text{sym}(\Omega)
$$

such that $\varrho = S(v)$ solves equation (5.47).

Similarly we define operators $T_t : v \rightarrow u_t$, $t \in [0, 1]$ as the solving operators to the problems

$$
-\mu \Delta u - (\mu + \lambda) \text{div}u = -tF(S(v), v),
$$

on the periodic cell $\Omega$, where

$$
F(\varrho, v) := \alpha(h + \varrho) v + \frac{1}{2} \text{div}(\varrho v \otimes v) + \frac{1}{2} \varrho v \nabla v + \nabla(\varrho^2 + \delta \varrho^2) - \varrho f - g.
$$

The necessary condition to guarantee the existence of solutions to this system is $\int_\Omega F = 0$. This condition is always satisfied provided $f$, $g$, $v$ and $\varrho$, $h$ posses symmetries (5.4) and (5.5), respectively.

Referring to the standard results of the regularity to the elliptic systems, see again [32], we conclude that

$$
T_t : v \in W^{1,\infty}_\text{sym}(\Omega; \mathbb{R}^3) \rightarrow u_t \in W^{2,p}_\text{sym}(\Omega; \mathbb{R}^3) \hookrightarrow W^{1,\infty}_\text{sym}(\Omega; \mathbb{R}^3)
$$

for any $p > 3$.

We test (5.48) by $u$, where (5.48) can be viewed as the Lamé type system (5.54) with $v = u$. After a long but standard calculation, employing among others (5.47), we get

$$
\int_\Omega \mu|\nabla u|^2 + (\mu + \lambda)|\text{div}u|^2 \, dx + \varepsilon \|\nabla(\varrho^{3/2})\|_{1,2}^2 \leq \int_\Omega (\varrho f + g) \cdot u \, dx + \alpha C(h),
$$

where $C(h)$ is a positive constant dependent on $h$. Taking advantage of the symmetries of $u$ and of the fact that $\int_\Omega (\varrho - h) = 0$, one can use the Sobolev and Poincaré type inequalities as well as a bootstrapping via $F(S(u), u)$ and the elliptic regularity of (5.54) to conclude that

$$
\|u\|_{2,6} + \|\varrho\|_{0,3,3} \leq CT(\alpha, \delta, \varepsilon, f, g, h).
$$

Now we shall take $K = 2C_T$ in the definition of $C_S$ (see (5.52)) in order to have the operator $S$ well defined.
5.5 Existence of a solution

The domain $D = \{ v \in W^{1,\infty}_s(\Omega, \mathbb{R}^3) | \|v\|_{1,\infty} \leq 2C_T \}$, verifies (5.49) with $H(\cdot, t) = T_1$. Once again, we can use Theorem 5.5.1 with $X = W^{1,\infty}_s(\Omega)$, to guarantee existence of a fixed point $u_\varepsilon = T_1(u_\varepsilon)$ and then we set $q_\varepsilon = S(u_\varepsilon)$. Evidently, the couple $(q_\varepsilon, u_\varepsilon)$ solves (5.47 - 5.48).

To pass to the limit $\varepsilon \to 0+$, we have on our disposal estimate (5.56) and another estimate

$$\|q\|_{0,2\beta} \leq C(\delta, f, g, h).$$

It can be obtained by testing the momentum equation (5.48) by the Bogovskii operator $B[\varphi]$, see (5.30), (5.31), using the known bound (5.56), and applying conveniently the Sobolev imbeddings and the Hölder inequality in a way similar to (5.32). Both estimates provide uniform bounds for $\|u_\varepsilon\|_{1,2}$ and $\|q_\varepsilon\|_{0,2\beta}$ independent of $\varepsilon$.

These estimates are sufficient to pass to the limit in the continuity equation (5.47), the energy inequality (5.56), and in all terms of the momentum equation (5.48) except the pressure term $p_\varepsilon(q_\varepsilon)$.

To pass to the limit in $p_\varepsilon(q_\varepsilon)$, one needs to show that the weak limits $u$ and $q$ of the sequences $u_\varepsilon$ and $q_\varepsilon$ satisfy also the renormalized continuity equation similar to (5.6), namely

$$\alpha \rho b'(\rho) + \text{div}(b(\rho)u) + (\rho b'(\rho) - b(\rho)) \text{div}u =$$

$$\alpha \rho b'(\rho) + \varepsilon \text{div}(b'(\rho)\nabla \rho) - \varepsilon b''(\rho)|\nabla \rho|^2$$

with a convenient function $b \in C^\infty(0, \infty)$. This equation can be obtained via multiplying equation (5.51) by $b'(\rho)$. Further, one needs to prove that the quantity

$$P_\varepsilon(q) = p_\varepsilon(q) - (2\mu + \lambda) \text{div}u,$$

called effective viscous pressure, satisfies the identity

$$\overline{P_\varepsilon(q)} b(\rho) - \overline{P_\varepsilon(q)} b(\rho) = (2\mu + \lambda) \left( \overline{b(\rho) \text{div}u - b(\rho) \text{div}u} \right)$$

with another convenient function $b$. Here and in what follows the overlined quantities denote corresponding weak limits in $\mathcal{D}'(\Omega)$.

The same holds for the passage $\alpha \to 0+$, but now, (5.58) is replaced by the renormalized continuity equation (5.6).

Importance of the effective viscous pressure (5.59) and some of their properties was recovered in various contexts by several authors Lions [29], Serre [42], Hoff [24], Novotný, Padula [36] and [35]. Finally it was successfully used in existence theory by Lions [29]. Its rigorous mathematical realization is deeply related to the quality of density estimates and therefore to the value of $\gamma$ (resp. $\beta$, in the case of limits $\varepsilon \to 0+$ and $\alpha \to 0+$). In fact, the difficulty of the underlying mathematical analysis increases with decreasing values of adiabatic constant. Intimately related to the DiPerna-Lions transport theory and to the Friedrich’s lemma about commutators [8], the Lions method is applicable provided $q$ is square integrable. Thus, for general $f$, it could be used without additional restriction as the condition $\gamma > \gamma_{\text{gen.}}$ is equivalent to $\gamma q > 2$ (cf. discussion after (5.41)). To treat also the case of potential $f$ we shall rather apply another method proposed by Feireisl [13] (see also [18]) which is better adapted to investigate small adiabatic constants. We shall describe all details of this approach in the next section.
In the second step, we deduce from (5.60) an estimate measuring oscillations of the sequence where \( \rho \) imbedding the couple \((\rho, \mathbf{u})\) will be done in several steps following [37]. In the first step we shall prove identity (5.60) solutions to the problem

To conclude, both previous limit procedures, namely \( \varepsilon \to 0^+ \) and \( \alpha \to 0^+ \) have common features with the limit passage \( \delta \to 0^+ \). The latter (most difficult) limit contains all of essential mathematical aspects of limits \( \varepsilon \to 0^+, \alpha \to 0^+ \). Consequently, the reader can, by himself, adapt the arguments of Section 6.2 to these situations.

### 5.5.2 Vanishing artificial pressure

Let \( g_\delta \in L^3_{sym}(\Omega), u_\delta \in W^{1,2}_{sym}(\Omega; \mathbb{R}^3) \) be sequence of bounded energy renormalized weak solutions to the problem

\[
\begin{align*}
\div(b(g_\delta)u_\delta) + (g_\delta b'(g_\delta) - b(g_\delta))\div u_\delta &= 0 & \text{in } \mathcal{D}'(\Omega), \\
\int_\Omega \mu|\nabla u_\delta|^2 + (\mu + \lambda)|\div u_\delta|^2 &\leq \int_\Omega (g_\delta f + g) \cdot u_\delta \, dx,
\end{align*}
\]

where \( b \) is the same as in (5.6). By virtue of the estimates (5.45), (5.46), and the compact imbedding \( W^{1,2}(\Omega; \mathbb{R}^3) \hookrightarrow L^p(\Omega; \mathbb{R}^3), 1 \leq p < 6 \) we obtain following limits

\[
\begin{align*}
\delta g_\delta^\beta &\to 0 \quad \text{in } \mathcal{D}'(\Omega), \\
g_\delta &\to \varrho \quad \text{weakly in } L^p(\Omega), \\
u_\delta &\to u \quad \text{weakly in } W^{1,2}(\Omega; \mathbb{R}^3), \\
u_\delta &\to u \quad \text{in } L^p(\Omega; \mathbb{R}^3), 1 \leq p < 6,
\end{align*}
\]

\[
\begin{align*}
g_\delta u_\delta &\to \varrho u \quad \text{weakly in } L^r(\Omega), \text{ for some } r > 6/5, \\
g_\delta u_\delta &\to \varrho u \quad \text{weakly in } L^q(\Omega).
\end{align*}
\]

at least for a chosen subsequence.

Using these facts and the weak lower semi-continuity of the left hand side of (5.63) we can pass to the limit in (5.61 - 5.63) and we get

\[
\begin{align*}
\div(gu) &= 0 & \text{in } \mathcal{D}'(\Omega), \\
\div(b(\varrho)u) + (\varrho b'(\varrho) - b(\varrho))\div u &= 0 & \text{in } \mathcal{D}'(\Omega), \\
\div(gu \otimes u) - \mu \Delta u - (\mu + \lambda)\nabla \div u + \nabla \varrho^2 &= \varrho f + g & \text{in } \mathcal{D}'(\Omega; \mathbb{R}^3), \\
\int_\Omega |\nabla u|^2 + (\mu + \lambda)|\div u|^2 \, dx &\leq \int_\Omega (\varrho f + g) \cdot u \, dx. & (5.69)
\end{align*}
\]

The proof will be complete provided we show the strong convergence of \( g_\delta \in L^1(\Omega) \). This will be done in several steps following [37]. In the first step we shall prove identity (5.60) with \( b = T_k, k > 0 \), where

\[
T_k(z) = kT(z/k); \; T \in C^\infty(\mathbb{R}^+), \text{ concave; } T(z) = z \text{ for } z \leq 1; \; T(z) = 2 \text{ for } z \geq 3. \quad (5.70)
\]

In the second step, we deduce from (5.60) an estimate measuring oscillations of the sequence of densities \( \varrho_\delta \) (see formula (5.77)). This information is used in the third step to prove that the couple \((\varrho, u)\) satisfies the renormalized continuity equation (see Lemma 5.5.2). The last
fourth step consists in comparing the weak limit of the renormalized continuity equation for $(g_\delta, u_\delta)$ with the renormalized continuity equation for the weak limit $(g, u)$.

Step 1: Compactness properties of the effective viscous pressure (5.59). Testing (5.62) by $\eta \varphi_\delta = \eta \nabla \Delta^{-1}(\xi_T_k(g_\delta))$ with $\eta, \xi \in \mathcal{D}(\Omega)$ we obtain

$$
\int \Omega \eta \xi (g_\delta^2 - (2\mu + \lambda) \text{div} u_\delta) T_k(g_\delta) \, dx = \text{GoodTerms}_\delta + \int \Omega \eta \underbrace{\mathcal{R}_{i,j}(\xi_T_k(g_\delta) u_\delta^j) g_\delta u_\delta^i}_{\text{DivCurl}_\delta} \, dx
+ \int \Omega u_\delta^i \cdot (\xi_T_k(g_\delta) \mathcal{R}_{i,j}(\eta g_\delta u_\delta^j - \eta g_\delta u_\delta^i \mathcal{R}_{i,j}(\xi_T_k(g_\delta)))) \, dx, \quad (5.71)
$$

GoodTerms$_\delta = \int \Omega ((\mu + \lambda) \text{div} u_\delta - g_\delta^2) \nabla \eta \cdot \varphi_\delta - \delta g_\delta^2 \text{div} (\eta \varphi_\delta) + (\mu \nabla u_\delta - g_\delta \sigma_\delta \otimes u_\delta) \nabla \eta \otimes \varphi_\delta
- \mu \nabla \eta \otimes u_\delta : \nabla \varphi_\delta + \mu u_\delta \cdot \nabla \eta (\xi_T_k(g_\delta)) - (f g + g) \eta \varphi_\delta \, dx. \quad (5.72)

Similarly we can test (5.68) by $\eta \varphi = \eta \nabla \Delta^{-1}(\xi_T_k(\varphi))$ to get

$$
\int \Omega \eta \xi (\varphi^2 - (2\mu + \lambda) \text{div} u) \overline{T_k(\varphi)} \, dx = \text{GoodTerms} + \int \Omega \eta \underbrace{\mathcal{R}_{i,j}(\xi_T_k(\varphi) u^j) \varphi u^i}_{\text{DivCurl}} \, dx
+ \int \Omega u^i \cdot (\xi_T_k(\varphi) \mathcal{R}_{i,j}(\eta \varphi u^j) - \eta \varphi u^i \mathcal{R}_{i,j}(\xi_T_k(\varphi)))) \, dx, \quad (5.73)
$$

GoodTerms = $\int \Omega ((\mu + \lambda) \text{div} u - \varphi^2) \nabla \eta \cdot \varphi + (\mu \nabla u - \varphi \sigma \otimes u) \nabla \eta \otimes \varphi
- \mu \nabla \eta \otimes u : \nabla \varphi + \mu u \cdot \nabla \eta (\xi_T_k(\varphi)) - (f \varphi + g) \eta \varphi \, dx. \quad (5.74)

Next we shall pass to the limit in (5.71) as $\delta \to 0^+$. Realizing that $\varphi_\delta \to \varphi$ in any $L^p(\Omega; \mathbb{R}^3)$, $p > 1$ and taking into account limits (5.64), (5.65) it is straightforward to show that (GoodTerms$_\delta$) $\to$ (GoodTerms). Furthermore, applying Lemma 2.2.4 and Lemma 2.2.5 we easily verify that (DivCurl$_\delta$) $\to$ (DivCurl) weakly in $\mathcal{D}'(\Omega)$ and (Commutator$_\delta$) $\to$ (Commutator) weakly in $L^r(\Omega)$, respectively. This is the only place where we need quite restrictive estimate (5.46).

Finally, subtracting (5.73) and the limit of (5.71) as $\delta \to 0^+$, we obtain the famous identity for the effective viscous pressure, cf. (5.59), namely

$$
\overline{\varphi^2 T_k(\varphi)} - \overline{\varphi^2 T_k(\varphi)} = -(2\mu + \lambda)(T_k(\varphi) \text{div} u - T_k(\varphi) \text{div} u) \quad \text{a.e. in } \Omega. \quad (5.75)
$$

Step 2: Defect measure of oscillations. Using in successive steps the elementary algebraic inequality $(a - b)^\gamma \leq a^\gamma - b^\gamma$, $a \geq b \geq 0$, weak lower semi-continuity of convex functionals $\varrho \to \int_\Omega \varrho^\gamma$, $\varrho \to -\int_\Omega T_k(\varrho)$, and (5.75) we succeed to control oscillations of the density sequence $g_\delta$ in the following way

$$
\limsup_{\delta \to 0^+} \int_\Omega \left| T_k(\varrho) - T_k(g_\delta) \right|^{\gamma+1} \, dx \leq \limsup_{\delta \to 0^+} \int_\Omega (\varrho^\gamma - g_\delta^\gamma) (T_k(\varrho) - T_k(g_\delta)) \, dx
\leq \int_\Omega \overline{\varrho^\gamma T_k(\varrho)} - \overline{\varrho^\gamma T_k(\varrho)} \, dx \leq C \left\| \text{div} u_\delta \right\|_2 \limsup_{\delta \to 0^+} \left\| T_k(\varrho) - T_k(g_\delta) \right\|_2. \quad (5.76)
$$
Hence, thanks to (5.45),
\[
\sup_{k > 0} \limsup_{\delta \to 0^+} \|T_k(\varrho) - T_k(\varrho_0)\|_{\gamma+1} \leq C. \tag{5.77}
\]

**Step 3: Renormalized continuity equation.** The control of the density oscillations allows us to keep the renormalized continuity equation (5.6) valid for the limits \( \varrho, u \) even if the density is not known to be square integrable. More precisely we claim (see e.g. [37, Lemma 4.50]):

**Lemma 5.5.2.** Let \( b \) belong to (5.7), \( u_\delta \to u \) weakly in \( W^{1,2}(\Omega; \mathbb{R}^3) \) and \( \varrho_\delta \to \varrho \) weakly in \( L^s(\Omega) \), \( s > 1 \) and suppose that (5.61), (5.67) and (5.77) hold. Then \( (\varrho, u) \) satisfies renormalized continuity equation (5.6) in \( \mathcal{D}'(\Omega) \).

If \( s \geq 2 \), Lemma 5.5.2 is a particular case of the DiPerna-Lions transport theory, which is, in this case, a direct consequence of (5.66) and the Fridrichs’ lemma about commutators [8]. If \( s \in (1, 2) \) one may adapt to the steady situation the “nonsteady” aproach of Feireisl [13] (see also [18]). Since \( T_k(\varrho) \) belongs, in particular, to \( L^2(\Omega) \), one can apply the Di-Perna, Lions transport theory to (5.67) with \( b = T_k \) to conclude that

\[
\text{div}(b(T_k(\varrho))u) + \left( T_k(\varrho)b'(T_k(\varrho)) - b(T_k(\varrho)) \right) \text{div}u = b'(T_k(\varrho))(\varrho T_k(\varrho) - T_k(\varrho))\text{div}u, \tag{5.78}
\]
e.g. for any \( b \in C^1([0, \infty)) \cap C_0([0, \infty)) \). As the consequence of the weak lower semi-continuity of norms we get

\[
\|T_k(\varrho) - \varrho\|_1 \leq Ck^{1-p}, \quad \|T_k(\varrho) - \varrho\| \leq Ck^{1-p}, \quad \text{for } 1 \leq p < \gamma q. \tag{5.79}
\]

Using this fact and (5.77) one verifies that

\[
b'(T_k(\varrho))(\varrho T_k(\varrho) - T_k(\varrho))\text{div}u \to 0 \quad \text{in } L^1(\Omega). \]

Consequently (5.78) yields (5.6) for a compactly supported \( b \). The passage to general \( b \) given by (5.7) can be performed via the Lebesgue dominated convergence theorem.

**Step 4: Strong convergence of \( \varrho_\delta \).** Finally we use (5.6) to prove the strong convergence of \( \varrho_\delta \) in \( L^1(\Omega) \). We introduce functions \( L_k(z) \approx z \log(z) \) by the equation \( tL_k'(t) - L_k(t) = T_k(t) \). Using \( L_k \) as \( b \) in (5.6) and (5.66) leads to \( \int \varrho T_k(\varrho)\text{div}u = 0 \) and \( \int \varrho T_k(\varrho)\text{div}u = 0 \), respectively. With this information at hand, the revisited proof of formula (5.76) yields

\[
\limsup_{\delta \to 0^+} \|T_k(\varrho) - T_k(\varrho_0)\|_{\gamma+1} \leq C \int \text{div}u(T_k(\varrho) - \overline{T_k(\varrho)}) \, dx \leq C \|T_k(\varrho) - \overline{T_k(\varrho)}\|_1^{\frac{\gamma+1}{\gamma+2}} \limsup_{\delta \to 0^+} \|T_k(\varrho) - T_k(\varrho_0)\|_{\gamma+1}. \tag{5.80}
\]

Recalling (5.79), the right-hand side of (5.80) tends to zero with \( k \). Now, we write

\[
\limsup_{\delta \to 0^+} \|\varrho_\delta - \varrho\|_1 \leq \|\varrho_\delta - T_k(\varrho_0)\|_1 + \limsup_{\delta \to 0^+} \|T_k(\varrho_0) - T_k(\varrho)\|_1 + \|T_k(\varrho) - \varrho\|_1.
\]

By virtue of (5.79) and (5.80), the right hand side of the above formula tends to zero. Consequently, the sequence \( \varrho_\delta \) converges strongly in \( L^s(\Omega) \), for all \( 1 \leq s < \gamma q \) and \( \overline{\varrho}^\gamma \) in equation (5.68) is equal to \( \varrho^\gamma \). This completes the proof of Theorem 5.1.3.
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