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ABSTRACT

All users of an electrical power system expect that the frequency and voltages are maintained within acceptable boundaries at all times. Some participants, mainly generating units, provide the necessary frequency and voltage control services, called ancillary services. Since these participants are entitled to receive a payment for the services provided, markets for ancillary services have been developed along with the liberalisation of electricity markets. However, current arrangements vary widely from a power system to another.

This thesis provides a comprehensive assessment of markets for frequency and voltage control ancillary services along three axes: (a) defining the needs for frequency and voltages, as well as specifying the ancillary services that can fulfil these needs; (b) assessing the cost of ancillary services for a producer; and (c) discussing the market design of an efficient procurement of ancillary services.

Such a comprehensive assessment exhibits several advantages: (a) stakeholders can quickly grasp the issues related to ancillary services; (b) participants benefit from a standardised method to assess their system; (c) solutions are proposed to improve current arrangements; and (d) theoretical limitations that need future work are identified.

This work, titled A Comprehensive Assessment of Markets for Frequency and Voltage Control Ancillary Services, was submitted in 2008 by Yann Rebours to The University of Manchester for the degree of Doctor of Philosophy.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternative Current</td>
</tr>
<tr>
<td>ACE</td>
<td>Area Control Error</td>
</tr>
<tr>
<td>ACF</td>
<td>AutoCorrelation Function</td>
</tr>
<tr>
<td>ADSB</td>
<td>Adaptive Deterministic Security Boundaries</td>
</tr>
<tr>
<td>AER</td>
<td>Australian Energy Regulator (Australia)</td>
</tr>
<tr>
<td>AS</td>
<td>Ancillary Service</td>
</tr>
<tr>
<td>AU</td>
<td>Australia</td>
</tr>
<tr>
<td>AVR</td>
<td>Automatic Voltage Regulator</td>
</tr>
<tr>
<td>BDEW</td>
<td><em>Bundesverband der Energie- und Wasserwirtschaft e.V</em> (Federal association for the energy and water management) (Germany)</td>
</tr>
<tr>
<td>BE</td>
<td>Belgium</td>
</tr>
<tr>
<td>BNA</td>
<td><em>Bundesnetzagentur</em> (regulator of the federal grid) (Germany)</td>
</tr>
<tr>
<td>CAISO</td>
<td>California Independent System Operator (USA)</td>
</tr>
<tr>
<td>CAL</td>
<td>California</td>
</tr>
<tr>
<td>CER</td>
<td>Commission for Energy Regulation</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>CI</td>
<td>Cost Indicator</td>
</tr>
<tr>
<td>Cigré</td>
<td>Conseil International des Grands Réseaux Électriques (International Council on Large Electric Systems)</td>
</tr>
<tr>
<td>CNSE</td>
<td>Comisión Nacional del Sistema Eléctrico (National Commission of the Electrical System) (Spain)</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon dioxide</td>
</tr>
<tr>
<td>CPS</td>
<td>Control Performance Standard (North America)</td>
</tr>
<tr>
<td>CRE</td>
<td>Commission de Régulation de l'Energie (Commission of Energy Regulation) (France)</td>
</tr>
<tr>
<td>CREG</td>
<td>Commission de Régulation de l'Electricité et du Gaz (Commission of Electricity and Gas Regulation) (Belgium)</td>
</tr>
<tr>
<td>CSV</td>
<td>Comma-Separated Values</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DCS</td>
<td>Disturbance Control Standard (North America)</td>
</tr>
<tr>
<td>DE</td>
<td>Germany</td>
</tr>
<tr>
<td>DG</td>
<td>Distributed Generation</td>
</tr>
<tr>
<td>DGEMP</td>
<td>Direction Générale de l'Energie et des Matières Premières (General Direction of Energy and Raw Materials) (France)</td>
</tr>
<tr>
<td>DIDEME</td>
<td>Direction de la DÉmande et des Marchés Energétiques (Direction of the Demand and Energy Markets) (France)</td>
</tr>
<tr>
<td>DNO</td>
<td>Distribution Network Operator</td>
</tr>
<tr>
<td>DO</td>
<td>Distribution Owner</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic Programming</td>
</tr>
<tr>
<td>DSO</td>
<td>Distribution System Operator</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>DTe</td>
<td>Directie Toezicht Energie (Supervision Department of Energy) (The Netherlands)</td>
</tr>
<tr>
<td>EDF</td>
<td>Electricité de France SA (Electricity of France) (France)</td>
</tr>
<tr>
<td>EENS</td>
<td>Expected Energy Not Served</td>
</tr>
<tr>
<td>EnBW</td>
<td>EnBW Transportnetze AG (Germany)</td>
</tr>
<tr>
<td>E.ON</td>
<td>E.ON Netz GmbH (Germany)</td>
</tr>
<tr>
<td>ERAP</td>
<td>Entity Responsible for Ancillary services Procurement</td>
</tr>
<tr>
<td>ERCIM</td>
<td>European Research Consortium for Informatics and Mathematics (Europe)</td>
</tr>
<tr>
<td>ES</td>
<td>Spain</td>
</tr>
<tr>
<td>ETSO</td>
<td>European Transmission System Operators (Europe)</td>
</tr>
<tr>
<td>FACTS</td>
<td>Flexible Alternating Current Transmission System</td>
</tr>
<tr>
<td>FERC</td>
<td>Federal Energy Regulatory Commission (USA)</td>
</tr>
<tr>
<td>FQ</td>
<td>First Quartile</td>
</tr>
<tr>
<td>FR</td>
<td>France</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
</tr>
<tr>
<td>FTR</td>
<td>Financial Transmission Right</td>
</tr>
<tr>
<td>GB</td>
<td>Great Britain</td>
</tr>
<tr>
<td></td>
<td>or Gigabyte</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>HHI</td>
<td>Herfindahl-Hirschman Index</td>
</tr>
<tr>
<td>Hi.</td>
<td>High frequency response (Great Britain)</td>
</tr>
<tr>
<td>HMI</td>
<td>Human-Machine Interface</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>I</td>
<td>Intentional or Integral</td>
</tr>
<tr>
<td>IEA</td>
<td>International Energy Agency</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IET</td>
<td>Institution of Engineering and Technology</td>
</tr>
<tr>
<td>IMF</td>
<td>International Monetary Fund</td>
</tr>
<tr>
<td>INPG</td>
<td>Institut National Polytechnique de Grenoble (National Polytechnical Institute of Grenoble) (France)</td>
</tr>
<tr>
<td>INSTN</td>
<td>Institut National des Sciences et Techniques Nucléaires (National Institute of Nuclear Science and Techniques) (France)</td>
</tr>
<tr>
<td>IQR</td>
<td>InterQuartile Range</td>
</tr>
<tr>
<td>ISO</td>
<td>Independent System Operator</td>
</tr>
<tr>
<td>KSH</td>
<td>Korn Shell</td>
</tr>
<tr>
<td>LAMP</td>
<td>Linux, Apache, MySQL and PHP</td>
</tr>
<tr>
<td>LEG</td>
<td>Laboratoire d'Electrotechnique de Grenoble (Electrotechnical Laboratory of Grenoble) (France)</td>
</tr>
<tr>
<td>LMP</td>
<td>Locational Marginal Price</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Programming</td>
</tr>
<tr>
<td>LSE</td>
<td>Load-Serving Entity (USA)</td>
</tr>
<tr>
<td>MB</td>
<td>Megabyte</td>
</tr>
<tr>
<td>MO</td>
<td>Market Operator</td>
</tr>
<tr>
<td>NAG</td>
<td>Numerical Algorithms Group</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>NERC</td>
<td>North American Electric Reliability Corporation (North America)</td>
</tr>
<tr>
<td>NEMMCO</td>
<td>National Electricity Market Management Company (Australia)</td>
</tr>
<tr>
<td>NI</td>
<td>Non Intentional</td>
</tr>
<tr>
<td>NL</td>
<td>The Netherlands</td>
</tr>
<tr>
<td>NOx</td>
<td>Nitrogen Oxide</td>
</tr>
<tr>
<td>No rec.</td>
<td>No recommendation</td>
</tr>
<tr>
<td>NYISO</td>
<td>New York Independent System Operator (USA)</td>
</tr>
<tr>
<td>NZ</td>
<td>New Zealand</td>
</tr>
<tr>
<td>Ofgem</td>
<td>Office of Gas and Electricity Markets (Great Britain)</td>
</tr>
<tr>
<td>OMEL</td>
<td><em>Operador del Mercado Eléctrico</em> (Electric Market Operator) (Spain)</td>
</tr>
<tr>
<td>OTC</td>
<td>Over-The-Counter</td>
</tr>
<tr>
<td>OTESS</td>
<td><em>OuTil pour l’Etude des Services Système</em> (Tool for the study of ancillary services)</td>
</tr>
<tr>
<td>P</td>
<td>Proportional</td>
</tr>
<tr>
<td>PACF</td>
<td>Partial AutoCorrelation Function</td>
</tr>
<tr>
<td>PHP</td>
<td>PHP: Hypertext Preprocessor</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional Integral</td>
</tr>
<tr>
<td>PMU</td>
<td>Phasor Measurement Unit</td>
</tr>
<tr>
<td>POD</td>
<td>Point of Delivery</td>
</tr>
<tr>
<td>Pri.</td>
<td>Primary frequency response (Great Britain)</td>
</tr>
<tr>
<td>PSS</td>
<td>Power System Stabilizer</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>RCT</td>
<td>Reserve Connecting TSO (UCTE)</td>
</tr>
<tr>
<td>REE</td>
<td><em>Red Eléctrica de España</em> (Spanish Electrical Grid) (Spain)</td>
</tr>
<tr>
<td>RI</td>
<td>Reserve Indicator</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>RRT</td>
<td>Reserve Receiving TSO (UCTE)</td>
</tr>
<tr>
<td>RSI</td>
<td>Residual Supply Index</td>
</tr>
<tr>
<td>RTE</td>
<td><em>Réseau de Transport d'Electricité</em> (Electrical Transmission Grid) (France)</td>
</tr>
<tr>
<td>RTO</td>
<td>Regional Transmission Organisation (USA)</td>
</tr>
<tr>
<td>RWE</td>
<td>RIWE Transportnetz Strom GmbH (Germany)</td>
</tr>
<tr>
<td>SE</td>
<td>Sweden</td>
</tr>
<tr>
<td>Sec.</td>
<td>Secondary frequency response (Great Britain)</td>
</tr>
<tr>
<td>SO</td>
<td>System Operator</td>
</tr>
<tr>
<td>SO-CDU</td>
<td>System Operator-Central Dispatching Upravlenie (Russia)</td>
</tr>
<tr>
<td>SS</td>
<td>System Service</td>
</tr>
<tr>
<td>Stem</td>
<td><em>Statens Energimyndighet</em> (Swedish Energy Agency) (Sweden)</td>
</tr>
<tr>
<td>SVC</td>
<td>Static var Compensator</td>
</tr>
<tr>
<td>SvK</td>
<td><em>Svenska Kraftnät</em> (Sweden)</td>
</tr>
<tr>
<td>T</td>
<td>Total</td>
</tr>
<tr>
<td>TO</td>
<td>Transmission Owner</td>
</tr>
<tr>
<td>TQ</td>
<td>Third Quartile</td>
</tr>
<tr>
<td>TSO</td>
<td>Transmission System Operator</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>UCEI</td>
<td>University of California Energy Institute (USA)</td>
</tr>
<tr>
<td>UCPTE</td>
<td>Union for the Co-ordination of Production and Transmission of Electricity (Europe)</td>
</tr>
<tr>
<td>UCTE</td>
<td>Union for the Co-ordination of Transmission of Electricity (Europe)</td>
</tr>
<tr>
<td>UPFC</td>
<td>Unified Power Flow Controller</td>
</tr>
<tr>
<td>UPS</td>
<td>Unified Power Systems of Russia (Europe and Asia)</td>
</tr>
<tr>
<td>VCG</td>
<td>Vickrey-Clarke-Groves</td>
</tr>
<tr>
<td>VET</td>
<td>Vattenfall Europe Transmission GmbH (Germany)</td>
</tr>
<tr>
<td>VOLL</td>
<td>Value of Lost Load</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Mark-up Language</td>
</tr>
</tbody>
</table>
## SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{ACE}^z_{\text{NERC}}$</td>
<td>ACE of zone $z$ according to NERC (in W)</td>
</tr>
<tr>
<td>$\text{ACE}^z_{\text{UCTE}}$</td>
<td>ACE of zone $z$ according to the UCTE (in W)</td>
</tr>
<tr>
<td>$B$</td>
<td>susceptance of the capacitance (in S)</td>
</tr>
<tr>
<td>$B^z$</td>
<td>frequency bias setting of zone $z$ (in W/0.1 Hz)</td>
</tr>
<tr>
<td>$\epsilon_i$</td>
<td>cost paid by user $i$ (in €)</td>
</tr>
<tr>
<td>$C$</td>
<td>capacitance (in F)</td>
</tr>
<tr>
<td>$C(q)$</td>
<td>cost of the SS deployed (in €)</td>
</tr>
<tr>
<td>$C^D$</td>
<td>dispatch cost of the day $D$ (in €)</td>
</tr>
<tr>
<td>$C_{\text{de-optimisation}}^D$</td>
<td>de-optimisation cost due to frequency control of the day $D$ (in €)</td>
</tr>
<tr>
<td>$C_h^D$</td>
<td>hydro dispatch cost of the day $D$ (in €)</td>
</tr>
<tr>
<td>$C_{\text{relative de-optimisation}}^D$</td>
<td>relative de-optimisation cost due to frequency control of the day $D$ (no unit)</td>
</tr>
<tr>
<td>$C_{\text{th}}^D$</td>
<td>thermal dispatch cost of the day $D$ (in €)</td>
</tr>
<tr>
<td>$C_{\text{with reserves}}^D$</td>
<td>dispatch cost while providing reserves during the day $D$ (in €)</td>
</tr>
</tbody>
</table>
$C_{\text{without reserves}}^D$ dispatch cost while not providing reserves during the day $D$ (in €)

$C_{\text{with } X\% \text{ of initial reserve}}^D$ dispatch cost with the demand for reserves equals to $X\%$ of the initial demand of the day $D$ (in €)

$C_{AS}^z$ annual cost of a given ancillary service for zone $z$ (in €/year)

$C_{\text{energy}}^z$ annual wholesale energy cost for zone $z$ (in €/year)

$C_{\text{cost indicator}}^z$ cost indicator for a given ancillary service for zone $z$ (no unit)

$D$ self-regulation of the load (in % Hz$^{-1}$

or day (an integer)

$D_{\text{Kolmogorov}}$ deviation between the empirical $F^*(x)$ and the modelled $F(x)$ series, used in the Kolmogorov test

$E_{\text{consumption}}^z$ hourly average energy consumption of the zone $z$ (in MWh/h)

$E_{\text{generation}}^z$ hourly average energy production of the zone $z$ (in MWh/h)

$f(x_1, x_2, \ldots, x_n)$ objective function (usually in €)

$f$ actual system electrical frequency at the considered point (in Hz)

$f_a$ nominal electrical frequency of the power system (in Hz)

$f_{\text{quasi}}$ quasi-steady-state electrical frequency of the power system (in Hz)

$f_t$ target system electrical frequency (in Hz)

$f_i^i$ system electrical frequency measured by generating unit $i$ (in Hz)

$f_a^i$ the nominal frequency of the power system set in the controller of generating unit $i$ (in Hz)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_\text{z}^*$</td>
<td>system electrical frequency measured by zone $\text{z}$ (in Hz)</td>
</tr>
<tr>
<td>$F(x)$</td>
<td>modelled series related to the empirical series $F^*(x)$</td>
</tr>
<tr>
<td>$F^*(x)$</td>
<td>empirical series</td>
</tr>
<tr>
<td>$g$</td>
<td>generating unit number</td>
</tr>
<tr>
<td>$\dot{b}_\text{z}$</td>
<td>estimated power deviation of the zone $\text{z}$ related to $P_{\text{max, day}}^\text{z}$ (in %)</td>
</tr>
<tr>
<td>$H$</td>
<td>hour</td>
</tr>
<tr>
<td>$i$</td>
<td>current (in A)</td>
</tr>
<tr>
<td>$i$</td>
<td>or user $i$ in a Groves-Clarke tax system or in the Aumann-Shapley method (integer)</td>
</tr>
<tr>
<td>$i$</td>
<td>or time step $i$ in APOGEE (integer)</td>
</tr>
<tr>
<td>$I$</td>
<td>root mean square current (in A)</td>
</tr>
<tr>
<td>$I$</td>
<td>complex representation (phasor) of the current (in A)</td>
</tr>
<tr>
<td>$I_{\text{base}}$</td>
<td>base current for a given per-unit representation (in A)</td>
</tr>
<tr>
<td>$I_c$</td>
<td>characteristic current of a line (in A)</td>
</tr>
<tr>
<td>$I_{\text{conductor}}$</td>
<td>maximal permanent current in a line conductor (in A)</td>
</tr>
<tr>
<td>$L_k$</td>
<td>complex representation (phasor) of the current flowing in the electrical node $k$ (in A)</td>
</tr>
<tr>
<td>$I_{\text{ME}}^\text{z}$</td>
<td>factor to compensate the difference between the integration of the instantaneous power exchanged and the demand’s energy measurements of zone $\text{z}$</td>
</tr>
<tr>
<td>$j$</td>
<td>constraint number (an integer)</td>
</tr>
<tr>
<td>$J$</td>
<td>total moment of inertia of the rotor masses (in kg.m$^2$)</td>
</tr>
</tbody>
</table>
**SYMBOLS**

- $k$: electrical node
- $K$: proportional gain of a first order system (in output unit/input unit)
- $K^z$: K-factor of zone $z$ (in W/Hz)
- $L$: inductance (in H)
- $LI$: Lerner index (no unit)
- $n$: number of variables to optimise (an integer)
- $n_i$: net value got by the user $i$ (in €)
- $N_G$: number of generating units providing speed control
- $p$: instantaneous power (in VA)
- $p_m$: number of poles of an electrical rotating machine
- $p_r$: instantaneous active power (in W)
- $p_s$: instantaneous reactive power (in var)
- $P_{\text{consumption}}$: total active power consumed in the power system (in W)
- $\hat{P}_{\text{consumption}}^z$: estimate of the internal consumption of the zone $z$ (in MW)
- $\hat{P}_{\text{max consumption}}^z$: estimate of the maximal internal consumption of the zone $z$ (in MW)
- $P$: average instantaneous active power or simply active power (in W)
- $\mathcal{P}$: complex representation (phasor) of the active power (in W)
- $P_o$: electrical active power consumed and produced before the perturbation (in W)
- $P_e$: electrical active power (in W)
- $P_{\text{generation}}$: total active power generated in the power system (in W)
$P_k$ active power flowing through the electrical node $k$ (in W)

$P_l$ power loses in the process (in W)

$P_m$ mechanical active power sent to an electrical rotating machine (in W)

$P_n$ nominal active power produced by the generating unit (in W)

$P_{\text{demand}}^i$ demand for power generation for the time step $i$ (in MW)

$P_{\text{dispatch}}^i$ power generation dispatched during the time step $i$ (in MW)

$P_{\text{Go}}^i$ active power set-point of the generating unit $i$ without any frequency control (in W)

$P_{\text{Go}}^i$ nominal output active power of the generating unit $i$ (in W)

$P_{\text{interconnection}}^z$ active power exported by the zone $z$ to the power system (in W)

$P_{\text{interconnection}}^z$ scheduled active power exported by the zone $z$ to the power system (in W)

$P_{\text{interconnection}}^z$ measured value of the total power exchanged by the zone with other zones, where a positive value represents exports (in W)

$\hat{P}_{\text{max generation}}^z$ estimate of the peak generation for the zone $z$ for the day (in MW)

$PC$ price cap (in €/MW)

$\text{Penalty}_{p}^i$ penalty due to the power mismatch for the time step $i$ (in €)

$\text{Penalty}_{\text{primary}}^i$ penalty due to the primary frequency control reserve mismatch for the time step $i$ (in €)

$\text{Penalty}_{\text{secondary}}^i$ penalty due to the secondary frequency control reserve mismatch for the time step $i$ (in €)

$pf$ power factor (in per-unit)
$q^*$ clearing quantity (in good unit)

$\tilde{q}^*$ quantities of SS actually used (e.g., in MWh)

$q_i$ quantity of SS actually used by user $i$ (e.g., in MWh)

$Q$ maximum of the instantaneous reactive power or simply the reactive power (in var)

$\tilde{Q}$ complex representation (phasor) of the reactive power (in var)

$Q_k$ reactive power flowing through the electrical node $k$ (in var)

$Q_s$ nominal reactive power produced by the generating unit (in var)

$Q_{POD}$ reactive power flowing through the point of delivery (in var)

$r_{xy}$ cross-correlation between two series (no unit)

$R$ resistance (in $\Omega$)

$R_{pri}^{\zeta}$ primary frequency control reserve of the zone $\zeta$ (in MW)

$R_{pri\_demand}^{i}$ demand for primary frequency control reserve for the time step $i$ (in MW)

$R_{pri\_dispatch}^{i}$ primary frequency control reserve dispatched during the time step $i$ (in MW)

$R_{pri\_dispatch\_th}^{i}$ primary frequency control reserve dispatched on thermal units during the time step $i$ (in MW)

$R_{sec}^{\zeta}$ secondary frequency control reserve of the zone $\zeta$ (in MW)

$R_{sec\_demand}^{i}$ demand for secondary frequency control reserve for the time step $i$ (in MW)

$R_{sec\_dispatch}^{i}$ secondary frequency control reserve dispatched during the time step $i$ (in MW)

$R_{sec\_dispatch\_th}^{i}$ secondary frequency control reserve dispatched on thermal units during the time step $i$ (in MW)
$R_I_{pri}$ reserve indicator for the primary frequency control reserve of the zone $z$ (in %)

$R_I_{sec}$ reserve indicator for the secondary frequency control reserve of the zone $z$ (in %)

$S$ apparent power (in VA)

$\underline{S}$ complex representation (phasor) of the apparent power (in VA)

$S_{base}$ base apparent power for a given per-unit representation (in VA)

$S_{line}$ apparent power admissible by the line (in VA)

$S_n$ nominal apparent power produced by an electrical machine (in VA)

$s_G^i$ droop of the generating unit $i$ (in per-unit)

$share^i_{th}$ thermal reserve share for time step $i$ (no unit)

$t$ time (in s)

$t_{dep}^a$ deployment time $a$ (in s)

$t_{dep}^b$ deployment time $b$ (in s)

$T$ cycle time (in s)

or time constant of a first order system (in s)

$T_e$ electrical torque (in N.m)

$T_m$ mechanical torque exercised on the rotor of an electrical rotating machine (in N.m)

$u$ voltage across a dipole (in V)

$U$ root mean square voltage of $u$ (in V)

$U_{dim}$ network dimensioning voltage (in V)
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$U_n$ network nominal voltage (in V)

$v_i$ value put by the user $i$ (in €)

$V$ average voltage between two electrical nodes (in V)

$V_{base}$ base voltage for a given per-unit representation (in V)

$V_k$ root mean square voltage from the ground to the electrical node $k$ (in V)

$V_k^*$ complex representation (phasor) of the voltage from the ground to the electrical node $k$ (in V)

$V_{line-line}$ the voltage line-to-line of the line (in V)

$\omega_j(\chi_1, \chi_2, \ldots, \chi_n)$ constraint function (in various units)

$\text{window}$ the width of the extrapolation (an odd integer larger or equal to three)

$\chi$ data of the temporal series (in series’ unit)

$\chi_{extrapolated}$ extrapolated data to complete the temporal series (in series’ unit)

$\chi_e$ primal variable to optimise (various units)

$X$ reactance of an inductance (in Ω)

or the amount of the initial demand for reserves (in %)

$\zeta$ power system zone number (integer)

$Z$ impedance (in Ω)

$Z_{base}$ base impedance for a given per-unit representation (in Ω)

$Z_c$ characteristic impedance of a line (in Ω)

$\delta$ angle between two voltages (in rad)

$\varepsilon$ accuracy of measurement (in % or in Hz)
$\Delta \% C_{\text{de-optimisation}}$ relative variation of the de-optimisation cost for $D$ in comparison to $D-1$
(no unit)

$\Delta f$ quasi-steady-state frequency deviation from the nominal frequency $f_n$ (in Hz)

$\Delta f_{\text{me}}^i$ measured frequency deviation by the generating unit $i$ (in Hz)

$\Delta P$ quasi-steady-state power unbalance

$\Delta P_{\text{consumption}}$ consumption change following a quasi-steady-state frequency deviation (in W)

$\Delta P_{\text{generation}}$ generation change following a quasi-steady-state frequency deviation (in W)

$\Delta P_{C}^i$ change in the active power set-point of the generating unit $i$ for any frequency deviation (in W)

$\Delta P_{\text{consumption}}^\zeta$ consumption change in zone $\zeta$ following a quasi-steady-state frequency deviation (in W)

$\Delta P_{\text{generation}}^\zeta$ generation change in zone $\zeta$ following a quasi-steady-state frequency deviation (in W)

$\Delta P_{\text{interconnection}}^\zeta$ change in the power transfer between the zone and the other interconnected power systems (in W)

$\Delta V$ voltage difference between two electrical nodes (in V)

$\phi$ lag between current and voltage (in rad)

$\lambda$ instantaneous frequency characteristic (in W/Hz)

$\lambda_j$ Lagrange multiplier related to the constraint $j$ (usually in €/unit of the constraint)

$\lambda_P^i$ marginal cost of power for the time step $i$ (in €/MWh)

$\lambda_R^i$ weighted marginal cost of reserves for the time step $i$ (in (€/MW)/h)
\( \lambda_{pri}^i \)  marginal cost of primary frequency control reserves for the time step \( i \) (in (€/MW)/h)

\( \lambda_{sec}^i \)  marginal cost of secondary frequency control reserves for the time step \( i \) (in (€/MW)/h)

\( \Lambda \)  frequency characteristic of the power system for a given frequency deviation (in W/Hz)

\( \Lambda^z \)  frequency characteristic of the zone \( z \) for a given frequency deviation (in MW/Hz)

\( \pi^* \)  clearing price (in currency unit/good unit)

\( \tilde{\pi} \)  simulated competitive price (in currency unit/good unit)

\( \pi_i \)  price paid by user \( i \) (in €/MW)

\( \sigma \)  standard deviation (in the unit of the value considered)

\( \tau \)  delay (in s)

\( \omega \)  electrical angular frequency (in rad.s\(^{-1}\))

\( \omega_m \)  angular velocity of an electrical rotating machine (in rad.s\(^{-1}\))
CHAPTER 1

INTRODUCTION

Never be entirely idle; but either be reading, or writing, or praying or meditating or endeavouring something for the public good.

Thomas a Kempis (1380 - 1471)

1.1 Increasing Welfare of Power System Users

A USER connected to a power system (e.g., a generating unit or a consumer) wishes to have access to a system that meets a certain standard of quality. In particular, this user expects that the frequency and voltage will stay close to their nominal values because most electrical appliances are designed for a particular frequency and a given voltage. Failure to meet these frequency and voltage standards would lead to losses for the users that may range from a burnt bulb to the loss of production in an expensive process (e.g., in an automobile factory). Efficient frequency and voltage controls are thus essential to maintain a high welfare for all power system users.

The frequency and voltage control services are called system services (SS) because they are delivered by the power system to all the users. Some users of the system, such as generators, contribute to these system services by acting on the frequency of the system or the voltage at the point where they are connected to the system. Because these services
provide by users are ancillary to the production or consumption of energy, they are called *ancillary services* (AS). This distinction between system and ancillary services is depicted in Figure 1.1.

![Figure 1.1: Distinction between ancillary and system services. Based on Eurelectric (2000)](image)

Ancillary services have been provided by users of the power system since its early days, more than one hundred years ago. However, it is only since the recent liberalization of the electricity sector that ancillary services have been treated as a commodity by themselves. Indeed, the reform of the electricity sector has led to a separation between network and generation activities (see section 1.2). Markets for ancillary services resulting from this separation have been developed independently across countries, depending on the previous historical procedures or market architecture. Markets for ancillary services are thus currently very different across systems. In addition, while ancillary services are commodities that differ in many ways from the electrical energy product, efforts in the liberalization process were concentrated on the main product, i.e. electrical energy and its transmission. Therefore, the theoretical framework is much less advanced for ancillary services than it is for energy and transmission markets. Lastly, the structure of power systems is currently evolving fast, driven by high energy prices, aging infrastructures, increasing environmental constraints, an intensified competition and the appearance of new technologies. For example, new generation technologies are developed, interconnections between countries are used closer to their limit and consumers are getting more active. Hence, markets for ancillary services have to be adapted to this evolving structure.

In summary, markets for ancillary services are disparate across countries; they lack from a consistent theoretical framework; and they have to be constantly adapted to the changing structure of power systems. It is thus essential to assess current markets for ancillary services to avoid inappropriate architectures that would lead to inefficiencies and thus a reduced global welfare. However, stakeholders do not have a general and systematic
tool that would help them assess the current markets for ancillary services and thus improve current practices. Therefore, this thesis proposes to fill this gap by providing the tools to perform a comprehensive assessment of markets for ancillary services along three aspects: the technical definition of ancillary services, the cost of provision and the market design.

First, contrary to previous works that were concentrated on specific aspects of markets for ancillary services, this thesis gives a complete picture of the issues by developing the technique, the cost and the market design together. Indeed, these three aspects are linked. For example, the technical definition of an ancillary service will have an impact on the cost to provide it (e.g., a more complex service is likely to be more expensive to provide than a simpler one); the cost structure influences the market design (e.g., a cost that is constant over time makes a short-term market unnecessary); and the technical characteristics of an ancillary service may not be suitable for some particular market design (e.g., it is useless to build a market over a large geographical area if a product is useful only in a given power system region).

Second, the proposed assessment is based on a framework that can be applied to any system. This framework is developed as follows: (a) identifying features; (b) expressing the issues related to each feature; (c) describing the actual solutions adopted in various systems across the world; (d) proposing innovative solutions. Therefore, both theoretical and practical aspects are tackled. At the end of each core chapter, an assessment checklist is proposed to help stakeholders improve their system by implementing new solutions or by fostering more research on a specific feature. Indeed, by putting together issues and solutions for each feature, a global solution to manage ancillary services becomes much clearer.

This thesis is organised in five chapters. Chapter 1 presents the basic layout, the stakeholders and the marketplaces of a power system. The basic concepts underlying frequency and voltage controls are then introduced. Even if this thesis is focused on the ancillary services provided by conventional large generating units, most of the concepts are applicable to any provider of ancillary services as well. The explanations are intended to be suitable for all readers irrespective of their technical background. In particular, the concept of reactive power is explained. Nevertheless, readers familiar with frequency control will notice that the new concepts of average and instantaneous frequency characteristics are defined. Lastly, technologies providing ancillary services are presented.
Chapter 2 focuses on the delivery of ancillary services. First, the needs of users in terms of system services are examined. To meet these needs, ancillary services have to be provided by some users of the system. Therefore, the specification of the quality of ancillary services is discussed. Lastly, the optimal quantity and location of the ancillary services are debated. In particular, Chapter 2 shows that the amount of ancillary services currently provided does not correspond to the actual needs of users in terms of system services.

Chapter 3 describes the main costs incurred by the provision of ancillary services by a producer. A practical methodology to evaluate the cost of frequency control due to the day-ahead capacity reservation is then proposed and successfully applied to Electricité de France (EDF) Producer’s portfolio. In particular, this study gives interesting insights on the parameters affecting the cost of frequency control. Lastly, the cost of the time control (i.e., the cost to maintain the frequency average at 50 Hz) is assessed for France.

Chapter 4 reviews the numerous issues related to the procurement of ancillary services, namely: (a) nominating the responsible entity of procurement; (b) matching supply and demand; (c) choosing the relevant procurement method; (d) defining the structures of offers and payments; (e) organizing the market clearing procedure; (f) avoiding price caps; (g) providing appropriate incentives; (h) assessing the procurement method. Practical and innovative solutions are proposed for each issue.

Lastly, Chapter 5 provides a summary of this thesis, some scenarios of evolutions and possible future work.

1.2 Stakeholders

Broadly speaking, the elements of a power system are physically divided into three main categories: generating units, the network and loads. The network, which provides the electrical link between loads and generating units, is actually divided into two main parts (see Figure 1.2). The transmission network is meshed and operated at high voltages (e.g., 63 kV to 400 kV in France), while the distribution network is usually operated in a radial fashion and at lower voltages (e.g., 400 V to 20 kV in France). Networks are mainly constituted of lines,
1.2 STAKEHOLDERS

transformers\(^1\) and various controllers. Conventional *large generation* (e.g., coal, nuclear, large hydro, gas or fuel) are connected to the transmission network, while smaller generation (e.g., wind, small hydro, combined heat-power plant or photovoltaic) tend to be connected to the distribution network, which led to the term of *distributed generation* (DG) to designate this kind of generating units. Lastly, *consumers* withdraw energy from the system, either at the transmission level (large consumers) or at the distribution level (small consumers).

The various elements of a power system are owned by different parties. Prior to liberalisation, most of them were owned by vertically-integrated companies, which owned at the same time generation, transmission, distribution and retail. Currently, the ownership of these activities tends to be separated. Large generating units are owned by *generation companies*, which most of the time finds their roots in the historical vertically-integrated companies. The transmission network is owned by a few entities (*Transmission Owners*, TO, or *transmission companies*), whereas distribution networks are usually owned by many entities (*Distribution Owners*, DO, or *distribution companies*), such as the city councils in France. Lastly, *end users* are obviously owned by a large number of stakeholders. Therefore, end users are usually gathered in *consumer associations* to get a more powerful representation. In addition, they deal with *retailers* (or *suppliers*), which buy large volumes of energy from generation companies and is in relation with the intermediate stakeholders, such as distribution and transmission operators. In certain cases, retailers can also buy the electricity produced by the end users who own generating assets. Note that retailers generally do not own significant physical assets, except intelligent meters in some cases.

A liberalised power system is complex to run because of the number of participants involved. In addition, it has been recognized that the operation of electrical networks is a natural monopoly. Therefore, independent bodies have to be designated to manage the power system (the *system operators*, or SO). The Transmission System Operator (TSO) operates the power system at the transmission level, while the Distribution System Operator (DSO) is in charge of the distribution level. Therefore, from the TSO’s perspective, a DSO is equivalent to a large consumer. Note that the terms Distribution Network Operator

\(^1\) A transformer allows to converts energy from a given voltage to another level with the help of two windings around a magnetic circuit. The first winding brings power into the magnetic circuit, while the second winding withdraws power from it. A difference in the number of turns for each winding leads to a voltage change, but with a similar power transmitted. Note that Figure 1.2 did not explicitly display any transformers.
(DNO), Regional Transmission Organisation (RTO) and Independent System Operator (ISO) can also be found, with responsibility and authority varying amongst systems.

The competitive sectors of the electricity industry, i.e. generation and retail, need marketplaces to trade products (see next section). The Market Operators (MO) are in charge of these marketplaces. In addition, other participants may provide additional services in the marketplace, such as the brokers, who help bring buyers and sellers together.

To foster fair relations between stakeholders, three basic functions should be performed: (a) setting the rules; (b) monitoring that the rules are respected; and (c) enforcing the rules if necessary. Arrangements to perform these three functions vary from one system to another. The rules are usually set by the legislator, which is most of the time the legislative body of the government. The regulator, which is independent, then checks whether the rules are respected by the participants. It also collects complaints from stakeholders. It may also propose some rule modifications to the legislator. Lastly, it oversees the quality of services provided by participants. Depending on the countries considered, the power of regulators to enforce rules varies. Some of these powers may be entrusted to other entities, such as an anti-trust commission or a market monitoring entity.

Frequency and voltage controls involve all the stakeholders described above. Indeed, generation companies, system operators and end users modify the frequency and voltages through their actions, as explained in Chapters 1 and 2. In addition, the market operators, the regulator and the legislator design the rules used to manage frequency and voltage controls, as shown in Chapters 2 and 4.
1.3 Marketplaces

In order to facilitate exchanges of products between stakeholders and to send signals to all the participants, markets have been developed along with the liberalization. Section 1.3.1 presents the basic features of a marketplace, while sections 1.3.2 to 1.3.5 introduce the main marketplaces that one is likely to find in the electrical industry.

1.3.1 Basic features of a marketplace

The goal of a marketplace is to bring a buyer and a seller together, so they can exchange a given good at an agreed price. If the delivery of the good is instantaneous (e.g., when one buys some Camembert cheese at a favourite dairy shop), or if the good cannot be resold by the buyer before the delivery (e.g., when one buys a Norman wardrobe to be delivered to the buyer the next day), the market is called a spot market. Otherwise, the quality of the good has to be described, as well as the date of delivery and the price to be paid at delivery. Such a market where commodities are traded for delivery in the future is named futures (or sometimes forward) market. In practice, there are several futures markets, which deal with a particular product (e.g., 1-year or 6-month delivery). Obviously, the products of the 1-year futures market can be traded 6 month later in the 6-month futures market. Futures markets
are useful to participants to hedge against risk associated with the volatility of the spot prices.

To trade these products (spot or future), the marketplace can be organised in two ways. A *centralised market* is cleared by a unique entity that collects the *offers to sell* (supply curve) and the *bids to buy* (demand curve). A unique price $\pi^*$ is seen by both buyers and sellers, and a quantity $q^*$ is traded. This price and this quantity correspond to the point where supply and demand match (see Figure 1.3). Note that it can be easily proven that the price $\pi^*$ is equal to the *marginal cost* of the producer\(^2\) providing the last offer (considering a perfectly competitive market\(^3\)). On the other hand, in a *decentralised market*, sellers and buyers can enter directly into contracts to buy and sell (sometimes without knowing each other’s identity). The transaction is thus bilateral. In such a market, there is no “official price”, but there may be mechanisms that allow all the participants to be informed of either the price of the last trade or a weighted average of recent transactions.

An important feature of a marketplace is liquidity. Market liquidity characterises the market’s ability to quickly match any bid to buy with an offer to sell without changing the market price. The liquidity incorporates four features: the tightness (i.e., the capability to avoid a large spread between the highest demand price and the lowest supply price); the depth (i.e., the capability to absorb large trade volumes without significant price changes); the immediacy (i.e., the capability to quickly meet the demand to sell or buy); and the resilience (i.e., the capability to recover after a price change) [IMF (2006)].

The participants can also decide not to meet in a public marketplace, but to agree on a *bilateral contract* outside any organised structure. This kind of transaction, which is very popular in the electricity industry to manage long-term contracts, is called *over-the-counter* (OTC)\(^4\). Such transactions are usually facilitated by brokers. If the bilateral contract is firm, it is called a *forward contract*. On the other hand, if the delivery is optional, it is called an *option*. Several types of options are possible: European (a unique date of delivery), American (which can be exercised once before a given date), swing (which can be exercised several

---

\(^2\) The marginal cost is the cost to provide an additional good in the delivery (one MWh in the case of an energy market).

\(^3\) A perfect competitive market is a market where no participant uses its dominant position to distort the signals sent by the market to participants.

\(^4\) On the down side, OTC contracts cannot guarantee the product provision, whereas the market operator has the provision liability in an organised market.
times, but there is a limit in terms of energy), Asian (which is a variant of European: the average price of the good is taken instead of the spot price) or Bermuda (which can be exercised at some given dates). Kluge (2006) describes in depth methods to price options in electricity markets.

Both organised and OTC markets lead to an equilibrium, i.e. a set of operations by stakeholders that equals supply and demand. This equilibrium can be either Pareto efficient, i.e. it is impossible to increase the benefit of a party without decreasing the benefit of the others, or qualified as a Nash equilibrium, i.e. in which no participant has interest to change its position. Note that a Pareto equilibrium takes into account potential cooperative behaviours by stakeholders, whereas a Nash equilibrium is obtained only with the help of unilateral decisions. Therefore, a Nash equilibrium is often not Pareto efficient.

Kirschen and Strbac (2004a) provide a comprehensive introduction to the marketplaces in the electrical industry. Varian (1999) gives a more general and more theoretical view on marketplaces. Furthermore, Chapter 4 is dedicated to the design of a marketplace for ancillary services.

![Figure 1.3: Market equilibrium](image)

### 1.3.2 Generation markets

Generation markets help generation companies find buyers for their products, i.e. energy and ancillary services. Because generating units have a large investment cost, may require a long building period (e.g., around ten years to design a nuclear power plant and up to seven years to build it) and have lifetimes that usually span over tens of years, generation
companies need to find buyers for their products over a long period to reduce risks. In particular, sufficient revenues are essential for generation companies to invest and thus to maintain sufficient capacity in the long-run\(^5\). Therefore, long-term markets are essential in generation markets. In practice, the generation companies secure their investment with long-term OTC bilateral contracts or vertical integration. However, futures markets in electricity are deemed to provide unreliable signals. In fact, the price of futures tends to be constant whatever is the delivery date (e.g., 1-year, 2-year or 3-year delivery) [e.g., Powernext (2008)], whereas the price of electricity is likely to increase in the future. Therefore, long-term generation markets are still an issue in electricity markets.

Once the generating units have been built and most of the power traded in an OTC manner, generation companies and the buyers of their products enter in the short-term futures markets (i.e., one-month or shorter) to balance their positions. Finally, the market closest to real-time is the spot market. This spot market can be organised either with a centralised (pool) or a decentralised (exchange) unit commitment, as discussed in section 4.6.1. If the delivery delay of the spot market is too long (e.g., more than 15 minutes), an additional market is necessary to balance the positions of the participants. This additional market is called the balancing mechanism (or balancing market). This kind of market is more restrictive than the day-ahead market\(^6\) in order to avoid the exercise of market power by some participants (e.g., prices cannot be changed easily) and is usually operated by the system operator.

Markets for ancillary services, which are described in depth in Chapter 4, are part of the generation markets. In particular, markets for ancillary services and for energy are tightly linked, since a generation company can make the choice to allocate one MW of production capacity as an ancillary service or as energy.


---

\(^5\) Building sufficient generating capacity in the long-term is part of the power system adequacy issue described in section 2.2.1.

\(^6\) The day-ahead market trades one-day futures.
1.3.3 Transmission markets

To allow sellers and buyers to trade in the generation markets, a transmission network is necessary. Such a network exhibits some particularities. First, electricity follows physics and not the financial rules, so the impact of an injection or a withdrawal of electrical power does not have necessarily a logical consequence from a business point of view (e.g., an increase in electrical power consumption can reduce the price of this power). Second, it is difficult to build competing transmission lines, so the access to the transmission network has to be managed by an independent entity (the TSO).7

Since the transmission network has a cost, participants have to pay for the right to use it. To charge users, Transmission System Operators rely on two methods. First, they can charge the users with an ex-ante price, i.e. the users know in advance the price that they are going to pay for their transmission use. A typical example of an ex-ante price is the postage stamp, for which the users pay a transmission fee that does not depend on the location of the energy generation or consumption. This tariff is designed to recover the cost of transmission expansion and operation, but the signals sent to participants may be too weak to foster an optimal use of the transmission network (e.g., to encourage the construction of new generation plants in a congested area). On the other hand, an ex-post price is possible. Such a price is calculated after (and not prior) the actual use of the network. To allow hedging, some ex-post price estimates are given to the participants. Ex-post prices are often used for competitive procurements of the available transmission capacity. However, the actual implementation of such competitive procurements is still under debate. A popular approach in USA is to link transmission and generation markets by defining energy prices at each node of the system. Such prices are called Locational Marginal Prices (LMP) and are precisely computed ex-post. The differences between the LMPs then provide an income to the owner of the line between the two nodes. Such nodal energy markets are completed with financial instruments that allow a party to hedge against price differences between two nodes of the network (the Financial Transmission Rights, or FTR). Quintana and Bautista (2006) give a short and comprehensible introduction to this topic.

7 However, the actual construction of the lines may be done by entities under competition (the Transmission Owners).
In the same manner as generation markets, transmission markets involve both short and long terms. Therefore, the network charges should allow the transmission owners to raise enough money to develop the network, in addition to give short-term signals to optimally use the available transmission capacity and to charge the users fairly. But because generation and transmission investments are linked it may be difficult to reflect the optimal allocation between generation companies and transmission owners.

For further reading, Kirschen and Strbac (2004a) provide a good introduction to the issues and solutions of transmission markets. Pignon (2003) analyses the transmission tariffs in Europe, while Rious (2007) discusses the coordination between generation and transmission investments in a deregulated environment.

1.3.4 Retail markets

The idea of a retail market is to allow all end-users to freely choose their supplier of electricity. Retail markets are deemed to improve services and prices offered to the end users. However, competition in retail markets is currently quite limited [e.g., see CRE (2008) for France]. In addition, retail markets are not complete. Indeed, end users sign only long-term OTC contracts with their supplier because of the technical limitations. It is thus not possible for a user to swap from one supplier to another in real-time, as it would be the case in a prefect decentralised market.

1.3.5 Other markets

The markets described previously are directly linked to the generation, transmission and consumption of electricity. However, these markets rely on other commodities. First, they are sensitive to the various fuel markets (e.g., coal, gas or nuclear). Second, they are also impacted by the environment markets that price the pollution, such as the nitrogen oxides (NOx) and the carbon dioxide (CO₂), or guarantee the renewable provenance of electricity (the so-called green certificates in Europe). Lastly, the cost of generating units may be impacted by the prices of other commodities, in particular raw materials such as steel or copper.
1.4 Fundamentals of Frequency Control

This section introduces the main principles and definitions that are necessary to understand frequency control. In particular, the new concept of instantaneous frequency characteristic is introduced in section 1.4.6.

1.4.1 Frequency and active power

The electrical frequency $f$ of a power system is the same across the entire synchronous zone\(^8\). Therefore, all the rotors of the alternators from this area rotate at the same angular velocity $\omega_m$ (in rad.s\(^{-1}\))\(^9\), times a factor that is a function of their number of poles $p$, as shown in (1.1) [Grainger and Stevenson (1994)].

$$f = \frac{p}{2} \frac{\omega_m}{2\pi}$$  \hspace{1cm} (1.1)

As shown in Figure 1.4, the electrical power provided by a generating unit comes from the alternator. The mechanical rotation of the rotor creates a rotating magnetic field, which is then converted into an alternative current in the stator. The rotor is driven by the prime mover, which can use different types of fluids such as steam, water or wind. The mechanical power $P_m$ provided to the prime mover creates a torque $T_m$ on the shaft (the mechanical torque). On the other hand, the electrical power $P_e$ delivered by the generator creates an opposite torque $T_e$ on the rotor (the electrical torque). If these two torques equal each other, the rotor’s speed will not change. However, if the mechanical torque is larger than the electrical torque, the rotor will accelerate. Conversely, if $T_m$ is lower than $T_e$, the alternator will slow down. This relation can be easily modelled mathematically with the so-called swing equation given in (1.2), where $J$ is the total moment of inertia of the rotor masses (in kg.m\(^2\)), $d\omega_m/dt$ the rotor acceleration (in rad.s\(^{-2}\)) and $P_l$ the power lost in the process (in W) [Grainger and Stevenson (1994)].

---

\(^8\) A synchronous zone is an area interconnected through alternative current. In transient state, the frequency actually varies slightly from one part of the network to another, especially in a large interconnected network. An illustration with the North American network is given by Zhong et al. (2005), while Kundur (1994) describes the theoretical fundamentals.

\(^9\) A power system is like a tandem, on which all the cyclists have to pedal at the same speed to transmit power.
Equation (1.2) is very important for dynamic studies since it shows the behaviour of a particular unit in response to mechanical or electrical power changes. From the generating unit’s perspective, $P_e$ is imposed by the network, as it is equal to the difference between the consumption and generation of active power at the terminals of the generator\(^{10}\). If the electrical power drawn by the power system decreases (i.e., if $P_e$ decreases), the electrical machine will start accelerating. In addition, all the generating units across the system will also accelerate, according to the same reasoning\(^{11}\). Therefore, the mechanical power injected into the machines has to be reduced to slow down the rotors. Conversely, if the electrical power drawn by the system increases (i.e., if $P_e$ increases), the generating units will slow down and the mechanical power will have to be increased to maintain the same speed.

In conclusion, the active power injected in or withdrawn from the power system affects the frequency of the system. By adapting the mechanical power provided to generating units, the rotor speed (and thus the electrical frequency) can be controlled. Similarly, the frequency can also be controlled by adapting the consumption of electricity by the loads.

\(^{10}\) Obviously, the active power provided by the generator is not included in this difference.

\(^{11}\) This reasoning is true if the network capacity is sufficient. Otherwise, power oscillations can appear, i.e. some generating units can accelerate while others are slowing down.
1.4.2 Dynamic and quasi-steady-state frequency deviations

As any physical value, the frequency goes through a transitory state in response to a perturbation before stabilising to a new value. The maximum deviation from the target frequency during the transitory period is called the dynamic frequency deviation. The deviation between the target value and the final value is called the quasi-steady-state deviation (see Figure 1.5). The term “quasi” is used here because a steady-state analysis is performed on a dynamical system. Though, the dynamics considered are slow enough to allow such a definition. The quasi-steady state is usually defined with the help of a maximum gradient that the frequency should not exceed [UCTE (2004b)]. Note that similar definitions exist for voltage deviations.

![Figure 1.5: Dynamic and quasi-steady-state frequency deviations. Based on UCTE (2004b)](image)

1.4.3 Self-regulation of load

The active power consumed by a load depends in part on the frequency, especially for motors. In general, a frequency increase leads to a load increase, and vice-versa. However, some loads such as arc furnaces have an opposite behaviour [Kundur (1994), p. 310].

To make explicit this relation between load and frequency, let us consider a stable power system state, in which the same amount of active power $P_0$ is consumed and produced at the nominal frequency $f_n$. A quasi-steady-state frequency deviation $\Delta f$ from the nominal frequency $f_n$ (i.e., usually 50 Hz or 60 Hz) will lead to a consumption change $\Delta P_{\text{consumption}}$ according to the Equation (1.4).

$$\Delta f = f_{\text{qs}} - f_n$$ (1.3)

---

12 A power system never reaches a steady state because various parameters are always fluctuating. For example, the frequency usually comes back to its target value after a perturbation with the help of various controls (see Chapter 2).
\[ \Delta P_{\text{consumption}} = D \times P_0 \times \Delta f \]  

(1.4)

where \( f_{qs} \) is the quasi-steady-state electrical frequency of the power system (in Hz); and \( D \), positive and expressed in \( \%/\text{Hz} \), is called self-regulation of the load. It depends on the structure of the power system, in particular on the number and the types of loads on-line. The term “self-regulation” is used because this effect tends to be naturally opposed to frequency variations. However, it is usually not sufficient to compensate imbalances without a large quasi-steady-state frequency deviation since the value of this parameter is usually between 1 or 2 \( \%/\text{Hz} \) [UCTE (2004b)].

### 1.4.4 Speed control of generators

Most generating units have a controller that adjusts the mechanical power \( P_m \) provided by the prime mover as a function of the rotor speed \( \omega_m \) (see Figure 1.4). This speed control is performed by a simple feedback loop (see Figure 1.6) with an adjustable parameter \( 1/s_G' \), where \( s_G' \) is called the droop of the generating unit \( i \) (in per-unit and positive). The relation between the power set-point of the generating unit, the droop and the frequency deviation is given in (1.5) [UCTE (2004b)]. Therefore, the lower the droop, the stronger is the generating unit’s response. This Equation can be compared to (1.4) concerning the self-regulation of load.

\[
\begin{align*}
\Delta f_i' &= \frac{f_i' - f_n'}{f_n'} \\
\Delta P_G' &= \frac{f_i' - f_n'}{f_n'} \\
\Rightarrow \Delta P_G' &= \frac{1}{f_n'} \times s_G' \times \Delta f_n' \\
\end{align*}
\]

(1.5)

where \( \Delta P_G' \) is the change in the power set-point of the generating unit \( i \) for any measured frequency deviation \( \Delta f_n' \) (e.g., dynamic or quasi-steady state), \( P_G' \) the generating unit’s nominal output power, \( P_G'_{0} \) the power set-point without any frequency control and \( f_n' \) the nominal frequency of the power system registered in the generating unit’s controller. Note that the negative sign can be sometimes omitted to define the droop \( s_G' \), which thus leads to negative droops (e.g., \(-4\%\) instead of \(4\%)\).
Consequently, the production of $N_G$ generating units providing speed control will increase by $\Delta P_{\text{generation}}$ following a quasi-steady-state frequency deviation $\Delta f$, $\Delta P_{\text{generation}}$ expressed as follows (if the maximum outputs of the generating units are not reached):

$$
\Delta P_{\text{generation}} = \sum_{k=1}^{N_G} \Delta P^k_G
$$

$$
= -\left( \sum_{k=1}^{N_G} \frac{P^k_{G\text{e}} \times \Delta f^k_m}{f^k_s \times s^k_G} \right)
$$

$$
\approx \left( \sum_{k=1}^{N_G} \frac{P^k_{G\text{e}}}{s^k_G} \right) \times \frac{\Delta f}{f_s}
$$

(1.6)

The droop is individual to each generator and is generally set at around similar values in order to avoid the non-linearities that can appear if generating units reach their maximal outputs for different frequency deviations. In practice, droops range between 4 and 20 % (see section 2.3.4.2), which lead to very different responses.

![Simplified regulation scheme of a generating unit](image)

Figure 1.6: Simplified regulation scheme of a generating unit

### 1.4.5 Combined effect of speed control and self-regulation

At the quasi-steady state, consumption and production are equal. Therefore, a quasi-steady-state power imbalance $\Delta P$ (a positive value indicates an excess in consumption) is compensated by the combined effect of generating units $\Delta P_{\text{generation}}$ (via the speed regulation) and loads $\Delta P_{\text{consumption}}$ (via the self-regulation), as shown in (1.7).

---

13 The non-linearities can be spotted easily with the concept of instantaneous frequency characteristic developed in section 1.4.6.
\[
\Delta P + \Delta P_{\text{consumption}} - \Delta P_{\text{generation}} = 0
\]
\[
\Leftrightarrow \Delta P = \Delta P_{\text{generation}} - \Delta P_{\text{consumption}}
\]
\[
\Leftrightarrow \Delta P \approx - \left( \sum_{k=1}^{N_G} \frac{P_k^G}{s_G^k} \right) \frac{\Delta f}{f_s} - D \times P_0 \times \Delta f
\]

Therefore, the quasi-steady-state frequency deviation following a power imbalance is equal to:

\[
\Delta f \approx - \frac{\Delta P}{D \times P_0 + \frac{1}{f_s} \sum_{k=1}^{N_G} \frac{P_k^G}{s_G^k}}
\]

(1.8)

The number \(N_G\) and the droops \(s_G^k\) of the generating units providing speed control actually vary over time, as well as the self-regulation \(D\). However, for a given imbalance \(\Delta P\) (i.e., for a few tens of minutes), these parameters can be assumed to be constant. In addition, the nominal powers \(P_k^G\) and the nominal frequency \(f_s\) are also constant, so the following simple linear relation can be deduced:

\[
- \frac{\Delta P}{\Delta f} = C^\times > 0
\]

(1.9)

In other words, a quasi-steady-state frequency deviation depends exclusively on this constant if only the droops and self-regulation are considered. This constant, expressed in MW/Hz, is sometimes called the composite frequency response characteristic or the stiffness of the system [Kundur (1994)].

### 1.4.6 Frequency characteristics

In addition to the automatic actions of the generating units (i.e., speed control) and loads (i.e., self-regulation), the entity responsible for the power system (i.e., the system operator) can take several additional actions to restore frequency:

- With regard to the generation:
  - Modify the generation output;
  - Stop or start new generating units.
With regard to the consumption:\(^{14}\):
- Modify consumption (e.g., a residential load may shut down its electrical heating upon request);
- Disconnect or connect loads.

Therefore, in the same manner as for (1.9), but considering any actions that can be taken as a function of frequency, a simple linear relation can be assumed between the power imbalance \( \Delta P \) (a positive value indicates an excess in consumption) and the quasi-steady state frequency deviation \( \Delta f \):

\[
\Lambda(\Delta f) = -\frac{\Delta P}{\Delta f}
\]  

where \( \Lambda(\Delta f) \), positive and expressed in MW/Hz, is the frequency characteristic of the power system for the quasi-steady state frequency deviation \( \Delta f \)[UCTE (2004b)].

The definition of the frequency characteristic described above does not show the regulating capacity actually available for a frequency different from \( f_n \). To fill this gap, it is proposed to introduce the concept of instantaneous frequency characteristic \( \lambda \), defined for an elementary quasi-steady-state variation of the frequency \( \partial f_{qss} \) as in (1.11). The partial derivation is used since the active power consumed or generated in the system can vary along with other parameters such as voltage. The frequency characteristic for a given perturbation \( \Lambda \), which represents the average of the instantaneous frequency characteristic, can then be easily calculated through an appropriate integration, as shown in (1.12).

\[
\lambda(f_{qss}) = -\frac{\partial P(f_{qss})}{\partial f_{qss}}
\]

\[
\lambda(f_{qss}) = \frac{\partial P_{\text{consumption}}(f_{qss})}{\partial f_{qss}} - \frac{\partial P_{\text{generation}}(f_{qss})}{\partial f_{qss}}
\]  

\[
\Lambda(\Delta f) = \frac{1}{\Delta f} \int_{f_{n}}^{f_{n} + \Lambda} \lambda(f_{qss}) \times df_{qss}
\]  

\(^{14}\) Network assets are considered here as consumers of active power (e.g., see section 1.5.4 for the consumption of a line).
Figure 1.7 shows the interest of this new definition. First, the instantaneous frequency characteristic $\lambda$ of the regulating devices can be easily calculated. Therefore, the frequency characteristic $\Lambda(\Delta f)$ can be conveniently deduced for any frequency deviation. Second, the contributions of the different regulating devices are clear in the top graph (e.g., the participation of a particular generator becomes recognisable), whereas it is much more difficult to identify them in the bottom graph. Last, non-linear behaviours of the system are spotted easily (e.g., in this case, the system does not react anymore to frequency changes beyond a certain point).

**Figure 1.7: Example of instantaneous and average frequency characteristics of a power system**

### 1.4.7 Management of an imbalance in an interconnected power system

As frequency is a value common to the whole interconnected power system, an active power imbalance in one part of the system will lead to a reaction from across the whole system. Figure 1.8 shows a zone $z_5$ which is interconnected with the other zones of the system and exports a power $P^z_{interconnection}$.
In the case of a quasi-steady-state frequency deviation $\Delta f$, the generation and the consumption of the zone is affected, because of the Equation (1.10), as expressed in (1.13). In other words, a frequency change leads to a deviation from the scheduled power transfer between the zone $z$ and its neighbouring zones.

\[
\Delta P^z_{\text{generation}} - \Delta P^z_{\text{consumption}} - \Delta P^z_{\text{interconnection}} = 0
\]
\[
\iff -\Lambda^z(\Delta f) \times \Delta f - \Delta P^z_{\text{interconnection}} = 0
\]
\[
\iff \Delta P^z_{\text{interconnection}} = \Lambda^z(\Delta f) \times \Delta f
\]

Then, let us suppose that the zone 0 loses generating unit 1 that produces $P^1_G$ (see Figure 1.9).
Figure 1.9: Configuration of the zone 0 with the loss of a generating unit

Following this loss, the frequency of the whole power system starts to decrease (see section 1.4.1). Therefore, each zone starts to increase its exchange according to Equation (1.13). For all the zones except zone 0, the change in generation $\Delta P_{\text{generation}}^z$ is only due to frequency control, so the exchange deviations $\Delta P_{\text{interconnection}}^z$ are equal to:

$$\Delta P_{\text{interconnection}}^z = -\Lambda^z (\Delta f) \times \Delta f^z, \quad \forall z \neq 0$$  \hspace{1cm} (1.14)

On the other hand, zone 0 has the following exchange deviation because both $P^1_C$ and frequency control have to be considered in $\Delta P_{\text{generation}}^z$:

$$\Delta P_{\text{interconnection}}^0 = -\Lambda^0 (\Delta f) \times \Delta f^0 - P^1_C$$  \hspace{1cm} (1.15)

The algebraic sum of all the exchanges at the various interconnections is zero because all the exchanges are considered twice: once positive and once negative, which leads to:

$$\sum_i \Delta P_{\text{interconnection}}^i = 0$$  \hspace{1cm} (1.16)

Therefore:

$$- \sum_{i \neq 0} \Lambda^i (\Delta f) \times \Delta f - \Lambda^0 (\Delta f) \times \Delta f - P^1_C = 0$$

$$\Leftrightarrow P^1_C = -\Delta f \times \sum_i \Lambda^i (\Delta f)$$  \hspace{1cm} (1.17)
In conclusion, the imbalance between generation and consumption in zone 0 is compensated by the whole interconnected power system (1.17). However, unscheduled exchanges appear at the interconnections, as shown in (1.14) and (1.15). Therefore, the frequency has to be brought back to its target value in order to remove these unscheduled exchanges. This is done using complementary controls described in section 2.3.3.1.

1.5 Fundamentals of Voltage Control

This section introduces the main principles and definitions that are necessary to understand voltage control. In particular, the concept of reactive power is explained in section 1.5.1.

1.5.1 Apparent, active and reactive powers

Let us consider a passive dipole\textsuperscript{15}, in which a current $i(t)$ flows and with a voltage $u(t)$ between its terminals\textsuperscript{16} (see Figure 1.10). The \textit{instantaneous power} $p(t)$ absorbed by this dipole is equal to the product of $i(t)$ and $u(t)$. Figure 1.11 shows these three values as a function of time when they are sinusoidal quantities, assuming a 50-Hz frequency $f$ and a $30^\circ$ lag $\varphi$ between current and voltage\textsuperscript{17}. Equations from (1.18) to (1.21) give the mathematical expressions of $i(t)$, $u(t)$ and $p(t)$, where $\omega$ is called the angular frequency, $U$ the Root Mean Square (RMS) voltage and $I$ the RMS current.

\begin{align*}
\omega &= 2\pi \times f \\
\quad (1.18) \\
\quad u(t) &= U \sqrt{2} \sin(\omega t) \\
\quad (1.19)
\end{align*}

\textbf{Figure 1.10: A dipole (recepting convention)}

\textsuperscript{15} A passive dipole is an electrical element with two nodes and without any internal energy source.

\textsuperscript{16} The current quantifies the debit of electrons and the voltage the electrical pressure that is exerted on the electrons.

\textsuperscript{17} A lag of $30^\circ$ is equivalent to $\pi/6$ radians. As the current lags the voltage in this case, the dipole is said to be inductive.
\[
  i(t) = I \sqrt{2} \sin(\omega t - \phi)
\]  \hspace{1cm} (1.20)

\[
p(t) = u(t) \times i(t)
\]  \hspace{1cm} (1.21)

Figure 1.11 shows that the absorbed power \( p(t) \) is sometimes negative (i.e., when \( u(t) \) and \( i(t) \) have opposite signs), which means that the dipole provides power during this time. Since the dipole does not have any internal source of energy, it has to sometimes withdraw more energy from the source before giving it back later on. This storage/release can be mathematically isolated in two components as follows [Bastard (1998)]:

- \( p_r(t) \), called \textit{instantaneous reactive power}, is null on average and represents the alternation between the storage and release of energy by the dipole;
- \( p_a(t) \), called \textit{instantaneous active power}, is always positive and represents the power actually used by the dipole.

Equations from (1.22) to (1.26) give the mathematical expressions for \( p_r(t) \) and \( p_a(t) \), where \( P \) is the average of the instantaneous active power (or simply the \textit{active power}) and \( Q \) the maximum of the instantaneous reactive power (or simply the \textit{reactive power}). Note that \( \cos \phi \) is usually called power factor and noted \( pf \). Figure 1.12 shows the temporal representation of the three instantaneous powers for the same dipole as considered in Figure 1.11.

\[
p(t) = u(t) \times i(t) = p_a(t) + p_r(t)
\]  \hspace{1cm} (1.22)

\[
p_r(t) = P \times \left[ 1 - \cos(2\omega t) \right]
\]  \hspace{1cm} (1.23)
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\[ P = UI \cos \varphi \]  \hspace{1cm} (1.24)

\[ p_x(t) = -Q \times \sin(2\omega t) \]  \hspace{1cm} (1.25)

\[ Q = UI \sin \varphi \]  \hspace{1cm} (1.26)

Figure 1.12: Temporal representation of the three instantaneous powers (inductive dipole)

Temporal representations are not very easy to handle because the sine and cosine functions lead to complex calculations when added or multiplied. A practical manner to handle sinusoidal values is to transform them into the complex plane, where the sinusoidal values can be seen as vectors that are rotating in this plane. Equation (1.27) shows the transformation used in this example, while Equation (1.28) gives the result of this transformation for the three instantaneous powers, where \( P, Q \) and \( S \) are complex values. \( S \) is called the apparent power because it is related to the instantaneous power, i.e. the physical power used by the dipole. Equation (1.29) expresses the link between instantaneous powers and their complex representations. Equation (1.30) shows the simple link between the three powers. Lastly, Figure 1.13 shows the representation of the three powers in the complex plane. The projection of these vectors on the real axis gives the instantaneous physical values, because of Equation (1.29). Note that the power vectors are rotating in a clock-wise
manner at twice the angular frequency $\omega^{18}$, whereas the voltage and the current rotate trigonometrically at the angular frequency.

\[
A \in \mathbb{R}^+; \quad B \in \mathbb{R}; \quad X = A\sin(B) \rightarrow X = Ae^{j(B - \frac{\pi}{2})} = A[e^{\sin(B) - j\cos(B)}] \quad (1.27)
\]

\[
\begin{cases}
P &= Pe^{j(-2\omega t - \pi)} \\
Q &= Qe^{j(-2\omega t - \frac{\pi}{2})} \\
S &= P + Q = Se^{j0}
\end{cases}
\quad (1.28)
\]

\[
\begin{align*}
\rho_s(t) &= P + \text{Re}(P) \\
\rho_r(t) &= \text{Re}(Q) \\
p(t) &= P + \text{Re}(S)
\end{align*}
\quad (1.29)
\]

\[
S^2 = P^2 + Q^2
\quad (1.30)
\]

![Diagram](image)

**Figure 1.13: Representation of the powers in the complex plane (inductive dipole)**

To conclude, dipoles can store electrical energy in a magnetic manner (e.g., generating units, lines or transformers) or under an electric form (e.g., capacitor, underground cables) before releasing it quickly. This release/storage of energy creates a phase difference between voltage and current, which leads to the use of reactive power. Note first that other elements based on power electronics can also produce a phase difference between current and voltage and thus reactive power. Second, reactive power is essential for the good working of essential power system elements. For example,

---

18 The alternating component of active power that can be seen in a two-phase system creates vibrations in a rotating machine. However, in an equilibrated three-phase system, the sum of the three power vectors leads to a constant power, as the three alternating components are cancelled.
transformers need an alternating magnetic field (and thus a storage/release of magnetic energy) to transfer power from one winding to another. Third, reactive power is a value that is limited to alternative-current power systems: it is never drawn away from the system. For example, the prime mover of a generating unit only provides active power to the alternator and the end-user motor only provides active power to the shaft. However, even if the reactive power cannot be lost, it increases the active power losses through the Joule effect (see section 1.5.4).

1.5.2 Voltages and reactive power

To illustrate the link between voltages and reactive power, the dipole of Figure 1.10 is described more precisely in this section. Indeed, Figure 1.14 shows two electrical points connected through a resistance $R$ and a reactance $X$\(^{19}\). In practice, such an electrical link is equivalent\(^{20}\) to a short aerial transmission line (where $V_1$ and $V_2$ are the voltages at each terminal, see section 1.5.4 for a more precise model) or a simplified synchronous machine (where $V_i$ is the internal voltage, see section 1.5.3) [Grainger and Stevenson (1994)]. The electrical point 1 produces an active power $P_1$ and a reactive power $Q_1$. The electrical point 2 consumes an active power $P_2$ and a reactive power $Q_2$. Current $I$ lags voltage $V_1 - V_2$ because of the inductance. The associated phasor representation in the complex plane of the voltages is shown in Figure 1.15\(^{21}\).

![Figure 1.14: Electrical representation of an R-X dipole](image)

---

\(^{19}\) The reactance $X$ is the imaginary part of the impedance $Z$. Here, $X$ is equal to $L \omega$, where $L$ is the physical characteristic of the element and is called the *inductance* (see section 1.5.4).

\(^{20}\) A single dipole is equivalent to a three-phase electrical element by considering that the three phases are equilibrated and that the single dipole represents one phase. Therefore, the three-phase power is equal to three times the single-phase power.

\(^{21}\) See section 1.5.1 for a short explanation on the phasor representation of electrical values. See for example Grainger and Stevenson (1994) for the link between voltage and current.
From Figure 1.15, by using $\delta$ and squaring the trigonometric expressions, we have [Bastard (1998)]:

$$
\Delta V = \frac{1}{2} \frac{R \times I^2 + \frac{1}{2} X \times X I^2 + R P_2 + X Q_2}{V^2}
$$

where:

$$
V = \frac{V_1 + V_2}{2}
$$

$$
\Delta V = V_1 - V_2
$$

For a transmission line, the term $XQ_2$ is predominant\(^{22}\), so Equation (1.31) can be approximated as follows\(^{23}\) [Bastard (1998)]:

$$
\frac{\Delta V}{V} \approx \frac{XQ_2}{V^2}
$$

Therefore, supposing that $V_1$ is constant (e.g., with the help of a controlling device such as a generating unit), any change in the consumption of the reactive power by the end terminal will result in a voltage drop. Therefore, by controlling the consumption of reactive power $Q_2$, the voltage $V_2$ can be maintained at this terminal. In other words, by maintaining voltage and current in phase (and thus limiting the reactive power consumed by the line), voltage drops/rises can be limited in the transmission network. This direct link between

\(^{22}\) Because $I$ is low, $P_2/Q_2 \approx 3$ (i.e., $\phi \approx 0.95$) and $X/R \approx 10$ (see section 1.5.4)

\(^{23}\) Because of the strong approximation, relation (1.33) should be used only to give an order of magnitude. Otherwise, (1.31) should be preferred.
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Voltage and reactive power is less strong for distribution networks because the ratio $X/R$ is lower (see section 1.5.4), so the term $RP_2$ is not negligible anymore, and both active and reactive power consumption have to be controlled to maintain voltage.

### 1.5.3 Reactive power from a generating unit

As shown in Figure 1.4, the mechanical power $P_m$ of a generating unit is converted into electrical power $P_e$ through the alternator. The rotor of an alternator is equivalent to a large rotating magnet. This rotating magnetic field then induces an alternative voltage (the *internal voltage*) in the windings of the stator. The latter are connected to the system through the mains, and provide the *stator voltage*. The internal voltage is proportional to the amplitude of the magnetic flux. Therefore, the voltage at the stator of the transformer is controlled by adjusting the magnetic field of the rotor, which is itself regulated by the field current flowing in the windings of the rotor (the *exciter current*) [Grainger and Stevenson (1994)].

In practice, the Automatic Voltage Regulator (AVR) controls the exciter current to maintain the stator voltage at the given value. The exact configuration and tuning of such system varies from one technology to another and relies on the local condition of the machine. In addition, the AVR can include a Power System Stabilizer (PSS). A PSS takes into account the speed or the active power of the machine to act on the exciter current. Kundur (1994) provides much detail on the configurations and tuning of AVR and PSS.

To understand the link between the stator voltage and the reactive power produced/absorbed by the generating units, Figure 1.14 and Figure 1.15 can be used. Figure 1.14 is an equivalent of a stator, where $X$ and $R$ represent the impedance of the stator; $V'$ the internal voltage; $V$ the stator voltage; $I$ the stator current (i.e. the current flowing out of the terminals of the generator). Note that the internal voltage $V'$ is physically created along the whole stator windings. Therefore, the proposed model is only an equivalent, in which the internal voltage source and the impedance are separated (a Thévenin model). The stator voltage $V$ always lags the internal voltage $V'$ in generator mode. However, the stator voltage can either lag or lead the stator current $I$. If the generator is over-excited, the stator current $I$ lags the stator voltage $V$, and the generator delivers reactive power (as represented in Figure 1.15). In this case, the system consumes
reactive power in this case because $Q_2$ is positive\textsuperscript{24}. On the other hand, if the generator is under-excited, the stator current leads the stator voltage, the generator absorbs reactive power and the system provides reactive power ($Q_2 < 0$) [Grainger and Stevenson (1994)].

The capability of a generating unit to provide or absorb reactive power is limited, and depends on the active power produced and the stator voltage. A $P$-$Q$ diagram is convenient to represent such capabilities. Figure 1.16 shows a typical $P$-$Q$ diagram from the stator side for a given stator voltage\textsuperscript{25}. Therefore, when a generator is producing/absorbing reactive power, active power may have to be reduced, which may create an opportunity cost (see section 3.2.2). However, this opportunity cost is theoretical because the connecting conditions for generating units usually impose large reactive power capabilities (see section 2.3.4.4).

Most of the time, a generating unit controls the voltage (and thus the reactive power produced or consumed by the generator) at its stator. However, the system operator may ask the operator of the generating unit to express its reactive power capability at the Point of Delivery (POD) instead of the stator. The POD is the point owned by the generator that is the electrically closest to the network (see Figure 3.1). As rule-of-thumb, at the nominal apparent power $S_n$ of the generating unit, the reactive power absorbed by the auxiliaries\textsuperscript{26}, the step-up transformer\textsuperscript{27}, and the transmission line up to the POD is usually around 15\% of $S_n$\textsuperscript{28}. Therefore, the reactive power $Q_{POD}$ supplied by the generator to the network can be estimated using Equation (1.34).

$$Q_{POD} \approx Q_2 - 0,15 \times S_n$$

$$Q_{POD} \approx Q_2 - 0,15 \times \frac{P_n}{pf}$$

\textsuperscript{24} $Q_2 = V_2 I \sin \phi$ according to (1.26), and $\sin \phi > 0$.

\textsuperscript{25} Similarly, a U/Q diagram can be built for a given active power output.

\textsuperscript{26} The auxiliaries are all the elements that a power plant needs to run, such as pumps, controllers or light.

\textsuperscript{27} The nominal stator voltage is generally lower (e.g., 20 kV) than the nominal voltage at the POD (e.g., 400 kV). The producer thus needs to step-up the voltage through a transformer.

\textsuperscript{28} The major component of the 15 \% is due to the impedance of the step-up transformer, which is around 13 \% (see note 74 p. 145).
1.5.4 Reactive power from a line

To study the contribution of a line to the absorption/generation of reactive power, a better model than the one described in Figure 1.14 has to be used. This new model is shown in Figure 1.17. It is a single-phase π-representation of the three-phase line. $R$ and $L$ represent the resistance and the inductance of the line, respectively. Their values depend on the cable section, the type of material (e.g., steel with aluminium or copper), the number of conductors, the configuration of the cables and the temperature [Johannet (1997)]. $C$, which mainly depends on the configuration of the cables, is the equivalent capacitance of the line lumped at each extremity\footnote{$C\omega$ is called the susceptance of the capacitance and is often denoted $B$. Note that the reactance of the capacitance is equal to $1/C\omega$.}. This modelling simplifies reality because the capacitance is actually distributed along the whole line. However, this is a good approximation for a line of medium length (less than 200 km) and if the electromagnetic transients are neglected [Bastard (1998)]. Lastly, the conductance, i.e. the resistance between the line and the ground in neglected here. Table 1.1 gives typical values of these parameters for different voltages. It is clear that the ratio $L/R$ of the inductance over the resistance increases with the line voltage because high-voltage line have larger sections and thus lower resistance than low-voltage lines, whereas the inductance stays relatively constant.
Table 1.1: Characteristics of a 50-Hz transmission line impedance for one phase. Based on Kundur (1994) and EDF internal documents

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Aerial line</th>
<th>Underground cable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$ (Ω/km)</td>
<td>$L$ (mH/km)</td>
</tr>
<tr>
<td>45</td>
<td>0.22</td>
<td>1.14</td>
</tr>
<tr>
<td>63</td>
<td>0.24</td>
<td>1.31</td>
</tr>
<tr>
<td>90</td>
<td>0.16</td>
<td>1.28</td>
</tr>
<tr>
<td>150</td>
<td>0.14</td>
<td>1.36</td>
</tr>
<tr>
<td>225</td>
<td>0.083</td>
<td>1.26</td>
</tr>
<tr>
<td>400</td>
<td>0.034</td>
<td>1.08</td>
</tr>
<tr>
<td>500</td>
<td>0.028</td>
<td>0.86</td>
</tr>
<tr>
<td>765</td>
<td>0.012</td>
<td>0.87</td>
</tr>
</tbody>
</table>

To express the reactive power consumed or produced by the line shown in Figure 1.17, the current flowing to the ground through the capacities is supposed to be negligible in comparison with the current flowing into the line. In addition, the voltage amplitudes are supposed to be identical at both terminals of the line, for example with the help of two generators that maintain these two voltages. These assumptions on currents and voltages can be expressed as in (1.35).

\[
I_1 \approx I_2 = I \\
V_1 \approx V_2 = V
\]  

(1.35)
So the consumption of the line in active $P$ and reactive $Q$ powers is as follows, where $RI^2$ are the Joule losses; $-BV^2$ the reactive power provided by the capacitance; and $XI^2$ the reactive power consumed by the inductance\(^{30}\) [Johannet (1997)]:

\[
P = RI^2 \\
Q = XI^2 - BV^2
\]  

(1.36)

Therefore, the following power balance can be deduced:

\[
P_i = P_j + RI^2 \\
Q_i = Q_j + XI^2 - BV^2
\]  

(1.37)

To illustrate the reactive power consumption of the line, let us consider a 400 kV / 2 000 MVA line. To give an idea, this kind of line has usually a bundle three 570-mm\(^2\) conductors per phase. For this kind of conductor, the maximal permanent current $I_{\text{conductor}}$ is between 900 and 1 100 A per conductor, depending on the season, so less than 2 A/mm\(^2\) (note that the steel core is included in this calculation). Therefore, the maximal power $S_{\text{line}}$ admissible by this line is between 1 870 MVA and 2 290 MVA and mathematically expressed in (1.38), where $V_{\text{line-line}}$ is the voltage line-to-line. But usually the line is operated between 40 and 60 \% of this power in order to respect the N-1 criterion\(^{31}\).

\[
S_{\text{line}} = 3 \times S \\
= 3 \times V \times I \\
= \sqrt{3} \times V_{\text{line-line}} \times 3 \times I_{\text{conductor}} \\
S_{\text{line}} = \sqrt{3} \times 400 \ 000 \times 3 \times I_{\text{conductor}}
\]  

(1.38)

The reactive power consumption as a function of the current has been calculated using (1.36) and Table 1.1, and is shown in Figure 1.18 for three 400 kV / 2 000 MVA lines of different lengths, for which the base parameters\(^{32}\) are given in (1.39). Four remarks can be drawn. First, a line can produce reactive power, which leads to a voltage difference between the two terminals of the line (see section 1.5.2). In particular, the voltage rise at no load is called the Ferranti effect. Second, it is clear that a long line requires more reactive

\(^{30}\) When the line is heavily loaded, the term $-BV^2$ becomes negligible in comparison to $XI^2$, which leads to the simplified model of section 1.5.2.

\(^{31}\) The N-1 criterion states that the loss of an element (e.g., a line) should not jeopardize the security of the system.

\(^{32}\) The absolute value is found by multiplying the base value by the per-unit value.
support than a short line. Third, for any line length, the reactive power consumption is always null for a given power, called the characteristic power, which corresponds to a current \( I_c \) given by (1.40), where \( Z_c \) is called the characteristic line impedance. Lastly, it is important to note that an underground cable produces much more reactive than an aerial line because of its high susceptance \( B \) (see Table 1.1). This high reactive power leads to strong voltage rises that limit the length of underground cables.

\[
V_{\text{base}} = 400 \text{ kV} \\
S_{\text{base}} = 2\,000 \text{ MVA} \\
Z_{\text{base}} = \frac{V_{\text{base}}^2}{S_{\text{base}}} = 80 \Omega \\
I_{\text{base}} = \frac{V_{\text{base}}}{Z_{\text{base}}} = 5\,000 \text{ A} \\
I_c = \frac{V}{Z_c} \\
Z_c = \sqrt{\frac{L}{C}}
\]

In conclusion, an increase in the reactive power \( Q_1 \) produced at one terminal of the line leads to an increase in the current \( I \) flowing in the line for an identical active power
transmitted $P_I$ (see section 1.5.1). This larger current causes more reactive power $Q_I$ to be consumed in the line (see Figure 1.18). Therefore, the reactive power $Q_I$ sent by one side of the line is not fully transmitted to the other side. This phenomenon also appears for active power, but to a lesser extent because the resistance is much lower than the reactance (see Table 1.1). Therefore, it is not possible to transmit reactive power over long distances.

### 1.5.5 Management of a voltage drop in a power system area

Contrary to frequency control, a voltage change in a particular area of a power system will usually not be seen by the whole interconnected area because the impedance is getting very high when the bus considered is far from the voltage drop. The mitigation of voltage drops is however more complex than for frequency drops. Indeed, a voltage drop may be created by a fault, such as a short circuit between a line and a tree. Injecting more reactive power is useless in this case, as it would lead to very high current. Therefore, the fault needs to be isolated first. Fault isolation is one of the areas that the power system protection discipline covers. See for example Anderson (1999) for more details on the adopted strategies.

If the voltage is still low when all the faults have been cleared (i.e., considering a quasi-steady state), more reactive power has to be injected as close as possible to the voltage drop. This compensation is mainly done by using the capability of generating units, as described in section 1.5.3. Other techniques can also be deployed and are described in the following section. As there are hundreds of buses in the transmission network (and thousands considering the distribution network), the voltage is actually controlled at key points, which leads the other bus voltages to follow. The control of key points is described in section 2.3.3.3.

### 1.6 Technologies Used to provide Ancillary Services

This section provides an overview of the current technologies that can be used to control frequency and voltage. For further details, Hirst and Kirby (1998) provide a comprehensive comparison between most of the technologies mentioned in this section.
1.6.1 Generating units

Generating units are the main providers of active and reactive powers in the system. A distinction can be made between two main families:

- Thermal units, which are based on a temperature difference between a hot and a cold source that makes a fluid flowing (usually steam, but also hot gas, for example in the case of a gas turbine or a diesel generator). This family uses energy resources such as coal, fuel, gas, nuclear or the Earth’s heat in the case of geothermal energy;
- Non-thermal units, which are based on the natural flow of a fluid, such as wind or water, or other technologies, such as photovoltaic electricity generation. This family is getting more important, since they usually produce little greenhouse gas (e.g., CO₂) over their lifetime.

Generating units are technically limited in terms of frequency and voltage controls. These limits are due in particular to the boiler output flow, to the lag induced by controllers, to the thermal gradient that is bearable by the unit, to the inertia of the process, or to environmental constraints (e.g., the maximum water level variation for a hydro unit). Table 1.2 gives an idea of the possibilities of some typical generating units, where the possible generation variation is expressed in percentage of the nominal output power of the unit per minute. The difference between hydro and thermal units essentially comes from the inertia and the thermal constraints of the boiler of the thermal units. The differences across thermal generating units are due to the various complexities in changing the flow of combustible in the process [Wood and Wollenberg (1996)].

<table>
<thead>
<tr>
<th>Lignite³³</th>
<th>Nuclear</th>
<th>Coal³³</th>
<th>Fuel or gas</th>
<th>Hydro</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 2 %/min</td>
<td>1 to 5 %/min</td>
<td>2 to 4 %/min</td>
<td>8 %/min</td>
<td>90 to 150 %/min</td>
</tr>
</tbody>
</table>

³³ Coal is constituted between 75 and 91.5 % of carbon, whereas lignite has between 50 and 60 % of carbon [Hoinkis and Lindner (2007)].
To control the temperature of the boiler, most of the thermal generating units rely on the variation of the energy flow. However, in the case of nuclear power plant, nuclear material cannot be removed or added in operation. Therefore, nuclear generating units use two principles, which have an impact on the possible variation of active power [Gautier (1990)]:

- Change the boron concentration in the reactor core. This technique has a large time constant (tens of minutes to change output by a few tens of percent);
- Use the control rods to regulate the neutron flow. Control rods can be either “black” or “grey”. The former can only shut down the reactor, whereas the latter ones can tune more precisely the reaction. The technology of “grey” control rods was developed during the eighties. Therefore, only nuclear plants built after this period and that have installed this system may modulate their active power relatively quickly. Power plants with the regulating control rod can vary their power up to 5%/min.

### 1.6.2 Basic transmission and distribution assets

Transmission and distribution networks consist mostly of lines and transformers. Therefore, it is efficient to use their capabilities to control frequency and voltages. First, the transformation ratio of the transformers can be changed within real-time operation. This is done by selecting the appropriate position amongst around ten taps [Grainger and Stevenson (1994)]. However, such a system is quite slow. For example, it takes 30 s for French transmission transformers and 10 s for French distribution transformers to change their first tap (and then 1 tap/10 s). Moreover, this technique creates short over-voltages, is limited in amplitude and can lead to a voltage collapse when a transformer tries to absorb a constant amount of power that the system is not able to provide.

Second, because lines and transformers have a relative high inductance, they draw large amounts of reactive power. In addition, the resistance of these elements induces active power losses (see section 1.5.4). Therefore, the impedance of the network can be modified by taking transmission lines in or out of service. This method creates over-voltages, increases the chances of incident during the manoeuvre and is limited in amplitude. In conclusion, the basic transmission and distribution assets are useful but have a limited manoeuvrability by comparison with the generating units.
1.6.3 Purpose-built devices

To increase the manoeuvrability of the system in terms of frequency and voltage controls, purpose-built devices can be installed.

First, passive elements such as capacitances and inductances can be added to change the reactive power consumption/production at different points of the network. They can be switched on or off either manually or remotely. They are cheap and very helpful, but create transients, can introduce resonance problems and their reactive power compensation depends on the voltage.

Some power electronics can be added to these passive elements to increase their capabilities. These devices belong to the large family of the Flexible Alternating Current Transmission Systems (FACTS). Their cost is obviously higher than for passive elements, but they allow a continuous regulation similar to generating units. Some FACTS are dedicated to voltage control, such as Static var Compensators (SVCs), while others are intended for flow control but can perform voltage control as well, such as Unified Power Flow Controllers (UPFCs) [Hingorani and Gyugyi (2000)].

High-inertia rotating machines can be used as well. They can provide both high quality reactive power control (they are said to work as synchronous compensators) and a short-term active power control through their inertia (they are said to work as energy storage devices). They are usually expensive because of their moving parts, and their capabilities in terms of frequency control are limited. Therefore, the improvement in the storage of electricity may help the development of new devices purpose-built to provide ancillary services.

1.6.4 Loads

The power system end-users are large consumers of ancillary services because their consumption of active and reactive powers varies a lot over time. They can thus have a big role to play to improve the control of frequency and voltages. However, their availability is often not predictable, their rating is typically small (which increases management costs), and their participation is most of the time not continuous. However, the development of low-cost information systems in parallel with high energy prices (because of more environmental constraints and less available energy resources) may foster a more active participation of loads in the future.
1.7 Summary

Consumers, generating units and system operators expect an appropriate standard for the frequency and the voltages across the system. Such a standard refers to the system services. In practice, the global frequency and the local voltages depend on the balances between consumption and generation of active and reactive powers across the power system. However, these balances are constantly perturbed by users. Therefore, some users have to act on the active and reactive power balances in order to improve the frequency and voltages, instead of perturb them. Such contributions by the users are called ancillary services. Users hence can benefit from system services, consume them, provide ancillary services or do all of these.

The developments in information technology, power electronics and electricity markets forces all users to face their double responsibilities as a consumer of system services and a provider of ancillary services. However, to grasp fully this opportunity, the users need an appropriate framework to manage ancillary services. Unfortunately, current frameworks are disparate, and none can claim to be fully efficient. Therefore, this thesis provides the tools necessary to assess any market for ancillary services and gives essential elements to improve it. The assessment developed in this thesis is based on three objectives: define the technical needs and solutions to meet the expectations of the users (Chapter 2); assess the cost of these solutions (Chapter 3); and design an efficient marketplace for ancillary services (Chapter 4). It is then the responsibility of the appropriate stakeholders to apply this assessment to their system.
2.1 Introduction

Chapter 1 has shown that users expect a certain standard for the frequency and voltages. In addition, users can provide ancillary services to help maintain this standard. Therefore, Chapter 2 assesses the delivery of ancillary services. First, section 2.2 makes explicit the needs of users in terms of system services. Section 2.3 then introduces the various specifications that define the different qualities of ancillary services that users can provide. From the needs of the users and the available qualities of ancillary services, the quantity of each AS quality can then be determined, as presented in section 2.4. Lastly, section 2.5 discusses the issues related to the delivery location of ancillary services.
2.2 Needs of Users for System Services

The needs of users can be expressed as appropriate reliability, power quality and power system utilisation. System services, by controlling reactive and active power balances, help to meet these three objectives. This section reviews these objectives and shows that they may be contradictory. Therefore, a trade-off has to be found and the best objective function depends on the system considered.

2.2.1 Reliability

The reliability of a power system is the probability that the system will be able to serve consumers. Adequacy and security underlie the concept of reliability. An adequate system is a system with sufficient facilities (e.g., transmission lines and generation) to satisfy the consumers, while considering static conditions. A secure system is able to respond to contingencies, i.e. considering dynamic conditions [Billinton and Allan (1996)]. Therefore, day after day, the adequacy and the security of a power system constitute its reliability.

Obviously, system services are essential to maintain the security of the system (see sections 1.4 and 1.5). But they also affect the adequacy decisions. First, enough capabilities to provide reactive and active powers have to be built in the long-term in order to respond to contingencies in the short-term (see section 4.3.1). Second, AS capabilities and transmission capacity are linked (e.g., reactive support can increase transmission capacity and transmission capacity can increase frequency control capabilities), so they have to be coordinated. Therefore, system services deeply influence the reliability of power systems from both security and adequacy aspects.

Even if reliability (and therefore security) is a quality and not a good, reliability can be considered as a public good in economic language [Abbott (2001), Boucher et al. (2006)]. Indeed, the characteristics of a public good are (a) the impossibility (or high difficulty) to exclude a consumer and (b) the inexistence of competition in the consumption: what one consumes does not deprive another one [Varian (1999)]. Reliability fits this definition, because separating the reliability of two users is very difficult, especially with more and more interconnected systems, and because any user can enjoy the reliability of the power system without depriving the others. Note that system services are not a perfect public good since over-consumption by a participant may hamper the welfare of the others, in the
same manner as the over-consumption of a freeway reduce the welfare of drivers because they are travelling more slowly.

Unfortunately, users of a same power system have very different points of view on what the reliability of the electric system, i.e. the level of public service, should be. To consider a well-known example, a semi-conductor factory and a residential consumer do not give the same value\(^{34}\) to a reliable source of electricity. In addition, reliability is at least 100 times more valuable to consumers than it is to generators [Kirschen (2002)]. The value of security\(^{35}\) is even more complex to calculate than the value of reliability because the value of security varies in real-time whereas reliability is defined over a given period. For example, a residential consumer would value short-term security much more while watching the final of the world cup on TV than while sleeping. Lastly, this problem increases with the size of the synchronous network. For example, all the users of the synchronous continental European network have to agree on consistent reliability criteria. Consequently, an independent party has to define the appropriate level of security for the power system\(^{36}\). This independent party may be either the system operator or the regulator on behalf of the consumers. Two approaches can be adopted to define the necessary level of security.

On the one hand, deterministic security criteria can be adopted, such as the famous N-1 criterion. According to this criterion, the power system has to be able to continue operating without a major component (e.g., a transmission line or a large generator). This criterion is therefore binary (the system is declared as secure or not) [Kirschen (2002)] and relatively easy to calculate. A flaw of this system is to considerer only a predefined set of contingencies, and to ignore completely events with a low probability of occurrence. Another flaw is to consider that all the events are statistically independent, whereas the recent North American\(^{37}\) and European\(^{38}\) experiences show that the increasing complexity

\(^{34}\) The customer damage function gives the cost of an outage for a given customer. From the customer damage functions, the Value Of Lost Load (VOLL), which is determined through surveys, expresses the value that the average consumer places on being deprived of one kWh without warning [Kariuki and Allan (1996), Joskow and Tirole (2004)].

\(^{35}\) Practically, The Expected Energy Not Served (EENS) may be used to measure the security of a power system [Kirschen and Jayaweera (2007)]. Note that the EENS does not take into account the value of energy.

\(^{36}\) In any case, a power system is never totally secure [Kirschen (2002)]. However, it can have a certain level of security. This level of security has then an impact on the reliability of the system.

\(^{37}\) The North-East of the USA and the South-East of Canada had a blackout on the 14th of August 2003 that affected around 50 millions people [U.S.-Canada Power System Outage Task Force (2004)].
of the system multiplies dependencies [Kirschen and Strbac (2004b)]. In addition, for a given operating point, the risk of outage (and so the value of security) relies heavily on the weather conditions [Kirschen and Jayaweera (2007)]. Therefore, deterministic criteria of security do not reflect the real level of security of the system, but are very practical in the day-to-day operation of the system.

On the other hand, a risk-based approach may be preferred. In such a case, an optimisation problem has to be solved. For example, it may consist in maximizing the value minus the cost of security, based on the probability of occurrence of different incidents within the system. The cost of security can be computed because its cost components are calculable (e.g., the cost of building an additional line, the cost of installing a larger transformer...), even if some of them are rather difficult to determine (e.g., a faster aging of generators because of providing reactive support). However, the value of security is very difficult to compute because it differs widely between users and varies with time as explained previously. This last problem may be solved in part if a certain reliability separation can be attained in the future with individually interruptible loads [Cramton and Stoft (2005)]. Another problem is that computing resources are today too low to achieve a probabilistic approach on-line. However, new deterministic criteria could be adopted like the Adaptive Deterministic Security Boundaries (ADSB) proposed by Kirschen and Jayaweera (2007).

2.2.2 Power quality

Power quality is “the concept of powering and grounding sensitive equipment in a manner that is suitable to the operation of that equipment” [IEEE Std 1159-1995 (1995)]. In particular, power quality is related to electrical phenomena such as voltage sags or harmonics, which are local problems, whereas security is a global problem. However, a clear separation between power quality and security can be difficult. For example, a voltage within the security margins increases both quality and security. Moreover, increasing the meshing of a network increases the reliability because it makes more paths available for the delivery of energy, but it may also increase the number and severity of voltage sags seen by consumers. On the other hand, some quality parameters, like the level of harmonics, are not

38 The whole Italy (around 60 millions people) was plunged in the dark on the 28th September 2003 [UCTE (2004a)] and 15 millions European households were disconnected during the incident of the 4th November 2006 that originated in Germany [UCTE (2007)].
directly related to the security of the system. Hence, quality and security can be separated only for a small set of quality parameters.

In conclusion, frequency and voltage controls impact the quality of power supply. Therefore, the quality has to be included in the objective function for system services.

### 2.2.3 Optimal utilisation of resources

A system with appropriate levels of security and power quality is not necessarily run in an optimal manner. For example, more reactive power injected at the terminals of a transmission line can increase the active power transit capacity (see section 1.5.4). Similarly, if some transmission capacities are reserved to allow the supply of ancillary services, less power for energy can be transmitted. Moreover, the provision of ancillary services plays a role in the amount of losses and impacts the aging of infrastructures. More generally, the consequences on the various resources of the power system have to be taken into account while using ancillary services in order to use the resources of the system in an optimal manner.

### 2.2.4 Specification of the needs

Because system services are public goods, it seems logical that an independent party with a system perspective, such as the system operator (SO), be in charge of specifying the needs for system services (see section 1.2). Ideally, this specification should take into account the expectations of all the users in terms of the quality of service (i.e., reliability, power quality and utilisation) that they expect for a given period, as well as the price that they are willing to pay for this quality. Since different qualities of service cannot be delivered with the current technology, the SO must define a single quality of service that represents a compromise between the expectations of all the users using an objective function\(^{39}\). This quality of service should then be converted into the quantity, quality and location of system services that the SO has to provide during the period considered.

Unfortunately, this ideal procedure is very difficult to implement in practice. First, since it is impossible to ascertain the expectations of all the users, a representative cross-section of the population has to be chosen instead. Second, defining the quality of service

---

\(^{39}\) In particular, in interconnected systems, policies regarding the necessary system services must be decided in coordination with the other systems, because the security of the whole interconnected power system is at stake.
accurately is difficult and translating this definition into the specification of a quantity and quality of system services is even more difficult, as will be shown in sections 2.3 and 2.4. Third, system services, especially frequency control, are shared by all the areas of an interconnected power system (see section 1.4). Therefore, all system operators within an interconnected system should have coherent policies, which may be difficult if users have contradictory objectives. Last, the ideal objective function is difficult to implement.

A first objective function that can be adopted is the cost-effectiveness (also called the rational-buyer) approach, which tries to minimize the procurement cost for an ex-ante SS specification. Obviously, this simple policy does not guarantee that a Pareto-efficient SS specification is attained (see section 1.3.1). However, it is very easy to implement because the procurement cost is usually better known than the value of system services.

On the other hand, the cost-benefit approach tries to maximize the global welfare, i.e. the sum of the individual profits and surpluses. This situation is always Pareto-efficient in theory [Kirschen and Strbac (2004a)]. However, determining the surpluses or the profits of the participants depending on the system services can be quite complex, because users give different values to security and these values are hard to define, as shown previously. In addition, it often implies a probabilistic computation, which is computationally demanding (e.g., the Monte-Carlo method) [Bhattacharya and Zhong (2001)].

In other words, the cost-effectiveness objective function only takes into account the cost of system services, while the cost-benefit approach takes into account both the cost and the value of system services. The latter objective function is the most desirable, but it is also the least practical. Therefore, the optimisation problem is often solved by subdividing the system into subsystems (e.g., transmission, energy, frequency control...), then by optimising the necessary system services separately with a cost-benefit objective function, and lastly by refining the needs to take into account the dependencies.

2.3 Specification of the Quality of Ancillary Services

The first task required to fulfil the expectations of users in terms of system services is to define the ancillary services that are able to meet the needs. As the definitions of AS differ widely from the classical energy product by many ways, this section investigates how to separate AS in different products according to various specifications (namely: optimal,
elementary, functional, actual and standardised) and therefore to be able to specify the quality of ancillary services needed.

### 2.3.1 Optimal specifications

A power system usually has numerous potential AS providers with different capabilities. Ancillary services that can be provided are much more differentiated than energy products\(^{40}\). The differentiation for each characteristic of a product\(^ {41}\) can be either vertical or horizontal. *Vertical differentiation* is related to the quality of the product by itself (the common understanding of the quality is the same everywhere, such as an oily fish’n chip is of lower quality than a grilled fish). On the other hand, *horizontal differentiation* is related to the different perception that two users may have of the same product (e.g., a fish’n chip cooked in Boston has more value in Boston than in Paris). In particular, frequency products are mainly vertically differentiated, whereas voltage control ancillary services tend to be horizontally differentiated.

As product differentiation reduces competition, a policy maker may want to homogeneise products by for example: (a) reducing the product space; (b) fixing prices; (c) aggregating firms [Tirole (1988)]. On the other hand, removing differentiation may lead to a decrease in quality down to the one providing the lowest quality (assuming that quality has a cost).

Optimal specifications have to be found. They correspond to a trade-off between too general (i.e., a few differentiated AS products) and too precise (i.e., a lot of differentiated AS products) specifications. This trade-off differs from a power system to another because motivations may vary (e.g., a system may want to give priority to the reduction of the transaction costs). General specifications have the advantages of increasing the number of potential providers and fostering innovation. On the other hand, precise specifications take into account the specificities of the providers, increase the understanding of the AS but can potentially increase the complexity of trading (see Table 2.1). Note that precise specifications are not always a barrier to innovation because tight rules may force the players to find innovative solutions that follow new rules at the least cost. For example,

\(^{40}\) More generally, when getting closer to the real-time, the products are getting more and more differentiated (e.g., base/peak, then hour by hour, then 15 min...).

\(^{41}\) Several products can be bundled to obtain a given bundle of characteristics.
older wind farms cannot withstand voltage sags as severe as those that more recent ones can withstand, because of the new rules that have been imposed.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>General</th>
<th>Precise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase the number of providers for a given specification</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>Foster innovation</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Reduce transaction costs</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Recognize the capabilities of providers</td>
<td>+</td>
<td>+++</td>
</tr>
<tr>
<td>Help understand the behaviour of providers</td>
<td>+</td>
<td>+++</td>
</tr>
</tbody>
</table>

The SO should specify the ancillary services needed for both the long and short term. Regarding the long term, each power system has to define at the time of connection of new users (i.e., as part of the connecting conditions) the compulsory quality needed. A good principle is to avoid scarcity for ancillary services to guarantee the adequacy of the system, but without making the connection of new participants unreasonably expensive (see section 4.3.1). A good practice is probably to implement a basic requirement for every unit and to allow the grouping of a few devices to provide the final required quality. In case of compulsory provision, these connecting requirements should be remunerated in order to have a transparent energy price and to avoid distortion of competition between two producers that were connected at different times under different rules. Lastly, it may be useful for developers to benefit from standard connecting requirements across several systems, because this will reduce the cost of procuring standard devices (e.g. a standard alternator for a given power). Note that since frequency is shared by all the participants, frequency control ancillary services are more likely to benefit from standardised connection rules than voltage control ancillary services.

In the short term, the SO has to define the global specification for the system (see section 2.2.4). To fulfil this need, it can either require a standardised quality for each provider, or the quality can be part of the provider’s offer. The choice will impact the market design (see section 4.4.1). In practice, most systems define a standard quality that any provider has to meet if it wants to provide the service considered (see section 2.3.4). Such a practice limits the number of participants but eases the settlement. Some devices could be grouped in order to achieve the requirement together (but without necessarily
fulfilling the requirements alone). In other words, several devices could be considered as one AS provider.

### 2.3.2 Elementary specifications

As explained in sections 1.4 and 1.5, the frequency is shared by the whole synchronous system, while voltages are local to each node of the system. Frequency and voltages can be used as indicators to monitor the global balance between production and consumption of active power, and the local balances between production and consumption of reactive power.

To maintain the frequency and voltages within their defined ranges and therefore to keep the balances of active and reactive powers, devices with one or more of the four following capabilities can be used:

- Devices that are able to control the active power and therefore mainly help control the global frequency:
  - *Up active power balancing*: devices that increase the active power injection or decrease the active power absorption;
  - *Down active power balancing*: devices that decrease the active power injection or increase the active power absorption.

- Devices that are able to control the reactive power and therefore mainly help control local voltages:
  - *Up reactive power balancing*: devices that increase the reactive power injection or decrease the reactive power absorption;
  - *Down reactive power balancing*: devices that decrease the reactive power injection or increase the reactive power absorption.

Such devices basically consist of two main components. First, the available resource (e.g., the headroom of a generator) and the different actuators (e.g., the exciter of a generator) form the active part of the device that we will call *capability of control*. This capability can be discrete (e.g., a capacitor bank) or continuous (e.g., a synchronous condenser), which leads to different impacts on the stability of the system. Most of the time, discrete capabilities of control are cheaper and simpler, but usually stress more the system during switching (see section 1.6).
Second, the capability of control has to be governed by a controller. Controllers can be gathered in two families. On the one hand, independent controllers are fully independent and respond to local conditions. The main advantage of these controllers is their robustness, because they just rely on themselves. However, they can be difficult to design. The speed control of a generating unit is a good example of an independent controller (see section 1.4.4). On the other hand, dependent controllers rely on data sent by other devices. Obviously, such controllers simplify the coordination and can facilitate bilateral contracts. The main drawback of such devices is that they rely on the transmission of data, which may increase the risk of failure and may be more expensive. The Internet technology helps develop the implementation of such controllers [Kirby and Hirst (2003)]. Nevertheless, the security of the data channel is an important issue because an Internet server does not work without electricity and is sensitive to cyber attacks. As illustrated in Figure 2.1, a dependent controller may be controlled by a central entity (e.g., in the case of secondary frequency control, see section 2.3.3) or may communicate directly with other devices (e.g., a generator following a specific load, as described by Nobile et al. (2001), and used for example in Sweden). In any case, because of the complexity of electrical systems, controllers cannot be completely autonomous. Human oversight is always included at some point in order to maintain the stability and the security of the system, even if power systems tend to be more and more automated (e.g., concepts of the European “smart grid” or the American “intelligrid”). In some cases, the capability relies solely on sole human judgment, so there is no specific controller.

![Diagram](image)

**Figure 2.1:** (a) Centralised and (b) decentralised dependent controllers

In conclusion, an ancillary service consists of a capability of control and a controller. A capability can be a combination of four different types: active or reactive power and up or down. This specification is very general, so it is useful only to identify devices that can
potentially provide ancillary services. The following sections improve these elementary specifications.

2.3.3 Functional specifications

From a functional point of view, frequency and voltage control ancillary services can be classified into six categories commonly agreed by the whole community, but with different vocabulary (see section 2.3.4.1). The idea is to separate ancillary services in function of their controllers, as shown in Table 2.2.

Table 2.2: Capabilities and controllers related to functional ancillary services

<table>
<thead>
<tr>
<th>Functional ancillary service</th>
<th>Capability</th>
<th>Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>up &amp; down</td>
<td>independent</td>
</tr>
<tr>
<td>Secondary</td>
<td>up &amp; down</td>
<td>dependent centralised</td>
</tr>
<tr>
<td>Tertiary</td>
<td>up &amp; down</td>
<td>none</td>
</tr>
</tbody>
</table>

2.3.3.1 Frequency control

Figure 2.2 provides a schematic representation of the three functional frequency controls provided by a generating unit. Primary frequency control is a local automatic control that adjusts the active power generation of the generating units and the consumption of controllable loads to restore quickly the balance between load and generation and counteract frequency variations. In particular, it is designed to stabilize the frequency following large generation or load outages. It is thus indispensable for the stability of the power system. All the generators that are located in a synchronous zone and are fitted with a speed governor perform this control automatically (see section 1.4.4). The demand side also participates in this control through the self-regulating effect of frequency-sensitive loads, such as induction motors (see section 1.4.3), or the action of frequency-sensitive relays which disconnect some loads at given frequency thresholds. However, this demand-side contribution is not always taken into account in the calculation of the primary frequency control response [UCTE (2004b)]. The provision of this primary control is subject to some constraints. Some generating units that increase their output in response to a frequency

---

42 For small frequency thresholds, loads usually participate on a voluntary basis, as for example in Australia [NEMMCO (2004)]. However, for large frequency excursions, the system operator has to perform compulsory load-shedding through a defined protection scheme [e.g., UCTE (2004b)]. Lastly, we can also imagine systems in which additional loads are connected as a function of frequency.
drop cannot sustain this response for an indefinite period of time. Their contribution must therefore be replaced before it runs out.

*Secondary frequency control* is a centralised automatic control that adjusts the active power production of the generating units to restore the frequency and the interchanges with other systems to their target values following an imbalance [Jaleeli et al. (1992)]. In other words, while primary control limits and stops frequency excursions, secondary control brings the frequency back to its target value. Only the generating units that are located in the area where the imbalance originated should participate in this control, as it is the responsibility of each area to maintain its load and generation in balance (see section 1.4.7). Note that loads usually do not participate in secondary frequency control. Contrary to primary frequency control, secondary frequency control is not indispensable. This control is thus not implemented in some power systems where the frequency is regulated using only automatic primary and manual tertiary control. However, secondary frequency control is used in all large interconnected systems because manual control does not remove overloads on the tie lines quickly enough. For example, Figure 2.3 shows the action of the French secondary frequency control on a day. The regulation signal is comprised between –1 and 1, and the deployed secondary frequency control power depends on the reserved capacity.

*Tertiary frequency control* refers to manual changes in the dispatching and commitment of generating units and loads. This control is used to restore the primary and secondary frequency control reserves, to manage congestions in the transmission network, and to bring the frequency and the interchanges back to their target value when the secondary control is unable to perform this last task. Some aspects of tertiary control relate to the trading of energy for balancing purposes. This thesis does not deal with these aspects because they do not represent a service provided to the TSO by the market participants but a mechanism for the participants to balance their financial positions.

By counting the number of oscillations of the alternative current of the electrical supply and by knowing the nominal frequency of the network (e.g., 50 or 60 Hz), one can estimate the time. However, since the frequency of the system actually varies over time, the time given by the electrical network, also called *synchronous time*, may not be accurate. Therefore, frequency control can be used to perform the so-called *time control*. This historical control was very useful when a lot of synchronous clocks were used, in particular for trains.
However, with the development of quartz- or GPS\textsuperscript{43}-based devices, synchronous clocks are now getting rare, though still used by some household appliances such as washing machines [Bosch (2006)].

A certain amount of active power, usually called frequency control reserve, is kept available to perform these controls. The positive frequency control reserve designates the active power reserve used to compensate for a drop in frequency (it is thus provided by devices with up active power balancing capabilities, as described in section 2.3.2). On the other hand, the deployment of negative frequency control reserve helps decrease the frequency.

\textbf{Figure 2.2: The three functional frequency controls considering a generating unit}

\textsuperscript{43} GPS stands for Global Positioning System. This system is based on a network of satellites that send information to ground devices, such as the universal time or the position of the device.
2.3.3.2 Spinning reserve

The term “spinning reserve” is very popular to designate some frequency control reserves. In particular, many authors use this term without defining it because they assume that its meaning is obvious and unambiguous. However, a partial survey of the literature produces very different definitions:

- British Electricity International (1991): “the additional output which a part-loaded generating plant is able to supply and sustain within 5 minutes. This category also includes pumped-storage plant [...] operating in the pumping mode, whose demand can be disconnected within 5 minutes”;
- Wood and Wollenberg (1996): the total synchronised capacity, minus the losses and the load;
- Hirst and Kirby (1998): “generators online, synchronized to the grid, that can increase output immediately in response to a major outage and can reach full capacity within 10 minutes”;
- Zhu et al. (2000): “the unloaded section of synchronized generators that is able to respond immediately to serve load, and is fully available within ten minutes”;
- NERC (2006): “Unloaded generation that is synchronized and ready to serve additional demand”.

Figure 2.3: Frequency and French regulation signal on 31 March 2005 [Tesseron (2008)]
These definitions disagree (or remain silent) on some important issues:

- **Who provides spinning reserve?** Is it limited to generators or can the demand-side participate?
- **What is the time frame for responding to a request?** When should it start and end?
- **How is this reserve activated?** Does it happen automatically or is it only done at the request of the Transmission System Operator (TSO)?

Therefore, a definition which fits all systems would be helpful. First, it seems essential to remove the idea of time, as each system has its particularities. Second, there is a system operator in any system. Third, the term spinning reserve is used in the optimization literature as a capacity that can be re-dispatched (scheduling objective), which can be different from the operational capacity (stability objective). Fourth, it seems interesting to get detached from the terms such as “generator” or “demand-side”, to reduce ambiguities. The following definition is therefore proposed in this thesis: *the spinning reserve is the unused capacity which can be activated on decision of the system operator and which is provided by devices which are synchronized to the network and able to affect the active power.*

Some important comments must be made on this definition:

- The beginning of the reserve deployment and the duration of the deployment do not appear in the definition, as they are not relevant for a general definition of the spinning reserve. In fact, each country has its own definition, depending on parameters such as the size of the synchronous network or the market structure (see section 2.3.4);
- The primary frequency control reserve, which is not controlled by the SO, has to be excluded from the spinning reserve. Moreover, the self-regulating effect of the loads, which has an effect similar to the primary reserve, is also excluded from the spinning reserve. In fact, these two items are more important for system stability than for balancing consumption and production over a longer period of time;
- The secondary frequency control reserve should be considered as spinning reserve. In fact, the power deployed by the SO through this reserve equilibrates the consumption and the production and has to be kept as long as required;
- The spinning reserve also includes the synchronized tertiary frequency control reserve, as this reserve is deployed on the instruction of the SO;
If a generator decides not to provide reserve, its spare synchronized capacity is not spinning reserve, as it cannot be activated by the system operator. However, in many systems, generators have to offer all their spare synchronized capacity in the balancing mechanism (see section 1.3.2). Therefore, in this case, the system operator has the possibility to call upon all the synchronized capacity;

A consumer can provide spinning reserve, if it agrees to be disconnected or to reduce its load upon request from the SO. For example, pump loads are good candidates for the provision of spinning reserve from the demand side.

2.3.3.3 Voltage control

Figure 2.4 provides a schematic representation of the three functional voltage controls provided by a generating unit. Primary voltage control is a local automatic control that maintains the voltage at a given bus (at the stator terminals in the case of a generating unit) at its set point. Automatic Voltage Regulators (AVRs) fulfil this task for generating units. Other controllable devices, such as static voltage compensators, can also participate in this primary control (see section 1.6).

Secondary voltage control is a centralised automatic control that coordinates the actions of local regulators in order to manage the injection of reactive power within a regional voltage zone. This uncommon technology is used in France and Italy [Paul et al. (1990), Corsi et al. (1995) and Vu et al. (1996)].

Tertiary voltage control refers to the manual optimisation of the reactive power flows across the power system. This is performed by either modifying the set-point of pilot voltages in case of a secondary control, or by directly modifying the voltage set-point of the unit. Tertiary voltage control also includes the startup of additional units and the operation of other means such as capacitor banks.
2.3.4 Actual specifications

The functional specification presented in section 2.3.3 classifies ancillary services into six categories and is sufficiently general for any power system. However, the actual specifications are more detailed in practice. This section compares the features and the values of the actual specifications in different power systems amongst those listed in Table 2.3. This comparison is centered on the UCTE interconnected system\(^{44}\) to illustrate the differences that can coexist within a single synchronous zone. The values for Great Britain (which is not synchronized with the UCTE), the Unified Power Systems of Russia (UPS) and NERC\(^{45}\) put this comparison into perspective. Only large generating units connected to the transmission network are considered here. Exceptions granted to small units and distributed generators are beyond the scope of this survey. The issues related to the transmission of data to and from the provider of ancillary services are not included in this survey either.

Note that similar surveys have been performed by Eurelectric (2000), Cali et al. (2001), Arnott et al. (2003) or Raineri et al. (2006). However, the present survey differs from

---

\(^{44}\) UCTE is the Union for the Co-ordination of Transmission of Electricity, which is the association of the TSOs operating within the synchronous system of mainland Europe. The UCTE establishes the security and reliability standards for this interconnected system.

\(^{45}\) NERC is the North American Electric Reliability Council. Like the UCTE, NERC is not a system operator and hence does not intervene in the operational working of the system.
these in terms of the systems studied and the framework used to compare the features of the ancillary services. In addition, the reader should keep in mind that specifications change over time. Therefore, such a survey should be updated regularly to remain relevant.

<table>
<thead>
<tr>
<th>System</th>
<th>Abbreviation</th>
<th>Regulator</th>
<th>TSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>AU</td>
<td>AER</td>
<td>NEMMCO</td>
</tr>
<tr>
<td>Belgium</td>
<td>BE</td>
<td>CREG</td>
<td>Elia</td>
</tr>
<tr>
<td>California</td>
<td>CAL</td>
<td>FERC</td>
<td>CAISO</td>
</tr>
<tr>
<td>France</td>
<td>FR</td>
<td>CRE</td>
<td>RTE</td>
</tr>
<tr>
<td>Germany</td>
<td>DE</td>
<td>BNA</td>
<td>EnBW, E.ON, RWE and VET</td>
</tr>
<tr>
<td>Great Britain</td>
<td>GB</td>
<td>Ofgem</td>
<td>National Grid</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>NL</td>
<td>DTe</td>
<td>TenneT</td>
</tr>
<tr>
<td>New Zealand</td>
<td>NZ</td>
<td>Electricity Commission</td>
<td>Transpower</td>
</tr>
<tr>
<td>PJM</td>
<td>PJM</td>
<td>FERC</td>
<td>PJM ISO</td>
</tr>
<tr>
<td>Spain</td>
<td>ES</td>
<td>CNSE</td>
<td>REE</td>
</tr>
<tr>
<td>Sweden</td>
<td>SE</td>
<td>Stem</td>
<td>SvK</td>
</tr>
<tr>
<td>UPS</td>
<td>UPS</td>
<td>Federal tariff service</td>
<td>SO-CDU</td>
</tr>
</tbody>
</table>

### 2.3.4.1 Vocabulary

The profusion of terms used for ancillary services may lead to some misunderstandings and confusion when one tries to compare services from different power systems or jurisdictions. Table 2.4 classifies the services considered in the survey with the help of the functional framework developed in section 2.3.3. The names are shown in the original languages to avoid misinterpretation. In this table, for each type of control, the reserves are ordered from the fastest (left) to the slowest (right). Reserves within a given column are thus similar. Within a system, terms are classified from the most general (up) to the most specific (down). A dashed line means that positive and negative reserves have different names. For instance, in Great Britain, the terms “primary response” and “secondary response” are used for the positive primary frequency control reserve and “high frequency response” for the negative one. In some cases (e.g., Australia), the name of a service is used as the corresponding reserve does not have a name.

A number of observations can be drawn from this Table. First, it is clear that care must be taken when comparing services defined in different systems. For example, the terms “secondary response” (GB), “secondary control reserve” (UCTE) and “secondary
reserve” (PJM) describe three completely different services. Even the term “reserve” may lead to some misunderstandings. For example, in Australia, “reserve” designates investments in generation capacity and not the frequency control reserves as defined in this thesis. “Spinning reserve” is another example of an ill-defined term, as explained in section 2.3.3.2.

Besides differences in terminology, there are also significant differences in implementation. In Sweden, Great Britain, New Zealand and Australia, the primary frequency control reserves have been divided in different categories. On the other hand, in the other systems, a single reserve is defined for this type of control. This difference may be explained by the fact that smaller systems are subject to larger frequency deviations than the large interconnected systems of North America, mainland Europe and Russia. Reserve that can be used for very fast primary frequency control reserve is therefore more valuable in these smaller systems and making a distinction between different categories of primary reserve is technically and commercially worthwhile. Only one type of reserve is defined for performing secondary frequency control, except in Sweden and Great Britain where secondary control is not used. Since the whole of the British system is operated by a single TSO (and is not synchronous with the Western European interconnected system), secondary control is not needed to correct deviations from interchange schedules. While Sweden is interconnected with other countries, its TSO can rely on numerous fast manual tertiary control offers provided by the large hydro generation capacity (see section 2.4.3.1). Tertiary frequency control reserves do not lend themselves to easy comparisons because TSOs have adopted widely different limits for deployment times and various approaches to the treatment of non-synchronized generating units.

From the perspective of providers of voltage control services, it is convenient to divide the production of reactive power into a basic and an enhanced reactive power service. The basic or compulsory reactive power service encompasses the requirements that generating units must fulfill to be connected to the network. The enhanced reactive power service is a non-compulsory service that is provided on top of the basic requirements. The terminology of voltage control is much more uniform than for frequency control and does not need to be discussed further.
Table 2.4: Vocabulary used to name frequency control reserves in various systems

<table>
<thead>
<tr>
<th>Primary frequency control reserves</th>
<th>Secondary frequency control reserves</th>
<th>Tertiary frequency control reserves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency response</td>
<td>Operating reserve</td>
<td>Reserve &gt; 30 min</td>
</tr>
<tr>
<td>Regulation</td>
<td>Primary reserve</td>
<td>Secondary reserve</td>
</tr>
<tr>
<td></td>
<td>Synchronised reserve(^46)</td>
<td>Quick start reserve</td>
</tr>
<tr>
<td>PJM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(no name)</td>
<td>Operating reserve</td>
<td>Replacement reserve and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>supplemental energy</td>
</tr>
<tr>
<td></td>
<td>Regulating reserve</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Contingency reserve</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spinning reserve</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-Spinning reserve</td>
<td></td>
</tr>
<tr>
<td>CAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Réserve de puissance pour</td>
<td>Réserve de puissance pour</td>
<td>Réserve de puissance pour</td>
</tr>
<tr>
<td>réglage primaire</td>
<td>réglage secondaire</td>
<td>réglage tertiaire</td>
</tr>
<tr>
<td>BE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primärregelreserve</td>
<td>Sekundärrregelreserve</td>
<td>Minutenserserve(^46)</td>
</tr>
<tr>
<td>DE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reserva de regulación</td>
<td>Reserva de regulación</td>
<td></td>
</tr>
<tr>
<td>primaaria</td>
<td>secundaria</td>
<td>terciaria</td>
</tr>
<tr>
<td>ES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Réserve primaire</td>
<td>Réserve secondaire</td>
<td>Réserve tertiaire</td>
</tr>
<tr>
<td>FR</td>
<td></td>
<td>Réserve tertiaire rapide 15 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Réserve tertiaire completante 30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>minutes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Réserve à échéance ou différée</td>
</tr>
<tr>
<td>NL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primaire reserve</td>
<td>Secundaire reserve</td>
<td>Tertiaire reserve</td>
</tr>
<tr>
<td>GB</td>
<td>Operating reserve</td>
<td>Operating reserve</td>
</tr>
<tr>
<td>Response</td>
<td></td>
<td>Contingency reserve</td>
</tr>
<tr>
<td>Primary</td>
<td>(does not exist)</td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>Fast start</td>
<td>Balancing mechanism start-up</td>
</tr>
<tr>
<td></td>
<td>Short-time</td>
<td></td>
</tr>
<tr>
<td>High frequency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Frekvenstyrde</td>
<td>Seven different types of reserves</td>
</tr>
<tr>
<td>Normaldriftsreserve and</td>
<td>(does not exist)</td>
<td></td>
</tr>
<tr>
<td>Störningsreserv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UPS</td>
<td>Pereichyni resvotre</td>
<td>Tretichyni reserve</td>
</tr>
<tr>
<td>AU</td>
<td>Contingency services</td>
<td>Regulating services and</td>
</tr>
<tr>
<td>Fast</td>
<td></td>
<td>network loading control</td>
</tr>
<tr>
<td>Slow</td>
<td></td>
<td>Short-term capacity reserve</td>
</tr>
<tr>
<td>Delayed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NZ</td>
<td>Instantaneous Reserves</td>
<td>Frequency regulating (or keeping)</td>
</tr>
<tr>
<td>Fast</td>
<td>(no name)</td>
<td>reserve</td>
</tr>
<tr>
<td>Sustained</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over frequency</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---


\(^47\) In 2006, PJM changed the denomination “spinning reserve” to “synchronized reserve”.

\(^48\) Germany recently removed Studenreserve and Notreserve from tertiary frequency control reserves.
2.3.4.2 Primary frequency control

Policy makers tend to specify various parameters that have a significant effect on primary frequency control. The most important technical parameters for frequency-related ancillary services are the deployment times. The maximum amount of time that can elapse between the request from the TSO and the beginning of the response by the service provider will be called the deployment start. Full availability is the maximum time that can elapse between the moment when the provider receives the request and the moment at which it delivers its full response. Lastly, deployment end is the maximum amount of time during which the service must be provided starting from the time of the request.

The accuracy of the measurements is another important issue because it affects the efficiency of the control and the payments to the providers. For example, if the instrumentation at a generating unit overestimates the frequency, its response to frequency deviations will be inadequate and the generating unit may be paid more than what it deserves. However, it is generally in the interest of producers to measure accurately so they can argue more persuasively with the TSO in case of a dispute.

The droop of a generating unit is an important parameter of primary frequency control (see section 1.4.4). A lower droop increases the response of a unit but would cause more stress in the generating unit as it would react more strongly to each deviation. On the other hand, a unit with a low droop is more likely to succeed in switching to islanded mode in case of a major disturbance and tends to reduce the quasi-steady state frequency deviation following an imbalance. Adjusting the droop is not always easy because it often requires that the plant be shut down.

The frequency deviation for which the entire primary frequency reserve has to be deployed is also an important parameter. Indeed, using this information, the value of the droop and Equation (1.5) of p. 58, one can calculate the maximal share of the nominal power output that a generating unit must keep in reserve to provide the required primary frequency control power. For example, Table 2.5 shows the frequency deviation for which the entire primary frequency reserve is deployed as a function of the droop and the primary frequency control reserve.

The frequency characteristic represents the total action of the primary frequency control provided by generators and the self-regulating effect of the load (see section 1.4.6). In
North America, the terms of “Beta” or “frequency governing characteristic” are preferred to designate this parameter [Ingleson and Ellis (2005)].

The insensitivity of a primary controller is the frequency band within which the controller does not change its output. Two insensitivities should be distinguished: the non-intentional insensitivity, which is intrinsic to the controller, and the intentional insensitivity, which is added on purpose. In Europe, the non-intentional insensitivity is sometimes simply called insensitivity while the intentional insensitivity is called dead band. The sum of these two insensitivities gives the total insensitivity. If two generators have different total insensitivities, it means that the one with the smallest insensitivity will participate to the primary frequency control before and probably more frequently than the other one.

Table 2.5: Frequency deviation for which the entire primary frequency reserve is deployed as a function of the droop and the primary frequency control reserve

<table>
<thead>
<tr>
<th>Droop $s_G^i$</th>
<th>4%</th>
<th>5.7%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reserve relative 2%</td>
<td>40 mHz</td>
<td>57 mHz</td>
</tr>
<tr>
<td>to $P_G^i$ 7%</td>
<td>140 mHz</td>
<td>200 mHz</td>
</tr>
</tbody>
</table>

Table 2.6 summarizes the primary frequency control parameters in nine different systems\(^{49}\). Since units providing primary frequency control must respond immediately to a change in frequency, the “deployment start” does not appear in this Table.

Deployment times are the same all across the systems within the UCTE because it is important to have a homogeneous response in the synchronous zone. On the other hand, NERC does not make any recommendations on the value of this parameter. A faster primary frequency control is used in Great Britain because the size of this system makes it more susceptible to frequency variations.

The frequency characteristic of the Eastern interconnection of North America was around 31,000 MW/Hz in 2004 [Ingleson and Ellis (2005), NERC (2005)]. The requirements for the national systems within the UCTE are estimated based on their annual electricity production [IEA (2005)] and the total UCTE’s requirement (20,570 MW/Hz [TenneT (2006)]). Lastly, the frequency characteristic in Great Britain is

\(^{49}\) The following abbreviations are used: No rec.: no recommendation; Pri., Sec. or Hi.: primary, secondary or high frequency response; I: intentional; NI: non intentional; T: total.
Within the UCTE, the full deployment of the primary frequency reserve must occur before a deviation of ± 200 mHz has happened. Hence, TSOs with a tight requirement for the droop (i.e., a small droop, such as in France) would need to reserve a large headroom for their generating units if they want to provide their primary frequency control continuously until ± 200 mHz. However, in practice, units with a small droop attain their maximum before the limit of ± 200 mHz, so they do better than what the UCTE recommends. In Belgium and Germany, no general condition is applied to the droop as this parameter is agreed between the generators and the TSO during the procurement process (see Chapter 4). Lastly, the full deployment of the British primary frequency reserve happens for larger deviations than in the UCTE because the British power system has a smaller inertia.

Policies on controller insensitivity are similar in all systems, except in Great Britain, where the requirement is less strict. NERC has recently changed its policy and no longer recommends any insensitivity. Before, a total insensitivity of 36 mHz (30 mHz if a 50/60 coefficient is applied to account for the difference in nominal frequency) was required [NERC (2004)], which is three times the UCTE’s requirement (10 mHz). However, the UCTE’s requirement applies only to the controller [UCTE (2004b)], while NERC former recommendation was for the “governor” [NERC (2004)]. This last term is not formally defined, but is commonly understood to include both the primary frequency controller and the actuators (e.g., jacks and valve). Therefore, in this table, the insensitivity of the controller only and the insensitivity of the whole generator unit are not distinguished. Finally, the accuracy of the frequency measurement is not addressed explicitly in most systems.
Table 2.6: Technical comparison of primary frequency control parameters in various systems

<table>
<thead>
<tr>
<th>References</th>
<th>UPS</th>
<th>UCTE</th>
<th>DE</th>
<th>FR</th>
<th>ES</th>
<th>NL</th>
<th>BE</th>
<th>GB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NERC (2004), NERC (2005), NERC (2006)</td>
<td>No rec.</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
</tr>
<tr>
<td>Belgian economic department (2008b)</td>
<td>No rec.</td>
<td>≥ 15 min</td>
<td>≥ 15 min</td>
<td>≥ 15 min</td>
<td>≥ 15 min</td>
<td>≥ 15 min</td>
<td>≥ 15 min</td>
<td>≥ 15 min</td>
</tr>
<tr>
<td>Frequency characteristic requirement</td>
<td>Federal Ministry of Economics, Industry, and Tourism (2002)</td>
<td>10 % of the balancing authority’s estimated yearly peak demand/Hz</td>
<td>No rec.</td>
<td>20,570 MW/Hz</td>
<td>≈ 4,200 MW/Hz</td>
<td>≈ 1,800 MW/Hz</td>
<td>≈ 740 MW/Hz</td>
<td>≈ 600 MW/Hz</td>
</tr>
<tr>
<td>Droop of generators</td>
<td>5 % in 2004; no rec. anymore</td>
<td>3-6 %</td>
<td>No rec.</td>
<td>No rec.</td>
<td>3-6 %</td>
<td>≤ 7.5 %</td>
<td>5-60 MW: 10 % &gt; 60 MW: 4-20 %</td>
<td>No rec.</td>
</tr>
<tr>
<td>Is an adjustable droop compulsory?</td>
<td>No rec.</td>
<td>Yes</td>
<td>No rec.</td>
<td>Yes</td>
<td>Yes</td>
<td>No rec.</td>
<td>5-60 MW: No rec. &gt; 60 MW: Yes</td>
<td>No</td>
</tr>
<tr>
<td>Accuracy of the frequency measurement</td>
<td>No rec.</td>
<td>± 10 mHz recommended, ± 5 mHz desirable</td>
<td>Within ± 10 mHz</td>
<td>Within ± 10 mHz</td>
<td>No rec.</td>
<td>No rec.</td>
<td>No rec.</td>
<td>Within ± 10 mHz</td>
</tr>
<tr>
<td>Controller insensitivity</td>
<td>T: ± 36 mHz in 2004; no rec. anymore</td>
<td>N: No rec.</td>
<td>I: No rec.</td>
<td>T: ± 10 mHz</td>
<td>N: No rec.</td>
<td>I: should be compensated within the zone</td>
<td>T: ± 10 mHz</td>
<td>N: No rec.</td>
</tr>
<tr>
<td>Full deployment for or before a deviation of:</td>
<td>No rec.</td>
<td>± 200 mHz</td>
<td>± 200 mHz</td>
<td>± 200 mHz</td>
<td>± 200 mHz</td>
<td>± 200 mHz</td>
<td>± 200 mHz</td>
<td>± 200 mHz</td>
</tr>
</tbody>
</table>

References: Full availability, Deployment end, Frequency characteristic requirement, Droop of generators, Is an adjustable droop compulsory?, Accuracy of the frequency measurement, Controller insensitivity, Full deployment for or before a deviation of.
2.3.4.3 Secondary frequency control

Secondary frequency control can actually be organized in three ways: centralised, pluralistic and hierarchical [UCTE (2004b)]. In a centralised organisation, the control is performed by a single controller for the whole control area. In a pluralistic organisation, the system is split into independent zones, each of which having its own controller and regulating capacity. In a hierarchical organisation, the organisation is similar to the pluralistic approach but a main controller coordinates the action of all the other controllers.

The Area Control Error (ACE) of a zone \( z \) which characterises the imbalance of the zone, is calculated as follows according to the UCTE (\( ACE_{UCTE}^{z} \)) or NERC (\( ACE_{NERC}^{z} \)):

\[
ACE_{UCTE}^{z} = P_{\text{interconnection}}^{z} - P_{\text{interconnection}}^{0} + K^{z}(f_{m}^{z} - f_{i})
\]

\[
ACE_{NERC}^{z} = P_{\text{interconnection}}^{z} - P_{\text{interconnection}}^{0} - 10B^{z}(f_{m}^{z} - f_{i}) - I_{ME}^{z}
\]

where \( P_{\text{interconnection}}^{z} \) is the measured value of the total power exchanged by the zone with other zones (a positive value represents exports). Note that \( P_{\text{interconnection}}^{z} \) is slightly different from the actual exchanges \( P_{\text{interconnection}}^{z} \) because of measurement errors. \( f_{m}^{z} \) is the measured network frequency by the zone, \( f_{i} \) is the target frequency, which can differ from the nominal frequency when controlling the synchronous time (see section 2.3.3.1). The additional term \( I_{ME}^{z} \) introduces a very small correction factor. This factor compensates the difference between the integration of the instantaneous power exchanged and the demand’s energy measurements [NERC (2006)]. \( K^{z} \) is the K-factor of the control area (in MW/Hz and positive) and \( B^{z} \) the frequency bias setting (in W/0.1 Hz and negative). \( K^{z} \) and \( B^{z} \) are an overestimate of the frequency characteristic of the zone \( \Lambda^{z} \) (see section 1.4.6). An underestimate would indeed lead to a conflict between the primary and secondary frequency controls. To illustrate this fact, Table 2.7 shows the impact of the K-factor on the secondary frequency control power when a disturbance appears outside the control area, i.e. when \( P_{\text{interconnection}}^{z} - P_{\text{interconnection}}^{0} \) is equal to \( -\Lambda^{z}(f_{m}^{z} - f_{i}) \) (in other words, the imbalance of the area is only due to the action of the primary frequency control). Note that a positive term \( K^{z} - \Lambda^{z} \) indicates that \( K^{z} \) is an overestimate of the frequency characteristic \( \Lambda^{z} \). Furthermore, when the term \( f_{m}^{z} - f_{i} \) is negative, the primary frequency control power
increases and vice versa. Lastly, when \( \text{ACE}_{\text{UCTE}} \) is negative, the secondary frequency control power increases and vice versa. It is clear that conflicts appear only when \( K \) is inferior to \( \Lambda \).

### Table 2.7: Impact of the K-factor on secondary frequency control

<table>
<thead>
<tr>
<th>( K - \Lambda )</th>
<th>( f_w - f_t )</th>
<th>( \text{ACE}_{\text{UCTE}} = (K - \Lambda) \times (f_w - f_t) )</th>
<th>Primary control power</th>
<th>Secondary control power</th>
<th>Conflict?</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;0 &lt;0</td>
<td>&lt;0</td>
<td>Increases</td>
<td>Increases</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>&gt;0 &gt;0</td>
<td>&gt;0</td>
<td>Decreases</td>
<td>Decreases</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>&lt;0 &lt;0</td>
<td>&gt;0</td>
<td>Increases</td>
<td>Decreases</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>&lt;0 &gt;0</td>
<td>&lt;0</td>
<td>Decreases</td>
<td>Increases</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

When the target frequency \( f_t \) of the power system is different from the nominal frequency \( f_n \), a part of the primary frequency control reserve is undermined. In fact, primary frequency controllers are based on the nominal frequency (see section 1.4.4). Therefore, this use of primary frequency control has to be compensated. For example, requirements for primary frequency control reserves in France are changed as follows\(^{50}\) [RTE (2004)]:

- If \( f_t = 49.99 \text{ Hz} \), the reserves are increased by 150 MW;
- If \( f_t = 50.00 \text{ Hz} \), no change;
- If \( f_t = 50.01 \text{ Hz} \), the reserves are decreased by 150 MW.

Secondary frequency control usually relies on a Proportional Integral (PI) controller, filters and heuristics to bring the ACE back to zero. The exact configuration varies from a system to another [e.g., Jaggy and Longley (1991), Jaleeli et al. (1992), UCTE (2004b) or PJM (2007)].

Because of data management problems, the frequency and the power flows through interconnections are measured with discrete time steps. Therefore, the time steps of frequency and power exchanges measurements, as well as the cycle time of the controller, should be considered carefully. Shorter cycle times produce a more efficient secondary control, but also imply higher data management costs.

\(^{50}\) The policy to change the requirement for primary frequency control reserves as a function of the target frequency is not adopted in all systems, which creates security breaches.

\(^{51}\) In Great Britain, time control is performed by changing the nominal frequency by ±0.05 Hz or ±0.10 Hz [National Grid (2008a)]. In North America, the target frequency is changed by ±0.02 Hz [NERC (2006)].
The speed of the effective frequency correction by the secondary control depends on the error size. Nevertheless, the frequency normally should begin to come back to its target value (neglecting the frequency oscillations) no later than the full deployment of the primary frequency reserve. Indeed, at that time, the balance between consumption and production should have been re-established using the primary frequency control and the secondary frequency control should have started its action.

Table 2.8 shows the parameters adopted for secondary frequency control in eight different systems. Great Britain is not included in this table because secondary frequency control is not used in that country.

Deployment times in European countries are generally smaller than what the UCTE recommends, probably to provide some additional margin or to remain consistent with former local policies. For its part, NERC does not provide any specific recommendation. However, it imposes some performance criteria through its Disturbance Control Standard (DCS) and its Control Performance Standard (CPS) [NERC (2006)]. To give an example of US practice, within PJM, the secondary frequency control power should be deployed within five minutes and for at least one hour (i.e., the duration of the regulation market) [PJM (2007)]. Lastly, UPS does not impose a deployment time but sets a minimum gradient that must be respected.

With a requirement of 0.8 mHz (coefficient of 50/60 applied), NERC recommends a more precise frequency measurement than the 1.5 mHz UCTE specification. The cycle times of German controllers are the smallest amongst the systems considered.

Unlike the UCTE, NERC does not make any particular recommendations regarding the design of the secondary frequency controller. Where this data is available, the proportional term is very small, while the integral term is about 100 s. Contrary to the frequency characteristic requirements given in Table 2.6, the K-factor ($K$, or $-10^{10}$) cannot be estimated because it represents the actual frequency response of the system, which is not publicly available data. This parameter can be variable in real-time in North America, whereas it is constant in Europe. As guidelines for the K-factor, UCTE asks for a 10% overestimation of the frequency characteristic while NERC recommends the exact value.

52 The following abbreviations and symbols are used: No rec.: no recommendation; ε: accuracy; T: cycle time; P, I or PI: proportional, integral and proportional-integral controller.
Table 2.8: Technical comparison of secondary frequency control parameters in various systems

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deployment start</strong></td>
<td>No rec.</td>
<td>≤ 30 s</td>
<td>≤ 30 s</td>
<td>Immediate or ≤ 5 min</td>
<td>≤ 30 s</td>
<td>No rec.</td>
<td>30 s-1 min</td>
<td>≤ 10 s</td>
</tr>
<tr>
<td><strong>Full availability</strong></td>
<td>No rec.</td>
<td>As soon as possible (gradients imposed) ≤ 15 min</td>
<td>≤ 5 min</td>
<td>≤ 430 s or ≤ 97 s</td>
<td>≤ 15 min</td>
<td>≤ 15 min since 15 May 2008</td>
<td>≤ 10 min</td>
<td></td>
</tr>
<tr>
<td><strong>Deployment end</strong></td>
<td>No rec.</td>
<td>≥ 15 min</td>
<td>As long as required</td>
<td>As long as required</td>
<td>As long as required</td>
<td>≥ 15 min and as agreed</td>
<td>As long as required</td>
<td></td>
</tr>
<tr>
<td><strong>Control organisation</strong></td>
<td>No rec.</td>
<td>Hierarchical</td>
<td>No rec.</td>
<td>Pluralistic</td>
<td>Centralised</td>
<td>Hierarchical</td>
<td>Pluralistic</td>
<td>Centralised</td>
</tr>
<tr>
<td><strong>Frequency measurement</strong></td>
<td>ε ≤ 1 mHz T ≤ 6 s</td>
<td>ε ≤ 1.00 mHz T ≤ 1 s</td>
<td>1.0 ≤ ε ≤ 1.5 mHz T = 1 s</td>
<td>ε ≤ 1.0 mHz T = 1 s</td>
<td>ε ≤ Unknown T = 2 s</td>
<td>ε ≤ 1.0 mHz T = 4 s</td>
<td>ε ≤ 1.0 mHz T: Variable</td>
<td></td>
</tr>
<tr>
<td><strong>Exchanges measurement</strong></td>
<td>ε ≤ 1.3 % T ≤ 6 s</td>
<td>ε ≤ 1 % T ≤ 1 s</td>
<td>ε ≤ 1.5 % T ≤ 5 s</td>
<td>ε ≤ 1.5 % T = 1 s</td>
<td>ε ≤ 1.5 % T = 10 s</td>
<td>ε ≤ Unknown T = 4 s</td>
<td>ε ≤ 0.5 % T = 4 s</td>
<td>ε ≤ 0.5 % T: Variable</td>
</tr>
<tr>
<td><strong>Controller cycle time</strong></td>
<td>≤ 6 s</td>
<td>7 s</td>
<td>1-5 s</td>
<td>1-2 s</td>
<td>5 s</td>
<td>4 s</td>
<td>4 s</td>
<td>5 s</td>
</tr>
<tr>
<td><strong>Controller type</strong></td>
<td>No rec.</td>
<td>I</td>
<td>I or PI</td>
<td>PI</td>
<td>I</td>
<td>I or PI, depending on the regulation zone</td>
<td>PI, with additional heuristics</td>
<td>PI</td>
</tr>
<tr>
<td><strong>Proportional term</strong></td>
<td>No rec.</td>
<td>0</td>
<td>0-0.5</td>
<td>Unknown</td>
<td>0</td>
<td>Unknown</td>
<td>0.5</td>
<td>0-0.5</td>
</tr>
<tr>
<td><strong>Integral term</strong></td>
<td>No rec.</td>
<td>40-1.20 s</td>
<td>50-200 s</td>
<td>Unknown</td>
<td>115-180 s</td>
<td>100 s</td>
<td>100-160 s</td>
<td>50-200 s</td>
</tr>
<tr>
<td><strong>K-factor for measuring the ACE</strong></td>
<td>The frequency characteristic</td>
<td>Unknown</td>
<td>110 % of the frequency characteristic</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
<td>900 MW/Hz</td>
<td>≈ 660 MW/Hz</td>
</tr>
</tbody>
</table>
2.3.4.4 Voltage control

Contrary to the primary frequency control, the parameters of the primary voltage control cannot be compared between systems, and most of the time, even between units. In fact, the parameters of the voltage controller must take into account the configuration of the surrounding network. However, the requirements in terms of reactive power capabilities can be compared, as they measure the ability of the unit to control voltage and because one Mvar from a hydro unit is generally equivalent to one Mvar from a thermal unit. To allow a benchmarking between systems, the reactive power requirement given at the terminals $Q_2$ is converted to the Point Of Delivery (POD) $Q_{POD}$ (see section 1.5.3).

Sometimes, reactive power requirements may be given for the dimensioning voltage $U_{dim}$ instead of the nominal voltage of the network $U_n$. The dimensioning voltage is the actual average voltage at which the generating unit is connected, which may vary from $U_n$. The possible reactive power/voltage pairs are given by the U/Q diagram of the unit. To convert from the reactive power requirement at $U_{dim}$ to the one at $U_n$, a typical U/Q diagram should be used on a case by case basis. In this survey, we assume that $U_{dim}$ and $U_n$ are equal.

Concerning deployment times, the primary voltage control is immediate and must operate continuously, as it maintains the voltage at its nominal value and insures stability.

From an accounting perspective, cycle times and accuracy are less important for the voltage control than for the frequency control, because the utilization cost of reactive power is generally considered to be too low to require a precise metering [Da Silva et al. (2001)]. However, for the stability of the system, the measurement accuracy and the parameters of the voltage controller should be considered carefully.

Most of the TSOs make recommendations regarding the effectiveness of the control, and in particular the stability margins [Spanish industry and energy department (2000), Belgium economic department (2002), French economic and industry department (2003) and BDEW (2007a)]. However, these requirements were not considered in this survey because it focuses on features of ancillary service controls.
Table 2.9 shows the reactive power requirements in eight different systems. While these requirements are often specified using a complete P/Q diagram, this table can only show the maximum requirements for $P_n$.

NERC and the UCTE do not give any recommendation on reactive power requirements because it is a local problem. UPS requirements are negotiated case by case. Spanish requirements are quite low in comparison to the other systems in the Table. Therefore, connecting conditions are less stringent on this point in Spain than in the other systems. However, reactive power connecting conditions do not imply that one system uses more or less reactive power than another one since TSOs can contract for additional reactive capabilities or use some of their own reactive power sources (see Chapter 4).

53 The following abbreviations and symbols are used: No rec.: no recommendation; pf: power factor; $P_n$: nominal power; POD: Point Of Delivery; Udim: dimensioning voltage; Un: nominal voltage. Furthermore, note that the expressions lagging and leading refer to the stator voltage and the stator current (see section 1.5.3).
Table 2.9: Technical comparison of voltage control parameters in various systems

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption capability requirement (leading)</td>
<td>No rec.</td>
<td>No rec.</td>
<td>No rec.</td>
<td>pf = 0.925, 1 or 1 at the POD for Pn and Un</td>
<td>-0.35·Pn at the POD for Pn and Un</td>
<td>pf = 0.989 at the POD for Pn and Un</td>
<td>pf = 0.8 at the POD for Pn and Un</td>
<td>-0.10·Pn at the POD for Pn and Un</td>
<td>pf = -0.95 at the terminals for Pn</td>
</tr>
<tr>
<td>Production capability requirement (lagging)</td>
<td>No rec.</td>
<td>No rec.</td>
<td>No rec.</td>
<td>pf = 0.95, 0.925 or 0.9 at the POD for Pn and Un</td>
<td>0.32·Pn at the POD for Pn and Un</td>
<td>pf = 0.989 at the POD for Pn and Un</td>
<td>pf = 0.8 at the POD for Pn and Un</td>
<td>0.45·Pn at the POD for Pn and Un</td>
<td>pf = 0.85 at the terminals for Pn</td>
</tr>
<tr>
<td>Estimated absorption requirement at the POD for Pn and Un</td>
<td>No rec.</td>
<td>No rec.</td>
<td>No rec.</td>
<td>-0.41·Pn or 0·Pn</td>
<td>-0.35·Pn</td>
<td>-0.15·Pn</td>
<td>-0.75·Pn</td>
<td>-0.10·Pn</td>
<td>-0.48·Pn</td>
</tr>
<tr>
<td>Estimated production requirement at the POD for Pn and Un</td>
<td>No rec.</td>
<td>No rec.</td>
<td>No rec.</td>
<td>0.33·Pn, 0.41·Pn or 0.48·Pn</td>
<td>0.32·Pn</td>
<td>0.15·Pn</td>
<td>0.75·Pn</td>
<td>0.45·Pn</td>
<td>0.47·Pn</td>
</tr>
</tbody>
</table>
2.3.5 Standardised specifications

As shown in section 2.3.4, actual specifications for ancillary services use time-related parameters (the deployment times). Since primary and secondary ancillary services rely on automatic controllers, the time-related specifications make sense only for a given input signal (e.g., a step function)\(^{54}\). For example, as shown in Figure 2.5, the two deployment times \(t_{\text{deployment}}\) and \(t'_{\text{deployment}}\) are totally different, whereas it is the same AS provider that is considered in both cases. Consequently, if two policy makers take different typical input signals, the capability of a provider cannot be translated directly to the other policy maker. Therefore, a standardised description may help the providers communicate their capabilities.

Second, actual specifications for ancillary services are with good reason focused on the quasi-steady state (e.g., frequency characteristic or full deployment for a given frequency deviation)\(^{55}\). Therefore, the dynamics of the providers are ignored. Providers that react fast are more useful to the system\(^{56}\) and have to respond more often, which increase their provision cost (see Chapter 3). Hence, these providers should be entitled to receive a premium for a provision of AS with an improved quality (see Chapter 4). In addition, the SO is eager to know the actual dynamics of the AS providers to better understand the reactions of the system. In particular, after collecting the data on dynamics from all the AS providers, the SO can run simulations to check whether its security criteria are fulfilled or not.

Lastly, the current frameworks define their requirements for each type of providers (e.g., conventional power plants, distributed generation, purposely-built devices or loads). In order to foster innovation, it would be useful for the policy maker to benefit from a framework that describes any provider.

---

\(^{54}\) For manual ancillary services such as tertiary reserves, the input signal is managed by the provider itself (e.g., it can activate its fast units very close to the end of the deployment time).

\(^{55}\) The short response (< 30 s) of a frequency control provider is linked to stability, whereas the longer-term response (beyond 30 s) is linked to the active power actually provided by the prime mover [Proctor (2001)].

\(^{56}\) Dynamics that are too fast can also lead to an unstable system.
2.3 SPECIFICATION OF THE QUALITY OF ANCILLARY SERVICES

Because of the limits of current specifications, Zhong (2003) and Doherty et al. (2005) have proposed specifications based on the actual dynamics of the control. Moreover, an innovative approach for classifying ancillary services has been proposed by a Cigré Task Force (2001). The idea is to convert the AS needs and responses from the time domain to the frequency domain by applying a Fourier transformation. Therefore, each AS is classified into different frequency categories in function of its response time, as shown in Figure 2.6.

Still, these innovative methods do not take into account all the specificities of an AS provider such as deadbands or delays. Therefore, an original specification of frequency and voltage control ancillary services is proposed here and illustrated in Figure 2.7. Primary, secondary and tertiary controls are only differentiated by the input signal, which is either computed locally, either sent by the SO or set by the device operator. Lastly, note that capacitor banks and generators do not provide the same reactive power capability because the actual reactive power supplied by a capacitor varies with the square of the voltage at its terminals [Fourment et al. (1995)]. This variation can be taken into account in this framework by using the terminals voltage as input.

In all the cases, the device responds to the input signal\(^{57}\) with its own dynamics, characterised by five parameters. First, the equipments have a delay of response, generally associated with the transmission of data. This delay can also be very useful for providers

---

\(^{57}\) AS providers may also respond to several input signals. For instance, the active power consumption of a load usually depends on both voltage and frequency of the electricity supply [Kundur (1994)].
that need a certain time before being able to react, such as disconnected gas turbines. Second, all equipments have a certain insensitivity, which is given by the deadband. In addition, this insensitivity can be used by all-or-nothing providers, such as loads fitted with a low-frequency relay. Third, the response of the device to the input signal is approximated by a first order system (see Figure 2.8). Obviously, a generating unit is not a first order system, but in most of cases, the approximation is sufficient to check whether the security may be guaranteed. This feature is important because slow and fast controllers have different values for the SO. If the provider agrees (and is able) to give a more precise description of its device (e.g. a second order system), this better description would be easily implemented in the model. Fourth, the process is limited by its maximum and minimum outputs (i.e., the negative and positive reserves) and by the maximum slope. The fifth and last parameter is the maximum duration of the control. This maximum duration may be expressed in terms of energy, which can be very useful for hydro units, storage devices or loads.

It is worth noting that classical control schemes for generators, FACTS and loads can fit this framework. In the particular case of generators, this structure may be used for different levels of active power production, since the dynamics of a unit are a function of its output. However, it is not clear whether this structure is appropriate for future forms of regulation such as adaptive commands, neural networks or fuzzy logic.

Figure 2.6: Classification of AS based on frequency-domain characterisation
2.3 SPECIFICATION OF THE QUALITY OF ANCILLARY SERVICES

Figure 2.7: Proposed standardised definition of quality of a frequency or voltage control AS

Figure 2.8: Representation of the actual response of the group versus its estimate

This standardised framework can be used to describe any AS provider. All the stakeholders would thus speak a common language. The particularities of providers would be recognized and the SO would have a better understanding of the system. In addition, to help identify types of AS providers that are either abundant or scarce, or to create a market\textsuperscript{58}, AS providers can be grouped in categories as a function of specific profiles, as shown in Figure 2.9. However, such profiles require an input signal, so it reduces the universality of the specification.

\textsuperscript{58} Allowing product substitution between different qualities would be necessary in such a market.
CHAPTER 2  DELIVERY OF ANCILLARY SERVICES

2.4 Quantity of Ancillary Services

The previous section has provided various frameworks to specify the quality of a given ancillary service. None of the proposed frameworks stands out from the crowd. Therefore, the chosen specification depends on the constraints of the power system considered. Using these specifications, this section focuses on the quantity of system (and thus ancillary) services needed to meet the expectations of users in terms of reliability, power quality and utilisation. The optimal method is first presented (section 2.4.1), before reviewing and discussing the practical methods used within the UCTE (sections 2.4.2 and 2.4.3). The requirements in various systems are then given. Some original methods to define the appropriate quantity of system services are introduced (section 2.4.4). Lastly, actual requirements across systems are compared (section 2.4.5).

2.4.1 Optimal definition of the quantity of system services

As shown in section 2.2.4, the optimum quantity of system services is the one that maximizes the global welfare. However, this optimum is very difficult to reach because many parameters have to be considered. In particular, the value and cost of system services are
difficult to compute\textsuperscript{59}. Therefore, as illustrated in the following sections, the practical methods rely on heuristic (i.e., based on empirical past information) and deterministic (i.e., predefined) methods, because they are the easiest to handle while operating the system.

If the volume of SS can be computed depending on the operating conditions, the frequency of review of these requirements would have to be adequate. In practice, depending on the system service and the country considered, the requirements can be reviewed from every five minutes to once a year (see section 4.6.6). Obviously, an annual requirement does not provide a constant level of security throughout the year.

Moreover, it is probably more efficient to define asymmetric volumes for system services, i.e. the needs in quantity of up balance and down balance are likely to be different (see section 2.3.2).

Lastly, when the timeframe considered gets longer, the problem of volumes of system services moves from the security domain to the adequacy domain. The SO should give the right signals to the investors in order to obtain enough AS capacities in the long term. This issue remains open and is deeply linked to the investment in energy production capacities (see section 4.3.1).

### 2.4.2 Definitions used within the UCTE

The UCTE does not recommend any particular reactive power AS quantities [UCTE (2004b)]. Indeed, such reactive power reserves rely on the local structure of the system (e.g., strength of the power flows or rating of the lines). Therefore, the definition of these capabilities is not discussed in this section. On the other hand, frequency control reserves depend less on the local constraints of the system and have an impact on the whole system. Therefore, the policy on frequency control reserves across systems is defined by the UCTE.

The primary frequency control reserve within the UCTE is based on the largest power deviation to be handled, which is 3 000 MW, “assuming realistic characteristics concerning system reliability and size of loads and generation units” [UCTE (2004b)]. This reserve is linked to the frequency characteristic of the system and is thus shared by the

\textsuperscript{59} Section 2.2 shows the difficulty to express the value of system services, while Chapter 3 demonstrates that it is impossible to calculate precisely the cost to provide ancillary services.
whole interconnected network, as explained in section 1.4.7. The burden of this reserve is then shared across the whole interconnected power system according to the generation of each system.

On the other hand, the secondary frequency control reserve is activated by a given zone to balance its own production and consumption. Therefore, the reserve of a zone varies in function of the size and portfolio considered. Within the UCTE, the calculation of secondary reserves originates from an empirical formula [UCPTE (1991)]. This formula was developed during the seventies from half-hourly measurements of production and consumption. The means used at that time were relatively limited, such as hand-calculation based on information given by phone by operators of generating units. The first formula has then evolved over time. Table 2.10 gives an overview of the evolution of the secondary reserve \( R_{z}^{s} \), by considering a few systems within the UCTE and depending on the available information. The current UCTE formula (i.e., since 2004) is a compromise based on all the previous formulas. However, TSOs prefer to take margins to increase the security of the system, especially during fast variations of the load. Lastly, note that the UCTE recommends that the loss of the largest unit in the zone be compensated by both secondary and fast (i.e., deployed in less than 15 min) tertiary frequency control reserves [UCTE (2004b)].
Table 2.10: Recommendations for secondary reserve in some systems within the UCTE

<table>
<thead>
<tr>
<th>At least since</th>
<th>System</th>
<th>Formula</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>Germany</td>
<td>[ R_{sec}^z = \frac{1}{2} \sqrt{\frac{2500 \times \hat{P}<em>{\text{max generation}}^z}{\hat{b}^z}} \times \hat{P}</em>{\text{max generation}}^z ]</td>
<td>UCPTE (1991)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \hat{P}_{\text{max generation}}^z ) = estimate of the peak generation for the day (in MW)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \hat{b}^z ) = estimated power deviation in % related to ( \hat{P}_{\text{max generation}}^z ). The average of ( b ) was around 3.5 %, and the maximal value 9 % during rapid load fluctuations (6-9 h)</td>
<td></td>
</tr>
<tr>
<td>1991</td>
<td>France</td>
<td>[ R_{sec}^z = 2.8 \times \hat{P}_{\text{consumption}}^z ] during rapid load fluctuations</td>
<td>UCPTE (1991)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \hat{P}_{\text{consumption}}^z ) = estimate of the internal consumption (in MW)</td>
<td></td>
</tr>
<tr>
<td>1991</td>
<td>Italy</td>
<td>[ R_{sec}^z = 0.0125 \times \hat{P}_{\text{consumption}}^z ]</td>
<td>UCPTE (1991)</td>
</tr>
<tr>
<td>1998</td>
<td>Spain</td>
<td>[ R_{sec}^z = 3 \times \sqrt{\hat{P}_{\text{max consumption}}^z} ] during rapid load fluctuations</td>
<td>Spanish industry</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \hat{P}_{\text{max consumption}}^z ) = estimate of the maximal internal consumption (in MW)</td>
<td>and energy department</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ R_{sec}^z = 6 \times \sqrt{\hat{P}_{\text{max consumption}}^z} ] during rapid load fluctuations</td>
<td>(1998)</td>
</tr>
<tr>
<td>2004</td>
<td>UCTE</td>
<td>[ R_{sec}^z = \sqrt{10 \times \hat{P}_{\text{max consumption}}^z + 22500} - 150 ]</td>
<td>UCTE (2004b)</td>
</tr>
<tr>
<td>2006</td>
<td>France</td>
<td>[ R_{sec}^z = \min \left( 500, \sqrt{10 \times \hat{P}<em>{\text{max consumption}}^z + 22500} - 150 \right) ] [ R</em>{sec}^z = \frac{\text{demand gradient}}{6} ] if the demand gradient is higher than 12 000 MW/h</td>
<td>Texier-Pauton (2007)</td>
</tr>
</tbody>
</table>

### 2.4.3 Discussion of the UCTE recommendation

Clearly, the UCTE formula is a compromise between previous methods, which were developed during the seventies, when the portfolio and the measurement means were different than what is available today. This section thus attempts to put into perspective the current UCTE formula.
2.4.3.1 Link between secondary and tertiary controls

Tertiary and secondary frequency controls have the same objective: bringing back the exchanges of the area to their targets values (or the frequency to its target in a case of an area without any interconnection). A trade off is thus possible between secondary and fast tertiary reserves. Consequently, the definitions of the necessary secondary and fast tertiary frequency reserves have to be considered together. However, the current requirement of the UCTE ignores this possible trade-off.

Figure 2.10 represents the compensation of an imbalance with the help of both secondary and tertiary frequency controls. Despite having the same objective (i.e., compensate the imbalance of the zone), the tertiary frequency control is less flexible than the secondary frequency control. Indeed, tertiary frequency control offered by generating units or consumers usually include delays and minimum durations of use. However, some power systems can benefit more from flexible tertiary frequency control than other systems. Hence, each power system should have its own requirements for secondary reserves as a function of the available tertiary frequency control offers (which vary over time).
2.4 QUANTITY OF ANCILLARY SERVICES

2.4.3.2 Normality

If the necessary secondary and tertiary frequency control powers can be determined to compensate a given imbalance, one can plot the probability density of the necessary frequency control powers for any imbalance. Figure 2.11 gives a stylised representation of such a density. As it would be too expensive (and actually impossible) to have always enough frequency control power, policy makers have to accept that not all positive or negative imbalances will be covered. This is translated by two limits on the probability density (a limit for the negative tail and another for the positive tail, as shown in Figure 2.11).

The choice to cover 99% of the cases is usual. For example, this criterion corresponds to the one chosen in France for the margin of the morning peak [RTE (2004)].

60 When the regulation signal is equal to –1 (see section 2.3.3.1), the positive secondary frequency control power is equal to twice the secondary frequency control reserve.
Then, this criterion has to be distributed amongst positive and negative imbalances, according to the priority given and eventually the related cost (e.g., 0.5 % each tail).

The requirements within the UCTE during the nineties (see Table 2.10) made the assumption that the necessary secondary frequency control power follows a normal law. Hence, the necessary secondary frequency control power to be covered during 99 % of the cases can be easily deduced: it should be $\pm 2.576 \times \sigma$, where $\sigma$ is the standard deviation of the normal law considered, as shown in Table 2.11 [Saporta (1990)].

![Figure 2.11: Probability density of the necessary frequency control power](image)

**Table 2.11: Repartition of a population for a normal distribution**

<table>
<thead>
<tr>
<th>Deviation from the mean</th>
<th>Probability to have a lower deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pm 1.645 \times \sigma$</td>
<td>90.00 %</td>
</tr>
<tr>
<td>$\pm 1.960 \times \sigma$</td>
<td>95.00 %</td>
</tr>
<tr>
<td>$\pm 2.576 \times \sigma$</td>
<td>99.00 %</td>
</tr>
<tr>
<td>$\pm 3.000 \times \sigma$</td>
<td>99.73 %</td>
</tr>
<tr>
<td>$\pm 3.291 \times \sigma$</td>
<td>99.90 %</td>
</tr>
</tbody>
</table>

The normality hypothesis was made when the available techniques were limited. However, because of the current computation capabilities, recent reserve requirement can now be based on more complex density functions. To give an example, Figure 2.12 shows the empirical cumulative distribution function of the activated French tertiary control power in 2006\(^6\), and the corresponding normal cumulative distribution function with an

---

\(^6\) The example is based on the tertiary frequency control because the data on the activated secondary frequency control power was not available.
average of \(-4.5\) MW and a standard deviation of \(893\) MW. The activated tertiary control power is defined as twice the energy of tertiary frequency control deployed over half an hour (see Figure 2.10). In other words, it represents the average power needed to provide the activated energy\(^{62}\). The data are from RTE (2007a). Note that the transmission losses are included in these data, since RTE is treated as a consumer that uses active power to cover the network losses.

To test whether the two cumulative distribution functions are equivalent, the Kolmogorov test was performed. This test validates an empirical series \(F^*(x)\) by comparison to another distribution \(F(x)\) by calculating the maximal difference \(D_{Kolmogorov}\) between the two functions, as shown in (2.3). If \(D_{Kolmogorov}\) is inferior to a given value, the empirical series \(F^*(x)\) can then be assimilated to the series \(F(x)\) with a given confidence [Saporta (1990)].

\[
D_{Kolmogorov} = \max \left| F^*(x) - F(x) \right| \tag{2.3}
\]

In this case, \(D_{Kolmogorov} = 0.055\) is obtained, whereas the threshold for the Kolmogorov test is \(0.0081\) for \(17\,520\) elements\(^{63}\) with a confidence of \(80\%\)\(^{64}\). Therefore, the series is far from following a normal distribution. This difference is explained by the threshold that can be seen around zero (see Figure 2.12). In other words, it is highly probable that the activated tertiary frequency control power is null over a half-hour. In fact, participants have incentives to reduce their imbalances, as the balancing mechanism charge users that are in imbalance.

It is difficult to extrapolate directly these results for the secondary frequency control. In addition, the UCTE recommendation is as function of the forecasted consumption of the zone \(\hat{P}_{\text{consumption}}\), whereas our study has considered all the data. However, because of the link between secondary and tertiary frequency controls, secondary frequency control power may also not follow a normal distribution. Nevertheless, the same calculation

\(^{62}\) Therefore, up and down balancing can compensate each other over a half hour.

\(^{63}\) The series has \(17\,520\) elements because there are \(365\) days \(\times\) \(48\) half-hours/day.

\(^{64}\) \(0.0081\) is obtained with the following formula: \(\frac{1.073}{\sqrt{17\,520}}\) [Saporta (1990)].
should be performed to assess the foundation of the policy for the secondary frequency control reserves.

![Figure 2.12: Empirical and normal cumulative distribution functions of the activated tertiary control power in 2006 in France](image)

**2.4.3.3 Stationnarity**

Making assumptions on future imbalances relies on the hypothesis that the series considered is stationnary, i.e. that its standard deviation and its average do not change over time (see Appendix A.1). However, since the portfolio of a system evolves in time, especially with the increase in distributed generation, it is possible that the necessary frequency control power not be stationnary. Therefore, the reserve requirements should be updated frequently.

**2.4.3.4 Symmetry of reserves**

As shown in Figure 2.11, the necessary frequency control power can be on average different from zero. In other words, there may be an expected imbalance. This can happen when the participants have an incentive to under- or over-estimate their production or consumption. In practice, this happens when the balancing mechanism has asymmetric prices. Therefore, symmetrical reserves do not guarantee that sufficient reserves are available to hedge against imbalances. However, the secondary reserve is only dimensioned as a positive power within
the UCTE. Therefore, the current recommendation does not guarantee enough negative control power capacity.

2.4.3.5 Cost of outage and cost of provision

The probability density function discussed above does not take into account the cost of being short of system services (e.g., the cost of the outage resulting from the lack of reserves). Indeed, as shown in section 2.2, this cost varies over time, so the risk cover factor (and the frequency control reserves) should also vary with time. For example, RTE’s objective is to have a probability of using exceptional means (e.g., load disconnections) inferior to 1% at the morning peak and 4% at the evening peak [RTE (2004)]. However, the UCTE currently does not recommend such a differentiated requirement over time.

In addition, the method to calculate the frequency control reserves is marred by imprecision. Moreover, the cost to provide the necessary frequency control reserves by users (i.e., the cost of provision) varies with time. An inelastic demand (i.e., constant whatever is the cost of procurement) can thus be discussed (see section 4.3.2).

2.4.4 Innovative methods

The previous section has demonstrated the limits of a method based only on the probability of having insufficient resources. In particular, it has been shown that the needs of the users are not well reflected by such a method. Therefore, a few innovative methods are proposed here to contribute to this debate. As system services are public goods (see section 2.2), one might want to apply the relevant economic concepts in their procurement. A first possibility to procure a public good is to use private provisions. In this scheme, the users of the power system have to cooperate and truthfully reveal how much they value the system services. Then, each user would pay for the system services according to the value that it gives to each service. Such an approach is theoretically the best, but does not work in practice. In fact, users may not be willing to reveal the true value in order to try to pay as little as possible, hoping that others will pay. This phenomenon is called free riding. Therefore, incentives are generally too poor for providers when a voluntary equilibrium for a public good is sought [Varian (1999)].

Voting may also be an alternative. In such a system, users would vote for say three levels of system service A, B and C. When a level of system service is chosen, the cost is
split equitably amongst all the users. However, this system may lead to some difficulties. For example, let suppose that A is preferred after the vote. However, it is possible that a majority of users prefer B to A, a majority prefer C to B and that a majority prefer A to C! And even if such cycles can be avoided, the result may not be efficient because a vote is binary while the volume of system services is continuous. Lastly, voting does not necessarily provide a good incentive for users to honestly reveal their true preferences. For example, Varian (1999) illustrates these flaws using the case of a vote in the Congress of the United States in 1956.

In the case of a continuous public good, Varian (1999) shows that a Pareto-efficient amount of the good is obtained when the sum of the absolute rates of substitution between the private good and the public good for all consumers equals the marginal cost of providing an extra unit of the public good. However, it is not clear what private good can be substituted for security in a power system. For example, such a private good might be a generator close to the load, a private line, load-shedding or a small network with a DC link. A system can also be imagined in which a load or a distribution company gives instructions directly to an AS supplier in order to follow the consumption of the load or the distribution company [Tyagi and Srivastava (2006)]. Anyway, the marginal rate of substitution is unlikely to be useable directly since it is hard to compute.

Instead of the rates of substitution, a related idea could be used: the cost of insecurity. Indeed, the cost of insecurity is specific to every user of the power system. It can thus be proven very easily that the optimal quantity of system services is obtained when the marginal cost of insecurity equals in absolute the marginal cost of system services (see Figure 2.13). This optimisation problem seems therefore to be straightforward. However, even if the cost of system services as a function of the quantity can be calculated, computing the cost of insecurity is much harder for three reasons. First, determining the value that users put on electricity is not easy and this value varies with time. Second, supposing that the value of electricity is known for all the users, determining the related cost of insecurity for different quantities of system services requires huge amounts of computation. Lastly, the cost of insecurity is represented here by a smooth curve. In practice, it is very likely that this cost exhibits discontinuities. For example, if just one MW

---

65 The security is a public good, while the damages of insecurity lead to private losses for a user. Therefore, the cost of insecurity can be seen as a private good that can be substituted for security.
of reserve is missing, the TSO may have to disconnect a whole feeder, which usually represents several MW. Despite these difficulties, this method is one of the main current research axes. Amongst others, see for example the recent contributions by Papadogiannis and Hatziargyriou (2004), Galiana et al. (2005), Abiri-Jahromi et al. (2007) or Ortega-Vazquez and Kirschen (2007). However, note that these papers do not consider the impact of system services on power quality and the utilisation of the power system (see section 2.2).

![Figure 2.13: Cost curves of system services](image)

Another possible solution relies on a tax, called the Groves-Clarke tax, described by Varian (1999). In this system, each user gives the value \( v_i \) of benefits it derives from the public good. In addition, if the public good is provided, everybody will have to pay a certain amount \( c_i \), known in advance by all the users. The net value \( n_i \) can then be computed. This value is negative if the user loses money by buying the public good and positive if it benefits from the public good. Pivotal agents are the users that change the sign of the total net value, i.e. \( \Sigma n \). In other words, pivotal agents are essential to the decision to procure the public good. The pivotal agents then pay the harm that they do to non-pivotal agents, i.e. the total net value without the participation of the pivotal agent. This tax disappears from the system: it is not given to a participant in order to avoid gaming. This scheme is really an incentive on participants to reveal the true value of the product. However, it works only when all the Pareto efficient allocations of the public good lead to the same amount of public good (a situation called quasi-linear indifference). In addition, the Groves-Clarke tax is not Pareto efficient since the tax disappears from the system. However, in the case of a
large number of participants, this tax may be rather small, because nobody would be pivotal. This method helps determine the efficient amount of public good, but does not help with the cost allocation\textsuperscript{66}. Lastly, note that the cost allocation scheme has an impact on the value of the tax, but does not affect the decision of buying or not the public good.

Table 2.12 illustrates the Groves-Clarke tax mechanism for a public good that costs 100 €. It can be seen that the proposed cost allocation $c_i$ is different from the value $v_i$ given by the participants. Therefore, this mechanism may be considered as unfair by some participants. On the other hand, participants have incentives to reveal the true value of the good. In fact, if they underestimate it, the good may not be bought at all and the participants may thus loose the benefit from the public good. But if the participants overestimate the value of the public good, they may be pivotal and pay a tax that will undermine any potential extra benefits.

<table>
<thead>
<tr>
<th>Bidder 1</th>
<th>Cost ($c_i$)</th>
<th>Value ($v_i$)</th>
<th>Net value ($n_i$)</th>
<th>Pivotal?</th>
<th>Tax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidder 1</td>
<td>70 €</td>
<td>50 €</td>
<td>−20 €</td>
<td>No</td>
<td>0 €</td>
</tr>
<tr>
<td>Bidder 2</td>
<td>20 €</td>
<td>30 €</td>
<td>+10 €</td>
<td>No</td>
<td>0 €</td>
</tr>
<tr>
<td>Bidder 3</td>
<td>10 €</td>
<td>40 €</td>
<td>+30 €</td>
<td>Yes</td>
<td>10 €</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>100 €</strong></td>
<td><strong>120 €</strong></td>
<td><strong>+20 €</strong></td>
<td>–</td>
<td><strong>10 €</strong></td>
</tr>
</tbody>
</table>

Let us imagine a practical example for a given SS\textsuperscript{67}. First, the TSO determines the SS cost for a given period of time (e.g., one hour of the day) as a function of the quantity, and allocates it to, say, the four groups of system users A, B, C and D (see Figure 2.14). For example, these groups of users could be the balancing entities\textsuperscript{68} in France.

\textsuperscript{66} See section 4.8.2 for a discussion of cost allocation.

\textsuperscript{67} The present example is an adaptation of the initial Groves-Clarke tax, which was initially designed for discrete public goods and not for continuous public goods like SS.

\textsuperscript{68} A balancing entity acts on the balance between production and consumption within a specific perimeter of the market.
2.4 QUANTITY OF ANCILLARY SERVICES

Then, each group of users reveals the value that it gives to the quantity of SS for the given period of time (see Figure 2.15 - note that a discontinuous curve could also be envisioned). To be able to let the value of SS be estimated by users, the TSO has to give them some system information. For example, for a given quantity of SS, the probability of level of quality of supply is estimated. All the values of SS are then added in order to obtain the total value expressed by all the users to the SS. Unfortunately, this step is likely to be very difficult to implement in practice because it may be very difficult for users to estimate the value of system services. In addition, the TSO may not be able to give sufficient information on the impact of a given quantity of system services.

With the cost and the value of the SS, the TSO can find the optimal quantity $q^*$ of SS, which maximizes the difference between value and cost, i.e. the net benefit of SS (see Figure 2.16).
The last step consists in charging the tax to the pivotal agents as explained with the example of Table 2.12. The product of this tax can then be given to the regulator to help it finance market audits or other related activities.

The advantage of the proposed method is that it switches the burden of calculating the cost of insecurity from the SO to the users of the system. In addition, it gives an incentive to the users to bid the real value of SS for them. On the other hand, the TSO has to be able to provide precise information on the impact of a given level of SS, which is likely to be very difficult to compute. Therefore, building the curve of the quantity of system services versus their value (see Figure 2.15) is the thoughest point to solve to make this method practical.

2.4.5 Actual requirements across countries

Systems across the world have adopted different methods to calculate the needs for system services, which lead to different quantities of ancillary services. These quantities affect both the SOs and the providers. For example, with such data, SOs can figure out whether they could save money by reducing the volume of ancillary services that they purchase, while providers can check whether they could sell more ancillary services to their SO (see Chapter 4 for a discussion on the procurement of ancillary services).

To compare volumes, system specificities and especially the size of the power system need to be taken into account. Therefore, a specific indicator, called Reserve Indicator
(RI), is proposed in this thesis. It is calculated by dividing the amount of reserve in the system by the hourly average energy production or consumption (in MWh/h), depending on the type of reserve. Hence, the SO of a system with a high RI procures more reserves per unit of energy produced or consumed than one with a lower indicator. One advantage of this indicator is that it can be calculated easily on the basis of parameters that are easy to obtain. While the concept of reserve indicator could also be applied to reactive power services, not enough information is available on reactive power volumes to include a reactive reserve indicator in this work. Usually, the amount of primary control reserve is linked to the production. For example, the UCTE contribution coefficients for primary control are based on the annual production of each system [UCTE (2004b)]. Therefore, the reserve indicator used for the primary reserve $R_{pri}^z$ (in %) is obtained by dividing the average primary frequency control reserve $R_{pri}^z$ (in MW) by the hourly energy production $E_{generation}^z$ (in MWh/h), as shown in (2.4).

$$RI_{pri}^z = \frac{R_{pri}^z}{E_{generation}^z}$$  \hspace{1cm} (2.4)

In most systems, the secondary control reserve is linked to the estimated peak consumption during a given period. Therefore, the reserve indicator used for the secondary reserve $R_{sec}^z$ (in %) is obtained as shown in (2.5).

$$RI_{sec}^z = \frac{R_{sec}^z}{E_{consumption}^z}$$  \hspace{1cm} (2.5)

where $R_{sec}^z$ (in MW) is the average secondary frequency control reserve and $E_{consumption}^z$ (in MWh/h) the hourly energy consumption.

Figure 2.17 shows the primary and secondary frequency control reserve indicators calculated in 2004 or 2005, depending on data availability, for various systems\(^69\). For the sake of clarity, primary and secondary RIs are not separated in this graph. However, in

---

\(^69\) Australia and New Zealand have been included in order to have a different view from non-interconnected systems. For data on electricity production and consumption, see IEA (2005). For data on reserves, see the websites of TSOs and market operators of the systems.
order to explain differences, primary and secondary frequency control RI will be discussed separately.

Except in Australia, the primary reserve indicator is higher in small systems with no interconnections or limited interconnection capacity such as Great Britain\(^\text{70}\), New Zealand and Sweden. Indeed, the primary frequency control reserve is sized to counteract the loss of the biggest unit, which is about the same in all the synchronous zones. Within the UCTE, Spain has a higher primary frequency control RI because of its compulsory provision (see section 4.4.2). The values of this indicator for Germany and France are similar. Finally, systems outside the UCTE have a non-symmetrical primary frequency control reserve (positive different from negative) and PJM’s \(R_{PRI}\) was not calculated because, contrary to the secondary frequency control, there is no specific requirement for the volume of primary frequency control reserve yet [NERC (2005)].

Germany has a high secondary frequency control RI because of the pluralistic structure that has been adopted (see section 2.3.4.3). Indeed, each of the four German TSOs must be able to compensate for any realistic imbalance within its control area. Therefore, the total of reserves represents a large amount for Germany as a whole. New Zealand, PJM and France seem to have similar policies in terms of secondary control volume. Spain has a higher \(RI_{sec}\) because the Spanish TSO uses an extended N-1 criterion (loss of the largest group \(and\) the largest line). Note that its reserves are not symmetrical, contrary to the two other countries of the UCTE (France and Germany) included in this comparison. Australia has relatively small amounts of secondary control reserves, because they are mainly used to control the synchronous time. Lastly, New Zealand is split into two islands connected by a DC link, so frequency control RIs have been calculated for each island separately.

\(^{70}\) Note that for Great Britain, primary and secondary frequency responses have been added to obtain the total primary frequency control reserve.
2.5 Location of Ancillary Services

In addition to the quality and the quantity of ancillary services, the location of the ancillary services has to be considered carefully.

2.5.1 Impact of the location of ancillary services

Frequency control ancillary services act on the global frequency (see section 1.4), so one can think that their location is not important. However, their physical locations should be considered while procuring ancillary services for various reasons. First, congestions of transmission lines can affect the reliable provision of frequency control AS. Therefore, a part of the transmission capacity has to be allocated to frequency control AS, for example as proposed by the UCTE (2005). If enough transmission capacity is not available, the affected zone has to secure enough ancillary services from within its perimeter. More generally, as reserving transmission capacity may be too expensive, the contributions to frequency

---

71 The location issue is in this case relatively similar between active power AS and electrical energy-only products.
control are likely to be distributed across the whole interconnected network to reduce unplanned power transits following a large generation outage.

Second, in case of a grid separation, the separated parts of the network cannot stay stable without any frequency control system service. Therefore, a uniform distribution of frequency control services is desirable. In particular, distributed generation could be very useful to provide such a uniform distribution of reserve.

Third, balancing production and consumption is much more important at the transmission level than it is at the distribution level. Indeed, a distribution network with an imbalance can be disconnected easily from the rest of the system and therefore is not very threatening for security of the whole. However, an imbalance at the transmission level cannot be removed easily because of its meshed structure (see section 1.2). Therefore, an imbalance at the distribution level has generally local consequences while an imbalance at the transmission level has much greater global consequences. The French standards illustrate well the importance of transmission systems. In fact, the typical commitment of the French distributor against an unexpected loss of supply is six hours, whereas it is around three minutes at the transmission level.

On the other hand, reactive power ancillary services are local products (see section 1.5), so the reactive sources have to be as electrically close as possible to the reactive loads. Therefore, the location of providers of reactive control AS is very important. In addition, like frequency control, voltage control AS impacts the transmission capacity. Indeed, (a) reactive power AS need a minimal available transmission capacity to be helpful; (b) flows of reactive power increase the active power losses; and (c) reactive power AS can increase or decrease active power flows.

In conclusion, an appropriate location of ancillary services is essential to meet the needs of users described in section 2.2. For example, Goel et al. (2004) or Galiana et al. (2005) propose methods to take into account the location of frequency control ancillary services while procuring them.

---

72 These values are only indicative. For complete information, refer to EDF (2004) for the distribution network and to RTE (2006) for the transmission network. Note that the actual average loss of supply is much lower than the commitment. Indeed, the average loss of supply was 60 minutes for the distribution network in 2004 [EDF (2006)] and 1 minute 42 for the transmission network in 2006 [RTE (2007c)].
2.5.2 Location in actual systems

As the location of ancillary services is important, systems have to develop policies to benefit from sufficient ancillary services at the appropriate places, as discussed in section 4.3.1. Moreover, systems have to define technical procedures to allow some ancillary services to be exchanged between participants. In fact, TSOs usually do not choose where the AS providers are.

In particular, an increased integration of the electricity markets across systems is on the way [e.g., see Meeus and Belmans (2008) for continental Europe]. Indeed, trading ancillary services across systems: (a) allows more efficient use of flexible resources; (b) reduces the potential exercise of market power; (c) diminishes imbalance exposure; and (d) makes better use of interconnection capabilities [Frontier Economics and Consen
tec (2005)]. On the other hand, a limited quantity can be traded for the reasons presented in section 2.5.1 (e.g., 33% of the secondary frequency control within the UCTE [UCTE (2005)]). In addition, trading of ancillary services requires standardised definitions (see section 2.3) and may make the monitoring more difficult (see section 4.8.4).

2.5.2.1 Primary frequency control

Within the UCTE, the requirement for primary frequency control reserve is split amongst the various TSOs according to their electrical energy produced annually (see section 2.4.2). UCTE (2005) proposes to allow exchanges of primary frequency control reserves between TSOs. In this framework, the Reserve Receiving TSO (RRT) benefits from the contribution of one or several units connected in the area of the Reserve Connecting TSO (RCT). Two methods have been proposed:

- **An AS provider (in the area of the RCT) supplies primary frequency control for the RRT.** In this case, the RCT has to give its agreement;
- **The RCT provides primary frequency control for the RRT.** Therefore, the providers in the area of the RCT see an increase of their provision of primary frequency control.

Such a framework is relatively easy to put in place since no specific communication system has to be developed.
2.5.2.2 Secondary frequency control

In North America, regulation (i.e., secondary frequency control) can be traded between systems with the help of the following services [NERC (2006)]:

- **Overlap regulation service**: a control area incorporates some or all of another control area's tie lines, frequency response and schedules into its own ACE equation (see section 2.3.4.3);
- **Supplemental regulation service**: a control area takes into account all or a portion of the ACE of other control areas in order to provide more regulating power for these areas.

The UCTE (2005) has also proposed changes to allow generating units to provide secondary frequency control to another zone. Two architectures have been proposed, which do not directly use the ACE:

- **Direct control by the Reserve Receiving TSO** (see Figure 2.18): the generating unit in the reserve connecting area receives the regulation signal directly from the RRT. The participation of the unit is added to the balance of the RRT and subtracted from the balance of the RCT;
- **Control through the Reserve Connecting TSO** (see Figure 2.19): the RCT receives the regulation signal from the RRT. The RCT changes its ACE accordingly. Therefore, all the generating units providing regulation in the area of the RCT participate in the regulation effort. This service is thus somewhat similar to the North-American supplemental regulation service.

Lastly, note that such arrangements will have consequences on the current operating practices. In fact, contrary to the current organisation, the exchanges at the interconnections will not come back to their scheduled values after deployment of the secondary frequency control power.
2.5.2.3 Voltage control

Because of the local characteristics of voltage control, this ancillary service cannot be easily traded over long distances (see section 1.5.4). Therefore, sufficient reactive power providers must be located across the system (see section 4.3.1). In addition, the voltage control management requires a strong cooperation at the connecting bus between two different entities; for example, between two TSOs of two neighbouring areas, a TSO and a DSO, or a TSO and a generating unit. Such cooperation has to be defined with the help of a specific contract or regulation rules.


2.6 Conclusion

This chapter has explored the issues related to the delivery of ancillary services, namely: the expression of the needs, the quality, the quantity and the location of ancillary services. Current policies can be improved by taking into account more accurately the value given by the users to system services and by refining some empirically-defined requirements. In particular, the following assessment list is proposed for the delivery of ancillary services:

- Needs for system services:
  - Expression of the needs: a cost-benefit optimisation is the best manner to define the needs in terms of system services. However, the value of system services is very difficult to estimate because system services affect at the same time the reliability, the power quality and the utilisation of the power system. Therefore, practical solutions tend to be based on very simplified methods, past experience or general recommendations. As a result, the users of a power system, who are represented by the regulator, may feel that the system services that are provided do not correspond to their needs, either because they are too expensive or insufficient;
  - Reduction of the needs: on the other hand, system operators have little incentive to change rules-of-thumb that have performed reasonably well for years, even if these rules are sometimes hard to justify. System operators may also consider that their approach within their own territory is the best, forgetting that system services affect the interconnected system as a whole;
  - Review of the needs: the needs of users and the system constraints evolve with time (e.g., with the introduction of new types of generations). Therefore, the needs for system services should be reviewed frequently by SOs.

- Quality of ancillary services: The description of AS quality is very important because AS are technical products.
  - Differentiation of ancillary services: it is not possible to find a perfect specification. A trade-off has to be found between too much or too low differentiation. Such differentiation may vary as a function of the time horizon considered. In particular, primary frequency control is more differentiated than secondary frequency control;
  - Description of ancillary services: a framework to compare ancillary services has been proposed and successfully applied to various power systems. In addition, a standardised description has been proposed based on five parameters: (a) a delay;
(b) a deadband; (c) dynamics of the process; (d) a limiter; and (e) a duration of service. Contrary to current specifications, this standardised description does not rely on the input signal, does take into account the dynamics and can be applied to any type of provider. Lastly, the term “spinning reserve” is defined in a standardised manner: the spinning reserve is the unused capacity which can be activated on decision of the system operator and which is provided by devices that are synchronized to the network and able to affect the active power;

- **Rationalisation of ancillary services:** in practice, specifications of ancillary services differ from one system to another. Therefore, efforts should be made to unify similar ancillary services in order to foster short-term exchanges of services.

✅ **Quantity of ancillary services:**

- **Responsibility for requirements:** because system services are public goods, only the system operator can define the requirements for ancillary services. In addition, the public good characteristic makes very difficult the design of new methods that define the requirements for ancillary services;

- **Definition of requirements for ancillary services:** the requirements should take into account (a) the possible trade-off between products; (b) the potential non-normality, (c) non-stationarity and (d) non-symmetry of imbalances; (e) the time-dependent cost and value of ancillary services. However, current practices are usually opaque. Therefore, the system operator has to explain to all the participants how the requirements are calculated;

- **Elasticity of requirements:** the fixed demand for ancillary services currently used is inelastic and marred with large uncertainty. Therefore, the benefit of procuring more or less 10 MW of reserve is not assessed;

- **Synopsis of requirements:** an indicator has been developed to compare requirements for ancillary services and thus gives incentives to participants to improve their practices.

✅ **Location of ancillary services:**

- **Importance of location:** the location of reactive power providers is particularly important. For frequency control, the actions of providers are global but still may be hampered by a bad location (e.g., a congested area);

- **Incentives in the long run:** since AS providers cannot be moved easily, appropriate incentives should be given to have access to sufficient AS capabilities at the appropriate locations in the long run;
Exchanges in the short term: technical mechanisms should exist to allow participants to exchange AS in the short run to help maximize the global welfare. In addition, standards should be developed to allow neighbouring participants to communicate (e.g., a TSO and a DSO).
CHAPTER 3

COST OF ANCILLARY SERVICES

A smile costs less money than electricity but gives as much light.
Henri Grouès (1912 - 2007)

3.1 Introduction

It is essential for a provider of ancillary services to understand the cost of its supply in order to take the appropriate decisions for its investments and its contracts. Furthermore, policy makers also need to appreciate the structure of the costs of ancillary services in order to design the most appropriate market. This chapter therefore reviews the main components of the cost of ancillary services (section 3.2). A practical methodology based on operational data is then proposed to estimate the cost incurred by a producer when it must reserve capacity on a day-ahead basis to provide frequency control (section 3.3). This methodology was successfully applied to EDF Producer’s generation portfolio and gives interesting insights on the costs of frequency control ancillary services (sections 3.4 and 3.5). In addition, the cost of time control is assessed for France (section 3.6).
3.2 Main Cost Components of Ancillary Services

The reflection on the cost of ancillary services started in the mid-nineties, in particular with the work by Hirst and Kirby (1996). At EDF, internal studies started at the same time in order to prepare the separation between activities of transmission (i.e., RTE) and generation (i.e., EDF Producer) of electricity. After more than ten years of various studies, the cost of ancillary services is now much better understood than it was before the separation of transmission and generation activities. This section reviews the main cost components that frequency and voltage control ancillary services cause for an electricity producer. The additional costs for the system operators are not considered.

3.2.1 Fixed costs

Fixed costs are all the costs that do not depend on the quantity of services provided. The fixed costs due to frequency and voltage control ancillary services have two main components:

✓ An increased investment cost, such as:
  - Additional protections or regulators in the power plant;
  - The communication system between the system operator and the producer (e.g., to send the signal used for the secondary frequency control);
  - The measurement system that helps track the performances of the unit;
  - The over-investment in power generation capacity in comparison with what would be required to meet only the demand for energy. For example, frequency control reserves represent up to 20% of the capacity needed for energy. This over-investment cost is calculated by comparing the cost to develop a fictitious adapted portfolio to the actual portfolio;
  - The over-sizing some equipment such as step-up transformers or alternators.

73 In addition, various publications at that time were discussing the theoretical framework to unbundle prices for energy and ancillary services, such as Baughman et al. (1997a), Baughman et al. (1997b), Hao and Papalexopoulos (1997), Zobian and Ilic (1997a), Zobian and Ilic (1997b).
The manpower required to provide ancillary services, for example for:

- Controlling the performance of the ancillary services provided (tests and analysis of performance) and to operate the plant in a more complicated manner than it would have been without providing any ancillary services;
- Implementing the contracts between the buyers and the suppliers of ancillary services. To give an order of magnitude, the transaction costs between the TSO, the DSO and the users represent 20% of the transmission cost in France, i.e. 214 M€ in 2006 [French economic and industry department (2005)].

![Figure 3.1: Representation of two over-sized elements because of voltage control](image)

To show the complexity of determining the fixed costs due to ancillary services, let us briefly discuss the additional cost of a step-up transformer used for voltage control. Step-up transformers for large power plants are custom-built. The cost of this kind of transformer relies on various parameters related to their design such as the labour needed to design and build it, the materials used, its nominal power, its reactance\(^{74}\), its number of poles\(^{75}\) and its capability to withstand lightning surges (the protection level).

In addition, the transportation cost can vary a lot from one site to another because it is quite difficult to transport such a transformer. Typically, a site close to a large river or a railroad has cheaper transportation costs than a power plant on an isolated site. Moreover, if the oil tank or the magnetic circuit are reused, the cost may decrease drastically. Lastly,

---

\(^{74}\) For nuclear power plants, the reactance of step-up transformers ranges from 12 to 14%. To diminish this reactance, the winding length should be shortened. To do so, a smaller winding radius can be used, but the mechanical constraints are increased. Alternatively, a larger section may be used, but this method increases the space used, the weight and the cost. An optimum has thus to be found to satisfy the criteria of the generating company.

\(^{75}\) Three single-phased transformers are 15% more expensive than a stand-alone three-phased transformer.
the policies of the companies have also an important impact. Indeed, the generator may
favour different manufacturers to spread risks, while manufacturers may reduce prices to
increase their market shares.

Therefore, there is no catalogue price and it is very difficult to determine the
standard investment cost of one MVA. Nevertheless, the order of magnitude of the cost is
between 1 k€ and 6 k€/MVA.

Once the investment cost has been calculated, the actualised cost should be
determined in order to spread the investment cost over the lifetime of the transformer.
However, this lifetime varies between 30 and 40 years for nuclear power plants, and some
step-up transformers for hydro units are still in use after 80 years of service. In addition,
the investment cost is done in terms of apparent power (i.e., in MVA) and not in terms of
reactive power (i.e., in Mvar). Appropriate amortisation and separation between active and
reactive powers thus need to be performed. To do so, various techniques are possible. For
more details, see for example Eurelectric (1997), Da Silva et al. (2001), Alvarado et al. (2003)
or Elizondo et al. (2006), who all try to give the estimated total investment cost due to
voltage control in various countries.

In conclusion, fixed costs are quite difficult to compute because costs are complex,
assets used to provide ancillary services have usually other purposes than the sole provision
of ancillary services and the lifetime to consider is not very clear. Therefore, it may be
useless to try to determine a very precise fixed cost, because calculations are likely to be
plagued by large uncertainties.

3.2.2 Variable costs

Variable costs are all the costs that depend on the quantity of services provided. The
variable costs due to frequency and voltage control ancillary services have two main
components:

- The capacity reservation produces additional costs, called reservation costs:
  - The de-optimisation cost: because of the provision of ancillary services, it costs
    more to the generation company to produce the same quantity of energy. For
example, by providing ancillary services, a new generating unit may have to be started\(^7\), the dispatch is not optimum (i.e., some cheap units provide ancillary services instead of energy) or the efficiency is lower\(^8\). The de-optimisation cost is calculated by subtracting the dispatch cost of Figure 3.2.b from the dispatch cost of Figure 3.2.a. Note that this de-optimisation cost cannot be estimated easily by hand, because the dispatch of Figure 3.2.a is not straightforward. Indeed, the unit commitment is likely to be different. Lastly, note that the de-optimisation cost becomes linked to the increased investment cost when it is considered over a long period (see section 3.2.1);

- The opportunity cost: the net profit of the company would have been higher if it did not provide ancillary services (e.g., by selling additional energy on the spot market instead of withholding capacity to provide frequency control). The opportunity cost is calculated by subtracting the profit of Figure 3.2.a from the profit of Figure 3.2.b. The opportunity cost may sometimes not exist, i.e. the profit may not increase when ancillary services are not provided (profit of Figure 3.2.a < profit of Figure 3.2.b). However, in practice, the opportunity cost is actually calculated by subtracting the profit of Figure 3.2.c from the profit of Figure 3.2.b, where a larger amount of power is sold at the spot price in Figure 3.2.c than the optimal dispatch without ancillary services (quantity 2 > quantity 1). Even if the first calculation is more rigorous, the second one is preferred in practice (e.g., at PJM) because of its simplicity [PJM (2008)]. For voltage control, despite a large literature describing this phenomenon [Hirst and Kirby (1996), Da Silva et al. (2001), Gross et al. (2002)], the opportunity cost is actually quite theoretical because alternators have generally been designed to provide reactive power without reducing their active power generation. Indeed, the connection rules impose such capabilities (see section 2.3.4.4).

✓ The utilisation of the reserved capacity, called *utilisation cost*:

---

\(^7\) For example, an expensive unit may be called to provide only voltage control to support a given area.

\(^8\) The efficiency of thermal units is related to the main steam pressure and the throttling of the turbine control valves. Bakken and Faanes (1997) show that the efficiency can decrease by 2 % when the control valve is completely open, which can happen when a unit provides frequency control.
- Deployment cost: it is the direct extra-cost to actually provide the requested service. For example, more fuel may be used because the unit generates extra power or the active power losses may increase [Cigré Task Force (2001), Gross et al. (2002)];

- Additional maintenance cost: wear-and-tear is increased, so elements of the unit are aging faster than without providing any ancillary service. Note that this cost is particularly high when a generating unit is used as a synchronous compensator [Saluden (2006)].

\[
\begin{array}{ccc}
\text{Power (MW)} & \text{Marginal cost (€/MW)} \\
\hline
\text{Spot price 1} & \text{Quantity 1} & \text{Profit} \\
\text{Spot price 2} & \text{Quantity 2} & \text{Opportunity cost}
\end{array}
\]

**Figure 3.2:** Schematic dispatches to understand de-optimisation and opportunity costs

To give an idea of the impacts of ancillary services on wear-and-tear costs:

- Voltage control implies:
  - Temperature fluctuations that damage mechanical parts;
  - Varying electromagnetic forces and thus vibrations that increase stress on alternators;
  - A faster aging of the step-up transformer because of increased currents\(^{79}\) and because of the potential saturation of the magnetic core (a saturated magnetic core heats up quickly).

- Frequency control implies:
  - More stress on steam circuits. The list of components that are affected depends on the technology. Broadly, the mechanical parts that ensure a connection between two different parts (e.g., the boiler and its feeding pipe) are subject to higher constraints;
  - For a nuclear power plant, a reduction in the lifetime of the system that commands the control rods in the nuclear core.

---

\(^{79}\) Windings of step-up transformers are wrapped in paper to avoid electrical contact between turns. When the current increases, the temperature in the transformer increases as well. This temperature increase extends the cellulose chains that are contained in the paper, which may possibly lead to a rupture. This rupture may cause a short circuit between two adjacent turns. In addition, the cellulose rupture releases water, which may react with the hot oil.
In conclusion, variable costs are somewhat easier to identify and quantify than fixed costs. The cost of capacity reservation is likely to be significant for frequency control, while it is close to zero for voltage control, except for synchronous compensator operation. As far as frequency control is concerned, the de-optimisation cost (i.e., the difference between the costs of dispatch with reserves and without reserves) represents the main capacity reservation cost. The direct utilisation cost due to voltage control is lower than the direct utilisation cost due to frequency control. However, voltage control produces higher stress in alternators and thus extra maintenance cost.

### 3.3 Methodology and Hypotheses to Estimate Cost

The previous section has presented the various components of the cost incurred by a generating company because of ancillary services. Determining this cost is difficult because (a) various time horizons have to be considered; (b) the cost has different origins; (c) the allocation of the cost amongst the different products is hard, so double-accounting is possible; (d) such a determination relies on simulations, because the system cannot be run again without AS provision, so assumptions have to be made, which lead to uncertainties and thus potential errors. Nevertheless, as discussed in this chapter, it is possible to estimate the de-optimisation cost, which is one of the most important components of the cost of AS. This section introduces the optimisation process at EDF Producer (sections 3.3.1 and 3.3.2), describes the methodology adopted to estimate the de-optimisation cost for EDF Producer (sections 3.3.3 and 3.3.6) and presents the main tools that have been used and the related hypotheses (sections 3.3.4 and 3.3.5).

#### 3.3.1 Time horizon for a generating company

A generating company has to take decisions for various time horizons, such as [Ernu (2007)]:

- **More than five years ahead**: investments in generating capacities;
- **Several years ahead**: planning of shutdowns of nuclear power plants, as a nuclear power plant cycle lasts around 18 months;
- **Around one year ahead**: value of water, fuel provision, risk analysis;
Up to one week ahead: adequacy analysis, timing of maintenance for thermal units, definition of the generation cost, option contracting;

Up to one day ahead: dispatch of the production, trade-off with available options (e.g., option contracts or spot market, as presented in section 1.3.1);

Several hours ahead: bidding/offer in the balancing mechanism and re-dispatch.

When the time horizon increases, the number of constraints diminishes but the uncertainty increases. Therefore, probabilistic approaches are adopted to deal with long-term issues: a large amount of computing power is used to run a large number of cases with a relatively low number of constraints. On the other hand, when the time horizon decreases, the uncertainty decreases but there are many more constraints. Deterministic methods are thus preferred: the computing power is used to take into account the maximum number of constraints, and the uncertainty is dealt with by taking margins (see Figure 3.4 in section 3.3.3).

Figure 3.3 shows the tools used by EDF Producer to optimise and take decisions over the different time horizons. ARRET, GLOBAL, LOCAL, OPHELIE and ARGOS are the names of the various software chains. ORION, MNR, COMPAS and APOGEE refer to the models used to optimise the decisions taken. Note that all the software chains are operated by humans. Indeed, the solutions proposed by the models need to be supervised and experts may decide to take different decisions by considering constraints not handled by the models.
3.3.2 The daily optimisation process at EDF Producer

A software chain named ARGOS (see section 3.3.1) is the main tool that helps manage the daily generation optimisation process. This tool is divided into several modules, amongst which we need to describe a few:

✓ APOGEE, which optimises the generation of the 110 thermal units and the 50 hydro valleys\(^{80}\). APOGEE two days optimises the portfolio with a resolution of half-hourly time steps over two days, i.e. 96 time steps\(^{81}\). As explained in section 3.3.1, decisions to start up or shut down nuclear power plants must be made well in advance. Therefore, once a nuclear unit is available, APOGEE usually commits it because the variable cost of a nuclear power plant is very low but the shutdown costs are high. However, APOGEE takes into account the maximum deep slow downs allowed per day and may sometimes ask to shut down a nuclear power plant\(^{82}\);

---

\(^{80}\) A hydro valley is a gathering of interdependent hydro units.

\(^{81}\) APOGEE can also be used to optimise the portfolio over 12 days (it is thus designated as APOGEE 12 days). The algorithm is the same as APOGEE 2 days, but the datasets are different. For the sake of simplicity, the term “APOGEE” is used in this thesis to designate APOGEE 2 days.

\(^{82}\) When APOGEE decides to shut down a nuclear power plant, it takes into account the tens of MW that the power plant consumes for its auxiliary systems. However, APOGEE ignores the transmission fees that will be incurred if all the nuclear units of a given site do not produce any power, which is very rare.
✓ CANYON, which optimises the 500 hydro units by taking into account much more hydro constraints than APOGEE does. This optimisation tries to meet the set points provided by APOGEE for the valleys;

✓ COCKPIT, the Human-Machine Interface (HMI) that helps co-ordinate the various modules of ARGOS. In particular, COCKPIT allows operators to change the dispatch provided by the models.

Table 3.1 presents the management of frequency control reserves throughout the short-term process adopted at EDF Producer.

---

This fee is quite high in France and across Europe because most of the transmission tariff is paid by consumers [French economic and industry department (2005)].
### Table 3.1: Daily management of frequency control reserves provided by EDF Producer

<table>
<thead>
<tr>
<th>Day</th>
<th>Time</th>
<th>EDF Producer</th>
<th>RTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D-1$</td>
<td>11:00</td>
<td>RTE’s demand is entered into ARGOS</td>
<td>RTE sends the demand for primary and secondary frequency control reserves to all the producers</td>
</tr>
<tr>
<td>$D-1$</td>
<td>13:00</td>
<td>APOGEE is run taking into account all the available constraints given by the operators from all the sites. Run-of-river hydro and special agreements are not considered</td>
<td>-</td>
</tr>
<tr>
<td>$D-1$</td>
<td>13:30</td>
<td>From the dispatch given by APOGEE, CANYON is launched to obtain a feasible hydro dispatch. The operators re-dispatch the generation and take into account the last constraints</td>
<td>-</td>
</tr>
<tr>
<td>$D-1$</td>
<td>16:00</td>
<td>EDF Producer sends its dispatch to RTE (programme d’appel)</td>
<td>-</td>
</tr>
<tr>
<td>$D-1$</td>
<td>-</td>
<td>-</td>
<td>RTE runs simulations for the French power system with the dispatches from all the producers. RTE validates these dispatches or makes modifications through the balancing mechanism to obtain the programme de marche</td>
</tr>
<tr>
<td>$D$</td>
<td>up to $H-2^{85}$</td>
<td>EDF Producer can modify its dispatch under some conditions</td>
<td>RTE uses the balancing mechanism to change the schedules. RTE sends the dispatch instructions to the units (this task will be performed by EDF Producer in the future)</td>
</tr>
<tr>
<td>$D$</td>
<td>$H$</td>
<td>EDF Producer provides the frequency control services in real-time</td>
<td>RTE controls in real-time the provision of the services (see section 4.8.4.1)</td>
</tr>
</tbody>
</table>

---

$^{85}$ Actually, producers cannot re-declare their production dispatch at any time. They can do it only at specific times every hour.
3.3.3 Principle of the de-optimisation cost calculation

The de-optimisation cost is one main component of the variable cost of frequency control ancillary services (see section 3.2.2). Since RTE requests frequency control reserves only one day ahead (see section 3.3.2), EDF Producer may wonder what the cost of this demand is going to be, compared to the cost of deciding on \( D-1 \) not to provide these reserves. In other words, this study proposes to estimate the de-optimisation cost due to the day-ahead request for reserves from RTE.

To calculate this cost, APOGEE is used to run two simulations: one with the reserve provision and a second one without any demand for frequency control reserves (see Figure 3.4). Both of these dispatches are fictitious because the dispatch proposed by APOGEE does not correspond to the ultimate dispatch. Indeed, CANYON and the operators change the dispatch of APOGEE (see section 3.3.2). The cost difference between the two dispatches gives the de-optimisation cost, as expressed in (3.1), where \( C_{\text{with reserves}}^D \) and \( C_{\text{without reserves}}^D \) are the dispatch costs for the day \( D \) with and without providing reserves, respectively; and \( C_{\text{de-optimisation}}^D \) the de-optimisation cost for the day \( D \).

\[
C_{\text{de-optimisation}}^D = C_{\text{with reserves}}^D - C_{\text{without reserves}}^D \tag{3.1}
\]

This de-optimisation cost is a short-term value because all the previous optimisations (from tens of years ahead to several days ahead) have considered the provision of frequency control ancillary services, so the day-ahead constraints would have been different without providing reserves in the long run. For example, it is probable that the start-up of nuclear power plants could be better optimised if no ancillary services are required. Moreover, in this study, the results obtained for one day do not modify the constraints of the following days. For example, more water is likely to be available after one day with the demand for reserves equal to zero than after a day with the initial demand for reserves. However, the water levels of the following days are not modified here as the initial operational constraints are kept for each day. Therefore, the short-term de-optimisation cost calculated in this study is likely to give an underestimate of the actual de-optimisation cost.

So far, such a study has never been conducted in the literature. Indeed, previous publications were either not focused on the de-optimisation cost or were considering a fictitious portfolio for a limited number of days and with a non-dedicated algorithm [e.g.,
Hirst and Kirby (1997), Proctor (2001), Wu et al. (2004), Galiana et al. (2005), Ortega-Vazquez and Kirschen (2007). On the other hand, the proposed method is practical because the computation burden is manageable and because it acknowledges that doing again the whole optimisation process without considering the reserve provision is practically impossible, since too many parameters are likely to change. This method is also realistic, because the constraints and the portfolio are actual data. Lastly, the optimisation algorithm used is complete and adapted to the problem, as it has been specifically developed by EDF over tens of years.

![Diagram]

Figure 3.4: The two datasets considered to calculate the de-optimisation cost

### 3.3.4 Data considered

This section briefly presents the data used in this study.

#### 3.3.4.1 Inputs of the model

All the input data considered in this study are those available to APOGEE at around 13h00 on $D$–1 (see Table 3.1). The first run of our study has the operational data as input, without any change. On the other hand, the second run uses as input the operational data with the reserve demand set to zero. However, even if the demand is zero, units can still provide reserves for this second run, because:

- Units that have been pre-scheduled with reserve prior to the APOGEE run are still providing reserves;
- APOGEE may estimate that it is cheaper to dispatch reserve than not to provide any.
3.3.4.2 Available datasets

APOGEE uses text files as inputs and outputs. To give an idea of the quantity of data to manipulate, a dataset for one day represents around 60 text files and 6 MB. Table 3.2 shows the periods studied and the available data. A non-valid day is a dataset for which APOGEE was not able to run, usually because of files lost during the process of archiving the operating data. In addition, the data from 01/01/2006 to 24/06/2006 were unfortunately not available. The present study is therefore based on 879 valid days, which is a sufficient large number to give significant results. In addition, note that each day represents 48 half-hourly time steps, so 42 192 valid half-hours are included in this study.

Table 3.2: Periods considered in the present study

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Number of days</th>
<th>Number of valid days</th>
<th>Number of non-valid days</th>
<th>Percentage of non-valid days</th>
</tr>
</thead>
<tbody>
<tr>
<td>08/09/2004</td>
<td>31/12/2005</td>
<td>480</td>
<td>460</td>
<td>20</td>
<td>4.2 %</td>
</tr>
<tr>
<td>25/06/2006</td>
<td>30/08/2007</td>
<td>432</td>
<td>419</td>
<td>13</td>
<td>3.0 %</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>912</td>
<td>879</td>
<td>33</td>
<td>3.1 %</td>
</tr>
</tbody>
</table>

3.3.4.3 Hypotheses for missing data

As shown in Table 3.2, some datasets were not available. These missing data are simply ignored when frequency distributions\(^\text{84}\) are calculated. However, it is important to complete this missing data to capture any seasonal effects (see section 3.4.2).

These missing data cannot be arbitrary set to zero because this will unbalance the series. Therefore, a moving average is used: the average of previous and next data is calculated to obtain the missing data \(x_{\text{extrapolated}}\), as expressed in (3.2), where \(x\) is the series considered and \(\text{window}\) the width of the extrapolation (an odd integer larger or equal to three). This approach is more accurate if the series has a strong autocorrelation. For the special case of time steps, time step 1 is completed by averaging all the time steps 1 from \(D-i\) and \(D+i\), where \(i\) varies from 1 to the half of the window, and so forth for the 47 remaining time steps. The size of the window actually does not matter too much since the number of non-valid data is low. However, this window was chosen as a function of the seasonality of the series. Lastly, note that this extrapolating method does not differentiate working and non-working days.

\(^84\) See Appendix A.1 for an explanation of the basic statistics and methods used in this thesis.
3.3 METHODOLOGY AND HYPOTHESES TO ESTIMATE COST

\[ x_{\text{extrapolated}}[D] = \frac{\sum_{k=D-\text{window}+1}^{D-1} x[k] + \sum_{k=D+1}^{\text{window}-1} x[k]}{\text{window} - 1} \]  

(3.2)

3.3.4.4 Other data

The RTE’s reserve demand for EDF Producer, as well as EDF Producer’s programme d’appel (see Table 3.1), have been retrieved as spreadsheets from 01/01/2005 to 31/08/2007.

The target frequency of the secondary frequency control for each day during this period has also been provided (i.e., 49.99, 50.00 or 50.01 Hz, see section 2.3.4.3). These data are useful to calculate the cost of time control (see section 3.6), since the target frequency impacts the volume of frequency control reserve.

3.3.5 Hardware and software used

This section describes briefly the hardware and software used in this study.

3.3.5.1 APOGEE

As presented in section 3.3.2, APOGEE optimizes EDF Producer’s thermal units and hydro valleys over two days (i.e., 96 half-hourly time steps). In an optimisation problem, the **primal problem** is to minimize the objective function \( f(x_1, x_2, \ldots, x_n) \) subject to the \( j \) constraint functions \( \omega_j(x_1, x_2, \ldots, x_n) \), where \( (x_1, x_2, \ldots, x_n) \) are the **primal variables**, for which the values are in the feasible set:

\[ f(x_1^*, x_2^*, \ldots, x_n^*) = \min_{x_1, x_2, \ldots, x_n} f(x_1, x_2, \ldots, x_n) \text{ subject to } \omega_j(x_1, x_2, \ldots, x_n) = 0 \]  

(3.3)

The primal problem is often difficult to solve directly because the constraints create a coupling between the primal variables, so the **dual problem**, which leads to the same solution if the objective function \( f(x_1, x_2, \ldots, x_n) \) is strongly convex\(^85\), is often used instead and is defined as:

\[ L(x_1^*, x_2^*, \ldots, x_n^*, \lambda_1^*, \ldots, \lambda_j^*) = \max_{\lambda_1, \ldots, \lambda_j} \min_{x_1, x_2, \ldots, x_n} L(x_1, x_2, \ldots, x_n, \lambda_1, \ldots, \lambda_j) \]  

(3.4)

\(^85\) A **strongly convex two-dimension set** is a set for which the segment between any pair of its points is contained in the set, boundaries excluded. A **real function** is strongly convex if the set of points lying on or above its graph forms a strongly convex set.
where \((x^*_1, x^*_2, \ldots, x^*_n, \lambda^*_j, \ldots, \lambda^*_j)\) is the solution of the problem, \(\min_{x_1, x_2, \ldots, x_n, \lambda_1, \ldots, \lambda_j} L(x_1, x_2, \ldots, x_n, \lambda_1, \ldots, \lambda_j)\) the Lagrange dual function and \(L\) the Lagrangian function defined as:

\[
L(x_1, x_2, \ldots, x_n, \lambda_1, \ldots, \lambda_j) = f(x_1, x_2, \ldots, x_n) + \lambda_1 \omega_1(x_1, x_2, \ldots, x_n) + \ldots
\]  

(3.5)

and where \((\lambda_1, \ldots, \lambda_j)\) are called the Lagrange multipliers. They represent the worst penalty that can be applied to the violations of constraints (the worst constraints imply that the solution found is the best). Note that the dual problem is feasible only if it is separable (i.e., if the primal objective function and the constraints are additive, or in other words, if the minimum of the Lagrangian function can be found for a given set of Lagrange multipliers). This method consisting in putting the constraints into the objective function is often called dual optimisation technique or Lagrangian relaxation [e.g., Lasdon (1968), Wood and Wollenberg (1996), Bertsimas and Tsitsiklis (1997) or Kirschen and Strbac (2004a)].

To find the solution of the dual problem, APOGEE uses an algorithm based on the price decomposition (see Figure 3.5) [Lemaréchal (2004)]. The coordination algorithm increases or decreases the prices for power and reserves as a function of the mismatch between the target and the dispatch. These prices are the Lagrange multipliers. The sub-problems are then optimised individually, where each thermal sub-problem is solved using Dynamic Programming (DP)\(^{86}\) and each hydro sub-problem is solved using Linear Programming (LP)\(^{87}\). Each sub-problem maximizes the profits that would arise if the Lagrange multipliers were prices that could be turned into income. Note that the generation cost of hydro is equal to the value of water times the quantity of water released. In addition, every group has a penalty to switch from reserve provision to no reserve provision (and vice versa). This cost has no physical meaning, and is only a penalty to “encourage” APOGEE to propose a “smooth” program, i.e. that avoids erratic switchings.

Following this first optimisation, the dual variables (i.e., the prices for power and reserves) are obtained. A second optimisation is then performed to fine-tune the first solution. The augmented Lagrangian method is used in this case [Cohen (1978)]. To calculate the cost of the whole dispatch, APOGEE penalizes the gap between the target

\(^{86}\) A DP problem is modelled as a set of various states. The optimisation algorithm then tries to maximize the gain to switch from different states.

\(^{87}\) In a LP problem, the objective function to solve is a set of linear functions. In APOGEE, the simplex method is used to solve this problem.
and the dispatch for power and reserves. Penalties are the same for all the first 48 time steps of the day. They then decrease by 5% per time step.

Concerning APOGEE’s convergence performance, the same penalties and the same number of iterations are applied to the two dispatches of a given day (i.e., with and without reserves). However, note that these penalties and the number of iterations have actually evolved over the period studied, as a function of computing power and operational policies.

The reader should keep in mind the various limits of APOGEE:

- The modelling of hydro units simplifies the optimisation problem. Indeed, as soon as a hydro unit provides energy, the model dispatches it to provide reserves as well. This modelling brings a strong bias (see section 3.4.4);
- The tertiary reserve is not included in the calculated de-optimisation cost because it is currently not optimised by APOGEE two days (whereas it could do so). Indeed, EDF Producer and RTE agreed that specific units (some hydro units and gas turbines) provide this reserve;
- The re-dispatch by the operators is by definition not modelled;
- The costs considered in APOGEE are only the variable costs (e.g., the variable cost of nuclear units is very low in APOGEE, whereas their average cost is much higher);
- Some costs, such as the value of water, are not physical. Instead, they represent an evaluation of the use of a limited resource (e.g., the water that falls from the sky or nuclear fuel that cannot be refilled easily). Note that the hydro cost may be negative if reservoirs have higher levels of water at the end of the day than they had at the beginning;
- APOGEE manages some constraints by simply giving a cost to these constraints, whereas COCKPIT calculates the cost from the actual dispatch (e.g., APOGEE penalises a group that switches from frequency control provision to no provision, whereas this cost is not physical). Therefore, the dispatch cost calculated by APOGEE is less precise than the cost issued from COCKPIT and errors of some tens of k€ may affect the results;
- As shown previously, the marginal costs are actually the dual variables in the solution of the first optimisation problem;
- APOGEE does not converge exactly. Therefore, a financial penalty has to be attributed to the gap in order to compare the costs of dispatches. This penalty is obtained by
multiplying for each time step the gap with its corresponding marginal cost (see section 3.3.6).

From a practical point of view, APOGEE runs under Linux. An APOGEE simulation lasts on average between 15 and 20 minutes on a dedicated machine (bi-processor Intel® Xeon® 3.20 GHz, 1 MB of cache and 1 GB of RAM). APOGEE is stored as an executable file, and a Korn Shell (KSH) script has been developed in our study to automatically call APOGEE for a large number of datasets. The executable file used in this study was the APOGEE version from August 2007. Note that the original datasets (i.e., with the reserve constraint) have been run again with this executable in order to be able to compare the two dispatches. This takes care of the fact that the original datasets had been optimized with previous versions of APOGEE.

![APOGEE Algorithm Diagram](image)

**Figure 3.5: APOGEE Algorithm**

### 3.3.5.2 OTESS

APOGEE uses text files as inputs and outputs (around 6 MB/dataset). In order to manage such a large set of data (1 758 valid days and 10 GB of data), a specific tool has been developed in this study, named OTESS (*Outil pour l'Etude des Services Système* - Tool for the study of ancillary services) and described in more details in Appendix A.2. The purpose of this tool is to modify the APOGEE input datasets, store the APOGEE output data in a relational database and then to study the data through a web-based interface (see Figure 3.6). The main features of OTESS are the following:

- Handle and modify inputs and outputs of EDF’s dispatch algorithm;
- Extract the selected data from the APOGEE output files and store them into a relational database;
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✓ Store any kind of additional data in its database, such as such as the target frequency, the balancing mechanism prices or the final dispatch planning (the *programme d’appel*);
✓ Easily modify data with user-defined scripts;
✓ Allow complex querying on cross-related tables;
✓ Display data with various graph types directly from queries (e.g., scatter plots or frequency distributions). Most of the graphs of this chapter are extracted from OTESS;
✓ Perform basic data mining techniques;
✓ Export data under various formats (e.g., CSV or XML);
✓ Share data between users since it is a server-based software with a web-based human-machine interface;
✓ Run on both Linux and Windows environment;
✓ Based on free software;
✓ Is strongly modular since it is object-oriented.

![Figure 3.6: Principle of OTESS](image)

### 3.3.5.3 NAG add-in for Excel

The partial autocorrelation function (PACF) is useful to identify seasonality components in a time series (see Appendix A.1). As the algorithm of the PACF is relatively complex, it has

---

88 CSV stands for Comma-Separated Values and XML for Extensible Mark-up Language
not been implemented in OTESS yet. Instead, the Microsoft® Office Excel® statistical add-in from Numerical Algorithms Group (2007) has been used in this study after having exported the data under CSV format.

### 3.3.6 Cost calculation

In this study, the dispatch cost is directly extracted from APOGEE, and not from COCKPIT. Therefore, some errors of tens of k€ may mar the results because APOGEE does not exactly calculate the cost from the actual dispatch (see section 3.3.5.1).

In addition, APOGEE does not converge exactly, as shown by the frequency distributions of Figure 3.7, which represent the difference between the target value for a given time step and the value actually dispatched by APOGEE. Note that the convergence is better for reserves than for energy because the penalties are higher for the former than for the latter. Since APOGEE does not exactly converge to its target value, a money penalty has to be attributed to the gap to be able to compare costs of dispatches. This penalty is obtained here by multiplying for each time step the gap with the corresponding marginal cost. This calculation is shown in relations (3.6) and (3.7), where \( \lambda^i_p, \lambda^i_R^{sec}, \) and \( \lambda^i_R^{pri} \) represent the different marginal costs, \( P \) the power dispatched during the time step (in MW), \( R^v \) the secondary reserves (in MW), \( R^v_{pri} \) the primary reserves (in MW) and \( D \) the day of dispatch.

\[
C^D_i = C_{\text{imp}}^D + C_{\text{exp}}^D + \sum_{i=1}^{48} \left( \text{Penalty}^i_p + \text{Penalty}^i_R^{sec} + \text{Penalty}^i_R^{pri} \right) 
\]

(3.6)

With:

\[
\begin{align*}
\text{Penalty}^i_p &= \lambda^i_p \left( P^i_{\text{demand}} - P^i_{\text{dispatch}} \right) \\
\text{Penalty}^i_R^{sec} &= \max(0; \lambda^i_R^{sec} \left( R^{sec}_{\text{demand}} - R^{sec}_{\text{dispatch}} \right)) \\
\text{Penalty}^i_R^{pri} &= \max(0; \lambda^i_R^{pri} \left( R^{pri}_{\text{demand}} - R^{pri}_{\text{dispatch}} \right)) 
\end{align*}
\]

(3.7)

These relations are worth some comments and some remarks from section 3.3.5.1 have to be highlighted. First, these costs and penalties are calculated for the day \( D \) because uncertainty is too high for \( D+1 \) to consider gaps for \( D+1 \) as wrong. Second, tertiary reserve is not included in (3.6) because it is currently not optimized by APOGEE two days (whereas it could do so). Indeed, EDF Producers and RTE agreed that specific units (hydro...
units and gas turbines) provide this reserve. Third, the penalty for reserves is zero when APOGEE provides more reserves than its target. Lastly, the hydro cost may be negative if reservoirs have higher levels of water at the end of the day than they had at the beginning. In addition, the hydro cost does not represent the actual cost (which is close to zero for hydro), but instead values the loss of water.
Figure 3.7: Frequency distributions of the gap between APOGEE dispatch and APOGEE demand for all the studied time steps between 1 and 48
3.4 **Day-Ahead De-Optimisation Cost for a Producer**

While the previous section presents the methodology adopted in this study, as well as the hypotheses made, this section gives the results obtained concerning the de-optimisation cost. For obvious confidentiality reasons, only data that do not reveal EDF costs, while providing essential results are given here. These results can be applied to some extent to other systems. However, the best would be to apply the same methodology with the actual portfolio and optimisation algorithm of each system.

### 3.4.1 De-optimisation cost over two and a half years

Figure 3.8 shows the evolution of the relative de-optimisation cost from 01/01/2005 to 30/08/2007 for all the studied days (day 1 represents the 1st of January, while day 365 is the 31st of December). The relative de-optimisation cost $C_{\text{relative de-optimisation}}^D$ is obtained by dividing the de-optimisation cost $C_{\text{de-optimisation}}^D$ by the dispatch cost with reserves $C_{\text{with reserve}}^D$, as shown in (3.8). The missing days have been extrapolated with a 7-day moving average (see section 3.3.4.3). Extrapolated points have been marked by crosses in Figure 3.8.

\[
C_{\text{relative de-optimisation}}^D = \frac{C_{\text{de-optimisation}}^D}{C_{\text{with reserve}}^D}
\]  
(3.8)
First, the de-optimisation cost tends to be relatively high from the beginning of April (around day 90) to the end of October (around day 300), with the most expensive days in April 2005 and August 2006. The high de-optimisation cost during summer can be explained by the environmental constraints, which lead to less hydro power being available. Nevertheless, 2007 sees a low cost during the summer, which may be explained by both a better modelling of the capabilities of hydro units and a better water availability. Second, the relatively low cost during the winter hides a high absolute de-optimisation cost. Indeed, the dispatches are expensive during this period because the portfolio is constrained by the high demand for energy. The parameters influencing the costs will be discussed in more details in section 3.4.3.

Besides giving some hints on the parameters that may influence the de-optimisation cost, Figure 3.8 gives two important results. First, the day-ahead de-optimisation cost is not negligible, since it represents up to 7.8% of the initial dispatch cost. In particular, Figure 3.9 shows the frequency distribution of the relative de-optimisation cost \( C_{\text{relative de-optimisation}}^D \). The average of the relative de-optimisation cost calculated by APOGEE two days was equal to 2.2% over the studied period. Therefore, this cost cannot be ignored, since it represents hundreds of millions of Euros every year. In addition, note that this result is in line with
Proctor (2001), who estimates the spinning reserve costs around 2% of the total operating expenditure in a 16-unit system.

Second, the day-ahead de-optimisation cost exhibits strong daily variations. To evaluate the importance of these daily variations, we define $\Delta\%C_{de-optimisation}^D$ as in (3.9). This indicator gives the relative variation of the de-optimisation cost for $D$ in comparison to $D-1$. The frequency distribution of this indicator is given in Figure 3.10. It is clear that the de-optimisation cost has a strong variation (greater than ±20% in more than 54% of the days). The design of the market should therefore take this variation into account to help participants seize the opportunities (see Chapter 4).

$$\Delta\%C_{de-optimisation}^D = \frac{C_{de-optimisation}^D - C_{de-optimisation}^{D-1}}{C_{de-optimisation}^{D-1}}$$ (3.9)

Figure 3.9: Frequency distribution of the relative de-optimisation cost for all the studied days

89 The term “probability” is used here instead of “relative frequency” by misuse of language (see Appendix A.1.1).
3.4.2 Seasonality of the de-optimisation cost

Producers are interested in any information that can help them to estimate their future costs. Therefore, a study of the seasonality of the de-optimisation cost has been performed. In addition to being useful for the producer, understanding the seasonality of the de-optimisation cost is also very useful for the policy makers (see Chapter 4). Lastly, spotting the seasonality can reduce considerably the need for further studies by concentrating calculation on specific periods. The absolute de-optimisation cost is used here instead of the relative de-optimisation cost, since this parameter is the most interesting for the producer. In addition, the seasonality results obtained with the relative de-optimisation cost turned out to be of little interest.

To investigate the seasonality of the de-optimisation cost, two complete one-year periods are considered here. Figure 3.11 shows that the autocorrelation functions (ACF) for these two periods have relatively high correlation coefficients for lags of less than 30 days. In other words, the de-optimisation cost is somewhat correlated to the 30 previous days. To confirm this trend, the partial autocorrelation functions (PACF) have been drawn for various periods (see Figure 3.12 to Figure 3.15). Figure 3.12 exhibits a relatively low seasonality effect for periods greater than one week, except two peaks around 30 and 90 days.

---

90 From 01/01/2005 to 31/12/2005 and from 01/08/2006 to 31/07/2007 (see section 3.3.4.2). Missing data have been extrapolated with a 7-day window according to the method described in section 3.3.4.3. As the number of extrapolated points is low (around 3%), it is admitted that the missing data do not bring a strong bias in this study.
days. Figure 3.15 shows a clear weekly seasonality, while Figure 3.13 and Figure 3.14 analyse in more details the two peaks around 30 and 90 days. The partial autocorrelation coefficients are however not large enough for these two peaks to be really significant. Lastly, there is no seasonality effect over longer periods, such as several months.

In conclusion, the de-optimisation cost exhibits mainly a weekly seasonality. Therefore, a week is likely to be the best timeframe to help estimate the future de-optimisation cost. However, it does not seem possible to select a particular period and then to generalise the result of this period over the whole timeframe. Nevertheless, the studied timeframe is probably too small to detect clear long-term seasonally effects. Hence, this study should be completed in the future by using data over a longer period.
Figure 3.12: Partial autocorrelation function of the de-optimisation cost up to 1-year period

Figure 3.13: Partial autocorrelation function of the de-optimisation cost around a 3-month period

Figure 3.14: Partial autocorrelation function of the de-optimisation cost around a 1-month period
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3.4.3 Parameters affecting the de-optimisation cost

From the method presented in section A.1.4, the following sections investigate the link between the de-optimisation cost series smoothed over a week according to (A.1.13) and other parameters, which have also been smoothed over a 7-day window and normalised according to (A.1.14). The 879 studied days are considered (see section 3.3.4.2). The three selected parameters amongst the parameters described in section A.2.4 are: (a) the marginal costs of reserves; (b) the demand for reserves; and (c) the thermal/hydro mix for the provision of reserve. These parameters have been selected because they influence most the de-optimisation cost according to the performed multidimensional data analysis, i.e. these parameters have high correlation coefficients with the de-optimisation cost (e.g., see the screenshot in Figure A.2.10). The results for the other parameters are thus of less interest.

3.4.3.1 Impact of the marginal costs

Figure 3.16 shows the normalized de-optimisation cost as a function of the weighted marginal cost of reserves $\lambda^i_R$, as defined in (3.10) and where the notations are similar to the ones used in section 3.3.6. Since $\lambda^i_R$ is defined for each time step of the day, the data plotted here is the average over the 48 time steps of a day. It is clear that the de-optimisation cost and the weighted marginal cost of reserves exhibit a strong linear relation, confirmed by a correlation coefficient $r_{xy}$ of 0.94. Figure 3.17 shows the de-optimisation cost as a function of the primary and secondary reserve marginal costs, and a similar linear

---

Figure 3.15: Partial autocorrelation function of the de-optimisation cost around a 1-week period

Values of basic statistics are defined in Appendix A.1.
relationship is found. Therefore, the expected de-optimisation cost clearly increases with the daily average marginal costs of reserves.

\[
\lambda_R^i = \frac{\lambda_{R_{pri}}^i \times R_{pri\,dispatch}^i + \lambda_{R_{sec}}^i \times R_{sec\,dispatch}^i}{R_{pri\,dispatch}^i + R_{sec\,dispatch}^i}
\]  

(3.10)

Figure 3.16: Normalized de-optimisation cost as a function of the average normalized weighted marginal cost of reserves for all the studied days \((r_{xy} = 0.94)\)

Figure 3.17: Normalized de-optimisation cost as a function of the average normalized marginal cost of reserves for all the studied days

3.4.3.2 Impact of the demand for reserves

Figure 3.18 shows the relation between the de-optimisation cost and the maximum primary reserve demand over the day (i.e., \(\max(R_{pri\,demand}^i)\)). The correlation between these two variables is not very clear, but the period spanning from 01/08/2006 to 31/07/2007 exhibits a more interesting relation (see Figure 3.19). Indeed, when the maximum demand increases, the de-optimisation cost becomes more spread with a trend for high expected values, whereas the expected de-optimisation cost is quite low when the maximum primary
reserve demand over the day is low. This relation is however not true for 2005, as shown in Figure 3.20, which explains the poor correlation over the whole study period (i.e., Figure 3.18). The de-optimisation cost is dispersed for a given reserve amount since the portfolio conditions may be very different for the same reserve demand. In addition, requiring high volume of reserve increases the constraints on the dispatch, so the de-optimisation cost tends to increase for high reserve demands.

The daily average of primary reserve demand shows a similar relation as the maximum demand for primary reserve, as shown in Figure 3.21. On the other hand, the impact of secondary reserve on the de-optimisation cost seems to be low, since the correlation coefficient is equal to -0.18 and since Figure 3.22 does not show any clear pattern. This is probably due to the fact that the French generating units’ capabilities are twice as large for secondary reserves than they are for primary reserves (e.g., most of the French nuclear power plants allocate around 2% of their nominal power to primary reserve and 5% to secondary reserve92). Therefore, dispatching primary reserve is more constraining than dispatching secondary reserve for the French portfolio.

In conclusion, primary reserve demand seems to have an impact on the de-optimisation cost, whereas the influence of secondary reserve has not been clearly identified. Therefore, increasing the primary reserve provision capabilities may be a good way to reduce the constraint due to primary reserve demand and thus to decrease the de-optimisation cost. In addition, an accurate generic de-optimisation cost function depending on the demand for reserves cannot be built because the dispersion is high. This latter subject will be investigated in more details in section 3.4.4.

---

92 Some nuclear power units, such as 900-MW plants, may be dispatched however with a 7%- provision of primary frequency control reserve.
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Figure 3.18: Normalized de-optimisation cost as a function of the maximum normalized primary reserve demand for all the studied days ($r_{xy} = 0.39$)

Figure 3.19: Normalized de-optimisation cost as a function of the maximum normalized primary reserve demand from 01/08/2006 to 31/07/2007 ($r_{xy} = 0.71$)

Figure 3.20: Normalized de-optimisation cost as a function of the maximum normalized primary reserve demand from 01/01/2005 to 31/12/2005 ($r_{xy} = 0.13$)
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Figure 3.21: Normalized de-optimisation cost as a function of the mean normalized primary reserve demand for all the studied days ($r_{xy} = 0.38$)

Figure 3.22: Normalized de-optimisation cost as a function of the mean normalized secondary reserve demand for all the studied days ($r_{xy} = -0.18$)

3.4.3.3 Impact of the thermal/hydro mix

Figure 3.23 shows the relation between the de-optimisation cost and the minimum thermal share for reserve $\min(share_{th})$ over the day. The thermal reserve share $share_{th}$ for a time step $i$ is calculated as shown in (3.11). When the minimum thermal share is high, the de-optimisation cost tends to be high as well. In other words, when hydro cannot be used extensively to provide reserves for some critical time steps, the de-optimisation cost tends to be high. As a corollary, thermal participation to reserves tends to be expensive for some critical time steps. This link between hydro participation and de-optimisation cost is explained in section 3.4.4.

\[
share_{th} = \frac{R_{pri \text{ dispatch}}^i + R_{sec \text{ dispatch}}^i}{R_{pri \text{ dispatch}}^i + R_{sec \text{ dispatch}}^i} \quad (3.11)
\]
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3.4.4 De-optimisation cost and demand for reserves

As shown in section 3.4.3.2, the de-optimisation cost is linked to the daily average reserve demand, but the relation is not straightforward. Therefore, this section attempts to provide an insight on this relation by analysing the evolution of the de-optimisation cost for a given day as a function of the reserve demand. Thursday 24 May 2007 is considered here, because this is a recent day with an average de-optimisation cost. Indeed, the relative de-optimisation cost for this day is around 1.9%, whereas the average is 2.2% for all the studied days (see section 3.4.1). The initial demand for reserves has been multiplied by a coefficient ranging from 0% to 100%, with a step of 1%. As 100% correspond to the simulation with the initial demand and 0% to the simulation without reserves, 98 additional simulations have been launched for this study.

Figure 3.24 shows the relative de-optimisation cost $C_{\text{relative de-optimisation}}^D(X)$ as a function of the average reserve demand over the day. This de-optimisation cost is redefined as shown in (3.12), where $C_{\text{with X% of initial reserve}}^D(X)$ corresponds to the dispatch cost when the demand for reserves is equal to X% of the initial demand, with X ranging from 0 to 100. The average amount of reserves along the horizontal axis is obtained by summing the demand for primary and secondary reserves over the 48 steps of the day, and then by dividing this sum by 48. Below an average demand around 500 MW (i.e., one third of the total reserve demand), reserves do not cause any supplemental cost for APOGEE according to our hypotheses (see section 3.3.3) and the model’s limits (see section 3.3.5.1).
In fact, the de-optimisation cost \( C^D_{\text{relative de-optimisation}}(X) \) calculated by APOGEE is constant for an average demand of reserves between 0 and 500 MW. In other words, the dispatch cost \( C^D_{\text{with X\% of initial reserve}}(X) \) is the same whatever is the provision of reserves below 500 MW. However, beyond this point, the de-optimisation cost depends almost linearly on the demand for reserves, with a slope around \( 2.7 \times 10^{-3} \)%/MW/day, i.e. \( C^D_{\text{with X\% of initial reserve}}(X) \) increases almost linearly beyond 500 MW of reserve. Figure 3.25 shows the schematic cost curve superimposed on the actual calculation.

\[
C^D_{\text{relative de-optimisation}}(X) = \frac{C^D_{\text{with reserve}} - C^D_{\text{with X\% of initial reserve}}(X)}{C^D_{\text{with reserve}}} \tag{3.12}
\]

\[
C^D_{\text{relative de-optimisation}}(100) = 0 \tag{3.13}
\]

\[
C^D_{\text{relative de-optimisation}}(0) = C^D_{\text{relative de-optimisation}} \tag{3.14}
\]

By analysing the dispatches proposed by APOGEE, it can be seen that a large amount of reserve is still provided despite a null demand. In other words, APOGEE considers that some reserve provided has no cost, and even may help to save money because this reserve may be useful to meet the dispatch constraints. This “no-cost reserve” is mainly provided by hydro units. In fact, 92% of the primary reserve and 77% of the secondary reserve initially dispatched on hydro units were still allocated by APOGEE when the demand for reserves was null (for the period from 01/08/2006 to 31/07/2007). The remainder is supplied by thermal units due to the initial constraints imposed by the operator. This choice by APOGEE in the allocation of reserves is due to the modelling and the operating constraints of hydro units. First, the participation in secondary frequency control is decided prior to APOGEE for several hydro units. Therefore, APOGEE cannot remove the reserve provision of these units, even if the demand for secondary frequency control reserves is zero. Second, since the maximum efficiency for hydro units is at 80% of nominal power, it is usually more efficient to set a hydro group at such a level (the group thus provides reserves with the remaining capacity). Therefore, the operating procedures specify that a hydro unit should always provide reserve when producing energy. These

---

93 Remember that the choice has been made in this study to keep all the initial operational constraints to evaluate the de-optimisation cost (see section 3.3.4.1).
procedures thus do not acknowledge that it may be more efficient to set hydro units at 100% for some expensive time steps, though at degraded efficiency. As a consequence of these two operating procedures (i.e., pre-scheduled reserves and compulsory participation when providing energy)\(^9\), providing reserves with hydro cause little de-optimisation cost for APOGEE, whereas there is an actual de-optimisation cost. It is important to note that the second part of the curve of Figure 3.25 is likely to give an order of magnitude of the actual constraints due to both hydro and thermal reserves. Therefore, the actual de-optimisation cost could be extrapolated by using the second part of the curve for the whole reserve demand. Furthermore, it is also important to quote that the “free hydro reserve” for the model (but which has a cost in the real world) is only available during the day, i.e. when hydro units are synchronised. At night, this is not true because French hydro units are not synchronised except some units that are able to pump water or those that cannot store water (run-of-water units). However, this type of units cannot provide reserves while pumping.

*This threshold effect that leads to a non-linearity may thus explain the poor direct relation between the average reserve demand and the de-optimisation cost* (see section 3.4.3.2). This relation is also in line with the conclusions of section 3.4.3.3, i.e. the de-optimisation cost calculated by APOGEE tends to increase when the hydro participation in reserve decreases.

---

\(^9\) These operational limitations will be removed in the short term, but will require a more complex optimisation algorithm.
3.5 Marginal Costs of Frequency Control for a Producer

Section 3.4.3.1 has shown that the marginal costs impacts the final de-optimisation cost. Indeed, the marginal costs of reserves reflect the constraints due to frequency control provided by a producer. Therefore, this section proposes to study these marginal costs. For confidentiality reasons, the absolute values are not given. Instead, comparisons between marginal costs are preferred in order to identify the binding and non-binding constraints.

3.5.1 Study of the binding constraints

The marginal costs help determine which parameter is binding in the dispatch. Indeed, the marginal cost of a product represents the cost to provide an additional unit of this product (e.g., a MW). Figure 3.26 gives the percentage of time when marginal costs of energy are higher than marginal costs of reserves as a function of the time for the 879 days studied (see section 3.3.4.2). Time step 1 spans from 00:00 to 00:30, while time step 48 spans from 23:30 to 24:00. It is clear that the demand for energy is most of the time the most binding constraint in the dispatch. Nevertheless, the reserves are the most binding constraint for some time steps (e.g., time step 44, i.e. from 21:30 to 22:00). Hence, the demand for one additional MW of reserve is likely to cost more than the demand for one additional MW for energy for these time steps. It might therefore be cost effective to develop storage or load control strategies that could be used

Figure 3.25: Simplified relative de-optimisation cost as a function of the new demand for reserve for 24/05/2007
During critical time steps in order to allow a conversion of the cheaper energy into reserves. However, such arrangements would be profitable only if the difference between the marginal costs of reserves and energy is large enough. For confidentiality reasons, this data cannot be published here.

To assess the influence of the type of frequency control, Figure 3.27 shows the percentage of time when marginal costs for primary reserve are higher than marginal costs for secondary reserve as a function of the time of the day for all the studied time steps. It is clear that primary reserves are usually more binding than secondary reserves, which is in line with the results of section 3.4.3.2. Indeed, this section shows that the de-optimisation cost is more sensitive to the demand for primary reserve than the demand for secondary reserve.

Figure 3.26: Percentage of time when marginal costs of energy are higher than marginal costs of reserves as a function of the time step for all the studied days

Figure 3.27: Percentage of time when marginal costs of primary reserve are higher than marginal costs of secondary reserve as a function of the time step for all the studied days
3.5.2 Study of the non-binding constraints

A null marginal cost for frequency control reserves implies that the demand for reserves is not a binding constraint. In other words, when the marginal cost for frequency control reserves is null, reserves do not de-optimize the dispatch of the producer. Figure 3.28 represents the percentage of time when the marginal costs of reserves are zero\(^{95}\) as a function of the time of day for all the days in the study. In the middle of the night, i.e. between 02:00 and 06:30, the marginal costs of reserves are quite often equal to zero. Therefore, it would be possible to increase the security of the system at least cost by increasing the demand for reserves during this period.

![Figure 3.28: Percentage of time when marginal costs of reserves are null as a function of the time of the day for all the studied time steps](image)

\(^{95}\) More precisely, inferior to 1 (€/MW)/h.
3.6 Cost of Time Control in France

RTE modulates its demand for primary frequency reserves by ±150 MW because of the time control. In fact, the time control modifies the system frequency, which leads to the deployment of primary frequency control power (see section 2.3.4.3). As the demand for reserves impacts the de-optimisation cost (see section 3.4.3.2), this section estimates the de-optimisation cost because of the modulation of the demand for reserves. Therefore, new simulations were launched with the following changes in the initial datasets:

- **Target frequency at 49.99 Hz**: the initial primary reserve demand is decreased by 150 MW for each time step of the day;
- **Target frequency at 50.01 Hz**: the initial primary reserve demand is increased by 150 MW for each time step of the day.

Note that these values correspond to the modulation of the demand for the whole of France. Therefore, by applying these values to EDF Producer’s portfolio, the de-optimisation for the whole France can be estimated. It is thus assumed that the French cost structure is equivalent to the one of EDF Producer.

Figure 3.29 and Figure 3.30 give the frequency distribution of the relative de-optimisation cost due to frequency control for all the studied days from 01/01/2005. On average, the time control cost (because of an increased reserve demand) 0.46 % of the initial dispatch cost at 49.99 Hz, and saved (because of a decreased reserve demand) 0.57 % of the initial dispatch cost at 50.01 Hz. The average cost obtained with the target frequency set to 50.01 Hz has to be taken with caution, since the number of days is not sufficient to provide very significant results, and because the scattering of data is high (27 days at 50.01 Hz, whereas there were 175 days at 49.99 Hz). The **de-optimisation cost due to time control thus represents tens of millions of euros over one year.** One can thus wonder whether this cost is justified. Lastly, it is important to note that the de-optimisation cost due to time control is included in the de-optimisation cost calculated in section 3.4, since the initial demand for reserves takes into account the time control.

---

96 The time control study is performed from 01/01/2005 because available data on target frequency span from 01/01/2005 to 31/08/2007 (see section 3.3.4.4).
3.7 Conclusion

This chapter has reviewed the main cost components of ancillary services and has proposed a methodology to estimate the day-ahead de-optimisation cost due to frequency control incurred by a producer. This methodology has been successfully applied to EDF Producer, and has provided several interesting results. Therefore, this methodology could be applied to other producers in order to perform a similar economic assessment. The main findings of this chapter are listed below. Policy makers could use these findings to assess their current policies.

- Estimating the full real cost of ancillary services is impossible for a producer.
Ancillary services exhibit both fixed and variable costs that have each several cost components such as over-investment, capacity reservation or utilisation;

Different inter-dependent time horizons have to be considered, from tens of years ahead to real-time. For example, the day-ahead de-optimisation cost is linked to the over-investment that has been done several years before;

It may be difficult to separate the cost due to ancillary services from the cost due to other products such as the provision of energy. A classical example is the separation of the cost of reactive and active power provisions with an alternator;

The cost of ancillary services depends on the portfolio considered and it is affected by many uncertainties, especially for utilisation costs.

One main cost component of frequency control is the day-ahead de-optimisation cost due to the reservation of the capacity to provide reserves. A methodology has been proposed to estimate this cost and a specific tool, named OTESS, has been developed to apply this methodology to any producer;

This methodology has been successfully applied to EDF Producer’s portfolio (i.e., around 150 thermal units and 50 hydro valleys) over 879 days with actual operational data and EDF’s actual optimisation algorithm;

The results obtained are very helpful to assess the frequency control provision in France. In addition, they give some hints to improve the system regarding both the technical aspects and the market design. In particular:

- The de-optimisation cost is not negligible, since it represents up to 7.8% of the initial dispatch cost. In addition, this result is an underestimate because of the modelling limitations (numerous inflexible constraints for hydro units) and the methodology (short-term approach and unchanged initial constraints). Therefore, an efficient provision of frequency control reserve is essential to reduce this cost as much as possible;

- The de-optimisation cost exhibits strong variations (greater than ±20% in more than 54% of the days). Consequently, the market design should take this variation into account to help participants reap opportunities;

- The seasonality of the de-optimisation cost is relatively poor, even if the auto-correlation of the de-optimisation cost is quite good over one week. Therefore, it does not seem possible from the timeframe considered to select a particular period and then to generalise the result of this period over the whole timeframe. In particular, results
cannot be generalized from one year to another. Hence, future studies on the de-optimisation costs have to consider a large number of days to be accurate. In addition, these further results may help to identify potential seasonalitys;

- **For EDF Producer, the de-optimisation cost is sensitive to three major parameters:**
  - The *expected marginal costs*: there is a strong link between the marginal costs of reserves and the de-optimisation cost. Therefore, the marginal costs can be used as a proxy to estimate the de-optimisation cost;
  - The *primary reserve demand*: primary reserve demand has an impact on the de-optimisation cost, whereas the influence of secondary reserve has not been clearly identified. Therefore, increasing the primary reserve provision capabilities may be a good way to reduce the constraint due to primary reserve demand and thus to decrease the de-optimisation cost. Unfortunately, it is impossible to build a generic de-optimisation cost function depending on the demand for reserves because the dispersion is high;
  - The *quantity of reserves provided by hydro units*: when hydro cannot be used extensively to provide reserves for some critical time steps, the de-optimisation cost tends to be high. As a corollary, thermal participation to reserves tends to be expensive for some critical time steps. This trend is due to a somewhat simplistic modelling of hydro units in the optimisation algorithm and should be weaken in the future with more complex constraints taken into account.

- **The demand for reserves can be the most binding constraint.** Therefore, the demand for one additional MW of reserve can cost more than the demand for one additional MW of energy. It may thus be useful to develop storage or load control strategies for these critical time steps in order to allow a conversion of the cheaper energy into reserves;

- **The reserves may not be binding at all** (from the model’s perspective), so the security of the system can be increased at very low cost by increasing the demand for reserves during periods when the marginal costs of reserves are low. This result is in line with the conclusion of Chapter 2 arguing the advantages of an elastic demand for reserve.

- **The de-optimisation cost due to time control represents tens of millions of euros per year in France.** The value of such an expenditure needs to be proven.
CHAPTER 4

PROCUREMENT OF SYSTEM SERVICES

It is often the solution directly set aside that would have been the right one.

Edouard Michelin (1859 - 1940)

4.1 Introduction

Ancillary services and energy are most of the time provided by the same generating units, and the provision of AS generally reduce the amount of energy that a generating unit can produce, and vice versa. Ancillary services can thus be viewed as an externality of the energy market. To manage externalities, economists recommend using property rights [Boucher et al. (2006)]. Property rights are the rights of an individual to own property and keep the income earned from it. If these property rights are well defined, trade between agents would result in an efficient allocation of the externality [Varian (1999)]. In other words, the externality becomes a constraint or a trade-off opportunity. In addition, Chapter 3 has shown that the cost of providing ancillary services is not negligible. These two reasons motivate the creation of a market for ancillary services to procure system services.
As capacities for energy and AS are physically linked and since AS often involve the production or consumption of energy, markets for energy and ancillary services present numerous similarities, while trying to take into account AS specificities described in Chapter 2. A lot of attention has thus been concentrated on defining pricing mechanisms to coordinate ancillary services with the markets for electrical energy in a centralised unit commitment structure. However, by focusing on centralised pricing and assuming that a spot market combined with bilateral contracts is the best model, one misses some aspects of the AS markets, which are not only crucial but also very different from what one finds in energy markets. Difficult issues that have not received enough attention include for example the procurement of AS in the long-term, a coordinated clearing of markets for energy and reserves with a decentralised unit commitment, or an allocation of the cost of AS that gives proper incentives.

This chapter identifies and discusses eight fundamental issues in the design of markets for ancillary services, namely: (1) choosing the entity responsible for AS procurement (section 4.2); (2) matching demand and supply (section 4.3); (3) choosing the relevant procurement methods (section 4.4); (4) defining the structures of offers and payments (section 4.5); (5) organizing the market clearing procedure (section 4.6); (6) avoiding price caps (section 4.7); (7) providing efficient incentives (section 4.8) and (8) assessing the procurement method (section 4.9). Addressing these eight issues is essential to the development of electricity markets that are not only efficient but also durable. This chapter does not pretend to propose a standard market design, since all market architectures should be tailor-made and evolve over time in relation to the market structure. Instead, it discusses current issues and proposes solutions for most of the features that a market has. In addition, it surveys actual practices in order to illustrate the discussion. This survey complements previous works by, amongst others, Kirby and Hirst (1996), Cali et al. (2001), Arnott et al. (2003), Zhong (2003), Eurelectric (2004) and Raineri et al. (2006).

It is assumed in this chapter that the required quantity and location of each quality of system services have been defined for the various time horizons. The discussion in this chapter is focused on the issues related to the procurement of the required system services.

97 The market architecture describes how the market works (e.g., defining the auction process), while the market structure refers to what is traded and by whom (e.g., a lot of small companies).
Procurement is the act of ensuring the presence in the system of the necessary SS (provided in part with the help of some AS). As general rules, the procurement of system services should [Cali et al. (2001)]: (a) permit participants to recover the investments with enough return; (b) reduce the total cost to consumers of SS; (c) give an incentive to improve the service level; (d) find a price between the value and the cost of the service; (e) have a price setting mechanism with a reasonable transaction cost. The present chapter will mainly discuss the short-term procurement (say up to two or three years), even if most of the concepts are also applicable to long-term procurement.

4.2 Nominating the Entity Responsible of Procurement

The definition and the deployment of system services is a responsibility that falls naturally on the system operator, even if it does not always control directly some of these services, such as the primary frequency control ancillary service (see section 2.3.3.1). On the other hand, the Entity Responsible for Ancillary services Procurement (ERAP) can be either the system operator or some users of the system.

A tempting solution is to put several users of the power system into competition for the procurement of AS. For example, the load-serving entities (LSEs) of PJM must provide frequency control services such as regulation and synchronised reserve in pro rata of their load share [PJM (2008)]. This approach creates some competition between AS buyers and providers, which should result in lower prices. It also implicitly allocates the cost of ancillary services amongst LSEs. However, this approach has three weaknesses. First, the LSEs themselves are not users of AS and therefore do not know the true value of AS. Therefore, this results in an inelastic demand, which may jeopardise the match between supply and demand (see section 4.3). Second, the quantity, quality and location of system services are set by an entity that has no incentive to reduce the demand, because it does not pay for their procurement. Last, imposing such requirement on users can be a barrier to the entry of new competitors if the level of AS required from each participant is too high.

---

98 This list is not exhaustive. For example, increase innovation may also be an objective of the procurement.
Another popular approach is to designate the system operator as the single buyer. This solution solves the problems mentioned above but raises others issues, common to most of regulated activities. First, the SO needs to recover somehow the costs incurred, which is an issue by itself addressed in section 4.8.2. Second, the management rules of the SO have to be transparent in order to ensure a fair treatment of all SS users, whatever their position in the industry (e.g., incumbent or new entrant). Third, as discussed in section 4.8.5, the SO should have enough incentives to optimise its procurement process. In particular, if the TO and the SO are the same entity, this entity should have enough incentives to choose the best procurement processes and not to select only the self-procurement (see section 4.4.1). In conclusion, designating the system operator as the ERAP is probably the most desirable solution if proper incentives are put in place by the regulator.

4.3 Matching Supply and Demand

If supply and demand do not match in the long run as well as in the short run, the market will fail. As shown in Chapter 1, the supply of ancillary services is mostly ensured by generating units. Marginally, other participants also provide ancillary services, such as means of storage that smooth either consumption or generation; consumers that can modulate their consumption upon request or automatically; or transmission owners that help to control voltage with purpose-built equipments. The demand for ancillary services is defined by the system operator and depends on the power system structure (see Chapter 2).

4.3.1 Long-term matching

Ideally, AS markets should provide sufficiently strong signals to trigger investments in new AS capacities and thus ensure in the long run: (a) enough AS to meet demand; (b) a liquid market; and (c) innovative AS resources that are competitive. However, because revenues from AS are highly uncertain and because of the long life of generating assets, no specific incentive scheme has been found yet to encourage efficient investments in AS capacity.

Therefore, the long-term supply of AS is currently ensured through the imposition of connecting conditions on generating units. Still, since AS capabilities deeply rely on the

99 A single buyer can force the providers to supply AS (i.e., the compulsory procurement described in section 4.4).
adequacy of investments in energy generating capacity, which remains an open question in deregulated electricity markets [e.g., see Baldick et al. (2005) or Cramton and Stoft (2005)], the long-term procurement of AS remains an important issue. In addition, connecting conditions are likely to be non-optimal since they somewhat arbitrarily increase energy prices (because they raise the cost of building generating units) and decrease payments for ancillary services (because they artificially increase the supply of AS). Since SOs are generally responsible for both the definition of the connecting conditions\(^{100}\) and the procurement of ancillary services, they are tempted to ask for strict requirements. Indeed, strict requirements are better for the security of the system and do not cost anything to the SO. Lastly, compulsory connecting conditions increase the barrier to entry of new competitors\(^{101}\).

Some solutions alternative to the compulsory connecting conditions have been developed to give specific signal for long-term supply. For example, in France, some geographical areas are declared as voltage-sensitive zones. If a reactive power AS provider supplies its service in one of these areas, it receives an additional remuneration [RTE (2007b)], which thus gives an incentive to invest in reactive power support. In addition, if a SO agrees on a long-term bilateral contract with an AS provider (e.g., following a tendering process), such an agreement gives the AS provider sufficient incentive to invest in new capacities.

It would also be worthwhile to explore the feasibility and desirability of incentives and connecting conditions that would reduce the demand for AS. For example, when intermittent generation such as wind farms represent a significant proportion of the energy mix, more stringent constraints on the output of intermittent generation could reduce the amount of frequency control that would be required otherwise.

### 4.3.2 Short-term matching

An adequate balance between supply and demand of AS in the long-term does not guarantee that the supply and demand of AS will match in the short-term. To cover this risk, the ERAP may rely on self-procurement or on long-term contracts. If hedging is not

\(^{100}\) Most of the time, the legislator defines the connecting conditions. However, it usually follows the technical advice of the system operator.

\(^{101}\) See section 4.9.3 for a short discussion on barriers to competition.
possible, enough incentives should be given to AS providers to offer their capacity in the short-term to make enough AS available (e.g., compulsory minimum participation may be required for a market with an intrinsic concentration problem).

In addition, an elastic AS demand\(^{102}\) is essential (which is possible only when the ERAP is the SO). Indeed, Figure 4.1 illustrates the problem that appears when the supply is insufficient to meet the demand (e.g., when the system is stressed). This figure also shows that some responsiveness, even a small amount, can be enough to match supply and demand, especially when the system is constrained. In practice, demand for AS is usually very inelastic because the criteria used to define the amount of SS usually ignore the cost and the value of AS provision. However, all the system operators that buy AS have implicit non-vertical demand curves because, at some point, they will not accept to pay for additional AS\(^{103}\), even if their explicit demand is most of the time totally inelastic (as shown in section 2.4). Anyway, some SOs have an explicit demand curve. For example, the New York Independent System Operator (NYISO) has a demand curve for secondary frequency control as shown in Figure 4.2 [NYISO (2008)]. In this case, if the supply is larger than the ISO’s target, supply and demand will surely meet. However, this demand curve is very simple and does not reflect the true value of system services. In addition, one could argue that secondary frequency control reserve above its target is worth something (black-outs happen also at night, when frequency control reserves tend to be cheaper, as shown in section 3.5.2). Therefore, this curve could be refined.

\[\text{Figure 4.1: Impact of the demand responsiveness on market clearing}\]

\(^{102}\) A demand is said to be elastic when it is sensitive to the price of the commodity. Note that there would probably be a cross-elasticity (which represents the link between the prices of two commodities) between active power AS and load reduction, supposing that load reduction can be priced through demand-side offers. See Kirschen and Strbac (2004a) for more details about elasticity.

\(^{103}\) This limitation on demand is tightly related to the price caps discussed in section 4.7.
CHOOSING THE RELEVANT PROCUREMENT METHODS

The entities responsible for AS procurement can use various methods to obtain ancillary services, namely: (a) compulsory provision, (b) self-procurement, (c) bilateral contracts, (d) tendering and (e) spot market. Various factors influence the choice of one of these methods over the others. These factors include risk aversion, market concentration, mode of energy and transmission rights trading, costs recovery method, centralised or decentralised AS control (see section 2.3.2), and the type of providers (e.g., loads are likely to prefer bilateral contracts).

4.4.1 Identified procurement methods

Compulsory provision refers to the obligation of a certain class of AS actuators connected to the network (typically large generators) to provide upon request from the TSO up to a certain amount of a given ancillary service. Compulsory provision is “fair” because all the users belonging to a certain class must provide the same absolute or relative amount of ancillary services. However, for the sake of fairness and transparency, the requirements for compulsory provision are often expressed in a manner that does not catch all the complexity of the issue. This simplification has two main consequences. First, the volume of ancillary services provided may exceed what is needed, imposing unnecessary costs on the providers. Second, compulsory provision does not necessarily minimize costs because potentially low-cost providers are treated on the same basis as more expensive ones. Lastly, note that this kind of procurement is possible only when the system operator is the unique ERAP.
Self-procurement makes reference to an ERAP that owns assets susceptible to provide AS. For example, a TSO can install static voltage compensators in its network to provide voltage control (see section 1.6.3).

When an ERAP procures an ancillary service using bilateral contracts, it negotiates with some providers the quantity, quality, price and delivery conditions of the service to be provided. Such negotiations could remove the two problems associated with compulsory provision because only the needed amount is procured and the ERAP can deal only with the cheaper providers. Bilateral contracts for AS are generally traded over-the-counter (OTC), which leads to forward contracts\textsuperscript{104}. However, bilateral contracts have disadvantages. First, since their terms are usually not disclosed to third parties, this form of procurement lacks the transparency that is desirable when one of the parties is a monopoly (e.g., if the SO is the unique ERAP). Second, bilateral negotiations can be long, complex and costly. Third, because of the high transaction cost of bilateral contracts, price and volume are often fixed for a long time, especially for OTC transactions. This will inevitably be detrimental to one of the parties if market conditions change, which is the case for AS. Section 3.4.1 shows that the cost of frequency control AS varies a lot over two successive days. However, bilateral contracts are very important in electricity markets because they allow participants to hedge against risk\textsuperscript{105}, especially with option contracts, and the cost of transaction may be offset by this mean. Nevertheless, if too large a part of the market is based on long-term bilateral contracts, it may be a barrier to the entry of new participants.

The fourth and fifth procurement methods involve the development of a tendering process or the creation of a spot market. Drawing a line between these two methods is not always easy. Here, the term spot market is used to denote a market where standardised products with a short delivery (i.e., one week or less) are exchanged (see section 1.3.1). A tendering process involves less standardised products with a longer duration. Both methods enhance transparency and foster competition. On the down side, they have high data management costs and may facilitate the manipulation of the market by some participants. Furthermore, a pure spot market for AS is unlikely to be implemented because markets respond too slowly. In other words, the ERAP will never be able to buy AS instantly.

\textsuperscript{104} Bilateral contracts can also be traded in an organised market, where contracts are standardised and called future contracts. Note that a market trading short-delivery futures is close to the spot market (see section 1.3.1).

\textsuperscript{105} Note that when risk diminishes, investments are eased.
4.4 CHOOSING THE RELEVANT PROCUREMENT METHODS

Therefore, an AS spot market is in reality a future market with products with short deliveries and short durations. AS markets are thus incomplete\(^{106}\), like electrical energy-only markets [Wilson (2002), Boucher et al. (2006)].

Table 4.1 summarizes for each procurement method some of the perceived advantages (+) and disadvantages (−). This grading is subjective and thus may change from a market participant to another. Moreover, advantages and disadvantages will be affected by the duration of the contracts. Table 4.1 shows that no method is superior to all the others. Furthermore, the importance of each parameter varies across jurisdictions (e.g., a market designer may give more importance to a procurement method that facilitates entrance of new participants, whereas another designer may prioritise market transparency). In particular, a market design relying on bilateral contracts associated with a spot market is not necessarily the best solution. As various methods are complementary, market designers are likely to choose a mix of methods, as shown in section 4.4.2.

<table>
<thead>
<tr>
<th>Table 4.1: Parameters influencing the choice of AS-procurement method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Compulsory provision</strong></td>
</tr>
<tr>
<td>Mitigate the influence of dominant players</td>
</tr>
<tr>
<td>Facilitate entrance into the market of new AS providers</td>
</tr>
<tr>
<td>Hedge against risk</td>
</tr>
<tr>
<td>Lower transaction costs</td>
</tr>
<tr>
<td>Secure enough AS</td>
</tr>
<tr>
<td>Increase the global welfare</td>
</tr>
<tr>
<td>Increase market transparency</td>
</tr>
<tr>
<td>Recognize the externality of AS</td>
</tr>
<tr>
<td>Integrate demand response as an AS</td>
</tr>
</tbody>
</table>

\(^{106}\) A complete market is a market in which every contingency can be negotiated. In other words, “there is a forward market for every commodity at every date”, as formulated by Mas-Colell et al. (1995), p. 745.
4.4.2 Procurement methods in practice

Table 4.2 summarizes the procurement methods chosen for the different types of ancillary services in various systems as of October 2006. As shown in section 2.3.4.1, the services used for tertiary control not related to the balancing mechanism are numerous and differ significantly from system to system. Useful comparisons are therefore not possible, so these ancillary services have not been included in Table 4.2. Primary frequency control is the ancillary service for which the widest choice of procurement methods exists. A compulsory provision for this service has the advantage of fulfilling an intrinsically homogeneous geographical repartition. Secondary frequency control is never compulsory and only France uses bilateral contracts. Sweden and Great Britain do not use this service, while other countries rely on more competitive procurement methods. By definition, the basic voltage control service is always compulsory. Bilateral contracts and tendering are the preferred trading methods for enhanced voltage control. No spot market for basic or enhanced voltage control has been put in place yet because these services are very local and therefore highly susceptible to the exercise of market power.

<table>
<thead>
<tr>
<th>Service</th>
<th>Compulsory provision</th>
<th>Bilateral contracts</th>
<th>Tendering process</th>
<th>Spot market</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary frequency control</td>
<td>ES, PJM</td>
<td>AU, FR, NZ</td>
<td>DE, GB, NZ, SE</td>
<td>AU, NZ</td>
</tr>
<tr>
<td>Secondary frequency control</td>
<td></td>
<td>FR</td>
<td>DE, NZ</td>
<td>AU, ES, PJM</td>
</tr>
<tr>
<td>Basic voltage control</td>
<td>AU, ES, DE, FR, GB, NZ, PJM, SE</td>
<td>FR, NZ</td>
<td>GB</td>
<td>-</td>
</tr>
<tr>
<td>Enhanced voltage control</td>
<td></td>
<td>FR, DE</td>
<td>AU, ES, GB</td>
<td>-</td>
</tr>
</tbody>
</table>

107 See Table 2.3 in section 2.3.4 for basic information on systems and the signification of the abbreviations. In addition to personal communications and the websites of the market and system operators, the following references were particularly used: AU: NEMMCO (2001), NEMMCO (2004); DE: E.ON (2005), BDEW (2007a); ES: Spanish industry and energy department (1998), Spanish industry and energy department (2000), OMEL (2005); FR: RTE (2004), French economic and industry department (2005), RTE (2007b); GB: National Grid (2008b), National Grid (2008c); NZ: Electricity Commission of New Zealand (2004), NZIER (2005), Electricity Commission of New Zealand (2005); PJM: PJM (2005a), PJM (2005b), PJM (2008); SE: SvK (2005).
4.5 Defining the Structures of Offers and Payments

The *structures of bids* are related to the scoring and clearing processes, while the *structures of payments* are related to the settlement process. A good price structure helps send correct price signals to the participants. It also ensures that costs are recovered efficiently. As guidelines, an efficient structure of payment should reflect as closely as possible the various costs that a provider of services may incur, while avoiding double accounting [Cali *et al.* (2001)], and staying simple enough to be practical. Indeed, if the structure of remuneration increases in complexity, recovery of cost would be a priori more efficient, but it would also be more difficult to choose the best offer because the theory of multi-dimensional auctions is complicated, even for two-part offers [Chao and Wilson (2002)]. As usual, the principal issue is to find the most appropriate balance. For example, paying separately the meals in a plane and the cost of the flight may be more efficient than paying an all-in-one flight ticket. Indeed, budget travellers may prefer to buy a cheaper ticket and to bring their own sandwich rather than to purchase a more expensive bundle ticket. On the other hand, separating the costs of the crew, the fuel and the plane does not bring a lot of advantages to consumers.

4.5.1 Identified structures of offers and payments

Ancillary services cannot be remunerated in the same manner as the classical electrical energy product (i.e., MWh). For example, a generator that is part-loaded in order to provide frequency control expects to get a payment for the service, even if it is not actually called during the period considered. In the scientific literature, most of the discussions on structures of offers and payment of AS are concentrated on three components, namely capacity, utilisation and opportunity cost [e.g., Hao and Papalexopoulos (1997), Singh (1999), Oren (2001), Chao and Wilson (2002), Chicco and Gross (2004) or Galiana *et al.* (2005)]. The literature also proposes innovative components [e.g., Doherty *et al.* (2005)]. In addition, some systems like Great Britain have adopted additional components, as shown in section 4.5.2. This section discusses six identified structures for offers and payments that are used in practice or have been proposed in the literature, namely: (a) a fixed allowance, (b) an availability price, (c) an utilisation payment, (d) a payment for the opportunity cost, (e) an utilisation frequency payment, and (f) a price for kinetic energy.
A fixed allowance is paid to the provider in every instance. For example, a synchronous condenser is generally remunerated even if it is not synchronised. An availability price is paid only when the unit is in a “ready-to-provide” state (e.g., a part-loaded generator that provides secondary frequency control). Therefore, the purpose of the fixed allowance is to compensate the provider for the fixed costs (e.g., investment in equipment), while the availability price compensates for the variable cost to maintain the unit in a “ready-to-provide” state (e.g., additional staff or energy costs). The separation between fixed allowance and availability payment may be blurred easily, so the fixed allowance is often included in the availability payment in the literature. However, the separation may be useful, especially for AS with a low operating cost. For example, the industry uses fixed allowance payments for voltage control service (see section 4.5.2). On the other hand, using both a fixed allowance and an availability payment introduces more easily a double accounting than a single payment does. Furthermore, it is sometimes complex to separate an availability price for two different ancillary services. For example, it is hard to split the cost of a generator exciter between active and reactive power AS, as shown in section 3.2.2.

An utilisation payment remunerates the actual delivery of the service. To use economic language, availability and utilisation payments can be considered as an option fee and a strike price, respectively. More specifically, an AS with this payment scheme is equivalent to a swing option because the SO can usually exercise it several times (see section 1.3.1). However, ancillary services with availability payments are different from standard financial options, because their goal is not to provide a financial hedge, but to fulfil preset standards for a “security hedge” [Singh (1999)]. Secondary frequency control is a very good example of AS with both availability (e.g., in €/MW/h) and utilisation payments (e.g., in €/MWh), because the TSO can exert or not its option on the available capacity through the regulation signal sent to the generating unit (see section 2.3.3.1). An utilisation payment should consider the amplitude of delivery of the service. For example, an utilisation spike has often a stronger impact on the provider than a continuous utilisation does. Figure 4.3 shows two different utilisations, which are however usually entitled to the same utilisation payment because both energy integrals are equal.
4.5 DEFINING THE STRUCTURES OF OFFERS AND PAYMENTS

In addition to availability and utilisation payments, the payment of the opportunity cost has been identified for a long time by the community as an important allowance [Hirst and Kirby (1997)]. As presented in section 3.2.2, the opportunity cost represents the profit that the provider would have made if it had sold other products (e.g., energy) instead of supplying the service. Note that to compute the opportunity cost, the supply curves of units have to be provided, which is not popular in markets with decentralised unit commitment. In addition, it is usually assumed that the energy price would not change if the unit were economically dispatched without providing any AS. This assumption is a good approximation only when the liquidity of the market is sufficient.

An utilisation frequency payment is based on the number of calls to provide a service over a given period of time. It thus reflects the extra costs that may be incurred each time the service is called upon. For example, an event fee is used in New Zealand (in NZ$/event). In case of a large disturbance, the user that triggers the disturbance pays an event fee, which is thus a penalty (see section 4.8.5). This fee is then split amongst the participants that need to be rewarded [Electricity Commission of New Zealand (2005)].

A price for kinetic energy (e.g., in €/MWs) remunerates the quantity of kinetic energy made available to the system [Doherty et al. (2005)]. This innovative approach recognizes that machines with high inertia (and thus with a high kinetic energy) reduce the rate of change of frequency\(^{108}\) (but still cannot stabilize it durably). In fact, a power system must have a maximum rate of change of frequency (in Hz/s) following a contingency, so the participants reducing this rate of change of frequency should be remunerated. However,

\(^{108}\) High inertia is characterised by a large \(I\) and thus a large \(d^2\omega_m/dt^2\) in equation (1.2) of section 1.4.1.
although interesting, this approach is probably practical only in small interconnected systems that are much more sensitive to the stored kinetic energy (e.g., Ireland) than large interconnected systems are (e.g., the UCTE).

### 4.5.2 Structures of offers and payments in practice

In practice, only a few payment components are actually chosen, depending on the ancillary service considered, because the costs incurred are different (see Chapter 3). The timing of markets (see section 4.6.6) and the information available also enter into account (e.g., the opportunity cost is difficult to compute in a market with decentralised unit commitment). Table 4.3 shows the structures of payment chosen across various systems as of October 2006 (see p.195). For primary frequency control, an availability payment is in most cases the only type of remuneration because it operates continuously and the additional amount of energy it requires is considered negligible. The opportunity cost is not considered either, whereas the primary frequency control may cause such a cost. In three of the six systems that use secondary frequency control, both availability and utilization are remunerated. However, energy savings obtained when the output of a generator is reduced are subtracted from the additional energy used when this generator increases its output (see section 4.5.3).

Fixed and availability remunerations are favoured for basic and enhanced voltage controls. Except in Great Britain, New Zealand and Spain, the actual use of reactive power through the voltage control is not remunerated, so the utilisation cost of reactive power does not seem to be considered as significant. Voltage control is not remunerated at all in Sweden. The active power used when generators work in synchronous compensator mode is remunerated in Australia, France, PJM and Spain. Opportunity costs are not widely used, probably because they are more difficult to compute and they may be included in availability payments when a long period is considered (e.g., a week or more).

The structure of the offers is often identical to the structure of the payments, but some differences can appear. First, a payment component may be indexed on another market instead of being explicitly defined in the bidding process. For example, the utilisation payment of an active power AS can be based on the energy-only spot market. Second, the structure of an offer may be more complex than the structure of a payment. For example, it can be desirable to have different offer prices for different conditions of utilisation of an AS provider. However, the price of payment is unique for this provider. In
practice, providers often provide an offer curve. For example, Australian generators can offer up to ten frequency control AS price bands depending on the output of the given generator (see Figure 4.4) [NEMMCO (2001)]. In Great Britain, an equivalent system is used for reactive power AS, where up to six price bands are possible (see Figure 4.5) [National Grid (2008c)].

Table 4.3: Structures of payment chosen across various systems as of October 2006

<table>
<thead>
<tr>
<th>Function</th>
<th>Fixed</th>
<th>Availability</th>
<th>Utilisation frequency</th>
<th>Opportunity cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary frequency control</td>
<td>GB</td>
<td>AU, DE, FR, GB, NZ, SE</td>
<td>GB, GB, NZ</td>
<td>-</td>
</tr>
<tr>
<td>Secondary frequency control</td>
<td>-</td>
<td>AU, DE, FR, PJM, ES</td>
<td>DE, ES, FR</td>
<td>PJM</td>
</tr>
<tr>
<td>Basic voltage control</td>
<td>FR, GB, NZ, PJM</td>
<td>FR, GB, NZ</td>
<td>GB, NZ</td>
<td>PJM</td>
</tr>
<tr>
<td>Enhanced voltage control</td>
<td>FR, GB</td>
<td>AU, ES, FR, GB</td>
<td>ES, GB</td>
<td>AU, DE</td>
</tr>
</tbody>
</table>

Figure 4.4: Representation of the generic frequency control ancillary service trapezium used in Australia. Based on NEMMCO (2001)
4.5.3 Price sign and symmetry

Beyond the number of parameters to consider in the price structure, another interesting issue is the price sign (i.e., positive or negative price) and the price symmetry (i.e., down and up services with same prices). For example, if a unit provides secondary frequency control, shall it pay or be remunerated for reducing its output when the regulating signal requires it? Indeed, the SO may argue that in such cases this unit saves money by not producing power (so the unit should pay back), whereas the producer may argue that this reduction helps maintain the system in a secure state (so the unit should be paid). In the case of reactive power, the question is even harder, since both production and absorption can be paid or charged, depending on the state of the network (i.e., whether the voltage is higher or lower than desired). To achieve maximum flexibility in offers and hence enhance competition, it is probably best to avoid placing any constraint on the sign of the price or requiring pricing symmetry.

4.6 Organizing the Market Clearing Procedure

The market clearing process matches supply and demand by setting the prices and the amounts traded. Self-scheduled AS providers are not considered here, since they do not participate directly in the price discovery process resulting from the market clearing.
This section discusses the main features that a clearing procedure must have: (a) the *structure of the market* can be either centralised or decentralised (section 4.6.1); (b) various *types of auctions* are possible. Auctions define how the offers must be made (section 4.6.2); (c) *scoring*, i.e. ranking offers in a way that encourages truthful bidding and an efficient choice (section 4.6.3); (d) because the various AS are correlated with each other and with energy, *coordinating the various markets* is necessary (section 4.6.4); (e) there are still differences of opinion about the best *settlement rule*, in particular on the choice between discriminatory and uniform prices across AS products, and between the zonal and nodal approaches (section 4.6.5); lastly, (f) *timing of the market events* such as clearing, closure of demand and offers, as well as duration of contracts have to be chosen carefully (section 4.6.6).

### 4.6.1 Structural arrangement

With a *centralised unit commitment*, the market (usually called “pool”) is cleared by a unique entity. In pool energy-only markets, which are popular across the United States, participants provide bids and offers. Then, the system operator directly commits and dispatches the producers. Therefore, this approach favours links between AS and other products such as energy. For example, the opportunity cost can be calculated easily. However, markets with a centralised unit commitment are deemed to be opaque because the clearing process is quite complex. In addition, bidders have to provide a lot of information and this system hardly takes into account all the variables of the system.

On the other hand, a *decentralised unit commitment* may be adopted. In this system, which is popular across Europe, participants propose bids and select offers directly in the market. Therefore, a global co-optimisation is difficult since participants buy and sell independently from each other. Instead, each participant does its own co-optimisation with its assets. Therefore, the dispatching is *a priori* less efficient, but participants in the market are able to take more parameters into account. Note that the decentralised arrangement described here can use centralised markets (usually called “exchanges”) as described in section 1.3.1.

To probe further, CER (2003) discusses in more details advantages and drawbacks of pool and power-exchange markets.
4.6.2 Types of auction

By setting the rules for submitting and matching bids and offers, an auction helps determine the value of a commodity that has an undetermined or variable price. More precisely, in the case of ancillary services, the auctioneer wants to reveal the marginal cost of AS providers for each cost component. In economics, various auctions are available, depending on the problem considered. Section 4.6.2.1 discusses the general categories of auctions, while section 4.6.2.2 introduces the usual auctions and section 4.6.2.3 examines the most appropriate arrangement for AS procurement.

4.6.2.1 Principal categories of auctions

First, auctions can be *private-valued* or *common-valued*. In a private-value auction, the good (e.g., a painting) has a different value for every participant. In a common-value auction, the good (e.g., off-shore drilling rights to extract oil) has an identical value for all the participants, even if the estimate of each participant may vary. In this latter type of auctions, the optimal strategy for participants is to bid less than their estimate value in order to avoid an overvaluation that would lead to a financial loss. The difference between the amount that the winner paid and the next lower bid of an auctioned good is often referred as the Winner’s curse [Varian (1999)]. Auctions for ancillary services can be either private-valued or common-valued depending on the size of the market considered. Indeed, the value of frequency control services would be higher in a part of the system with high AS requirements than in a less demanding part. However, a perimeter can be found where AS have a common value.

Second, an auction can be *single-sided* or *double-sided*. In the former type, only one buyer or one seller wants to acquire or sell the good. In the latter type of auction, several buyers and sellers participate in the auction. As highlighted in section 4.2, the AS buyer(s) for a given zone can be either unique (e.g., the SO) or several (e.g., users with AS requirements). Therefore, single-sided and double-sided auctions are both possible for AS. Even if solutions based on the unique buyer are popular, SOs may compete against each other to buy AS across interconnected systems, as discussed in section 2.5. Therefore, the procurement of ancillary services is likely to move towards a double-sided auction in the long-term.
Third, *single-unit* and *multiple-unit* auctions are possible. Single-unit auctions deal solely with identical goods (e.g., buying 1 000 iPods). This type of auctions is the simplest and benefits from a lot of analysis [Varian (1999)]. On the other hand, differentiate goods are traded in multiple-unit auctions (e.g., buying 100 second-hand cars). Unfortunately, properties of single-unit auctions cannot be extended to multiple-unit auctions [Staropoli and Jullien (2006)]. Therefore, multiple-unit auctions are much harder to deal with and no hasty conclusion should be drawn when dealing with such auctions. AS auctions can be either single- or multiple-unit, depending on the differentiation possible between AS providers (see section 2.3).

Lastly, auctions can also be categorised by their settlement rule. In particular, *discriminatory auction prices* and *uniform prices* are two important settlement rules that differentiate auctions. Section 4.6.5 discusses in details settlement rules.

### 4.6.2.2 Usual auction methods

Commenting on auction design, Klemperer (2002) states that “one size does not fit all”, because an auction helps to answer to a specific need. For example, an auction that is used to trade private-valued multiple-unit goods is not necessarily efficient for common-valued single-unit goods. In practice, some types of auction are often used. The usual types of auction presented in this section are English, Dutch, sealed-bid first-price and Vickrey. From these usual auctions, different variants are possible.

In an *English auction*, participants increase their price gradually from a minimum price, called the reserve price. The highest-price bidder takes the good. English auctions can be used for both single-unit and multiple-unit auctions, and are Pareto efficient as soon as the reserve price is below the clearing price. The *Japanese auction* is a variant of the English auction. In such a system, participants are able to enter or to leave the auction at any time, in a similar way as in a poker game. For a single-sided AS auction (e.g., the ERAP is unique), an English auction would not be practical, since this type of auction is designed for several buyers. However, this auction may be of interest in the case of a double-sided auction. For example, an AS provider would propose a given quality of service with a reserve price. The different ERAPs would then raise their biddings up to no more than the value that they attach to this service.
In a *Dutch auction*, a price is given by the auctioneer and then the price is decreased by steps until a buyer is interested. Dutch auctions have the advantage of being very fast. An AS auction based on a modified Dutch auction may be imagined as follows. The ERAP would propose to buy a given quality of ancillary service from AS providers. The ERAP would start with the highest price that it would be ready to pay for and then AS providers would manifest their interest. As long there would be an AS provider interested, the price of the contract would decrease by step. The last AS provider to accept would win the AS contract. However, such a system may not be Pareto efficient because it is not guaranteed that the latest accepted price be the lowest price that the AS provider was ready to accept.

In a *sealed-bid auction* (also called Yankee auction or sealed-bid first-price auction), all the participants make a bid (or an offer) at the same time. The best bid takes the good and pays as bid. This type of auction is commonly used in tendering processes in the construction in industry. Lastly, this auction is applicable to both multiple-unit and single-unit procurements, but it is often not Pareto efficient. In fact, “no buyer knows other buyers’ valuations, so the highest valuation buyer may bid too low and lose to another bidder” [Bergstrom (1999)]. A system for ancillary services is easily imagined in which the ERAP would call to tender the AS providers. The AS providers would submit their offers, then the ERAP would select the best ones.

Lastly, a *Vickrey auction* (also called philatelist auction or sealed-bid second-price auction) is similar to a sealed-bid auction except that the winner pays the second highest bid. These auctions, which theoretically lead to the same result as English auctions but in a one-round auction [Varian (1999)], are related to single-unit auctions. In the case of multiple-unit auctions, the Vickrey-Clarke-Groves (VCG) auction may be used instead. In a *VCG auction*, each bidder divulges the value of each combination of items (in the particular case of products of the same quality, the bid is a demand curve). The bids are then selected by the auctioneer in order to maximize the global value. Then, the winner of each bid pays the value of its bid minus the added value of its bid. The added value of a bid is calculated by subtracting the maximized global value without the bidder from the actual maximized global value [Pekeč and Rothkopf (2004)].

---

109 The Dutch auction holds its name from the Dutch markets where this auction is used to trade cheese and flowers [Varian (1999)].

110 A variant of this auction is possible with a uniform pricing, e.g., based on the last accepted offer or the first rejected offer.
An illustrative example of a VCG auction is given in Table 4.4. In this example, by granting the product \{a\} to bidder 1 and the product \{b\} to bidder 2, the global value is maximised (30 €). Table 4.5 gives a second example, where bidder 1 evaluates highly product \{a\} at 1 000 €. However, the product allocation and bidder 1’s payment are the same as in example 1. On the other hand, bidder 2 will receive money in this case, whereas the seller is unlikely to pay for selling its good\(^{111}\). In practice, such a case can happen if the two bidders collude and share the benefits of this strategy. This simple example thus shows the main flaw of VCG auctions: they are revenue deficient. Therefore, VCG auctions are rarely used in practice [Pekeč and Rothkopf (2004)]. Furthermore, Rothkopf (2007) lists thirteen reasons why VCG auctions are not practical. Note however that the VCG auction differs from the Groves-Clarke tax described in section 2.4.4\(^{112}\).

**Table 4.4: Example 1 of a Vickrey-Clarke-Groves auction**

<table>
<thead>
<tr>
<th>Bids</th>
<th>{a}</th>
<th>{b}</th>
<th>{a,b}</th>
<th>Gets</th>
<th>Pays</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidder 1</td>
<td>12 €</td>
<td>6 €</td>
<td>20 €</td>
<td>{a}</td>
<td>12-(30-25) = 7 €</td>
</tr>
<tr>
<td>Bidder 2</td>
<td>3 €</td>
<td>18 €</td>
<td>25 €</td>
<td>{b}</td>
<td>18-(30-20) = 8 €</td>
</tr>
</tbody>
</table>

**Table 4.5: Example 2 of a Vickrey-Clarke-Groves auction**

<table>
<thead>
<tr>
<th>Bids</th>
<th>{a}</th>
<th>{b}</th>
<th>{a,b}</th>
<th>Gets</th>
<th>Pays</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidder 1</td>
<td>1 000 €</td>
<td>6 €</td>
<td>20 €</td>
<td>{a}</td>
<td>1 000-(1 018-25) = 7 €</td>
</tr>
<tr>
<td>Bidder 2</td>
<td>3 €</td>
<td>18 €</td>
<td>25 €</td>
<td>{b}</td>
<td>18-(1 018-20) = -980 €</td>
</tr>
</tbody>
</table>

### 4.6.2.3 Selecting the appropriate auction method

Table 4.6 summarizes some features of the described auction methods. English and Dutch auctions are multiple-round auctions, while sealed-bid first-price and Vickrey are single-round auctions. All auctions are Pareto efficient under particular conditions, but only the Vickrey auction gives incentives to buyers to reveal their true value for a good, even in an

\(^{111}\) Note that sellers are sometimes ready to pay to get rid of their goods, especially when the goods cannot be stored anymore (e.g., electricity or perishable products).

\(^{112}\) For example, a VCG auction helps determine the price of each product, whereas the cost allocation is pre-determined in the Clarke-Groves tax system.
imperfectly competitive market [Chao and Wilson (2002)]. However, all auctions are vulnerable to collusion or strategic behaviour [Varian (1999)]\(^{113}\).

The desirable features for an AS auction are highlighted in bold. In fact, AS auctions are multiple-unit, as explained in section 4.6.2. In addition, it is desirable to have an auction both Pareto- and revenue-efficient and that helps to reveal the true value of the good. Lastly, single-round auctions are easier to manage in real-time than multiple-round auctions, so they should be preferred. It is clear from Table 4.6 that none of the proposed auction methods fulfils all the requirements. In practice, sealed-bid auctions (first-price or uniform-price) are very popular across systems to procure ancillary services, because they are convenient for the procurement methods preferred by participants, i.e. tendering processes and spot markets (see section 4.4). However, despite their interesting features, the Vickrey and VCG auctions do not seem to be used because they are unpractical. Nevertheless, Chao and Wilson (2002) propose a market design for spinning reserves based on Vickrey and VCG auctions.

In conclusion, sealed-bid first-price auctions are probably the best trade-off so far. However, stakeholders have to keep in mind that such auctions do not guarantee the Pareto efficiency and do not reveal the true value of AS, so they are likely to send incorrect signals to the market. The possibility of non-efficient prices is even higher because markets for ancillary services usually involve an oligopoly and repetitive auctions. Participants have thus time to understand the market and the gaming possibilities [Staropoli and Jullien (2006)].

<table>
<thead>
<tr>
<th>Auction method</th>
<th>Single/ Multiple-unit</th>
<th>Single/Double-side</th>
<th>Pareto efficient</th>
<th>Revenue efficient</th>
<th>Help to reveal true value</th>
<th>Single/ multiple-round</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Both</td>
<td>Both</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Multiple</td>
</tr>
<tr>
<td>Dutch</td>
<td>Both</td>
<td>Both</td>
<td>Yes(^{114})</td>
<td>Yes</td>
<td>No</td>
<td>Multiple</td>
</tr>
<tr>
<td>Sealed-bid first-price</td>
<td>Both</td>
<td>Both</td>
<td>Yes(^{114})</td>
<td>Yes</td>
<td>No</td>
<td>Single</td>
</tr>
<tr>
<td>Vickrey</td>
<td>Single</td>
<td>Both</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Single</td>
</tr>
<tr>
<td>VCG</td>
<td>Multiple</td>
<td>Both</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Single</td>
</tr>
</tbody>
</table>


\(^{114}\) Pareto efficiency can actually be hard to reach in practice.
4.6.3 The scoring problem

To select an offer over another, both have to be classified, e.g. by giving them a score\(^{115}\) (e.g., expressed in monetary value). This score should be calculated in a way that induces truthful bidding by participants [Bushnell and Oren (1994)] and, obviously, that leads to the appropriate result (i.e., the scoring should lead to the optimum solution according to the selected objective function\(^{116}\)). The barriers to appropriately score ancillary services are namely: (a) the different technical qualities of products because it makes the products harder to compare (see Chapter 2); (b) the composite structures of offer and payment, which make offers dependent of the utilisation and also make offers harder to compare (see section 4.5); and (c) the strongly variable non-linear costs of ancillary services as function of time and demand, which makes the scoring of offers sensitive to time and demand (see Chapter 3). As usual, a trade-off has thus to be found between an overly simple solution, which can be totally inefficient [Wilson (2002)], and a non-practical mechanism.

To score offers while trying to minimize its procurement cost, the ERAP must take into account both the price and the probability of AS utilisation. This presents two difficulties. First, the optimisation problem introduces AS prices (i.e., the dual variables) into the primal problem, which makes the optimisation problem much harder to solve [O’Neill et al. (2006)]. Though, Luh et al. (2006) have proposed recently an optimisation algorithm that overcomes this difficulty by updating the Lagrangian multiplier in an iterative process, i.e. in a similar way as the price decomposition\(^{117}\). Second, taking into account the probability of AS utilisation may favour gaming. For example, some units may lower their utilisation offers and increase their availability payments to increase their profits [Singh (1999)]. To avoid such gaming, Chao and Wilson (2002) have proposed a new scoring method for active power AS. The idea is to force providers to reveal their true energy marginal cost through a Vickrey auction (see section 4.6.2.2). For the settlement, the opportunity cost of the various energy offers constitute the availability payment, and energy is paid at the lowest unused energy offer.

\(^{115}\) Note that the scoring should also include a tie-breaking feature that separates two bids with the same score. Defining this rule is a relatively easy task if bids can be split.

\(^{116}\) As explained in section 2.2.3, the ERAP can either minimize the procurement cost (method also known as the rational buyer approach) or maximize the global welfare. Both objective functions are dependent on the settlement method chosen. Various settlement methods are described in section 4.6.5.

\(^{117}\) See section 3.3.5.1 for an introduction to the primal and dual problems and to the price decomposition method.
The main down side of scoring AS in the perspective of minimizing the procurement cost is to ignore the value that AS (and thus SS) have for system users. If the perspective of global welfare maximization is adopted, the ERAP has to take into account the value of ancillary services in addition to their procurement cost. However, including the value in the scoring is complex, as shown in section 2.2.1. Therefore, most of the practical methods are limited to the procurement cost minimization.

4.6.4 Coordination of the different markets

Once a type of auction and a scoring method have been defined, it is possible to collect the AS offers, rank them and then to select the best offers. However, AS are an externality of the electrical energy-only market. For example, if a generator provides reserves for frequency control, it cannot sell all its capacity on the electrical energy-only market. On the other hand, if a generator is committed through energy dispatch, it is then able to provide reactive power support. A direct consequence of this feature is that AS prices and energy prices will interact. This statement can even go further concerning transmission: financial transmission rights and AS prices are likely to interact because active power ancillary services have similar geographic constraints as energy products do. In fact, the ERAP may want to secure enough transmission capacity in order to have an efficient AS provisioning. More specifically, AS are a production externality of the energy-only market because the volume or the price of AS will not change the amount of electrical energy bought on the market [Varian (1999)].

Since AS are an externality of other products such as energy and because several AS products exist (see section 2.3), AS auctions have to be coordinated. In independent merit-order auctions, each ancillary service auction is cleared independently. However, because an AS provider can generally provide several AS products, this approach may lead to infeasible solutions. Therefore, sequential auctions (also called cascading clearing) have been defended in the early designs of market for frequency control AS [Hirst and Kirby (1997), Singh (1999)]. With this method of coordination, AS are provided in a prioritised manner. Once an AS is bought, the capacity of the successful provider of this service for the following AS auction

---

118 However, because of their local effect, reactive power AS have stronger geographical constraints than active power AS do. See section 1.5 for more details.

119 See for example Baldick et al. (2005) about product substitution.
is reduced. However, this approach suffers from some flaws, in particular price reversals, illustrated by the infamous failure of the Californian AS market at the end of the 1990s [Brien (1999), Oren (2001)]\(^{120}\). Since then, it has been recognised that simultaneous auctions have to be in place for AS and energy-only markets [e.g., Yan and Stern (2002), Ma \textit{et al.} (2003), Baldick \textit{et al.} (2005) or Galiana \textit{et al.} (2005)].

To illustrate the flaws of independent and sequential clearing, consider a simple example. Two ancillary services called AS 1 and AS 2 are considered. The SO is the only ERAP and has to buy 100 units of each to meet its reliability criterion through a classical sealed-bid auction, as illustrated in Table 4.7 (i.e., inelastic demand). Two AS providers propose their capacities as shown in Table 4.8. In order to select the providers, the ERAP performs three auctions. The first auction is based on an independent merit-order, the second auction is sequential\(^{121}\) (starting with AS 1) and the last auction is simultaneous. In all auctions, the objective function of the ERAP is to minimize the procurement cost, subject to the constraint of meeting the demand (i.e., the rational buyer behaviour). The results of the three auctions are given in Table 4.9. It is clear that the simultaneous clearing gives the best results. Indeed, the sequential market clearing, although giving a feasible solution, depends on the clearing order. An optimal solution is thus not guaranteed.

However, simultaneous auctions between AS and energy-only markets raise some practical difficulties. First, the feasibility of AS simultaneous auctions depends on the choices for the electrical energy-only market design. In particular, the choice between a pool and a power exchange market is very important\(^{122}\). In fact, simultaneous auctions are easier to implement in pool systems than in exchanges, since a unique entity controls the whole system. Second, from a technical point of view, the optimisation problem has to be feasible. Simultaneous auctions require a large amount of data, which may be too large for an efficient clearing. For example, finding the optimum between AS offers and the active and reactive power losses in real-time is computationally demanding. Third, simultaneous

\(^{120}\) A price reversal is said to appear when an ancillary service of lower quality is more expensive than another of higher quality. Further in this section, the example of Table 4.9 illustrates such a price reversal. As a practical example, during the Californian crisis, the price of non-spinning reserve was more expensive than the price of spinning reserve, whereas spinning reserve should be more expensive to provide than non-spinning (see section 2.3.4.1 for the vocabulary of reserves).

\(^{121}\) We consider here a supply (or product) substitution, i.e. the supply for a lower quality AS can be substituted by a higher quality AS. In the case of a demand substitution, the demand for a lower quality AS can be substituted by a higher quality AS [Oren (2001)].

\(^{122}\) See section 4.6.1 for a short discussion between pools and exchanges.
auctions are much less transparent than independent or sequential auctions, whereas participants usually prefer transparent processes. Fourth, it could be argued that it would be better to co-optimize the products over long periods of time to obtain better results. Indeed, transmission and generation capacity investments have an impact on the cost of ancillary services. However, such a long-term optimization is likely to be difficult to implement in a liberalized environment.

In practice, short-term simultaneous auctions are performed in PJM (secondary frequency control, synchronised reserves and energy together) and Australia (primary frequency control, secondary frequency control and energy together). The other surveyed systems have adopted independent or sequential auctions and each participant co-optimizes individually its portfolio.

Table 4.7: Parameters of the demand in the considered examples of market coordination

<table>
<thead>
<tr>
<th>Product</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS 1</td>
<td>100 u</td>
</tr>
<tr>
<td>AS 2</td>
<td>100 u</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>200 u</strong></td>
</tr>
</tbody>
</table>

Table 4.8: Parameters of the offers in the considered examples of market coordination

<table>
<thead>
<tr>
<th>Bidder</th>
<th>Capacity</th>
<th>Product</th>
<th>Volume</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidder 1</td>
<td>100 u</td>
<td>AS 1</td>
<td>100 u</td>
<td>5 €/u</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AS 2</td>
<td>100 u</td>
<td>15 €/u</td>
</tr>
<tr>
<td>Bidder 2</td>
<td>100 u</td>
<td>AS 1</td>
<td>100 u</td>
<td>100 €/u</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AS 2</td>
<td>100 u</td>
<td>300 €/u</td>
</tr>
</tbody>
</table>

Table 4.9: Result of the clearing processes in the examples of market coordination

<table>
<thead>
<tr>
<th>Auction</th>
<th>Product</th>
<th>Provider</th>
<th>Volume</th>
<th>Price</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent</td>
<td>AS 1</td>
<td>Bidder 1</td>
<td>100 u</td>
<td>5 €/u</td>
<td>500 €</td>
</tr>
<tr>
<td></td>
<td>AS 2</td>
<td>Bidder 1</td>
<td>100 u</td>
<td>15 €/u</td>
<td>1 500 €</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>-</td>
<td>-</td>
<td><strong>200 u</strong></td>
<td></td>
<td><strong>Infeasible solution</strong></td>
</tr>
<tr>
<td>Sequential</td>
<td>AS 1</td>
<td>Bidder 1</td>
<td>100 u</td>
<td>5 €/u</td>
<td>500 €</td>
</tr>
<tr>
<td></td>
<td>AS 2</td>
<td>Bidder 2</td>
<td>100 u</td>
<td>300 €/u</td>
<td>30 000 €</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>-</td>
<td>-</td>
<td><strong>200 u</strong></td>
<td>152.5 €/u</td>
<td><strong>30 500 €</strong></td>
</tr>
<tr>
<td>Simultaneous</td>
<td>AS 1</td>
<td>Bidder 2</td>
<td>100 u</td>
<td>100 €/u</td>
<td>10 000 €</td>
</tr>
<tr>
<td></td>
<td>AS 2</td>
<td>Bidder 1</td>
<td>100 u</td>
<td>15 €/u</td>
<td>1 500 €</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>-</td>
<td>-</td>
<td><strong>200 u</strong></td>
<td>57.5 €/u</td>
<td><strong>11 500 €</strong></td>
</tr>
</tbody>
</table>
4.6.5 The settlement rule

The settlement rule organizes the payment of the AS providers selected in the auction. Such a rule should give enough incentives to invest in AS capacities and to offer AS at their marginal costs if there is enough competition. A settlement can be either ex-ante (i.e., the price is discovered before the actual operating of the system) or ex-post (i.e., the price is discovered after the actual operation of the system). Ancillary services can be either non-remunerated, or paid according to one of three types of price: an administrative price, a discriminatory auction price or a uniform price.

While a non-remunerated system is very convenient for the ERAP, it is unlikely to be economically optimal because the costs that the providers incur end up bundled in the price of other products such as electrical energy. In addition, a non-remunerated policy is most of the time contrary to the concept of property rights, which is important for AS since they are an externality of the electrical energy-only market (see section 4.1).

An administrative price is set by the regulator or the SO and can be either nodal or zonal. This form of remuneration, also called regulated pricing, can take several forms: a reimbursement (i.e., an ex-post payment that compensates the AS providers for the cost of services), a value-based payment (i.e., a payment based on the estimated value of AS) or a tariff (i.e., an administrative rule of payment) [Cali et al. (2001)]. In practice, since the value of AS may be hard to calculate and tends to be high or very high (see section 2.2.1), reimbursements and tariff payment are preferred in practice. An administrative price is particularly justified when dominance of some participants is an issue. In general, however, a regulated price is not desirable as it reflects very imperfectly the actual cost of providing an ancillary service, particularly when this cost changes with time or circumstances, as it is the case of frequency control ancillary services (see section 3.4.1).

With discriminatory auction prices, winners of the auction pay/receive different prices for the same good. Discriminatory auction prices are suitable when the quality of the ancillary services offered is highly differentiated, so the offers are not easily comparable. However, a discriminatory auction price does not give providers an incentive to offer their marginal cost, except when market concentration is low [Stoft (2002)]. In the particular pay-as-bid discriminatory system, the supplier receives the price of its accepted offer. Variants of the pay-as-bid system are possible, as proposed by Bushnell and Oren (1994). However, Staropoli and Jullien (2006) argue that discriminatory auctions generally perform poorly in
electric power markets. Nevertheless, numerous systems have actually adopted discriminatory auction prices, as shown in Table 4.10.

In a uniform price system, all the winners of the auction pay/receive the same price. This form of pricing, defended for example by Chao and Wilson (2002) for frequency control AS, is deemed to give suppliers a real incentive to offer their marginal cost. On the other hand, it is not adapted to differentiated products because all the offers have to be comparable. Various settlement rules are possible in the case of a uniform price system and are described below [Oren (2001), Shahidehpour et al. (2002)]. We consider here only the settlement rules in case of a simultaneous auction because it has been shown in section 4.6.4 that sequential auctions do not guarantee efficiency, though being simpler than simultaneous auctions.

- Link between uniform prices of different AS of same nature (e.g., all frequency control ancillary services):
  - Common price between AS of same nature: this approach, defended by Galiana et al. (2005), is based on the fact that all the active power AS have an equal role in the security. In addition, the philosophy of common pricing between AS can be justified by the fact that some AS cost components may be common (e.g., an energy payment);
  - Separate prices between AS of same nature: the classical approach, in which each AS has its own market clearing price.

- Methods to calculate the market clearing price:
  - Marginal value pricing: the price is equal to the most expensive of all the accepted AS offers of equal or lower quality;
  - Last accepted bid: the price is equal to the highest accepted bid for the AS considered;
  - First rejected bid: the price is equal to the lowest rejected bid for the AS considered. Note that Bernard et al. (1998) and Staropoli and Jullien (2006) report that the last accepted offer auction performs slightly better in energy markets than the first rejected offer mechanism does. However, this conclusion cannot be directly extended to AS.

- Perimeter of the uniform pricing:
  - Zonal prices: they may be preferred for frequency control AS because the value of frequency control AS is usually not geographically dependent (see section 1.4).
However, defining the zone remains a problem because congestions may prevent the supply of the AS. In practice, the area of the TSO is often considered as the price zone [O’Neill et al. (2006)];

- Nodal prices: they may be favoured for voltage control services because their effect, and so their value, is local (see section 1.5). Some system operators, such as in Texas, argue that nodal payment of AS gives an incentive for relieving congestion similar to energy [Mickey (2006)]. In addition, Galiana et al. (2005) argue that it gives more signals to compute the marginal value of security in a nodal fashion than in a zonal manner. On the other hand, nodal pricing is expensive to implement, increase the complexity of bilateral contracts\(^{123}\) and may increase the market power of some participants. More broadly, discussions on the relative advantages of nodal and zonal pricing are still ongoing in many countries [Sioshansi and Pfaffenberger (2006)].

Table 4.10 summarises the settlement rules chosen across various systems as of October 2006 (see p.195). PJM and Spain are the only systems where primary frequency control is not remunerated, so these systems do not recognize the property rights of generating units over their governor response. When this service is remunerated, a discriminatory auction price is preferred because primary frequency control is a differentiated product. Secondary frequency control services are remunerated in all the systems that use it. Since secondary frequency control is managed directly by the TSO and uses energy, it is obviously a service that providers deliver to the TSO and should therefore be remunerated. For basic voltage control there is as yet no consensus on whether this service should or should not be remunerated. Finally, discriminatory auction price is the preferred option for enhanced voltage control where this service is defined.

\(^{123}\) Bilateral contracting is eased in energy-only market with the help of “hub prices” that reflect the average price in a given zone [O’Neill et al. (2006)].
4.6.6 The timing of markets

A market can be viewed as a game in which all the players try to maximize their benefits while respecting the rules. The timing of the various events (e.g., clearing, closure or review of the AS needs) is an important factor of the game. Indeed, the market events give information to the players that will then adapt their strategies in real-time until an equilibrium region is attained (see section 1.3.1). In addition, the timing impacts practical constraints. For example, scoring offers every 5 min is a different challenge from doing it on a day-ahead basis (see section 4.6.3).

One of the most obvious parameters in the market timing is the frequency of market clearing. The frequency of market clearing can vary from several years to a continuous quotation. The more often the market is cleared, the closer the market should be to the actual cost of supply and value of demand, the better are the signals given to the participants, and the more efficient the market should be. However, the feasibility and practicality of the market decreases when the frequency of clearing increases. It is not the purpose here to describe in details all the associated engineering issues (e.g., computing capacity, means of communication, data format, speed of transmission), but, as usual, a trade-off has to be found between the operational requirements and the possible economic benefits. In general, the lower the frequency of clearing is, the easier it is to use complex scoring methods. In addition, a high frequency market clearing helps players understand the behaviour of the market, and therefore to game it, as happened in California, where some capacities were withheld in order to raise prices [Brien (1999)]. Therefore, a low frequency market clearing has the advantage of reducing somewhat the influence of dominant players.
Table 4.11 gives the frequencies of market clearing across various systems as of October 2006 (see p.195). In practice, the active power AS can benefit from high frequency market clearing (e.g., every five minutes in Australia). However, even if real-time reactive power markets have been proposed, for example by Zhong et al. (2004), none has been implemented yet. In fact, the variable cost of reactive power is low [Hao and Papalexopoulos (1997)], so benefits from a high frequency clearing are likely to be low as well. In addition, reactive power is local, so gaming is increased, as illustrated by the simple example of Figure 4.6. By increasing the reactive power absorption of generator B, the value of reactive power production is increased as well. Therefore, load L is giving more money to generator A, even if load L’s consumption has not changed. In conclusion, with a simple collusion between generators A and B, it is easy for them to make money from L.

Table 4.11: Frequencies of market clearing across various systems as of October 2006

<table>
<thead>
<tr>
<th></th>
<th>AU</th>
<th>DE</th>
<th>ES</th>
<th>FR</th>
<th>GB</th>
<th>PJM</th>
<th>NZ</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary frequency control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Every 5 minutes</td>
<td>Every six months</td>
<td>-</td>
<td>Every two or three years</td>
<td>Every month</td>
<td>-</td>
<td>Positive: Every 30 min</td>
<td>Negative: every week</td>
</tr>
<tr>
<td><strong>Secondary frequency control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Every 5 minutes</td>
<td>Every six months</td>
<td>Every day</td>
<td>Every two or three years</td>
<td>-</td>
<td>Every hour</td>
<td>Every year</td>
<td>-</td>
</tr>
<tr>
<td><strong>Basic voltage control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Every two or three years</td>
<td>Every six months</td>
<td>Every year</td>
<td>No rec.</td>
<td>-</td>
</tr>
<tr>
<td><strong>Enhanced voltage control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Every two years</td>
<td>No rec.</td>
<td>Every year</td>
<td>Every two or three years</td>
<td>Every six months</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.6: Illustration of a gaming possibility with a real-time reactive power market

A parameter related to the frequency of market clearing is the opening duration of the market. For example, a day-ahead market has typically an opening duration of less than one
day. In addition, note that the instant of the gate closure is important as it has to be coordinated with the other markets (see section 4.6.4).

The frequency of offer submissions (i.e., supply side) should not be confused with the frequency of market clearing. Indeed, it represents how often an AS provider can modify its offers. In order to reflect as closely as possible the actual conditions of the market, it may be desirable in general to have a high frequency offer submission system. However, close to the actual operation of the system, real-time offer submission may favour gaming and be unpractical as well. Therefore, most of the systems have adopted a market where AS offers are frozen on a day-ahead or longer basis before the actual operation of the system. For example, in PJM, secondary frequency control offers are partly frozen after 6 pm on the day ahead (new offers and price changes are not possible), whereas the market is actually cleared every hour of the operating day [PJM (2008)].

The frequency of reviews of the needs (i.e., demand side) in terms of ancillary services is also an important parameter of the market timing. By reviewing on a frequent basis the amount of ancillary services that it needs, an ERAP can ensure that it only purchases what it really needs to meet its objective function (see Chapter 2). Table 4.12 gives the frequencies of the reviews of the needs across various systems as of October 2006 (see p.195). Practices are thus very different from a system to another.

<table>
<thead>
<tr>
<th>Table 4.12: Frequencies of reviews of the needs across various systems as of October 2006</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AU</strong></td>
</tr>
<tr>
<td>Primary frequency control</td>
</tr>
<tr>
<td>Secondary frequency control</td>
</tr>
<tr>
<td>Basic voltage control</td>
</tr>
<tr>
<td>Enhanced voltage control</td>
</tr>
</tbody>
</table>

The date of settlement is a minor factor, but has also to be taken into account, especially if complex calculations to estimate the AS utilisation are needed.
Lastly, the *duration of contracts* is also an important parameter in the market timing. Note that the duration of the opening of the market and the duration of the contracts are not necessarily linked, even if they are often the same in an energy-only spot market. As soon as a long-term contract (e.g., several years) is in place, there is no more competition until it comes up for renewal. This can be either a drawback or an advantage for the ERAP if the contract is respectively worse or better than the other offers on the market. In addition, the value of long-term contracts resides in the fact that the price is fixed over time [Kirschen and Strbac (2004a)] and allows suppliers to include maintenance and semi-fixed costs [DePillis (2006)]. Short-term contracts (e.g., five minutes) increase competition and opportunities, but also risks. It should be noted that even if the needs are constant, the available resources can vary during the day, which can brings some opportunities to the ERAP.

To illustrate some advantages and drawbacks from the various durations of contracts, let us consider the AS availability payments. In the short run, generators with some free AS capacity will propose their remaining capacity for almost nothing, since the unit is already committed. However, if the ERAP wants more capacity than is readily available, it would have to pay for the start-up costs, which would lead to a very high availability price. On the other hand, the generator can include in the long run its fixed and opportunity costs over the whole AS supply curve and can anticipate a potential high demand for AS. Figure 4.7 illustrates this discussion with supply curves for three different terms (short, medium and long). For the sake of simplicity, they are represented as continuous. However, they could have break points without changing the essence of the argument. The demand is represented in a schematic manner. Demand curve 1 cuts the short-term supply curve (i.e., representing only the short-term variable costs) at a very low price, whereas demand curve 2 and the short-term supply curve intersect only at a high price. On the other hand, the long-term supply curve includes all the costs and tends to have a more constant marginal cost. Therefore, prices obtained for the demand curves 1 or 2 are quite similar. In conclusion, it is clear from this curve that the short-term market is risky, but a large gain can be achieved, whereas the long-term market is less risky, but gains are likely to be smaller. In practice, small volumes are generally bought in short-term
markets, while long-term contracts are preferred for larger volumes, with the help of bilateral contracts.\footnote{See section 4.4 for a discussion on procurement methods.}

![Supply curves for different due dates](image)

**Figure 4.7: Supply curves for different due dates**

### 4.7 Avoiding Price Caps

Price caps appear to be good remedies against abuses of market power. However, they should be avoided in markets for ancillary services. Figure 4.8 illustrates the effects of an offer cap (i.e., that specifies the maximum offer price that a supplier can propose) and a purchase cap (i.e., that limits the buyer’s demand price). A unique cost component is considered for each quantity of ancillary service (e.g., in €/MW), the demand curve is assumed to be vertical (inelastic demand, e.g. for a volume $R_{sec}^z$) and the supply to be sufficient to meet demand and supply. In both cases, the price cap $PC$ is the same for the given period. Lastly, $q^*$ represents the amount of AS finally bought.

The graph on the left shows that with an offer cap the initial demand will be met but will cause a revenue shortage for the AS providers and will discourage them from investing in new capacity. On the other hand, a purchase cap avoids this revenue shortage, but leads to a lower amount of AS ($q^* < R_{sec}^z$). In a sense, a purchase cap is only a simplistic demand curve. Unfortunately, the value of AS is not a linear function of the quantity of AS because one supplemental MW of AS may be enough to avoid a load-shedding of several MW.
Therefore, an appropriate demand curve is much more desirable than price caps. In other words, AS have a value, but this value is difficult to determine because, as discussed in section 2.2, the needs of users are hard to define.

Despite their drawbacks, if one of the two proposed price caps is adopted, finding the appropriate price is an issue. Theoretically, the value of AS has to be taken into account at some point. In practice, Table 4.13 shows the price caps adopted across various systems as of October 2006 (see p.195). Australia has implemented a purchase cap at the VOLL (i.e. AUD 10,000 in August 2001) for active power AS, whereas PJM has adopted offer caps at 100 $/MW/h for its secondary frequency control AS market. Most of the European countries have not adopted any price cap yet for these products. In addition, price caps are constant over time, whereas it would be better to have a different value for each market clearing [Singh (1999)].
Table 4.13: Price caps across various systems as of October 2006

<table>
<thead>
<tr>
<th></th>
<th>AU</th>
<th>DE</th>
<th>ES</th>
<th>FR</th>
<th>GB</th>
<th>PJM</th>
<th>NZ</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary frequency control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purchase cap at the VOLL125</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>-</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

| **Secondary frequency control** |      |      |      |      |      | -    | Offer cap at 100 $/MW/h | Unknown |
| Purchase cap at the VOLL125 | None | None | None | None | -    | Fixed: offer cap at 999.999 £/Mvar/h |
|                               |      |      |      |      |      | Availability: offer cap at 999.999 £/Mvar/h | |
|                               |      |      |      |      |      | Utilization: offer cap at 999.999 £/Mvarh | None |

| **Basic voltage control** |      |      |      |      |      |      |      |      |
| Fixed and availability: offer cap at 999.999 £/Mvar/h availability: offer cap at 999.999 £/Mvar/h |
| -  -  -  -          |      |      |      |      |      |      |      |      |
| **Enhanced voltage control** |      |      |      |      |      |      |      |      |
| None | No rec. | None | None | None | - | - | - |

### 4.8 Providing Appropriate Incentives

Since system services are public goods, free riding is a strong temptation for participants in markets for AS. Therefore, participants should have enough incentives for behaving properly (section 4.8.1). Besides competition, several tools are available to the market designers to give incentives to participants. The typical solution is to introduce penalties and rewards (section 4.8.5), assuming that sufficient AS monitoring is in place (section 4.8.4). The method chosen to allocate the costs of system services has also a deep impact on the behaviour of the participants (section 4.8.2). Furthermore, an appropriate information system helps users respond to incentives (section 4.8.3). Finally, it is important to remember that intangible incentives, such as the fear of blackouts, also influence participants because they can damage a company’s image even if it was not directly responsible.

#### 4.8.1 Stakeholders that should have incentives

First, the system operator settles the security level and therefore the associated system services. The SO should thus have enough incentives in order to define appropriately the optimal quantity, quality and location of system services as described in section 2.2. These specifications should be in accordance with all the other interconnected systems. In

---

125 The Value Of Lost Load (VOLL) is equal to AUD 10,000 in Australia (August 2001) [NEMMCO (2001)].
addition, in the case of AS trading across systems and with the SO as ERAP, the SO should not have a right of pre-emption over the cheap AS providers within its territory.

Second, the entities responsible for AS procurement should have a procurement cost in accordance with the objective function of the SS needs. If the ERAPs are users of the system (e.g., the PJM’s LSE described in section 4.2), this pressure will come up naturally with the competition against other ERAPs, except in the case of the use of a dominant position. If the ERAP is the SO, the regulator should intervene to control the cost with the classical tool of regulated activities. For example, Weisman (2005) compares two types of regulated price: profit-share penalties and revenue-share penalties. Note that the profit-share penalties seem to be more efficient than the latter one. However, these regulated prices do not guarantee that AS expenses are optimal.

Third, the AS providers should not deviate from what they are contractually obliged to deliver and they should declare any deviation from such obligations. Indeed, not delivering the contracted AS when requested could jeopardize the security of the system. In addition, they should have enough incentive to offer their services at their marginal long-term cost.

Lastly, it is desirable to give some incentives to all the users of the network to improve their behaviour in order to reduce the need for system services.

### 4.8.2 Allocation of system services costs

Since system services are public goods, determining their cost is a joint cost allocation problem\(^{126}\). The cost allocation has to be fair and revenue-adequate (i.e., that all the SS cost should be recovered). The Oxford Dictionary (2001) defines the adjective “fair” as: (a) “treating people equally” or (b) “just or appropriate in the circumstances”. Therefore, a “fair” cost allocation is likely to be subjective. In this section, it is considered that the allocation of SS costs should give incentives to maximise the benefit to users in the long run. However, such an allocation may go against the uniformity of some transmission tariffs (e.g., the postage stamp tariff, see section 1.3.3) in force in many European countries. The

---

\(^{126}\) Because of the public good characteristic of system services, note that the allocation of SS costs is somewhat similar to the transmission pricing problem.
choice between socialisation and differentiation of some cost components of SS is a political decision and the legislator has thus an important role to play.

A first method to allocate the SS costs is to distribute the amount of AS to procure between users of the networks, who thus become ERAPs. However, section 4.2 has argued that such a solution should be avoided. Nevertheless, the SO has always some SS costs to recover, even if the procurement of AS is delegated to some users of the system. A second method is to have a unique ERAP (the system operator), which then allocates the cost of SS to users of the system. The cost allocation should depend on the type of cost considered, namely: (a) the fixed costs (section 4.8.2.1); (b) the potential SS utilisation cost (section 4.8.2.2); and (c) the SS actual utilisation cost (section 4.8.2.3).

4.8.2.1 Allocation of the fixed costs

To fairly allocate SS fixed costs a first solution is to share them in proportion to the use of the system. Indeed, SS fixed costs, besides being sometimes difficult to quantify, are usually difficult to separate between users. For example, the cost can be split amongst different classes of users. Then, the cost for each class is divided amongst the users in the class on the basis of their energy consumption/production only. Obviously, this cost allocation can have different levels of complexity.

The easiest solution to implement is to include directly the SS fixed costs in the transmission tariff, as recommended by a Cigré Task Force (2001). This approach seems to be the fairest and most of the European systems have adopted it [ETSO tariffs task force (2006)]. Consequently, the SS fixed costs are allocated in function of the various parameters of the tariff (e.g., voltage level at the connection point, maximum power subscribed, or quantity of energy injected/withdrawn).

4.8.2.2 Allocation of the potential utilisation cost

Even if no user actually uses any SS, a quantity of SS is always reserved as a function of the particular configuration of the system, such as the type of users connected or the power transits (see section 2.4). Important parameters in the assessment of the SS needs are the reliability and the size of users connected. For example, Kirby and Hirst (2000) have shown that industrial consumers account for 93% of secondary frequency control. On the other hand, the most common solution is to allocate these costs to the users in proportion to their connection capacity. However, this method can be unfair to users with low connection levels.

SS fixed costs are for example TO’s capacitor banks, the information system or the staff necessary to provide the system services (see section 3.2.1).
hand, large generating units increase the requirement for tertiary frequency reserve. In addition, an unreliable large generator increases risks more than a small reliable one. Lastly, loads are the principal consumers of reactive power.

The tariff proposed in section 4.8.2.1 may be inefficient to allocate the SS potential utilisation cost, because such a tariff does not give any incentive to the entities that increase the SS potential utilisation cost to reduce it. Therefore, it would be interesting to distinguish between classes of users in order to allocate the cost of ancillary in a fairer manner. For example, in Australia, the cost of the “lower frequency control contingency” ancillary services is charged to loads, while generators pay for the “raise frequency control contingency” ancillary services [NEMMCO (2001)]. However, despite a better allocation, such an arrangement is not likely to give enough incentives to individual users of the network to improve their behaviour. Indeed, it still consists of only a single price for a whole category of users and therefore encourages free riding.

Strbac and Kirschen (2000) have proposed to allocate the cost of frequency control SS to producers as a function of their size and their availability. This method thus allocates the SS costs to generators that are likely to use them (i.e., differentiation between “bad” and “good” producers). The proposed method could be extended to consumers. However, three issues have to be addressed for such a cost allocation. First, no perverse incentive should be given to users. For example, an AS provider should not have any incentive to increase the SS needs in order to benefit from the sale of additional ancillary services. Second, the period considered to calculate the availability of generators has to be chosen carefully, since the availability of a unit may vary a lot, depending on the operating conditions and the maintenance. Last, the capacity of a unit can be hard to define, since a generator is unlikely to produce at its maximal output all the time. And if the payment is based on the declared capacity for, say, the next hour, generators may be tempted to underschedule, as happened in the early designs of the Californian AS market [Singh (1999)].

4.8.2.3 Allocation of the actual utilisation cost

The method described in section 4.8.2.2 allocates only the potential SS utilisation cost. However, the SS actual utilisation cost varies in real-time, depending on the availability of cheap AS providers. Therefore, two users of the system can have the same potential utilisation, but one can use SS when they are expensive (e.g., during a consumption peak), while another can use them when there are cheap (e.g., at night, see section 3.5.2). Note that
only a fraction of the reserved SS capacity is actually used in real-time operation\textsuperscript{128}. Nevertheless, sufficient active and reactive power reserves are necessary at all times because system events are by nature unpredictable. Moreover, it is important to note that the utilisation of active power and reactive power SS differ. In fact, the arithmetic mean of frequency control utilisation is close to zero, while the arithmetic mean of voltage control utilisation is generally non-zero\textsuperscript{129}.

The Cigré Task Force (2001) proposed three methods to allocate the cost of actual SS utilisation, namely: (a) marginal cost allocation, (b) Shapley-value pricing; and (c) Aumann-Shapley pricing\textsuperscript{130}. It is assumed here that the SS cost function is known, which is not necessarily easy, as shown in Chapter 3. First, the \textit{marginal cost allocation method} charges users in proportion to the marginal cost they induce because of their SS use. This method usually gives a higher amount recovered than the actual cost because the SS cost function is usually convex (the marginal cost is thus higher than the average cost). If a revenue adjustment is done, revenue and actual cost would match but the cost allocation would not be efficient.

Second, the \textit{Shapley-value method} calculates the cost induced by each user as a function of their entrance order. All the entrance combinations are tried and then an average is performed. This scheme, in addition to its high computational requirements, is not neutral with respect to the size of similar users (two users with the same impact on the cost function but with different sizes would have different rates). This latter drawback can be resolved by splitting the users into equal sizes (agent splitting method). However, this increases the computational efforts required.

\textsuperscript{128} For example, frequency variations are generally of low amplitude in large interconnected systems (e.g., the UCTE or the North-American systems), so solicitations for providers of primary frequency control are most of the time relatively low.

\textsuperscript{129} The frequency of an interconnected system is kept centred around its nominal frequency, so the deployed quantities of “up active power balancing” and “down active power balancing” (see section 2.3.2) are relatively similar. On the other hand, users cannot easily procure reactive power by themselves and the network naturally uses reactive power. Therefore, the deployed quantities of “up reactive power balancing” and “down reactive power balancing” are generally very different.

\textsuperscript{130} Young (1994) describes in more details and from an economic point of view these cost allocation methods.
Third, the Aumann-Shapley method is the limit case of the agent splitting method where the size of agents tends to zero. The price $\pi_i$ charged to each user $i$ is given by (4.1).

$$\pi_i = \int_0^1 \frac{\partial C(q^*, \tilde{q}^*)}{\partial q_i} dt$$

where $\tilde{q}^*$ represent the SS actually used (it is a vector that represents the SS utilisation at every bus of the network), $C(\tilde{q})$ is the SS cost in function of the SS used and $q_i$ is the SS used by the user $i$. The main drawback of the Aumann-Shapley pricing is that it requires the SS cost curve. This curve can only be calculated through a centralised algorithm and only if providers give a complete offer curve. For example, Lin et al. (2005) have applied this method to the reactive power SS in an eight-bus system. In this case, the price of voltage control SS is computed for each bus and only the opportunity cost of the reactive power AS is considered.

Another possibility is to charge the utilisation of SS through other-related mechanisms such as the balancing mechanism for frequency control ancillary services.

In conclusion, a cost allocation method based on the actual SS utilisation is theoretically possible and results in different prices for different users. However, a practical realisation may be easier for active power SS than for reactive power SS, since the former services already benefit from an information system.

### 4.8.3 Transmission of data

Transmission of data is crucial for a market, as sufficient and balanced information has to be provided to market participants in order to foster competition while avoiding collusion. First, signals may help to take the appropriate decisions. For example, high reactive power supply prices will provide incentive to: (a) reduce the demand for reactive power in this area; (b) increase cheaper supply; or (c) find alternative solutions (e.g., building new transmission lines). Second, if the signals sent are not symmetrical (i.e., they are not the same for every stakeholder), the participants who benefit from the most relevant information have a definite advantage over the others. Lastly, too much transparency is likely to remove competition by introducing tacit collusion. Therefore, the transmission of data has to be regulated carefully.
As highlighted by Hirst and Kirby (1997), three questions have to be answered concerning data publicity. First, *which data?* As a general rule, data should cover [Newbery et al. (2003)]: (a) the trading mechanism, (b) the needs in terms of SS, (c) factual data on the structure of the power system, such as generation capacity and reliability, transmission grids and interconnections, reserves and imports and exports of electricity; and (d) the relevant economic signals. In the case of uniform pricing (see section 4.6.5), publishing the clearing price is the most natural choice, since it gives an incentive to AS providers to offer under this price in order for their offer to be accepted. However, the question is more difficult for a discriminatory auction pricing. For example, publishing the highest offer in a pay-as-bid system might encourage participants to raise the price of the lower offers in subsequent auctions. Therefore, weighted average prices for discriminatory auction pricing are more desirable, as it is done in Germany for the frequency control AS tendering processes. It is also desirable that some elements of penalties and rewards be communicated (see section 4.8.5).

Second, *who should have access to the data?* The same data should be available to all participants of a class (e.g., AS providers) to avoid any discrimination. However, because of their specific position, the SOs and the market monitoring entity should be allowed to gather more information than other participants (which thus creates asymmetrical information). In the case of AS trading across systems, the transmission of data between SOs is getting very sensitive.

Third, *when should be the data published?* They can be disclosed either *ex-ante* or *ex-post*, as discussed in section 4.6.5.

### 4.8.4 Monitoring

Monitoring of ancillary services covers both technical and economic aspects. Indeed, on the one hand, AS providers have to actually provide the contracted ancillary services. The goal of this *technical monitoring* is to detect non-complying AS providers that might endanger the security of the system. This technical monitoring is thus more important than the one for energy, because AS are directly related to the security of the network. On the other hand, participants should behave fairly by not abusing their dominant position. In addition,

---

131 However, generating companies are likely to be reticent about providing the reliability information on their units.
market flaws have to be detected as soon as possible. Note that such an economic monitoring is efficient only when it is associated with a system of penalties and rewards, which is discussed in section 4.8.5.

4.8.4.1 Technical monitoring

As shown in section 2.3, the definition of ancillary services includes numerous parameters. Therefore, AS monitoring requires specific equipments such as Phasor Measurement Units (PMU) to assess the efficiency of the AS provider. Since the SO is in charge of the security of the system and is the only entity to have sufficient technical means to monitor the AS delivery, it should be in charge of the AS technical monitoring. Note that in case of cross-border trading (see section 2.5), monitoring may be difficult and does require a strong cooperation between the TSOs involved.

The SO’s technical monitoring may be split into three components. First, the SO should carry out a preliminary monitoring in order to test the actual capability of the AS provider [e.g., Robert and Prestat (2004)]. Alternatively, the AS provider may give enough proof of its capability to fulfil the various criteria. In every case, this preliminary monitoring should be compulsory for any new provider in the market.

Second, the SO should enforce a continuous monitoring in normal operation. This monitoring may be costly, especially when the number of providers increases. To reduce the number of controls, the monitoring can be split into two levels. A global monitoring may help detect areas that do not behave as expected. A more precise monitoring of the AS providers within this area is then possible. Another solution to reduce the difficulty of collecting measurement from many sources is to choose only a few AS providers to supply AS for the whole system and to monitor them carefully, as is done in the Netherlands. Such a method allows an easy and low-cost monitoring, but may not favour security. Indeed, it is a priori better to have numerous small providers rather than a few large ones. A third solution to reduce the monitoring burden is to select randomly the AS providers being monitored carefully. Lastly, to monitor the contributions of distributed generation, a good solution is to delegate the task to DSOs and then to monitor the contribution of DSOs.

132 For detailed explanations on the actual implementation of the technical monitoring of AS, see for example Sterpu (2005) or Margotin et al. (2006).
Third, because AS are principally used when the system is stressed, AS monitoring is effective only during system events such as the sudden loss of a large generating unit. As such an event is unpredictable, a SO has to wait for an event of this kind to actually monitor an AS provider. Therefore, the SO may carry on instead an *extraordinary monitoring* by both stressing the AS provider (e.g., through the variation of the regulation signal sent to the units from the secondary frequency control) and monitoring its output. This type of monitoring should be exceptional because it stresses the system.

Lastly, since SOs cannot monitor everything, the proposed scheme should be complemented by incentives for self-improvement and transparency (*self-monitoring*). In fact, AS providers should be encouraged to declare any problem to the SO. However, AS providers would need sufficient means to monitor their service, which is not always the case, especially for small providers. Note that this lack of self-monitoring also means that the AS provider is not in a position to able to argue against the SO’s figures.

### 4.8.4.2 Economic monitoring

The economic monitoring is usually the task of the regulator or/and the anti-trust bodies (see section 1.2). The SO can also be involved, but obviously only if it is independent. The economic monitoring helps both give an incentive to participants and improve the procurement method. It can be split into four activities [Perrot and Molinier (2005)]: (a) detecting anti-competitive behaviours; (b) investigating in case of suspicion; (c) imposing sanctions against proven anti-competitive behaviours (e.g., by using penalties described in section 4.8.5); and (d) correcting the market design (see section 4.9).

Detecting an anti-competitive behaviour by a participant can be either done continuously in real-time (intensive method), as in the USA for energy spot markets, or upon *ex-post* request (non-intensive method), as in Europe. Discussing the advantages and the drawbacks of the available methods is not within the scope of this thesis. However, two comments should be highlighted. First, economic monitoring is intrinsically very difficult. Second, since monitoring rules are different across jurisdictions, economic monitoring of cross-border trading is likely to be even more difficult. Lastly, note that section 4.9.3 discusses in more details the assessment of the global economic efficiency of the procurement process.
4.8.5 Penalties and rewards

Monitoring without penalties or rewards does not give any incentive to participants to improve their behaviour. Penalizing AS providers should be the SO’s task, since it is independent and has the means of control (see section 4.8.4). For example, the contract in France between the AS providers and RTE defines different levels of alert, with particular penalties [RTE (2007b)]. The penalties and rewards can then have different nature, intensity, structure and volatility.

First, the *nature* of the incentives has to be decided. In fact, penalties and rewards may be either financial or in other terms. For example, a unit which fails to provide a contracted service may have to provide free service (or receive a reduced payment) for a given period of time or until its next good response [Proctor (2001)]. In New Zealand, the party responsible for a disturbance pays some event charges determined annually by the TSO. Then, this fee is redistributed amongst the providers of the frequency control ancillary services during the two months prior the event [Electricity Commission of New Zealand (2005)]. Other schemes may be imagined, such as a redistribution of the fee amongst the “good” users during the event. Unfortunately, the literature does not seem to provide any discussion on this particular issue.

Second, an appropriate *structure* of the remuneration or the fee should be defined. Section 4.5 provides a discussion on the various structures possible.

Third, the *intensity* of the incentives varies with the measured performance. Keller and Franken (2006) have proposed four different incentive schemes, as shown in Figure 4.9.

Lastly, the *volatility* of the incentives should be determined. Indeed, penalties and rewards can be either fixed or variable over time. For example, they can be high when AS resources are scarce and low when the resources are abundant [DePillis (2006)], such as balancing mechanisms that provide volatile penalties (the price to pay for an imbalance depends on the market conditions).
4.9 Assessing the Procurement Method

Once a complete procurement method has been set up, it should be assessed against the following three goals: effectiveness (section 4.9.1), minimal running cost (section 4.9.2) and economic efficiency (section 4.9.3). It is important to perform this assessment regularly since the various parameters of the market evolve over time, such as power system operating conditions, the number and types of AS providers, or the behaviour of participants. This assessment should be followed by an improvement of the market design.

4.9.1 An effective procurement process

Effectiveness measures the extent to which all the system services that are needed are made available when required. So far, most of the systems in place are effective since ERAPs achieve to procure the required amount of ancillary services to fulfil the SS needs. Note that an effective procurement is not necessarily efficient, because the cost of SS procurement is not taken into account when assessing effectiveness.

4.9.2 Low running cost

The cost of running the procurement system should be minimized because it is subtracted from the global welfare. While this cost is sometimes forgotten in the liberalization process, setting up the metering, monitoring, billing and processes required can be expensive. The possible
gains from setting up a complex market for ancillary services rather than keeping a simple framework should therefore be considered carefully. To give an idea, the British balancing market is said to cost £80m/year to run [Thomas (2003)].

4.9.3 Economic efficiency

Economic efficiency depends on the behaviour of the participants. In theory, in a perfectly competitive market, all participants reveal the true value or true cost for a good. In practice, as shown in section 2.2, revealing the true value of system services is very difficult. Furthermore, markets for ancillary services suffer from high market concentration and poor liquidity because of the technical characteristics of ancillary services, as only a few providers are able to meet the technical criteria and there may be location constraints. Lastly, if the AS market is poorly designed and the demand is not very responsive, there is a strong chance that competition might be weak. Therefore, before moving towards the spot market paradigm for ancillary services, it may be wise to assess carefully and honestly the context and current markets and decide whether such a move is justified.

4.9.3.1 Measuring the economic efficiency

To measure the economic efficiency, the deviation from the simulated competitive price can be assessed, with, for example, the Lerner index. The Lerner index \( LI \) is calculated as in (4.2), where \( \pi^* \) is the actual price and \( \tilde{\pi} \) the simulated competitive price [Liu et al. (2006)]. Sometimes, the competitive price may be hard to determine, so benchmark prices can be used instead. For instance, generator’s reactive power offers in Australia are compared to benchmark prices based on the cost of SVCs [Cigré Task Force (2001)]. Deviations of the actual price from the simulated or benchmarked competitive price can be due to the abuse of a dominant position. However, some participants may have a dominant position but still can behave acceptably by helping to reach the competitive price. The parameters affecting a dominant position are discussed in section 4.9.3.2.

\[
LI = \frac{\pi^* - \tilde{\pi}}{\pi^*} \tag{4.2}
\]

It may be useful for SOs, regulators and AS providers to be able to benchmark their own markets for ancillary services against others and over time. By rising questions and thus initiating debates amongst participants, such a benchmark may improve the efficiency of
markets. The proposed Cost Indicator (CI or $CI_{AS}^z$) for a given zone and a given ancillary service is calculated as in (2.4).

$$CI_{AS}^z = \frac{C_{ASC}}{C_{energy}}$$  \tag{4.3}

where $C_{ASC}$ (in €/year) is the annual ancillary service cost and $C_{energy}$ (in €/year) is the annual wholesale energy cost. $C_{energy}$ is obtained by multiplying the average wholesale market price in the same year as $C_{ASC}$ by the energy consumption of the country in 2003\textsuperscript{133} [IEA (2005)].

The wholesale energy cost is taken instead of the cost for end users in order to avoid price distortion due to taxes or specific agreements. $C_{ASC}$ is either estimated by multiplying the average price by the average volume of ancillary services or obtained directly from reports.

Figure 4.10 shows the cost indicators in 2004-5 for primary frequency, secondary frequency and voltage control ancillary services for some systems considered in this thesis. The results are of the same magnitude as those reported in the study by Hirst and Kirby (1996) on the AS cost for twelve US utilities. The cost indicators for primary frequency control are fairly similar across all systems. This CI is comprised between 0.5 and 0.7 % of the energy cost, except in Australia where it is 0.35 %. This can be explained by a low price and a low negative reserve volume. Because of the lack of data on the new British market for ancillary services, the average cost of the pre-October 2005 system is used.

Secondary frequency control costs are rather high in Spain (more than 4 % of the energy cost). Indeed, the TSO bought large volumes at high prices in 2005. These high prices may be explained by the drought that affected Spain during that year. The French cost indicator is one of the lowest (0.5 %) mainly because of a volume that is more optimized than the average (see section 2.4.5). Cost incurred in Germany, PJM and New Zealand are equivalent (from 1 to 2 %). Lastly, the Australian cost indicator is the lowest because the amount of secondary frequency control reserve is very low.

Australia is the country with the highest voltage control cost. New Zealand cost is very low, even if the basic voltage control is remunerated, probably because of the large

\textsuperscript{133} More recent data were not available at the time of the study.
proportion of cheap hydro units. PJM and France have a similar and intermediate position, while Great Britain is among the cheapest. Lastly, since the Swedish TSO does not remunerate voltage control, no cost indicator can be calculated.

Figure 4.10: Ancillary services cost indicators across systems surveyed in 2004-5

4.9.3.2 Structural parameters influencing the economic efficiency

The parameters given in this section influence the dominance of some participants and are intrinsic to the market. First, the market concentration quantifies the diversity of possible AS providers and is usually measured using indicators such as the Herfindahl-Hirschman Index (HHI) or the Residual Supply Index (RSI). A high market concentration is often mentioned as the main reason of dominance. This lack of competitors is said to lead to an inefficient market.

Market concentration can be reduced by several means. First, large suppliers may be split into smaller ones. Besides having very strong political consequences, such a policy may be unfavourable for investments, which are often large in the electricity sector, rely economies of scales and depend on the control of technology. Second, less restrictive

---

134 The Herfindahl-Hirschman Index of a market is calculated by summing the squares of the individual market shares (in %) of all participants. It is thus comprised between 0 and 10,000. The correspondance between values of the HHI and the generally agreed concentration of the market is as follows: 0-999: low; 1,000-1,800: moderate; 1,801-10,000: high [Newbery et al. (2004)].

135 The Residual Supply Index of a company at a given time is calculated by subtracting the company's capacity (in MW) from the total capacity (imports included and in MW), and by dividing this difference by the total demand (in MW). Therefore, if the RSI is inferior to 1, the company is pivotal and has thus a strong impact on the market [Newbery et al. (2004)].
technical requirements may also decrease market concentration because they increase the number of potential AS providers. As explained in section 2.3.1, a trade-off has to be found between requirements that are too general or too restrictive. Third, barriers to entry (such as compulsory connecting conditions that are too complex or long-term bilateral contracts) decrease the number of potential AS providers. Therefore, removing these barriers may help decrease market concentration. Lastly, appropriate incentives, e.g. through a fair remuneration, have to be given in order to foster competition in the markets for AS.

In practice, Thomas (2003) and Haas et al. (2006) highlight that the electricity sector is strongly concentrated in Europe. The situation is worse in markets for ancillary services because fewer units are able to provide AS. However, demand for energy is much more important than for AS, which makes a comparison between markets for energy and AS difficult. Nevertheless, actual markets for voltage control suffer from intrinsic high market concentrations because of their local nature (see section 1.5). On the other hand, markets for primary and secondary frequency controls are generally less concentrated because participants located anywhere can provide this service as long as transmission capacities are sufficient. However, primary frequency control has to be uniformly spread around the network and technical requirements are more demanding for primary frequency control than for secondary frequency control (see Chapter 2), so more units are able to provide this latter service.

Second, the liquidity of the market also influences the dominance of participants. Indeed, even small agents can easily change clearing prices of a non-liquid market by selling or buying small quantities of AS. Good transmission and standardised products help increase the liquidity of the market. Note that a market can be both liquid and concentrated.

Third, the topology of the network is an important parameter because the dominance of an actor increases with network limitations (e.g., congestions). For instance, a non-meshed network is more easily subject to strategic behaviours because it is easier to create constraints in such a network. In addition, predictable network events such as the utilisation of large amount of secondary frequency control at a given hour of the day are also likely to increase the dominance of participants. Consequently, system operators have a key role to play in the mitigation of dominant positions through a network design and operation that foster competition. However, this mitigation of dominant positions has to be at any time in concordance with the system security.
Fourth, the characteristics of the demand are also very important. First, it is desirable to have a demand for AS much lower than the supply in order to increase competition [Cali et al. (2001)]\(^{136}\). Second, an appropriate demand responsiveness reduces the incentives to deviate from the competitive price. However, the demand is often inelastic in practice (see section 2.4). Nevertheless, competition between ERAPs may help introduce more demand elasticity. For instance, section 2.5 discusses the procurement of AS across different areas, which implies a competition amongst TSOs. For a further discussion on demand curve for reserves, Hogan (2006) discusses the definition of such a curve for operating reserves.

Fifth, along with the restructuring of electricity markets, the separation of responsibilities is an important issue, in particular the unbundling of network and generation/supply activities (see section 1.2). In the particular case of ancillary services, trading AS across systems can raise similar questions. Indeed, the TSO usually manages the transmission capacities at its borders. It is also the natural buyer of AS within its territory. Therefore, it would be relatively easy for the TSO to have a right of pre-emption over the cheap AS providers within its territory because the TSO would be both deciding the rules and playing the game.

Lastly, the market design has an obvious impact on the influence of some actors. For instance, the repetitiveness of the auction in similar conditions may favour strategic behaviours (see section 4.6.6). As discussing the various issues related to the design of markets for AS is the principal motivation of the whole chapter, no details are given here. Broadly speaking, it is important that participants trust the market.

Consequently, it is very difficult to guarantee economic efficiency for AS markets. However, despite all these practical issues, a competitive market for frequency control AS is usually assumed in the literature. It is however generally recognized that markets for voltage control are difficult to implement. A competitive market implies that no participant uses its dominant position, which is hard to verify and may change over time. Therefore, it is desirable to find practical solutions to mitigate the potential abuse of dominance as described in section 4.8.

---

\(^{136}\) See section 4.3 for a discussion on how foster the supply of AS.
### 4.10 Summary

This chapter has reviewed in a structured manner most of the issues and solutions related to the design of the procurement of system services. It is clear that an ideal market design does not exist, so the choice of one method over another one deeply relies on the history, the policy of the legislator, the design chosen for other related products (e.g., energy, transmission or balancing markets) and the particularities of the power system considered.

To improve current market designs, a fully independent body (e.g., the regulator) should describe and justify the methods adopted in its system area to solve every issue listed below. Flaws will then become obvious and thus stakeholders will have strong incentives to propose improvements.

- **Nominating the entity responsible of procurement (ERAP):** the SO is the best candidate since it is a natural buyer of AS;
- **Matching supply and demand:** long-term supply is achieved with compulsory connecting conditions. Though it is not the optimal solution, this policy is currently the most practical. However, reduction of the long-term demand is desirable but rarely implemented in practice. Concerning short-term procurement, demand response is compulsory if the ERAP has not covered its supply against risks. More generally, demand for AS does not reflect the true value of SS in all the surveyed systems;
- **Choosing the relevant procurement methods** to contract AS provision: various methods are possible for the ERAP, namely: (a) compulsory provision, (b) self procurement, (c) bilateral contract, (d) tendering and (e) spot market. None of these solutions is perfect, so it may be desirable to select a few of them and use them concurrently;
- **Defining the structures of offers and payments** to remove price distortions: six structures of offer and payment have been proposed, namely: (a) a fixed allowance, (b) an availability price, (c) an utilisation payment, (d) the opportunity cost, (e) an utilisation frequency payment and (f) a price for kinetic energy. The choice amongst these components depends on the cost structure of the ancillary services considered (e.g., high fixed costs or high variable costs);
- **Organizing the market clearing procedure** to fix the prices and amounts of transactions between participants: In conclusion, because of the number of possible methods that are still under debate, designing the most appropriate market clearing procedure is a complex task.
Two structural arrangements are possible: centralised unit commitment (pool) or decentralised commitment (exchange). The choice is mainly a political matter, though centralised structures are theoretically more efficient because a global optimization can be performed;

The auction defines how the offer and the demand for AS are submitted and matched. The Vickrey and the VCG auctions have nice features but are not very practical. Therefore, classical sealed-bid auctions are preferred in practice, even if such auctions are not Pareto efficient;

Scoring, which classifies AS offers, is very difficult because of the multi-dimension feature of AS;

"Coordination between the clearings of the various AS markets is essential. In particular, simultaneous clearing is the most efficient solution, but it is harder to implement in decentralised systems and is computationally very demanding;

The settlement rule organises the payment of the AS providers selected in the auction. Non-remunerated polices remove the property rights of AS providers and thus have to be avoided. Administrative prices are not efficient either, except in the presence of dominant players. The best settlement rule is still under debate (e.g., discriminatory or uniform price, zonal or nodal price, etc…);

The timing of the market has to be chosen carefully. Indeed, higher frequencies are likely to increase the efficiency of the market, but also the potential for abuse of dominance and the operating cost.

*Price caps* of any kind should be avoided as much as possible. An appropriate demand curve is more desirable;

*Providing proper incentives* to stimulate appropriate behaviours by participants, besides intangible incentives (e.g., the fear of blackouts) and competition:

- The allocation of SS costs should ideally be performed with three components: (a) the fixed cost of SS through the transmission tariff, (b) the variable AS reservation costs through an allocation based on the potential utilisation of the users and (c) the actual utilisation of SS through to the users that use them;

Transmission of data: sufficient and balanced information has to be given to the market participants to foster competition. This information should cover the trading mechanism, the needs in terms of SS, the structure of the power system and the relevant economic signals;
- Monitoring of the participants in markets for AS: the SO usually performs the technical monitoring, which is divided into a preliminary, a continuous and an extraordinary monitoring. Since it is very difficult to monitor all the AS providers, incentives have to be given to encourage self-monitoring. The regulator and the anti-trust body are usually in charge of the economic monitoring, which is split into four functions: detecting, investigating, imposing sanctions and correcting;

- Penalties and rewards: to be effective, the monitoring should be complemented by penalties and rewards of various natures, structures, intensities and volatilities.

Assessing the procurement method to improve it. The procurement method should fulfil three goals: effectiveness, minimisation of running cost and economic efficiency. The optimum between these three goals is currently searched through an iterative process. However, assessing these three indicators of the procurement method is actually very difficult and it is almost impossible to guarantee a competitive price for AS. Actual AS prices are thus often obtained with the help of acceptable behaviours of the participants or regulatory decision.
CHAPTER 5

CONCLUSIONS AND FUTURE RESEARCH

The future belongs to the one who has the longest memory.
Friedrich Nietzsche (1844 - 1900)

5.1 Rationale for the Thesis

From consumers to generating units, including system operators and transmission owners, all users of an electrical power system expect an appropriate standard for frequency and voltage. The global frequency and the local voltages can be controlled by acting on the balances between consumption and generation of active and reactive powers across the power system. The frequency and voltage control services are called system services (SS). In addition to expecting a certain standard, the power system users affect the balances of reactive and active powers. Therefore, any user can both perturb and help control frequency and voltages. When users help control frequency and voltage, they provide the so-called ancillary services (AS). While the responsibility of users to provide ancillary services was less clear twenty years ago, the development of information technologies, power electronics and electricity markets force now all users to face their double responsibilities as consumers of system services and
providers of ancillary services. However, users need a consistent framework to manage ancillary services in order to fully grasp opportunities and hence maximize the global welfare.

So far, academic and industrial research was concentrated on specific issues and sometimes ignored the relations between technique, cost and market design. A global framework was thus missing. To fill this gap, this thesis provides a comprehensive assessment of markets for frequency and voltage control ancillary services along three axes: (a) defining the needs for system services and the ancillary services that can fulfil these needs; (b) assessing the cost of ancillary services; and (c) discussing the design of an efficient market-based procurement of system services.

Such a framework exhibits several advantages: (a) stakeholders can grasp quickly the issues related to ancillary services; (b) stakeholders benefit from a standardised method to assess their system; (c) solutions are proposed to improve current arrangements; and (d) theoretical limitations that need future work have been identified.

5.2 Contributions to Knowledge

First, this thesis has formulated the problem of the needs of users. To meet these needs, given qualities and quantities ancillary services have to be provided at appropriate locations. The issues raised by these technical specifications have been discussed and compared with actual requirements across systems. In particular, the thesis has led to the following conclusions:

✓ Needs for system services:
  - Expression of the needs: a cost-benefit optimisation is the best manner to define the needs in terms of system services. Security, power quality and system utilisation should all be taken into account in the optimisation process. However, practical solutions tend to be based on obscure or simplified methods, past experience or general recommendations;
  - Review of the needs: the needs of users and the system constraints evolve with time. Therefore, the needs for system services should be reviewed frequently by system operators. However, system operators have little incentive to change rules-of-thumb that have performed reasonably well for years, even if these rules are sometimes hard to justify.
5.2 CONTRIBUTIONS TO KNOWLEDGE

✓ Quality of ancillary services:
  - Differentiation of ancillary services: it is not possible to find a perfect specification between general and precise specifications of ancillary services;
  - Description of ancillary services: a framework to compare ancillary services has been proposed and successfully applied to various power systems. In addition, a standardised description has been proposed, as well as a standardised definition of the term “spinning reserve”;
  - Standardisation of ancillary services: in practice, specifications of ancillary services differ from one system to another. Therefore, efforts should be made to unify similar ancillary services in order to foster short-term exchanges of services between neighbouring systems.

✓ Quantity of ancillary services:
  - Responsibility for quantity requirements: because system services are public goods, only the system operator should define the requirements for ancillary services;
  - Definition of quantity requirements for ancillary services: the requirements should take into account various features. However, current practices are usually opaque;
  - Elasticity of quantity requirements: the demand for ancillary services should be elastic;
  - Synopsis of quantity requirements: an indicator has been developed to compare quantity requirements for ancillary services and thus gives incentives to system operators to improve their practices.

✓ Location of ancillary services:
  - Importance of location: the location of reactive power providers is particularly important. The actions of frequency control providers are global but still may be hampered by a bad location (e.g., a congested area);
  - Mechanisms to exchange ancillary services between locations: technical mechanisms should exist to allow participants exchange AS between neighbouring locations. However, these mechanisms usually do not exist between neighbouring systems.

Second, this thesis has reviewed the main cost components of ancillary services and has proposed a methodology to estimate the day-ahead de-optimisation cost incurred by a producer because of frequency control. This methodology has been successfully applied to EDF Producer, and has provided several interesting results. The main findings are:

✓ Estimating accurately the total cost of ancillary services is extremely difficult for a producer because:
The cost of ancillary services has several components;

Different inter-dependent time horizons have to be considered, from tens of years ahead to real-time;

It is often difficult to separate the cost of ancillary services from the cost of other products;

The cost of ancillary services depends on the portfolio considered and it is affected by many uncertainties.

One main cost component of frequency control is the day-ahead de-optimisation cost because of the need to set aside capacity to provide reserves. A methodology has been proposed to estimate this cost and a specific tool, named OTESS, has been developed to apply this methodology to any producer;

This methodology has been successfully applied to EDF Producer’s portfolio (i.e., around 150 thermal units and 50 hydro valleys) over 879 days with actual operational data and EDF’s actual optimisation algorithm;

The results obtained are very helpful to assess the frequency control provision. In particular:

\textit{The de-optimisation cost is not negligible}, since it represents up to 7.8\% of the initial dispatch cost as an underestimate. Therefore, an efficient provision of frequency control reserve is essential to reduce this cost as much as possible;

\textit{The de-optimisation cost exhibits strong variations} (greater than ±20\% for more than 54\% of the days). Therefore, the market design should take this variation into account to help participants reap opportunities (e.g., by allowing short-term exchanges);

\textit{The seasonality of the de-optimisation cost is relatively poor over the studied timeframe}. Therefore, it does not seem possible to select a particular period and then to generalise the result of this period over the whole timeframe. Hence, future studies on the de-optimisation cost have to consider a large number of days to both give accurate results and help identify potential long-term seasonals;

For EDF Producer, the de-optimisation cost is sensitive to three major parameters:

\begin{itemize}
  \item The \textit{expected marginal costs of reserves}: there is a strong link between the marginal costs of reserves and the de-optimisation cost. Therefore, the marginal costs can be used as a proxy to estimate the de-optimisation cost;
  \item The \textit{primary reserve demand}: because of the capabilities of EDF Producer’s portfolio, primary reserve demand clearly affects the de-optimisation cost, whereas the influence of secondary reserve is not as marked;
\end{itemize}
The quantity of reserves provided by hydro units: when hydro cannot be used extensively to provide reserves for some critical time steps, the de-optimisation cost tends to be high. However, this trend is due to a somewhat simplistic modelling of hydro units in the optimisation algorithm that does not reflect the actual cost of hydro units.

- The demand for reserves can be the most binding constraint. It may thus be useful to develop storage or load control strategies in order to allow a conversion of the cheaper energy into reserves;
- The reserve constraint may not be binding at all, so the security of the system can be increased at very low cost by increasing the demand for reserves during periods when the marginal costs of reserves are low;
- The de-optimisation cost due to time control represents tens of millions of euros per year in France. The value of such an expenditure needs to be proven.

Third, this thesis has proposed a comprehensive and structured analysis of the features of a market for ancillary services. To improve current market designs and to balance the information sent to participants, a fully independent body (e.g., the regulator) should describe and justify the methods adopted to solve the design issues listed below:

- Nominating the entity responsible of procurement (ERAP): the system operator is the best candidate since it is a natural buyer of AS;
- Matching supply and demand: long-term supply should be ensured to have access in the long run to sufficient AS capabilities at the appropriate locations. In addition, reduction of demand for ancillary services should be pursued. Furthermore, an efficient short-term procurement mechanism is also essential;
- Choosing the relevant procurement methods to contract AS provision: five methods have been listed. Since none of them is perfect, it may be desirable that the ERAP selects a few of them and uses them concurrently;
- Defining the structures of offers and payments to remove price distortions: six possible structures of offer and payment have been proposed. The optimal choice amongst these components depends on the cost structure of the ancillary services considered;
- Organizing the market clearing procedure to fix the prices and amounts of AS transactions between participants: Several choices have to be made:
Two structural arrangements are possible: centralised unit commitment (pool) or decentralised commitment (exchange);

The auction defines how the offer and the demand for AS are submitted and matched. Classical sealed-bid auctions are preferred in practice, even if such auctions are not Pareto efficient;

Scoring, which classifies AS offers, is very difficult because of the multi-dimension feature of AS;

Coordination between the clearings of the various AS markets is essential. In particular, simultaneous clearing is the most efficient solution, but it is harder to implement in decentralised systems and is computationally very demanding;

The settlement rule organises the payment of the AS providers selected in the auction. Non-remunerated procurement and administrative prices have to be avoided. The best settlement rule is still under debate (e.g., discriminatory or uniform price, zonal or nodal price, etc...);

The timing of the market has to be chosen carefully. Higher frequencies are likely to increase the efficiency of the market, but also the potential for abuse of dominance and the operating cost.

Price caps of any kind should be avoided as much as possible. An appropriate demand curve is much more desirable;

Providing proper incentives to stimulate appropriate behaviours by participants, besides intangible incentives (e.g., the fear of blackouts) and competition:

The allocation of SS costs should ideally be performed with three components: (a) the fixed cost of SS through the transmission tariff, (b) the variable AS reservation costs through an allocation based on the potential utilisation of the users, and (c) the actual utilisation of SS through to the users that make the actual use of these services necessary;

Transmission of data: sufficient and balanced information has to be given to the market participants to foster competition;

Monitoring of the participants in markets for AS: the SO usually performs the technical monitoring and incentives have to be given to encourage self-monitoring and transparency. The regulator and the anti-trust body are usually in charge of the economic monitoring;
• **Penalties and rewards:** to be effective, the monitoring should be complemented by penalties and rewards of various natures, structures, intensities and volatilities.

✓ **Assessing the procurement method** to improve it. The procurement method should fulfil three goals: effectiveness, minimisation of running cost and economic efficiency. Note that current AS prices are often obtained with the help of acceptable behaviours of the participants or regulatory decisions, but not from incentive to compete.

### 5.3 Short-Term Evolutions Desirable in France

By applying the assessment framework to the French power system, various short-term evolutions become obvious candidates for improving current arrangements (the thesis discusses in more details the issues related to the following propositions):

✓ **Delivery of ancillary services:**
  • **Needs for system services:** more incentives should be developed to reduce the long-term needs for system services. Furthermore, the value of time control should be explored in further details;
  • **Quality of ancillary services:** technical AS requirements should facilitate the entrance of non-conventional participants, for example by allowing non-symmetrical capabilities, which would help wind farms or loads participate in the market;
  • **Quantity of ancillary services:** the French transmission system operator or the French regulator should explain in details the method used to calculate the requirements for frequency control reserves. In addition, an elastic demand would be desirable to buy more ancillary services when they are cheaper;
  • **Location of ancillary services:** exchanges between neighbouring countries should be implemented in order to increase the trade-off possibilities of participants. However, such a system requires a co-optimisation with energy and transmission, which can be complex in a decentralised trading mechanism such as the one used in continental Europe.

✓ **Cost of ancillary services:** work on this topic should be performed individually by AS providers;

✓ **Procurement of system services:**
  • **Procurement methods:** since it has been proven that the cost of ancillary services has a strong daily variation in France, short-term procurement methods are desirable to
complement the current system of long-term bilateral contracts. This would help increase the global welfare;

- **Structures of offers and payments**: symmetrical prices should be removed. The voltage control availability payment (i.e., in €/Mvar/h) should be a function of the distance from the unity power factor;
- **Settlement rule**: the energy utilisation of the secondary frequency control should be indexed on the price of balancing mechanism since the objectives of these two controls are similar.

### 5.4 Suggestions for Future Work

This thesis has left open various issues. First, this thesis focused on the description of an assessment method. Therefore, the developed framework will be particularly useful if it is applied to actual systems (the thesis applied the framework only partially to actual systems). Furthermore, the structures of systems vary over time. Therefore, the proposed assessment should be applied regularly on power systems to improve current arrangements, balance information and share good practices. Such an assessment would be particularly interesting for systems that are likely to benefit from a common market for AS in the future, such as Belgium, France, Germany, Luxembourg and The Netherlands. For example, a dedicated taskforce funded by regulators could be set up. Note that particular attention should be brought to the operating cost of markets, which is usually ignored in the restructuring process.

Second, defining appropriate needs for ancillary services is limited by a theoretical barrier well-known since the early age of power system: the value of a continuous supply of electricity. Furthermore, the value of ancillary services should also consider power quality and the power system utilisation. It is thus essential to improve the knowledge of the value of system services to enhance markets for ancillary services by introducing elasticity.

Third, long-term procurement of ancillary services is currently achieved through connecting conditions imposed on new generating units. A more efficient system could be developed to send appropriate signals and trigger optimal investments in AS capabilities. In particular, such signals are essential for AS providers to develop (or not) alternative means of AS provision.
Fourth, the limit between negotiable and non-negotiable products is not clear. For example, stability is not remunerated in some systems, whereas some units are useful for stability and others do not contribute to it. Therefore, it seems important to draw the limit between negotiable and non-negotiable products and to evaluate the price of potential new services.

Fifth, the exchange of ancillary services across systems is an important feature to help increase the global welfare. However, such an arrangement is challenging for several reasons: (a) it necessitates product standardisation across systems; (b) it needs market standardisation; and (c) it faces the strong engineering challenge to co-ordinate energy, transmission and ancillary services markets in a decentralised manner. In addition, the best organisation to tackle this issue is not clear. For example, should a dedicated entity or informal networks perform such studies?

Sixth, markets for ancillary services suffer from structural dominant positions. Therefore, economic research has to develop methods that guarantee an efficient procurement of ancillary services despite structural issues.

Seventh, the cost of AS should be better understood. In particular, OTESS could be used to determine the annual supplemental cost of frequency control reserves (i.e., the cost to provide one supplemental MW over one year). The study could also be completed with additional data since August 2007 and improved by better taking into account hydro constraints. Moreover, AS price forecasting should be improved to better negotiate long-term contracts.

Eight, to make the system as efficient as possible, it is essential to investigate all the technical possibilities to control frequency and voltage. In particular, research should be performed to increase contributions by intermittent generation, loads and storage.

Ninth, the thesis was concentrated on the markets for ancillary services. However, other electricity markets, such as energy, transmission or CO₂ could benefit from similar comprehensive assessment frameworks.
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A.1 Basics of Statistics

Since the definition of some statistic indicators may vary [Berry and Lindgren (1990)], the statistics and data analysis method used in this thesis, as well as their abbreviations and symbols are presented in this section. Note that we consider that all the existence conditions are met to calculate these various statistics (e.g., no division by zero, vectors have an appropriate size and sums do not tend toward the infinity).

A.1.1 Univariate data

✓ *Univariate data* refer to the observations made for only one *random variable* $X$. Let us consider a sample data defined by $N$ elements, $x[1]$ to $x[N]$, sorted in an ascending order;

✓ The *sample mean* ($\bar{x}$ or $M$), simply called mean or average in this thesis, is defined as follows:

$$\bar{x} = \frac{1}{N} \sum_{k=1}^{N} x[k]$$

(A.1.1)

✓ The sample mean tends to the *expected value* of the random variable $X$ when the number of observation increases [Berry and Lindgren (1990)];

✓ The *sample variance* ($\sigma^2$) represents the weighted scattering of the data$^{137}$:

---

$^{137}$ Note that the sample variance is defined slightly differently in comparison to the variance of the random variable $X$ (also called population variance). The variance of the random variable generally cannot be calculated because most of the time the complete population is unknown [Berry and Lindgren (1990)].
\[ \sigma^2 = \frac{1}{N-1} \sum_{k=1}^{N} (x[k] - \bar{x})^2 \]  
(A.1.2)

✓ The *sample standard deviation* (\( \sigma \)) gives a friendlier picture of the dispersion than the variance because the standard deviation is homogeneous to \( X \):

\[ \sigma = \sqrt{\sigma^2} \]  
(A.1.3)

✓ The *sample median* (\( \tilde{x} \)), also called second quartile, is the value that splits a sample in two parts, with 50 % of the sample on each side. It is calculated as follows [Berry and Lindgren (1990)]:

\[
\tilde{x} = \begin{cases} 
N \text{ is odd} & \Rightarrow x \left\lfloor \frac{N+1}{2} \right\rfloor \\
N \text{ is even} & \Rightarrow \frac{1}{2} \left( x \left\lfloor \frac{N}{2} \right\rfloor + x \left\lfloor \frac{N}{2} + 1 \right\rfloor \right) 
\end{cases}
\]  
(A.1.4)

✓ The *first quartile* (FQ) is the median of the samples below the median (the median excluded). It thus represents the boundary that holds the 25% first sample values;

✓ The *third quartile* (TQ) is the median of the samples above the median (the median excluded). It thus represents the boundary that gathers the 75% first sample values;

✓ More generally, the *nth-percentile* (\( p_n \)) is the boundary for the \( n \) % first values of the sample. It is calculated as follows in our study [Mathworks (2007)]:

We define:

\[ y[k] = \frac{100}{N} \times \left( k - \frac{1}{2} \right) \]  
(A.1.5)

We find \( i \) such as:

\[ y[i] \leq n < y[i+1] \]  
(A.1.6)

We can then calculate the nth-percentile:

\[ p_n = x[i] + \frac{N}{100} \times (y[n] - y[i]) \times (x[i+1] - x[i]) \]  
(A.1.7)

---

138 Note that Microsoft Excel does not use exactly the same algorithm to define the first and third quartiles.
The interquartile range (IQR) represents how the majority of the data close to the centre are spread. It thus a good indicator of the dispersion of the “reasonable” data. The interquartile range may be used to find outliers, i.e. observations that are standing out of the crowd. The IQR is defined as follows:

\[ IQR = F_Q - T_Q \] (A.1.8)

The interquartile mean (IQM) is the average of the 50 % samples that are around the median and is defined as follows, where \( N^* \) represents the set of the natural numbers except zero:

\[
IQM = \begin{cases} 
\frac{N}{4} \in N^* & \Rightarrow \frac{2}{N} \sum_{k=\frac{N}{4}}^{\frac{3N}{4}} x[k] \\
\frac{N-1}{4} \in N^* & \Rightarrow \frac{2}{N+1} \sum_{k=\frac{N+1}{4}}^{\frac{3N+1}{4}} x[k] \\
\frac{N-2}{4} \in N^* & \Rightarrow \frac{2}{N-2} \sum_{k=\frac{N-2}{4}}^{\frac{3N-2}{4}} x[k] \\
\frac{N-3}{4} \in N^* & \Rightarrow \frac{2}{N-1} \sum_{k=\frac{N-1}{4}}^{\frac{3N-1}{4}} x[k] 
\end{cases}
\] (A.1.9)

A range of values is called a class interval. The number of samples in a given class interval gives the frequency of this class. When the frequencies are divided by the size of the sample, the relative frequencies are obtained, that are called probability in this report by misuse of language;

The relative frequencies are plotted in many figures in this thesis. Such a figure gives a so-called frequency distribution and an example is given in Figure A.1.1. Note that several frequency distributions could be defined since different class intervals may be chosen. In addition, contrary to histograms, the areas in a frequency distribution do not mean anything. However, class intervals in this report have all the same size for a given frequency distribution to facilitate the reading. Lastly, the sum of the relative frequencies is obviously equal to one.
A.1.2 Bivariate data

✓ Bivariate data refer to the observations made for two random variables $X$ and $Y^{139}$. Let consider now a bivariate sample data defined by $2 \times N$ elements, noted from $x[1]$ to $x[N]$ and from $y[1]$ to $y[N]$, classified in any order, but each couple of data $x[k]$ and $y[k]$ represents one sample;

✓ The sample covariance\(^ {140} \) $C_{xy}$ represents the linear relationship between $x$ and $y$ and is defined as [Berry and Lindgren (1990)]:

$$ C_{xy} = \frac{1}{N-1} \sum_{k=1}^{N} (x[k] - \bar{x})(y[k] - \bar{y}) $$  \hspace{2cm} (A.1.10)

✓ The sample correlation coefficient $r_{xy}$ (sometimes called cross-correlation) gives a friendlier picture of the linear relationship between the two series of data than $C_{xy}$ is comprised between $-1$ and $1$, and is defined as:

$$ r_{xy} = \frac{C_{xy}}{\sigma_x \sigma_y} $$  \hspace{2cm} (A.1.11)

✓ It is important to keep in mind that $C_{xy}$ and $r_{xy}$ can be equal to zero despite a clear non-linear relationship between the two variables;

✓ $C_{xy}$ and $r_{xy}$ represent the strength of the linear relationship between $X$ and $Y$, but do not give information about the significance of the strength of the linear relationship. The significance can be estimated with for example a one-tailed test (t-test);

\(^{139} \)The general term to designate data with observations on several variables is multivariate data.

\(^{140} \)The sample covariance is sometimes called cross-covariance to make the distinction with the covariance matrix of a time series [Fuller (1976)]
A significant strong linear relationship between $X$ and $Y$ does not mean that $X$ causes $Y$ or vice-versa;

A scatter plot shows the relation between two variables by plotting each observation in a two-dimensional graph, where the horizontal axis represents one random variable and the vertical axis the second one. This kind of graph may be very helpful to detect specific patterns.

### A.1.3 Time-dependent data

A time series is a sequence of observations made at regular interval of time [Open University (1988)]. When the observations of the random variables are made over time, the basic statistics presented in the previous sections can be misleading in some cases, although they can give a good insight of some particular data arrangements (e.g., see section 3.4.3).

Let us consider a univariate time series defined by $N$ elements, noted from $x[1]$ to $x[N]$, classified in chronological order;

The sample autocorrelation coefficient $r_{lag}$, comprised between $-1$ and $1$, is somewhat similar to $r_{xy}$ as $r_{lag}$ gives the correlation of the process with the previous observations that were made during the lag. The autocorrelation coefficient is defined as follows for a given lag [Hamilton (1994)]:

$$
\sum_{k=1}^{N-lag} (x[k] - \bar{x})(x[k + lag] - \bar{x})
\sum_{k=1}^{N} (x[k] - \bar{x})^2
$$

From the previous formula, the autocorrelation function (ACF) can be drawn with the lags on the horizontal axis and the corresponding autocorrelation coefficients on the vertical axis;

The ACF shows the influence of all the observations from $x[k-lag]$ to $x[k-1]$ on $x[k]$. To estimate the specific influence of $x[k-lag]$ on $x[k]$, the partial autocorrelation function (PACF) should be used instead. Since its formulation is not straightforward [Hamilton (1994)], its mathematical formulation is not given here. To calculate the PACF in this thesis, the Microsoft Excel statistical add-in from Numerical Algorithms Group (2007) was used;
An important concept for time-dependant data is \textit{stationarity}, since a stationary time series can be studied as a classical random variable (see section A.1.1). A time series is said to be strictly stationary if the probability laws describing the shifted time series $x[k+t]$ are the same as those describing the original time series $x[k]$ [Open University (1988)]. Strictly stationary time series are rare. Practically, a time series is \textit{weakly stationary} (or covariance-stationary) when [Hamilton (1994)]:

- The expected values and variances are constant over time;
- Each autocorrelation coefficient is constant over time.

Generally speaking, a time series may be split into three components [Open University (1988)]:

- A \textit{trend component}, which represents a non-periodic long-term variation;
- A \textit{seasonal component}, which shows a periodic variation;
- A \textit{stationary irregular component}, which basically represents the short-term noise around the trend and the seasonal components.

\subsection*{A.1.4 Descriptive analysis}

This thesis tries to understand the causes underlying the de-optimisation cost, but does not specifically attempt to predict the de-optimisation cost (see Chapter 3). The process of understanding the data is called \textit{descriptive analysis}. In general, a descriptive analysis summarizes the characteristics (trend and dispersion) of the variable, estimates its density and detects atypical values (the outliers). Then, it may be necessary to transform data with for example a logarithmic transformation. Such transformations are useful to separate the different components of a time series, as introduced in section A.1.3. Lastly, descriptive analysis helps to understand the links between variables [Peradotto (2001)].

In this thesis, the following steps are performed to analyse the computed de-optimisation cost:

- \textit{Data selection}: in this process, data are extracted from the OTESS database and some basic calculations are performed (e.g., subtraction between two costs). Most of the data are defined for each time step of the day whereas the de-optimisation cost has a meaning only over a day. Therefore, basic statistics for each parameter are taken, such as the minimum, the maximum, the mean, the standard deviation and the difference between the minimum and the maximum over the 48 first steps (the 48 following steps
are ignored, as explained in section 3.3.6). In total, around 100 variables have been defined;

- **Handling missing data:** the missing data are completed as explained in section 3.3.4.3;
- **Calculation of basic statistics:** the frequency distributions are plotted for the valid data and basic statistics are given to evaluate the quality of the series;
- **Seasonality:** the seasonality of the time series is analysed with the ACF and the PACF (see section 3.4.2);
- **Data smoothing (or filtering):** in order to remove the noise around the main variation of the series, a smoothing is performed with a window-moving average according to (A.1.13). In other words, this technique tries to remove the stationary component from the original series. For example, Figure 4.4 represents the smoothing process with a 3-element window. Note that the new set of data is smaller than the window since the beginning and the end of the series cannot be smoothed. In this report, the window is chosen according to the seasonality period;

\[
x_{\text{smoothed}}[t] = \frac{1}{\text{window}} \sum_{k=1}^{\text{window}-1} x_{\text{original}}[k]
\]

where window is odd (A.1.13)

![Figure A.1.2: Schematic representation of the smoothing process](image)

- **Getting the stationary component:** this is done by removing the trend and seasonal components of each series over time and any correlation correction. Seasonal patterns can be detected by calculating the auto-correlation coefficients of the series or by performing a Fourier Transform or a caterpillar decomposition [Garcia (2005)]. In this
study, the trend and seasonal components are removed by simply subtracting the smoothed series from the original one;

✓ **Normalization**: this makes possible comparing data with different units or orders of magnitude. The normalization used in this report is shown in (A.1.14), where $\bar{x}$ and $\sigma$ are respectively the mean and the standard deviation of the series to be normalized [Garcia (2005)].

$$x_{\text{normalized}}[t] = \frac{x[t] - \bar{x}}{\sigma}$$  \hspace{1cm} (A.1.14)

✓ **Multidimensional analysis**: this report relies on a basic multidimensional analysis, for which correlation coefficients are calculated and scatter plots are drawn. More complex techniques such as clustering (e.g. with the help of Kohonen networks) could be performed for further studies [Garcia (2005)].
A.2 Technical Description of OTESS

This section gives an overview of OTESS from a technical point of view. It is assumed here that the reader is familiar with the optimisation process described in section 3.3. OTESS stands for *Outil pour l’Etude des Services Système* (Tool for the study of ancillary services). This software has been initially developed to manipulate the operating data of EDF Producer in order to estimate its de-optimisation cost because of frequency control reserves (see Chapter 3). However, because it is object-oriented architecture, this software could be quickly adapted to any information system. Furthermore, the studies possible with OTESS are not limited to ancillary services. In fact, any kind of research related to the generation optimisation algorithm can be performed, such as assessing the impact of a new portfolio or different market prices.

A.2.1 Basic functionalities

As presented in section 3.3.5.2, the main features of OTESS are the following:

- Handle and modify inputs and outputs of EDF’s dispatch algorithm;
- Extract the selected data from the optimisation algorithm’s output files and store them into a relational database;
- Store any kind of additional data in its database, such as the target frequency, the balancing mechanism prices or the final dispatch planning (the *programme d’appel*);
- Easily modify data of the database with user-defined scripts;
- Allow complex querying on cross-related tables;
- Display data with various graph types directly from queries (e.g., scatter plots or frequency distributions, as shown in Chapter 3);
- Perform basic data mining techniques;
- Export data under various formats (e.g., CSV or XML\(^{141}\));
- Share data between users since it is a server-based software with a web-based human-machine interface;
- Run on both Linux and Windows environment;
- Based on free software;

\(^{141}\) CSV stands for Comma-Separated Values and XML for Extensible Mark-up Language
Strongly modular because object-oriented.

A.2.2 Hardware architecture

The architecture of OTESS is based on the famous LAMP architecture (Linux, Apache, MySQL and PHP) and is shown in Figure A.2.3 where the basic operations are as follows:

- **Operation 1**: the operational data are stored as zipped text files on a specific server. They are thus transferred via FTP to the main machine, where they are unzipped;
- **Operation 2**: the datasets are modified by OTESS according to a given script. For example, the demand for reserve can be set to zero (see section A.2.6);
- **Operation 3**: the modified datasets are sent via FTP to several simulation machines in order to reduce the computation time (see section 3.3.5.1 for more details on these machines);
- **Operation 4**: a KSH script launches automatically EDF’s dispatch algorithm for the modified datasets. Following the optimisation process, new datasets are created as outputs;
- **Operation 5**: the results are sent back via FTP to the main machine;
- **Operation 6**: only a part of the dispatch results are used to feed in the relational database of OTESS (see section A.2.3 for more details on the database structure);
- **Operation 7**: the user makes use of the functionalities of OTESS in order to extract the data that are useful via tailored-made scripts and a generic web-based interface (see section A.2.5 for a few screenshots).
A.2.3 Software architecture

OTESS relies on a relational database. The entity relation modelling of the main tables of OTESS is given in Figure A.2.4. To give an idea of data stored, Table A.2.1 to Table A.2.4 give the structures of four data tables. In fact, there are 27 tables, amongst which 15 are dedicated to OTESS management (e.g., relations between tables, user management, session, script locations, graphs...). Nevertheless, this relational database can be easily modified through a dedicated interface in OTESS.

---

142 For more information on entity relation modelling, see for example Williams and Lane (2004).
Figure A.2.4: Entity relation modelling of the main tables of OTESS

Table A.2.1: Structure of the table “unit”

<table>
<thead>
<tr>
<th>Name</th>
<th>Data type</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNIT_ID</td>
<td>INT(3) &gt;0</td>
<td>-</td>
<td>Unit ID (unique primary key)</td>
</tr>
<tr>
<td>NAME</td>
<td>VAR(10)</td>
<td>-</td>
<td>Generating unit name, identical to the one used by EDF (e.g., ‘CHIN2T 1’)</td>
</tr>
<tr>
<td>MAIN_TYPE</td>
<td>(‘thermal’, ‘hydro’)</td>
<td>-</td>
<td>Group main type: thermal or hydro</td>
</tr>
<tr>
<td>CITY_NAME</td>
<td>VAR(255)</td>
<td>-</td>
<td>Name of the place</td>
</tr>
<tr>
<td>CITY_CODE</td>
<td>INT(5) &gt;0</td>
<td>-</td>
<td>Zip code of the place</td>
</tr>
</tbody>
</table>

Table A.2.2: Structure of the table “demand”

<table>
<thead>
<tr>
<th>Name</th>
<th>Data type</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATASET_ID</td>
<td>INT(8) &gt;0</td>
<td>-</td>
<td>See table “dataset” (co-primary key)</td>
</tr>
<tr>
<td>TIMESTEP_ID</td>
<td>INT(8) &gt;0</td>
<td>-</td>
<td>See table “timestep” (co-primary key)</td>
</tr>
<tr>
<td>NRJ</td>
<td>SCI &gt;0 or &lt;0</td>
<td>MW</td>
<td>Forecasted power demand</td>
</tr>
<tr>
<td>SEC</td>
<td>SCI &gt;0</td>
<td>MW</td>
<td>Secondary reserve demand</td>
</tr>
<tr>
<td>PRI</td>
<td>SCI &gt;0</td>
<td>MW</td>
<td>Primary reserve demand</td>
</tr>
</tbody>
</table>
### Table A.2.3: Structure of the table “supply”

<table>
<thead>
<tr>
<th>Name</th>
<th>Data type</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATASET_ID</td>
<td>INT(8) &gt;0</td>
<td>-</td>
<td>See table “dataset” (co-primary key)</td>
</tr>
<tr>
<td>UNIT_ID</td>
<td>INT(3) &gt;0</td>
<td>-</td>
<td>See table “unit” (co-primary key)</td>
</tr>
<tr>
<td>TIMESTAMP_ID</td>
<td>INT(8) &gt;0</td>
<td>-</td>
<td>See table “timestep” (co-primary key)</td>
</tr>
<tr>
<td>NRJ</td>
<td>SCI &gt;0 or &lt;0</td>
<td>MW</td>
<td>Dispatched power</td>
</tr>
<tr>
<td>SEC</td>
<td>SCI &gt;0</td>
<td>MW</td>
<td>Dispatched secondary reserve</td>
</tr>
<tr>
<td>PRI</td>
<td>SCI &gt;0</td>
<td>MW</td>
<td>Dispatched primary reserve</td>
</tr>
</tbody>
</table>

### Table A.2.4: Structure of the table “global_dispatch_statement”

<table>
<thead>
<tr>
<th>Name</th>
<th>Data type</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATASET_ID</td>
<td>INT(8) &gt;0</td>
<td>-</td>
<td>See table “dataset” (unique primary key)</td>
</tr>
<tr>
<td>NRJ_AVG_GAP</td>
<td>SCI &gt;0 or &lt;0</td>
<td>MW</td>
<td>Average gap between scheduled power supply and estimated power demand over the first 48 steps</td>
</tr>
<tr>
<td>SEC_AVG_GAP</td>
<td>SCI &gt;0 or &lt;0</td>
<td>MW</td>
<td>Average gap between scheduled secondary reserve and secondary reserve demand</td>
</tr>
<tr>
<td>PRI_AVG_GAP</td>
<td>SCI &gt;0 or &lt;0</td>
<td>MW</td>
<td>Average gap between scheduled primary reserve and primary reserve demand</td>
</tr>
<tr>
<td>THM_COST</td>
<td>SCI &gt;0 or &lt;0</td>
<td>k€</td>
<td>Cost of the thermal power supply dispatch for the first 48 steps</td>
</tr>
<tr>
<td>HYD_COST</td>
<td>SCI &gt;0 or &lt;0</td>
<td>k€</td>
<td>Cost of the de-stocked water for the first 48 steps</td>
</tr>
<tr>
<td>NRJ_PENALTY</td>
<td>SCI &gt;0 or &lt;0</td>
<td>k€</td>
<td>Cost of the power supply mismatch for the first 48 steps</td>
</tr>
<tr>
<td>SEC_PENALTY</td>
<td>SCI &gt;0 or &lt;0</td>
<td>k€</td>
<td>Cost of the secondary reserve mismatch for the first 48 steps</td>
</tr>
<tr>
<td>PRI_PENALTY</td>
<td>SCI &gt;0 or &lt;0</td>
<td>k€</td>
<td>Cost of the primary reserve mismatch for the first 48 steps</td>
</tr>
<tr>
<td>TOTAL_COST</td>
<td>SCI &gt;0 or &lt;0</td>
<td>k€</td>
<td>Total cost of dispatch, including penalties, for the first 48 steps</td>
</tr>
</tbody>
</table>
A.2.4 Parameters for data analysis

The following parameters have been computed and stored in two specific tables of OTESS in order to perform multidimensional data analysis (operation 7 in section A.2.2). Only a few of these parameters have exhibited a clear interest (see section 3.4.3). Note that the relations between the marginal costs of reserves and other parameters have not been included in this thesis for obvious confidentiality reasons.

- For the de-optimisation cost (table “descriptive_analysis_normalized_data_dates”):
  - VALID: indicates whether the data is original (1) or extrapolated (0). See section 3.3.4.3 for more information on extrapolated data;
  - DATE: date of the day;
  - DAY_NUMBER: number of the day (from 1 to 365);
  - DAY_NAME: name of the day;
  - SEASON: season of the day;
  - BANKHOLIDAY: indicates whether the day is a bank holiday (1) or not (0);
  - CHANGING_TIME: indicates whether the Summer/Winter time is triggered during this day (1) or not (0);
  - TARGET_FREQUENCY: UCTE target frequency for this day (49.99, 50.00 or 50.01);
  - WEEKDAY: indicates whether the day is a weekday (1) or a weekend (0);
  - INITIAL_COST (_TOT, _THM, _HYD, _PEN): cost of dispatch with reserves (total, thermal, hydro, APOGEE penalty) (in k€). See section 3.3.6 for more information on the cost calculation;
  - COST_DIFFERENCE (_TOT, _TOT_PERCENT): difference between the cost of dispatch without reserves and the cost of dispatch with reserve (absolute – in k€, relative);
  - NRJ_DEMAND (_MEAN, _MIN, _MAX, _DELTAMINMAX, _STDDEV): initial demand for energy for the day (mean, minimum, maximum, maximum minus minimum, standard deviation) (in MW/h). See Section A.1.1 for more details on the statistics used;
  - SEC_DEMAND (_MEAN, …): initial demand for secondary reserve (in MW/h);
  - PRI_DEMAND (_MEAN, …): initial demand for primary reserve (in MW/h);
  - SPIN_DEMAND (_MEAN, …): initial demand for primary + secondary reserves (in MW/h);
- **THM_SHARE_NRJ_DISPATCH (MEAN, …)**: the thermal generation divided by the total generation;
- **THM_SHARE_SEC_DISPATCH (MEAN, …)**: the secondary reserves provided by thermal units divided by the total provided secondary reserves;
- **THM_SHARE_PRI_DISPATCH (MEAN, …)**: same as above but with primary reserves;
- **THM_SHARE_SPIN_DISPATCH (MEAN, …)**: same as above but with primary + secondary reserves;
- **NRJ_DISPATCH (MEAN, …)**: dispatched generation (in MW/h);
- **SEC_DISPATCH (MEAN, …)**: dispatched secondary reserves (in MW/h);
- **PRI_DISPATCH (MEAN, …)**: dispatched primary reserves (in MW/h);
- **SPIN_DISPATCH (MEAN, …)**: dispatched primary + secondary reserves (in MW/h);
- **NRJ_NEGATIVE_MARGIN (MEAN, …)**: the dispatched generation minus the minimum available generation (in MW/h);
- **NRJ_POSITIVE_MARGIN (MEAN, …)**: the maximum available generation minus the dispatched generation (in MW/h);
- **SEC_MARGIN (MEAN, …)**: the maximum available secondary reserves minus the dispatched secondary reserves (in MW/h);
- **PRI_MARGIN (MEAN, …)**: same as above with primary reserves (in MW/h);
- **SPIN_MARGIN (MEAN, …)**: same as above with primary + secondary reserves (in MW/h);
- **NRJ_MARGINAL_COST (MEAN, …)**: marginal cost of energy (in €/MW/h);
- **SEC_MARGINAL_COST (MEAN, …)**: marginal cost of secondary reserves (in €/MW/h);
- **PRI_MARGINAL_COST (MEAN, …)**: marginal cost of primary reserves (in €/MW/h);
- **NRJ_GAP (MEAN, …)**: dispatched generation minus the initial demand for energy (in MW/h);
- **SEC_GAP (MEAN, …)**: dispatched secondary reserves minus the initial demand for secondary reserves (in MW/h);
- **PRI_GAP (MEAN, …)**: dispatched primary reserves minus the initial demand for primary reserves (in MW/h);
- **SPIN_WEIGHTED_SUM_MARGINAL_COSTS (_MEAN, …):**

\[ \lambda^i_R = \frac{\lambda^i_{R, pri} \times R^i_{pri\, dispatch} + \lambda^i_{R, sec\, dispatch} \times R^i_{sec\, dispatch}}{R^i_{pri\, dispatch} + R^i_{sec\, dispatch}} \]  

(in €/MW/h). See section 3.4.3.1 for more explanation on this indicator;

- **ALL_WEIGHTED_SUM_MARGINAL_COSTS (_MEAN, …):** same as above, but considering energy + secondary + primary instead of secondary + primary only (in €/MW/h).

✓ For the marginal costs of reserves (table “descriptive_analysis_normalized_data_timesteps”):

- **VALID:** indicates whether the data is original (1) or extrapolated (0). See section 3.3.4.3 for more information on extrapolated data;
- **DATE:** date of the day;
- **TIMESTEP:** number of the time step (from 1 to 48);
- **DAY_NUMBER:** number of the day (from 1 to 365);
- **DAY_NAME:** name of the day;
- **SEASON:** season of the day;
- **BANKHOLIDAY:** indicates whether the day is a bank holiday (1) or not (0);
- **CHANGING_TIME:** indicates whether the Summer/Winter time is triggered during this day (1) or not (0);
- **TARGET_FREQUENCY:** UCTE target frequency for this day (49.99, 50.00 or 50.01);
- **WEEKDAY:** indicates whether the day is a weekday (1) or a weekend (0);
- **NRJ_DEMAND:** initial demand for energy for the time step (in MW/h);
- **SEC_DEMAND:** initial demand for secondary reserve (in MW/h);
- **PRI_DEMAND:** initial demand for primary reserve (in MW/h);
- **SPIN_DEMAND:** initial demand for primary + secondary reserves (in MW/h);
- **THM_SHARE_NRJ_DISPATCH:** the thermal generation divided by the total generation during the time step;
- **THM_SHARE_SEC_DISPATCH:** the secondary reserves provided by thermal units divided by the total provided secondary reserves;
- **THM_SHARE_PRI_DISPATCH:** same as above but with primary reserves;
- **THM_SHARE_SPIN_DISPATCH:** same as above but with primary + secondary reserves;
- NRJ_DISPATCH: dispatched generation during the time step (in MW/h);
- SEC_DISPATCH: dispatched secondary reserves (in MW/h);
- PRI_DISPATCH: dispatched primary reserves (in MW/h);
- SPIN_DISPATCH: dispatched primary + secondary reserves (in MW/h);
- NRJ_NEGATIVE_MARGIN: the dispatched generation minus the minimum available generation (in MW/h);
- NRJ_POSITIVE_MARGIN: the maximum available generation minus the dispatched generation (in MW/h);
- SEC_MARGIN: the maximum available secondary reserves minus the dispatched secondary reserves (in MW/h);
- PRI_MARGIN: same as above with primary reserves (in MW/h);
- SPIN_MARGIN: same as above with primary + secondary reserves (in MW/h);
- NRJ_MARGINAL_COST: marginal cost of energy for the time step (in €/MW/h);
- SEC_MARGINAL_COST: marginal cost of secondary reserves (in €/MW/h);
- PRI_MARGINAL_COST: marginal cost of primary reserves (in €/MW/h);
- NRJ_GAP: dispatched generation minus the initial demand for energy (in MW/h);
- SEC_GAP: dispatched secondary reserves minus the initial demand for secondary reserves (in MW/h);
- PRI_GAP: dispatched primary reserves minus the initial demand for primary reserves (in MW/h);
- SPIN_WEIGHTED_SUM_MARGINAL_COSTS:

\[
\lambda^i_{R_k} = \frac{\lambda^i_{R_{sec}} \times P^i_{sec\, dispatch} + \lambda^i_{R_{pri}} \times P^i_{pri\, dispatch}}{R^i_{sec\, dispatch} + R^i_{pri\, dispatch}} \quad \text{(in €/MW/h). See section 3.4.3.1 for more explanation on this indicator.}
\]

- ALL_WEIGHTED_SUM_MARGINAL_COSTS: same as above, but considering energy + secondary + primary instead of secondary + primary only (in €/MW/h).

### A.2.5 Screenshots

In order to illustrate some of the basic functionalities of OTESS mentioned in section A.2.1, Figure A.2.5 to Figure A.2.10 display a few screenshots from OTESS (note that OTESS is compatible with most of web browsers).
Figure A.2.5: Modification and import of datasets with OTESS (operations 2 and 6 in section A.2.2)

Figure A.2.6: Management of data in the database (operation 7 in section A.2.2)
### A.2 Technical Description of OTESS

#### Output scripts

These scripts select appropriate data from the datalake, transform it and then store the result into the table `output_date`. These scripts are thus useful to show complex relationships between data.

<table>
<thead>
<tr>
<th>Script</th>
<th>Description</th>
<th>Launch script</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cost of time control (49.99)</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>2. Basic calculation on the data (49.99)</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>3. Cost with reserves - Cost without reserves</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>4. Original cost - cost with wind generation</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Figure A.2.7: Creation of new data in the database (operation 7 in section A.2.2)

#### Calculation view: 0. Analysis calculations

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Mean</td>
<td>✔</td>
</tr>
<tr>
<td>Filter: <code>VALID = 'T' AND 'DATE = '2007-01-01' AND 'DATE = '2007-06-31'</code></td>
<td></td>
</tr>
<tr>
<td>Order: <code>Number of records: 8352</code></td>
<td></td>
</tr>
<tr>
<td>Function: <code>Sample mean on: X1 = descriptive_analysis_new_data_timesteps</code>. <code>SEC DEMAND</code></td>
<td></td>
</tr>
<tr>
<td>Equation: <code>705.9172486425</code></td>
<td></td>
</tr>
</tbody>
</table>

| Calculation: 2. Interquartile Mean | ✔ | ✔ |
| Comment: |
| Filter: `VALID = 'T' AND 'DATE = '2006-07-31' AND 'DATE = '2007-08-01'` |
| Order: `Number of records: 352` |
| Function: `Sample mean on: IGQI (Interquartile mean)` |

Figure A.2.8: Basic calculation on the data (operation 7 in section A.2.2)
A.2.6 Code example

To perform complex tasks such as creating new datasets or modifying data, OTESS allows users to define their own scripts. For example, the following script has been used to create...
new datasets with the demand for reserves set to zero (note the object-oriented
programming that allows any change in the structure of the dataset text files):

```php
<?php

/*
 * dataset/script/reserve_demand_at_zero.php
 */

Written by:    Yann REBOURS (yann.rebours@ieee.org)
Created:       2007.09.11
Last modified: 2007.10.12
Description:   Copy the datasets and set the demand for the primary and
                secondary reserves at zero
Utilisation:   uses the POST method for:
                - SCRIPT_ID: the id of script that we use
                - datasets: encoded list of the names of the datasets to copy

(C) The University of Manchester 2007
(C) Electricité de France 2007
*/

/////////////
// MODULES //
/////////////
require_once 'parameters.inc';               // Parameters
require_once 'System/Folder.php';            // To manage folders and files
require_once 'HTTP/Input.php';               // To have access to the arguments
require_once 'Dataset/Script.php';           // Class that manages scripts
require_once 'Dataset/File_Conso.php';       // To have access to the CONSO file

////////////////
// PARAMETERS //
////////////////
// We get the ID of the script
$id_script = HTML_Input::getInputs("SCRIPT_ID", "POST");
// We get the list of datasets to copy
$array_datasets_to_copy = HTML_Input::decodeUrlVariable(HTML_Input::getInputs("datasets", "POST");
// We get the information on the script
$script = new Script($id_script);

// We define the initial and the destination folders
$path_initial_folder = $script->getInitialFolder();
$path_destination_folder = $script->getDestinationFolder();

// We create a folder object related to the destination folder
$destination_folder = new Folder($path_destination_folder);

//////////////////////////////
// CREATION OF THE DATASETS //
//////////////////////////////
// We define the empty reserve as an array of 97 elements
$empty_reserve = array_pad(array(), 97, "0.000000000E+00");

// We go through the list of datasets to copy
foreach ( $array_datasets_to_copy as $current_dataset ) {
    // We check whether the dataset to copy is valid and whether the target dataset does
    // not already exist
    if ( is_dir($path_initial_folder . $current_dataset) && !
        is_dir($path_destination_folder . $current_dataset) ) {
        // We copy the dataset
        $destination_folder->copyFolder ($path_initial_folder . $current_dataset ,
        $path_destination_folder . $current_dataset);

        // We set the demand at 0 in the CONSO file
        $file_conso = new File_Conso($path_destination_folder . $current_dataset .
        "/CONSO","edit");
        $file_conso->setSecondaryDemand($empty_reserve);
        $file_conso->setPrimaryDemand($empty_reserve);

        // We free the memory
    }
}

// Note : this step is particularly important when there are hundreds of datasets
// to manage
```
Lastly, to show how data from the database can be easily change, the following code was used to calculate the percentage of time when the marginal cost of energy was higher than the marginal costs of reserves (see section 3.5.1):

```php
$madeUseOf = 100 * ($totalCost / $totalMarginalCost)
```

To give an idea, the APOGEE text file that defines the demand for reserves and power for a given dataset looks as the following:

```plaintext
\['CONSO' '28/03/2007' '13:16'
\['29/03/2007' 'CONSORTIUM'
\['TELEREGLAGE'
\['PRIMAIRE'
\['CONSOMMATION'
\['TELEGRELAGE'
```

The document contains various tables and figures, possibly related to energy consumption and management. The content is too extensive to transcribe completely here, but it appears to cover topics such as constraint energy as most binding, telederegulation, and primary consumption.
A.2 TECHNICAL DESCRIPTION OF OTESS

Description:

Get the percentage of time when NRJ is the most binding.

Utilisation:
No input needed.

(C) The University of Manchester 2008
(C) Electricité de France 2008

// MODULES //
require_once 'parameters.inc';  // Parameters
require_once 'Database/Database_Otess.php';  // To access to the Otess database
require_once '../output_script/OutputData.php';  // To save the output

// PARAMETERS //

// We get connected to the database
$database = new Database_Otess();

// We define the tables to select
$array_tables_to_select = array("day","timestep_dispatch_statement","timestep","dataset");
// We define the fields to select
$array_fields_to_select = array (Array("Table" => "day",       "Field" => "DATE"),
                              Array("Table" => "timestep",  "Field" => "START"),
                              Array("Table" => "timestep_dispatch_statement", "Field" => "NRJ_MC" ),
                              Array("Table" => "timestep_dispatch_statement", "Field" => "SEC_MC" ),
                              Array("Table" => "timestep_dispatch_statement", "Field" => "PRI_MC" ));

// We select the data on the marginal costs
$array_array_marginal_costs = $database->selectElements($array_tables_to_select,$array_fields_to_select,"`SCRIPT_ID`='1' AND `timestep`.`START`<'24:00:00:000'";

// Initialisation of the counters
$array_total = array();
$array_nrj_highest = array();

// We go through all the data (i.e., 48 x 879 days)
foreach ( $array_array_marginal_costs as $array_marginal_costs ) {
    // Initialisation of the arrays
    if ( empty($array_nrj_highest[$array_marginal_costs["START"]]) ) {
        $array_nrj_highest[$array_marginal_costs["START"]] = 0;
    }
    if ( empty($array_total[$array_marginal_costs["START"]]) ) {
        $array_total[$array_marginal_costs["START"]] = 0;
    }

    // Actualisation of the data
    $array_total[$array_marginal_costs["START"]] ++;
    if ( $array_marginal_costs["NRJ_MC"] > $array_marginal_costs["PRI_MC"] &
         $array_marginal_costs["NRJ_MC"] > $array_marginal_costs["SEC_MC"] ) {
        $array_nrj_highest[$array_marginal_costs["START"]] ++;
    }
}

// We create the array with the result
$array_data_to_insert = array();
$timestep = 1;
foreach( array_keys($array_nrj_highest) as $start ) {
    array_push( $array_data_to_insert , Array("X"=>$timestep ,
                                            "Y"=>100*$array_nrj_highest[$start]/$array_total[$start] ) );
    $timestep ++;
}

// We import the data into the database
$output_data = new OutputData();
// Note: we delete the previous results
$output_data->insertData($array_data_to_insert,true);

///////////

// RETURN //

///////////

echo '<BR /><A HREF="../../output_script/view.php">Return to the list of output scripts</A><BR />';
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