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CHAPTER I

Introduction

1.1 Dissertation Objectives

Figure 1.1: Industrial jet engine.

The research work reported in this dissertation aims to provide computational method-

ologies and to further the understanding of physical phenomena that will aid and improve

the design of bladed disk assemblies from a structural dynamics standpoint. Bladed disk

structures are found in a wide array of applications, including small impeller pumps and

1
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automotive turbo systems; large gas, steam, and hydro turbines for power generation; and

jet engines for military and commercial aircraft propulsion (Fig. 1.1).

Based on the nominal design, a bladed disk assembly is a rotationally periodic struc-

ture. If it is assumed that each disk-blade sector is identical, then the theory of cyclic

symmetry may be used to analyze the dynamics of the entire structure based on one funda-

mental disk-blade sector (typically in finite element representation). In practice, however,

there are always small differences among the structural properties of individual blades,

which destroy the cyclic symmetry of the bladed disk assembly. These structural irregu-

larities, commonly referred to as mistuning, may derive from manufacturing tolerances,

deviations in material properties, or non-uniform operational wear. Mistuning is known to

have a potentially dramatic effect on the vibratory behavior of the rotor, since it can lead to

spatial localization of the vibration energy. Spatial localization implies that the vibration

energy in a bladed disk becomes confined to one or a few blades rather than being uni-

formly distributed throughout the system. This phenomenon may be explained by viewing

the vibration energy of the system as a circumferentially traveling wave. In a perfectly

tuned system, the wave propagates through each identical disk-blade sector, yielding uni-

form vibration amplitudes that differ only in phase. In the mistuned case, however, the

structural irregularities may cause the traveling wave to be partially reflected at each sec-

tor. This can lead to confinement of vibration energy to a small region of the assembly.

As a result, certain blades may experience forced response amplitudes and stresses that

are substantially larger than those predicted by an analysis of the nominal design. Hence,

certain blades may exhibit much shorter lifespans than would be predicted by a fatigue life

assessment based on the nominal assembly.

In order to address this concern, some efficient computational methods have been de-

veloped that can predict the effects of mistuning on the vibratory response of a turbo-



3

machinery rotor stage. Furthermore, these techniques enable analyses of large numbers

of randomly mistuned bladed disks in order to estimate the mistuned forced response

statistics for a rotor design. However, at the outset of this research effort, no methods

possessed the combination of accuracy and computational efficiency required to allow re-

liable statistical assessments of mistuning sensitivity to be included as an integral part of

the turbomachinery rotor design process.

Motivated by the turbomachinery community’s need for practical design tools that

incorporate mistuning effects, three distinct objectives are identified and addressed in this

research effort:

� To develop highly efficient and accurate reduced order modeling techniques for the

free and forced response of tuned and mistuned bladed disks, based on parent fi-

nite element representations of arbitrary complexity and detail in a consistent and

systematic fashion.

� To broaden the scope of these reduced order modeling techniques by establishing

linearized formulations for shrouded blade designs.

� To increase the understanding of the underlying physical mechanisms of the mis-

tuning phenomenon, with particular emphasis on the role of disk flexibility and

structural stage-to-stage coupling in determining a design’s sensitivity to mistuning,

leading to formulations for multi-stage synthesis and analysis.

1.2 Background

Investigations into the effects of imperfections on the vibrations of rotating disks can

be traced back as far as to 1899, when Zenneck [2] presented a study on the dynamics

of nearly perfectly axisymmetric disks. In the axisymmetric case, a disk features mode
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pairs with identical natural frequencies and mode shapes that are positioned arbitrarily in

the circumferential direction. Zenneck [2] showed both analytically and experimentally

that structural imperfections cause the degenerate mode pairs to split into two distinct

modes featuring spatially fixed mode shapes. Several decades later, the related mistuning

phenomena found in turbomachinery rotors started to receive attention from researchers

and engineers. In 1957, Tobias and Arnold [3] showed that in the case of nominally

periodic, cyclic symmetric structures, mistuning causes mode pairs to split into two distinct

modes. Almost in parallel, Anderson, who would later receive the Nobel Prize in Physics,

documented the localization phenomenon in the field of solid state electronics in 1958 [4].

This would prove critical to yielding an understanding of the effects of mistuning on the

dynamics of bladed disks.

Several researchers have since documented the effects of mistuning on blade vibra-

tions by experiments, as well as by analyses of representative lumped parameter models

using numerical, statistical, and perturbation methods (Wagner [5]; Dye and Henry [6];

Ewins [7, 8]; El-Bayoumy and Srinivasan [9]; Lu and Warner [10]; Griffin and Hoosac [11];

Abbas and Kamal [12]; Lin and Mignolet [13]). In particular, Wei and Pierre [14] exam-

ined first and second order perturbations of the general eigenvalue problem of periodic

systems and concluded that structures with high modal densities (i.e., close eigenvalues)

are more susceptible to mode localization than structures with widely spaced eigenvalues.

However, although high modal density is a necessary condition for mode localization to

occur, the existence of localized modes alone is not a sufficient condition for significant

increases in resonant amplitudes in the forced response. In fact, Wei and Pierre [15] de-

termined that significant resonant amplitude increases in the forced response also require

moderately weak interblade coupling, while very weak or strong interblade coupling leads

to mistuned response amplitudes that approach those of a tuned assembly. Hence, with the
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additional insights provided býOttarsson and Pierre [16], it has been concluded that bladed

disk systems with low damping, high modal density, and moderately weak interblade cou-

pling are most susceptible to resonant amplitude magnification due to localization of the

vibration energy. In 1997, Srinivasan [17] published a particularly comprehensive survey

of the literature on mistuning in bladed disks.

Although significant, the aforementioned efforts were primarily based on lumped pa-

rameter models of mistuned bladed disks. Unfortunately, in order to accurately represent

an actual bladed disk design with a lumped parameter model, one must perform a diffi-

cult parameter identification which becomes infeasible as the number of model degrees

of freedom (DOF) increases. Hence, to gain practical usefulness, there have been sev-

eral efforts to generate reduced order models systematically from finite element models

using component mode synthesis (CMS) methods (Irretier [18]; Zheng and Wang [19];

Castanieret al. [20]; Kruse and Pierre [21, 22]; Bladhet al. [23]). In CMS, the origi-

nal structure is subdivided into smaller substructures, or components, for which normal

modes are computed independently, and more inexpensively. The assembled system is

then represented by a truncated set of component modes through necessary compatibility

constraints in a systematic fashion. The result is highly-reduced order models based on

parent finite element models of bladed disks of arbitrary complexity. Craig [24] and Se-

shu [25] have published excellent surveys on the development of CMS techniques. Other

notable finite-element-based reduced order modeling methods include the receptance tech-

nique by Yang and Griffin [26], and an approach that incorporates classical modal analysis

with mistuning projection by Yang and Griffin [27].

The technique of Castanieret al. [20] and Kruse and Pierre [21] is notable because it is

specially-tailored to mistuned bladed disks. The key idea introduced by Castanieret al. [20]

is that the motion of an individual blade is approximated by linear combinations of subsets
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of cantilevered blade normal modes of vibration and disk-induced motion. The technique

was thoroughly validated using a finite element model of an industrial rotor by Kruse and

Pierre [22], and has been well received by industry. The significance of this technique is

that it has enabled engineers to examine systematically the effects of random mistuning on

forced response amplitudes.

This research focuses in part on the development of reduced order models of mistuned

bladed disks based primarily on CMS techniques. Component mode synthesis in engi-

neering practice was initiated by the work of Hurty [28]. Hurty employed three sets of

component modes: (a) fixed interface normal modes; (b) static (“redundant”) constraint

modes; and (c) rigid-body modes. A few years later, Craig and Bampton [29] formulated

a simplified CMS technique based on the work by Hurty. In this method, commonly re-

ferred to as Craig-Bampton (C-B), Hurty’s set of rigid-body modes is left out. Instead, a

complete set of “constraint modes” is supplemented to the fixed interface normal modes

of the components. The constraint modes of a component are constructed by imposing

successive unit deflections on each of the interface DOF, while all other interface DOF are

held fixed. C-B has rightfully gained enormous popularity among structural analysts and

has been applied to a wide array of engineering structures. However, applications of C-B

to mistuned bladed disks are surprisingly scarce in the literature.

The principal drawback of C-B is the use of fixed interfaces while computing the com-

ponent normal modes, since experimental data for a component is often obtained for free

interface conditions. Goldman [30] was the first to formulate a CMS technique that em-

ployed free interface normal modes. MacNeal [31] then formulated a hybrid CMS tech-

nique that allowed for mixed interface representations. Furthermore, MacNeal’s technique

was the first to account for the residual flexibility from the unused component modes in

order to improve accuracy. Rubin [32] went one step further and included residual inertial
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and dissipative effects in addition to the residual flexibility introduced by MacNeal. Later,

Craig and Chang [33] were able to construct an exceptionally compact residual flexibility

CMS technique. In this technique, only the generalized coordinates pertaining to the free

interface component normal modes appear in the assembled system of equations of mo-

tion. Thus, by eliminating the interface DOF entirely, they obtained a compact and highly

efficient reduced order model. Irretier [18] applied this technique to a simple finite element

model of a bladed disk. Irretier’s work demonstrates the applicability of the Craig-Chang

method for this class of structures, showing good accuracy for both tuned and mistuned

models.

After this twelve-year burst of classical CMS technique development, the progress in

the CMS field has been fairly modest. It appears from the literature that research has since

focused primarily on replacing the traditional normal component modes (free, fixed, or

hybrid interface), in order to alleviate the need to solve the component eigenvalue prob-

lems. This may be achieved with generated sets of admissible component displacement

vectors, or Ritz vectors, provided they adequately span the deformation space of the com-

ponent. This line of action was spearheaded by the work by Hale and Meirovitch [34]

who formulated a generalized method of CMS using admissible functions. A number of

related research efforts has followed using Wilson-Ritz vectors (Wilsonet al. [35]; Wilson

and Bayo [36]; Arnoldet al. [37]; Abdallah and Huckelbridge [38]) and Block-Krylov

Ritz vectors (Craig and Hale [39]). Other notable efforts in CMS development include,

for instance, the intuitive coordinate transformation presented by Morganet al. [40] to

gain a physical interpretation of residual flexibility attachment modes, as well as the C-B

method formulated with quasi-static rather than static constraint modes using a “centering

frequency” approach demonstrated in Shyuet al. [41]. It should be pointed out, however,

that the “centering frequency” approach leads to matrix ill-conditioning and eventually
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fails due to matrix singularity as the component natural frequencies approach the “cen-

tering frequency”, which is typically chosen close to a natural frequency of the system.

This is not recognized in the work and, unfortunately, this is precisely the case for most

turbomachinery rotor designs, since the blade is generally far more flexible than the disk.

Hence, the natural frequencies of the blade component and the assembled system, and thus

the “centering frequency”, are often very close.

1.3 Dissertation Outline

This dissertation is directly compiled from a collection of six manuscripts that either

have been or are in the process of being published in scientific journals. Two additional

chapters (II and IX) are included that contain unpublished material on topics that are rel-

evant to the main theme of this thesis. Note that repetition of some of the material is

unavoidable, due to the chosen format and the coherent scope of the reported research. A

brief outline of the chapters to follow in this dissertation is given next.

Chapter II outlines the theory of cyclic symmetry analysis, which is a central compo-

nent of all reduced order modeling techniques considered in this work. Both real-valued

and complex forms of cyclic symmetry analysis are considered. Important features of

interest and value are highlighted.

Chapter III presents the theoretical foundation of the reduced order modeling tech-

nique originally developed by Castanieret al. [20] and extended by Kruse and Pierre [21].

The technique is validated using a finite element model of an advanced industrial com-

pressor stage in the free and forced response, including predictions of response statis-

tics utilizing Weibull distributions. Furthermore, a technique is presented for calculating

pseudo-continuous interblade phase angle modes (i.e., non-integer harmonics) of cyclic

assemblies, which allows one to calculate natural frequency veering data more precisely.
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Chapter IV provides an extension of the technique of Castanieret al. [20] to mistuned

bladed disk assemblies with shrouded blades. A technique is formulated for extracting

blade stiffness deviations from experimental or numerically generated mistuning data. The

reduced order modeling technique for shrouded blades includes the concept of projecting

blade mistuning data onto cyclic modes of the blade-shroud-ring assembly — a central

concept for techniques developed later in this dissertation.

Chapter V presents the theoretical bases for several state of the art reduced order

modeling techniques for the dynamic analysis of mistuned bladed disk assemblies. The

considered approaches use a cyclic component mode synthesis (CMS) formulation, cyclic

finite element modal analysis with projection of mistuning data, and a sequential combi-

nation of the two. The techniques are compared in terms of computational efficiency, with

emphasis on comprehensive analyses of response statistics.

Chapter VI presents thorough, comparative case studies using the techniques devel-

oped in Chapter V and the technique of Castanieret al. [20], via modal convergence trends,

as well as mode shape and forced response conformity. The objective of this study is to

determine which formulation offers the most efficient and accurate modeling of mistuned

blade disk assemblies.

Chapter VII investigates the impact of disk flexibility and structural stage-to-stage

coupling on the free and forced response of bladed disks in multi-stage rotor assemblies.

Particular attention is devoted to the effects on eigenfrequency veering characteristics and

veering response behavior.

Chapter VIII presents two related techniques for the reduced order modeling of mis-

tuned multi-stage rotors in response to the findings in Chapter VII. The introduced tech-

niques use cyclic CMS representations of single-stage models, which are coupled together

through static constraint modes to form the multi-stage assembly. The multi-stage CMS
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model is further reduced by secondary modal analyses on either constraint-mode partitions

or the entire multi-stage CMS model. The techniques are validated against benchmark fi-

nite element solutions for a simple two-stage example model.

In Chapter IX , recent progress in the application of CMS-based techniques to bladed

disk modeling is presented. Both numerical stability and modal convergence issues are

investigated. Results are shown for simple test cases, and preliminary conclusions are

summarized.

Finally, in Chapter X, the conclusions and contributions of this dissertation are sum-

marized, and ideas for future work are outlined.



CHAPTER II

Cyclic Symmetry Analysis

Although cyclic symmetry is a well-known concept among structural analysts, it plays

such an important role in the reduced order modeling techniques formulated later that a

brief review is in place. A detailed description of modes of vibration for cyclic structures

is contained in the important work by Thomas [42], although certain related mathematical

aspects, such as the fundamentals of circulant matrices, appear to have been unrealized at

the time.

2.1 Real Form Cyclic Analysis Using Isolated Substructures

This approach to cyclic symmetry analysis is employed in the commercial finite el-

ement method software package MSC/NASTRANTM. The review of the topic presented

here is similar in spirit to that given by Joseph [43], although this presentation is intended

to be more focused towards dynamic analysis.

From the theory of symmetrical components [44], it is found that one may relate some

quantityxn (i.e., displacements, forces, etc.) in physical coordinates for thenth sector,

to the corresponding quantityuk in cyclic coordinates for a fundamental sector. This

coordinate transformation is governed by the expression:

xn =
1p
N
u0+

s
2

N

KX
k=1

h
uk;c cos (n� 1)k� + uk;s sin (n� 1)k�

i
+
(�1)n�1

p
N

u
N

2 ; (2.1)
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wherek is the harmonic order;N is the total number of sectors;� is the fundamental

interblade phase shift defined as2�=N ; andK is defined as:

K =

8>><
>>:

N�1
2

if N is odd

N�2
2

if N is even:
(2.2)

Note that the last term in Eq. (2.1) only exists if the number of sectors,N , is even.

In this context, the quantitiesx andu represent nodal displacements in physical and

cyclic coordinates, respectively. The corresponding backward transformation from physi-

cal to cyclic coordinates is then given by the following series of relations:

u0 =
1p
N

NX
n=1

xn

uk;c =

s
2

N

NX
n=1

xn cos(n� 1)k� (2.3)

uk;s =

s
2

N

NX
n=1

xn sin(n� 1)k�

u
N

2 =
1p
N

NX
n=1

(�1)n�1xn:

Defining the displacement vectorsx andu as:

x =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

x1

x2

x3

...

xN

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

u =

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

u0

u1;c

u1;s

u2;c

...

u
N

2

9>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>;

; (2.4)

Eq. (2.1) is more conveniently represented in matrix form as:

x = (F
 I)u; (2.5)

whereF is the real-valued Fourier matrix defined in Eq. (B.3), and the symbol
 denotes

the Kronecker product defined in Appendix A. Note that the identity matrix,I, has the
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size of the number of elements inuk. Also, note that the backward transformation matrix

(F
 I)�1 is simplyFT 
 I.

While assuming harmonic motion, it is convenient to define the quantityY as:

Y = K� !2M (2.6)

whereK andM are, respectively, the stiffness and mass matrices of a fundamental sector,

and! is the frequency of motion. Note that these matrices include all elements related to

both boundaries towards adjacent sectors, since the fundamental sector is still a completely

isolated, uncoupled structure. One may perform permutations on the structural matrices

involved to give the following matrix partitioning scheme:

Y =

2
66666664

Yaa Yai Yab

YT
ai Yii Yib

YT
ab YT

ib Ybb

3
77777775
=

2
66666664

Kaa Kai Kab

KT
ai Kii Kib

KT
ab KT

ib Kbb

3
77777775
�!2

2
66666664

Maa Mai Mab

MT
ai Mii Mib

MT
ab MT

ib Mbb

3
77777775
; (2.7)

where subscriptsa andb denote, respectively, degrees of freedom (DOF) on the indepen-

dent and dependent boundaries, andi denotes internal DOF, as indicated in Fig. 2.1. Note

that the structural matrices of the isolated sector are always symmetric. The displacement

vector must be ordered accordingly:

uk =

8>>>>>>><
>>>>>>>:

uka

uki

ukb

9>>>>>>>=
>>>>>>>;
: (2.8)

The internal energy contentE (strain and kinetic energy) of the entire system (all

sectors) can now be expressed as:

E =
1

2
xT (I
Y)x; (2.9)
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Independent Cyclic
Boundary:  a

Dependent Cyclic
Boundary:  b

Sector Interior:  i

Figure 2.1: Sector boundary index notations.

whereI
Y represents the compact form of the block-diagonal matrix:

I
Y = Bdiag
n=1;:::;N

[Y] =

2
666666666664

Y 0 � � � 0

0 Y � � � 0

...
...

...
...

0 0 � � � Y

3
777777777775
: (2.10)

By making the coordinate change to cyclic coordinates in accordance with Eq. (2.1), and

applying Hamilton’s principle, one obtains:

Z t2

t1
�E dt =

Z t2

t1
�uT

�
FT 
 I

�
(I
Y) (F
 I)u dt =

Z t2

t1
�uT (I
Y)u dt = 0;

(2.11)

where it is noted that the similarity transformation
�
FT 
 I

�
(I
Y) (F
 I) simply yields
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exactly the same block-diagonal matrixI
Y. Realizing that Eq. (2.11) must hold true for

any arbitrary set of virtual displacements�u, Eqs. (2.4), (2.10), and (2.11) give a set of,

for now unconstrained, eigenvalue problems in cyclic coordinates. For reasons that will

soon be obvious, these eigenvalue problems are reduced to the size of either one or two

sectors:

k = 0: Yu0 = 0

1 � k � K:

2
664 Y 0

0 Y

3
775
8>><
>>:
uk;c

uk;s

9>>=
>>; =

8>><
>>:
0

0

9>>=
>>; (2.12)

k = N
2

: Yu
N

2 = 0 (if N is even).

At this point, the above eigenvalue problems are in fact identical, since each displacement

vectoruk in the current form includes the nodes on both boundaries of the isolated sector

substructure (e.g., boundariesa andb in Fig. 2.1). Considering the rotational symmetry of

the assembly, it is obvious from displacement compatibility considerations that the nodal

displacements on one of these two boundaries are dependent upon the nodal displacements

of the other boundary in a non-arbitrary manner. Furthermore, this dependency is unique

for each harmonic order. Hence, the missing piece is the boundary constraints, which,

when introduced into Eq. (2.12), will give a unique eigenvalue problem to solve for each

of the harmonics. Using the notation shown in Fig. 2.1, the required cyclic boundary

constraints for actual and virtual displacement compatibility can be shown to be:

8>><
>>:
u
k;c
b = uk;ca cos k� + uk;sa sin k�

u
k;s
b = � uk;ca sin k� + uk;sa cos k�

(2.13)
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8>><
>>:
�uk;cb = �uk;ca cos k� + �uk;sa sin k�

�uk;sb = � �uk;ca sin k� + �uk;sa cos k�:

Note that fork = 0 and, if it exists,k = N=2, the governing relations in Eq. (2.13) collapse

to the following:

k = 0: u0b = u0a k = N
2

: u
N

2

b = �u
N

2
a

�u0b = �u0a �u
N

2

b = ��u
N

2
a ;

(2.14)

which is consistent with the single-sector representations for these harmonics in Eq. (2.12).

By introducing Eqs. (2.8), (2.13), and (2.14) into Eq. (2.12), the following four sets of

governing equations of motion are obtained after simplifications and collection of terms:

�uk;c
T

a :
h
Yaa +

�
Yab +YT

ab

�
cos k� +Ybb

i
uk;ca +

h
Yai +YT

ib cos k�
i
u
k;c
i +

+
h�
Yab �YT

ab

�
sin k�

i
uk;sa �

h
YT
ib sin k�

i
u
k;s
i = 0

�uk;c
T

i :
h
YT
ai +Yib cos k�

i
uk;ca + [Yii]u

k;c
i + [Yib sin k�]u

k;s
a = 0

(2.15)

�uk;s
T

a :
h�
YT
ab �Yab

�
sin k�

i
uk;ca +

h
YT
ib sin k�

i
u
k;c
i +

+
h
Yaa +

�
Yab +YT

ab

�
cos k� +Ybb

i
uk;sa +

h
Yai +YT

ib cos k�
i
u
k;s
i = 0

�uk;s
T

i : � [Yib sin k�]u
k;c
a +

h
YT
ai +Yib cos k�

i
uk;sa + [Yii]u

k;s
i = 0:

Note that the eigenvalue problem for a “double” harmonic (i.e., fork such that1 � k � K)

is examined here for generality. The above system of equations can be written in a more
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convenient matrix form:

~Yk~uk =

2
666666666664

Yk
0 Yk

1

YkT

1 Yk
0

3
777777777775

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

uk;ca

u
k;c
i

� � �

uk;sa

u
k;s
i

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

=

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

0

0

� � �

0

0

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

; (2.16)

where

Yk
0 =

2
664 Yaa +

�
Yab +YT

ab

�
cos k� +Ybb Yai +YT

ib cos k�

YT
ai +Yib cos k� Yii

3
775

Yk
1 =

2
664
�
Yab �YT

ab

�
sin k� �YT

ib sin k�

Yib sin k� 0

3
775 :

Note that ~Yk is symmetric, and that its two diagonal blocks are identical. The eigen-

value problem,det
h
~Yk
i
= 0, belongs to a degenerate class of structural eigenvalue prob-

lems [45], and will yield pairs of real eigenvalues. Therefore, there will be an infinite

number of eigenvectors satisfying the eigenvalue problem for each pair of eigenvalues,

which, in general, will not be mutually orthogonal. However, since any linear combina-

tion of two eigenvectors associated with an eigenvalue pair is also a valid solution, the task

of orthogonalizing the eigenvectors is quite trivial. For the same reason, the circumferen-

tial positioning of mode shapes pertaining to double harmonics is arbitrary. As a result,

these mode shape pairs can also be represented by complex, counter-rotating waves.

Taking a closer look at the elements in the off-diagonal block of~Yk, it is observed

that the off-diagonal blockYk
1 consists of coupling masses and stiffnesses. In particular, it

is only the direct coupling between the two cyclic boundaries (a andb), and the coupling

between the dependent boundary (b) and the interior (i) that appear in the off-diagonal

block. However, the direct cyclic boundary-to-boundary coupling,Yab, is commonly
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non-existent. Moreover, fork = 0 and, if it exists, fork = N=2, the off-diagonal block is

zero. Thus, any diagonal block alone provides the complete eigenvalue problem in these

two special cases, which is also indicated in Eq. (2.12).

As a point of interest, consider the pairs of orthogonalized cyclic eigenvectors as-

sociated with the double harmonics. The2m vectors building the cyclic modal matrix

associated with thekth harmonic will appear as:

Uk =

2
664 U

k;c

Uk;s

3
775 =

2
664 u

k;c (!1;1) uk;c (!1;2) � � � uk;c (!m;1) uk;c (!m;2)

uk;s (!1;1) uk;s (!1;2) � � � uk;s (!m;1) uk;s (!m;2)

3
775 : (2.17)

The interesting thing about these mode partitions is that it turns out that the sine mode

components are related to the cosine mode components in a very simple fashion:8>><
>>:

uk;s (!n;1) = �uk;c (!n;2)

uk;s (!n;2) = �uk;c (!n;1) :
(2.18)

The order in which the signs appear in an actual cyclic eigen-analysis seems to be random,

however. This suggests that this would be governed by some characteristic of the numeri-

cal solver in combination with the numerics of the eigenvalue problem at hand, rather than

by any strict rules. Hence, to the author’s knowledge, there is no way of tellinga priori

which pair of signs will appear in Eq. (2.18).

In addition, note that if there is no structural coupling between the interior and the

dependent cyclic boundary, and if there is no cyclic boundary-to-boundary coupling,Yk
1

will be identically zero, which implies that the sign relations between the sine and co-

sine components of the modes become redundant. Incidentally, this circumstance com-

prises one of the major differences between the reduced order modeling technique for

unshrouded blades in Castanieret al. [20] and its extension to shrouded blade designs in

Bladhet al. [23]. The former, unshrouded formulation inherently assumes that there is no

coupling between the blade (viewed as interior) and the dependent cyclic boundary of the
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disk sector. It should be noted, however, that this may not hold true for all models, and

this assumption can therefore introduce additional errors in certain cases.

2.2 Real Form Cyclic Analysis Using Integral Substructures

An alternative way of formulating the structural matrices is to view the substructure,

or sector, as an integral part of the entire assembly. This implies that nodes formerly on

boundaryb are now viewed as nodes on boundarya of the adjacent sector. Moreover, the

structural coupling between adjacent sectors is then already accounted for. This leads to

block-circulant structural matrices, and consequently, a block-circulant eigenvalue prob-

lem for the entire structure. Since structural coupling will only be present between adjacent

sectors, the following form is obtained:

�Y = Bcirc
h
�Y0; �Y1; 0; : : : ; 0; �Y

T
1

i
(2.19)

=

2
666666666666666666664

�Y0
�Y1 0 � � � 0 �YT

1

�YT
1

�Y0
�Y1 0 � � � 0

... ... ...

... ... ...

0 � � � 0 �YT
1

�Y0
�Y1

�Y1 0 � � � 0 �YT
1

�Y0

3
777777777777777777775

:

Adopting the DOF partitioning scheme of the isolated substructure approach, these new

blocks will have the following composition:

�Y0 =

2
664 Yaa +Ybb Yai

YT
ai Yii

3
775 �Y1 =

2
664 Yab 0

Yib 0

3
775 ; (2.20)

where it is noted that the sector-to-sector coupling,�Y1, is non-symmetric. Furthermore,

the dependent cyclic boundary nodes (b) are now excluded from both physical and cyclic
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displacement vectors. Hence, in this case, the displacement vectors will have the repre-

sentation:

�xn =

8>><
>>:
�xan

�xin

9>>=
>>; �uk =

8>><
>>:
�uka

�uki

9>>=
>>; : (2.21)

By necessity, the real-valued relation between physical and cyclic coordinates given in

Eq. (2.5) remains valid. Since�Y is block-circulant, the cyclic eigenvalue problem re-

sulting from the transformation
�
FT 
 I

�
�Y (F
 I) will be pseudo-block-diagonal (see

Appendix B), where the block associated with thekth double harmonic will have the fol-

lowing partitions:

�Yk =

2
664
�Y0 +

�
�Y1 + �YT

1

�
cos k�

�
�Y1 �YT

1

�
sin k��

�YT
1 �Y1

�
sin k� �Y0 +

�
�Y1 + �YT

1

�
cos k�

3
775 : (2.22)

By combining Eqs. (2.20) and (2.22), it is easy to show that exactly the same set of cyclic

eigenvalue problems of the same general form as shown in Eq. (2.16) will be obtained, as

required.

2.3 Complex Form Cyclic Analysis

Both of the aforementioned approaches for setting up the cyclic eigenvalue problem

can use a complex transformation rather than the real-valued form shown. The expansion

of the fundamental sector’s displacements in cyclic coordinates to the corresponding dis-

placements of the entire assembly is then performed by means of complex phase shifts.

This is achieved simply by using the complex Fourier matrix,E, in the transformations,

instead of the real-valued “almost-equivalent” transformation matrix,F. See Appendix B

for definitions of Fourier matricesE andF.

Although both isolated and integral substructure approaches to cyclic symmetry anal-

ysis may be cast in complex forms, only the latter is considered here for brevity. In the
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case of an integral substructure, the matrix�Y is block-circulant as shown in Eq. (2.20).

Since the columns of the Fourier matrix represent the eigenvectors of any circulant matrix,

the transformation(E� 
 I) �Y (E
 I) will yield a true block-diagonal matrix, as opposed

to the pseudo-block-diagonal structure achieved byF. This implies that the eigenvalue

problem for each harmonic orderk is now the size of one sector, with no exceptions. On

the other hand, the eigenvalue problems are now complex.

With reference to the notation in Eq. (2.22), the complex eigenvalue problems will take

the following form:

�Yn
zz =

h
�Y0 + �Y1e

j(n�1)� + �YT
1 e

�j(n�1)�
i
z = 0; n = 1; : : : ; N: (2.23)

Note that the matrix�Yn
z is Hermitian, evidenced by�Yn

z = �Yn�

z . By virtue of a fundamen-

tal property of Hermitian matrices, theN eigenvalue problemsdet
h
�Yn
z

i
= 0 will yield

exclusively real eigenvalues, while the eigenvectors in general will be complex.

In terms of harmonics, the cyclic eigenvalues and eigenvectors associated with thekth

harmonic derive from the(k + 1)th and(N � k + 1)th eigenvalue problems, due to the

periodicity of the complex phase shift. Again, note thatk = 0 and, if it exists,k = N=2

(N even) are single harmonics. For the double harmonics,1 � k � K, the (k + 1)th

eigenvalue problem provides the first set of eigenvalues and eigenvectors,zk, and the(N�

k + 1)th eigenvalue problem will give a set of corresponding complex conjugates. Since

all eigenvalues are real, this second set of eigenvalues will be identical to the first, while

the second set of eigenvectors,z�k, will be the complex conjugates ofzk. The correlation

between the previous real eigenvectors and these complex ones is quite simple, as shown

below: 8>><
>>:
�uk;c (!n;1) = < [zk]

�uk;s (!n;1) = �= [zk]

8>><
>>:
�uk;c (!n;2) = = [z�k]

�uk;s (!n;2) = �< [z�k] ;
(2.24)

where< and= denote the real and imaginary parts, respectively.
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2.4 Summary

To conclude, there are considerable savings in both computing time and data storage

associated with the use of the cyclic symmetry concept. Assuming a finite element model

with a sector size ofn DOF, a real-valued cyclic symmetry approach leads, in the worst

case, to one eigenvalue problem of sizen and(N�1)=2 eigenvalue problems of size2n; a

complex approach leads toN eigenvalue problems of sizen; while the full analysis leads

to a single, but very costly, eigenvalue problem of sizeNn. It is reasonable to assume that

the cost of a sparse eigenvalue solution is somewhere betweenO (p2) andO (p3), where

p is the problem size. Thus, it is clear that cyclic symmetry techniques can provide great

computational savings.



CHAPTER III

Dynamic Response Predictions for a Mistuned Industrial
Turbomachinery Rotor Using Reduced Order Modeling

A reduced order model formulation based on component mode synthesis is presented

for examining the forced response of tuned and mistuned unshrouded bladed disks. The

technique uses modal data obtained from finite element models of arbitrary size to cre-

ate computationally inexpensive models of mistuned bladed disks in a systematic manner.

The resulting four to five orders of magnitude model size reduction enables analysts to

examine the effects of variations in mistuning strengths and patterns, interblade coupling,

and localized modes on forced response amplitudes. In order to demonstrate the capabil-

ities of the technique, this paper explores the effects of random blade mistuning on the

dynamics of an advanced industrial compressor rotor. Both free and forced responses of

the rotor are considered, and the obtained results are compared with “benchmark” finite

element solutions. The mistuned forced response amplitude is found to vary considerably

with mistuning strength and the degree of structural coupling between the blades. More-

over, a brief statistical study is presented, in which Weibull distributions are shown to yield

reliable estimates of forced response statistics. It is further demonstrated how the highly

efficient reduced order modeling technique and Weibull estimates of the forced response

statistics combine to facilitate thorough investigations of the important effects of structural

23
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(a) (b)

Figure 3.1: Finite element meshes for the industrial 29-blade compressor rotor: (a) the full
model; (b) the fundamental sector.

interblade coupling on mistuning sensitivity.

3.1 Introduction

In a dynamic analysis of a turbomachinery rotor, one traditionally assumes that the

individual sectors that comprise the rotor are identical. The cyclic characteristic enables

analysts to reduce the computational time considerably by modeling a single sector (e.g.,

Fig. 3.1b) rather than modeling the entire blade assembly (e.g., Fig. 3.1a). Prior experi-

ences with turbomachinery rotors indicate that cyclic symmetry analyses are seldom ade-

quate for predicting actual blade response [7, 46, 18]. In practice, there are small differ-

ences in the structural properties of individual blades, due to manufacturing and material

tolerances or in-service degradation, which are referred to as blade mistuning. These vari-
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ations destroy the cyclic symmetry of the system and may lead to qualitatively different

dynamic behavior than that predicted for a perfectly tuned rotor. In particular, mistun-

ing may confine vibration energy to a few blades or even a single blade. As a result, a

single blade may experience deflections much larger than that predicted by a tuned analy-

sis [14, 15]. Mistuning effects must thus be included in the analysis if accurate predictions

of vibratory response amplitudes are to be made. In practice, blade mistuning is a random

quantity, and statistical analyses that utilize computational Monte Carlo simulations are

therefore critical in safely predicting the response amplitudes in the design process. How-

ever, a Monte Carlo simulation for a full finite element blade assembly, such as that shown

in Fig. 3.1a, is enormously costly, and not even feasible for most industrial turbomachin-

ery rotors. Some means of reduced order modeling is thus required to facilitate statistical

analyses of mistuned bladed disk response.

The primary focus of this paper is to demonstrate that mistuned response statistics

can be accurately and efficiently predicted via reduced order modeling. The technique

employed in this paper was originally developed by Castanieret al. [20] and Kruse and

Pierre [21], and it was recently extended by Bladhet al. [23]. This method produces re-

duced order models (ROMs) of turbomachinery rotors directly from their finite element

models (FEMs) in a systematic fashion. The procedure involves a component mode anal-

ysis of the rotor, with a truncated number of modal amplitudes describing the response

of the assembly. The principal advantage of the reduced order modeling technique is the

considerable computational savings associated with solving for the dynamic response of

an entire mistuned rotor with a reduced set of degrees of freedom. In this paper, this

technique is employed to study the free and forced dynamic responses of an industrial

turbomachinery rotor with blade mistuning. Comparisons are made with “benchmark” so-

lutions obtained for the finite element model of the full assembly in Fig. 3.1a in order to
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validate the ROM.

Once the validity of the ROM has been established, it is used to examine the effects

of interblade coupling on mistuned forced response amplitudes. In unshrouded rotors,

the two predominant forms of interblade coupling are aerodynamic coupling and struc-

tural coupling through the disk. However, aerodynamic coupling will not be considered

in this study. Instead, the focus will be on the effects of structural interblade coupling,

which governs the transmission of vibration energy between blades through the disk. It

has previously been shown that interblade structural coupling plays a key role for mistun-

ing sensitivity [16], such that there is an intermediate range of coupling stiffness at which

the system is more susceptible to the effects of mistuning compared to both lower and

higher values. So far, this has been shown only for relatively simple lumped parameter

systems for which the interblade structural coupling is an easily accessed and controlled

quantity. However, for more elaborate finite element models, identifying an effective mea-

sure of interblade coupling is much more complicated. In this work, it is suggested that

the curvature of the eigenfrequency veerings when plotted versus the number of nodal

diameters can be used to assess the interblade coupling strength [47, 21].

Furthermore, a simple method is presented for calculating eigenfrequencies for in-

terblade phase angles that are between those corresponding to integer numbers of nodal

diameters. By treating the interblade phase angle as a continuous variable rather than a

discrete variable, the frequency veerings may be fully captured, and the curvature of the

veerings may be quantified. This type of approach was used in [21] but here it is further

shown how the eigenfrequency calculations may be performed using commercially avail-

able finite element software. This extended eigenvalue analysis may provide a tool for

quantifying the interblade coupling, which would aid in determining the rotor’s sensitivity

to mistuning in terms of forced response.



27

There are two significant contributions of this work.First, the technique presented

establishes a systematic approach for developing ROMs that are representative of indus-

trial turbomachinery rotors, and for obtaining their forced response statistics in an accurate

and inexpensive manner. ROM results are shown to correlate well with those of the finite

element model of the industrial rotor, which is several orders of magnitude larger. The

computational validation of the ROM technique is of particular importance to the indus-

trial manufacturers of turbomachinery rotors.Second, both quantitative and qualitative

findings in this case study indicate that important conclusions with regard to a design’s

sensitivity to mistuning may be drawn from the free vibration characteristics of the tuned

system. Thus, it may be possible to avoid slow and costly statistical analyses during the

design process. However, more rigorous work is still required in this area. Other contribu-

tions include the use of Weibull distributions to model forced response statistics, and the

use of the interblade phase angle as a continuous variable.

This paper is organized as follows. The reduced order modeling technique and the

formulation for the modal forcing vector in the ROM generalized coordinates are outlined

in Section 3.2. Section 3.3 describes the studied rotor and discusses the finite element and

reduced order models used in subsequent analyses. Selected FEM versus ROM validation

results from free and forced response of tuned and mistuned rotors are examined in Sec-

tion 3.4. Section 3.5 discusses the use of Weibull distributions as an approximation for

the forced response statistics of randomly mistuned rotors. In Section 3.6, the validated

ROM is used to examine the effects of structural interblade coupling on forced response

amplitude increases due to mistuning. Finally, conclusions are given in Section 3.7.
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(a) (b)

Figure 3.2: Employed component modes: (a) normal modes of a cantilevered blade; (b)
cyclic modes for a fundamental disk-blade sector, where the blade is massless.

3.2 Reduced Order Modeling Technique

3.2.1 General Formulation of Reduced Order Model

It may be assumed that the disk (d) and blade (b) degrees of freedom are ordered in

such a manner as to give the following block-diagonal form for the assembled stiffness

matrix of the entire structure:

K =

2
664 Kd 0

0 Kb

3
775 =

2
664 I


~Kd 0

0 I
 ~Kb

3
775 ; (3.1)

whereI is an identity matrix, and the symbol
 denotes the Kronecker product, which is

defined in Appendix A. The structure of the mass matrix is identical to that of the stiffness

matrix. The “tilde” notation is used to indicate that a quantity refers to a single blade or

disk sector. Note that the location of the disk-blade interface can be chosen completely

arbitrarily. In practice, though, this choice may affect the accuracy of the approximate

solutions.

A key idea for the reduced order modeling technique of Castanieret al. [20] is to de-

scribe the motion of the bladed disk assembly using two particular sets of component

modes. Figure 3.2 depicts the two fundamental component mode types for a greatly

simplified finite element model of a bladed disk sector. The first mode set consists of

the modes of a single blade that is clamped at the chosen disk-blade interface location
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(Fig. 3.2a). For unshrouded blades, the modal matrixUb for all N identical blades is

block-diagonal and is assembled asI 
 ~ub, where~ub is the cantilever mode shapes of a

single blade. The second set is comprised of disk-induced modes, which are the cyclic

modes of the entire assembly where the attached blades are massless (Fig. 3.2b). In this

case, the blade motion is a rigid-body motion plus elastic deformation due to the boundary

motion. The blade portion of the disk-induced modes, i.e., the part belonging to the blade

degrees of freedom, is denotedUd, and the disk portionVd.

By superposing these two sets of component modes, and using the node ordering con-

figuration in Eq. (3.1), the resulting nodal displacements of the entire assembly can be

expanded as

x = Va+ �Ubb =

2
664 V

d

Ud

3
775 a+

2
664 0

Ub

3
775b; (3.2)

wherea andb are modal coordinates for the disk modes and the cantilever blade modes,

respectively. With the basic quantities defined, the total strain and kinetic energies of

the entire structure may be expressed using Eqs. (3.1) and (3.2). Moreover, the external

virtual work done by a time-harmonic engine order excitation force,Q, may be formulated

in component modal quantities as

�W ext = �uTQ = �bTUbTQ+ �aTUdTQ: (3.3)

Applying Hamilton’s principle yields the governing equations of motion for the reduced

order model. They are conveniently written in matrix form as

M�z+ C _z+ (1 + j)Kz = Q; (3.4)

where

z =

8>><
>>:
a

b

9>>=
>>; C =

2
664 0 0

0 C

3
775 Q =

8>><
>>:
Qd

Qb

9>>=
>>; =

8>><
>>:
UdTQ

UbTQ

9>>=
>>;
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M =

2
664 I+UdTMbU

d UdTMbU
b

UbTMbU
d I

3
775 K =

2
664 K̂d UdTKbU

b

UbTKbU
d K̂b +�K̂b

3
775 :

Note that structural damping with coefficient, as well as viscous modal damping of the

cantilever blade modes,C, have now been added to the reduced order model, in order to

facilitate more realistic modeling of the structure’s dynamic response. In addition, some

measure of mistuning,�K̂b, is added into the stiffness matrixK. This measure of mis-

tuning, although general at this point, implies three assumptions:

� The mistuned characteristics of a blade are restricted to its stiffness (lower-right

quadrant ofK). While stiffness mistuning is sufficient for the purposes of this study,

it may be more accurate to model mistuning in other structural parameters as well;

for instance, by using the mixed least squares – maximum likelihood method of

Mignolet and Lin [48].

� The effects of stiffness mistuning on the other three quadrants ofK are assumed

negligible. To a large extent, this is justified by considering the kind of rigid-body-

like motion the blade undergoes in this set of component modes.

� The mistuned cantilever modes of a blade may be realized by a linear combination

of the tuned modes (i.e., they span approximately the same space).

Note that the resulting structural matrices are all symmetric. In general, this symmetry is

destroyed if aerodynamic coupling between blades is introduced into the system. However,

aerodynamic coupling is not considered here. Next, a closer examination of the various

partitions of the structural matrices reveals significant further simplifications.
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3.2.2 Formulation Refinement for Unshrouded Designs

In the unshrouded case, the assembly of the disk-induced modes of the entire struc-

ture from the sector modes employs a mixed complex-to-real approach. This process is

described in earlier works [20, 21] and will therefore not be repeated in detail here. The

essential feature of the approach is that it implicitly utilizes the fact that no direct blade-

to-blade structural coupling is present in the unshrouded case, which allows for a linear

re-combination of the actual finite element modes. The final form for the cyclic disk-

induced modes of the full unshrouded assembly is

Ud =
�
Ud
0 Ud

1 � � � Ud
P

�
: (3.5)

The integerP is the highest possible harmonic given byint [N=2], whereN is the total

number of blades (sectors). The assembly modal vectors associated with themth cosine (c)

and sine (s) mode pair of thehth harmonic may be expanded as

Ud
h;m =

�
fch 
 ~ud;ch;m � f sh 
 ~u

d;s
h;m f sh 
 ~u

d;c
h;m + fch 
 ~u

d;s
h;m

�
; (3.6)

wherefc=sh is the appropriate column of the real Fourier matrixF defined in Appendix B,

and~ud;c=sh;m are the disk-induced mode shapes associated with themth repeated eigenvalue

of thehth harmonic for a fundamental sector. Note that there is only one mode per eigen-

value for the0th and, forN even, theP th harmonic. Consequently, there is only one vector

per mode in these two special cases.

Due to the cyclicity ofUd, the projection productUdTMbU
d in the upper-left quad-

rant of the ROM mass matrixM is pseudo-block-diagonal:

UdTMbU
d = ~Bdiag

h=0;:::;P

h
~ud

T

h
~Mb~u

d
h

i
; (3.7)

since cyclic modes of different harmonics are mutually orthogonal with respect to the
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mass and stiffness matrices (see Appendix B).~Bdiag [�] denotes a pseudo-block-diagonal

matrix, with the argument being thehth “block”, and the range ofh is shown.

The projectionsUdTMbU
b andUdTKbU

b in the upper-right and lower-left quad-

rants ofM andK, respectively, can be expressed as:

UdTMbU
b = UdT

�
I
 ~Mb

� �
I
 ~ub

�
= UdT

�
I
 ~Mb~u

b
�

UdTKbU
b = UdT

�
I
 ~Kb~u

b
�
: (3.8)

No further simplifications apply to these partitions, and they are thus generally fully pop-

ulated in the unshrouded case.

The external excitation force vectorQ introduced in Eq. (3.3) defines the forcing on all

the blade degrees of freedom of the assembly. The restriction to blade degrees of freedom

is not an absolute requirement, but leads to a more compact formulation, and it should

also be sufficient from a practical perspective. Moreover, an engine order excitation is

assumed, which is harmonic in time and differs only in phase from blade to blade. The

phase at thenth blade,�n, is given by

�n =
2�C (n� 1)

N
; n = 1; : : : ; N; (3.9)

whereC is the engine order of the excitation. The external force vector can then be

expressed as

Q =

8>>>>>>>>>>><
>>>>>>>>>>>:

~fej�1

~fej�2

...

~fej�N

9>>>>>>>>>>>=
>>>>>>>>>>>;

=
p
NeC+1 
 ~f ; (3.10)

whereeC+1 is the (C + 1)th column of the complex Fourier matrixE defined in Ap-

pendix B, and~f is the force vector on a single blade.
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The expression for the modal force vectorQ in Eq. (3.4) can be simplified to a much

more convenient form in terms of the disk-induced and cantilevered blade mode shapes of

a single sector,~udh and~ub, respectively. The principal advantage of expressing the modal

forcing vector on a sector basis lies in the computer memory savings. In particular, the

disk portion of the modal force vector will become greatly simplified when expressed in

terms of sector-referred quantities:

Qd = UdTQ = UdT
�p

N eC+1 
 ~f
�
: (3.11)

The expansion will yield a disk portion of the modal force vector that is zero everywhere,

except for theCth harmonic mode shapes as shown in the summary later in this section.

Thus, the engine order excitation,C, determines which mode shapes of the assembly

that are being excited. The remaining blade portion of the modal forcing vector can be

expanded as

Qb = UbTQ =
�
I
 ~ub

�T �p
NeC+1 
~f

�
=
p
NeC+1 
 ~ub

T~f : (3.12)

Furthermore, the modal viscous damping matrix for the cantilever blade modes,C,

will be diagonal:

C =

 
I
 diag

h
2�k

i
k=1;:::;mb

!q
K̂b (3.13)

where�k is the modal damping coefficient of thekth cantilever blade mode.

Perhaps the most fundamental feature of this technique is its suitability for mistuning of

the individual blades. Each individual cantilever blade mode of all blades in the assembly

is isolated in the diagonal matrix̂Kb. Therefore, the formulation lends itself to a very

convenient and simple input of individual mistuning of each cantilever blade mode of

each blade as

�K̂b = Bdiag
n=1;:::;N

"
diag

h
�kn
i

k=1;:::;mb

#
K̂b (3.14)
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�kn is the mistuning parameter associated with thekth cantilever blade mode of thenth

blade and is defined as

�kn =

 
�!k
n

!k

!2

� 1; (3.15)

where�!k
n represents the mistuned natural frequency of thekth mode of bladen, and!k is

the corresponding nominal, or tuned, natural frequency.

To summarize, the reduced order model structural matrices and forcing vector for un-

shrouded bladed disks, in the absence of aerodynamic coupling, are:

M =

2
6664
I+ ~Bdiag

h=0;:::;P

h
~ud

T

h
~Mb~u

d
h

i
UdT

�
I
 ~Mb~u

b
�

�
I
 ~ubT ~Mb

�
Ud I

3
7775

C =

2
6664
0 0

0

 
I
 diag

h
2�k

i
k=1;:::;mb

!q
K̂b

3
7775

K =

2
6664
K̂d UdT

�
I
 ~Kb~u

b
�

�
I
 ~ubT ~Kb

�
Ud Bdiag

n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;mb

#
K̂b

3
7775

Q =
�
QT
d

... QT
b

�T
=
�
0 � � � 0 QCT

d 0 � � � 0
... QT

b

�T

QC
d =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

p
N
n
fTC;ceC+1 
 ~ud;c

T

C;1
~f � fTC;seC+1 
 ~u

d;sT

C;1
~f
o

p
N
n
fTC;seC+1 
 ~u

d;cT

C;1
~f + fTC;ceC+1 
 ~ud;s

T

C;1
~f
o

...
p
N
n
fTC;ceC+1 
 ~u

d;cT

C;md

~f � fTC;seC+1 
 ~u
d;sT

C;md

~f
o

p
N
n
fTC;seC+1 
 ~ud;c

T

C;md

~f + fTC;ceC+1 
 ~u
d;sT

C;md

~f
o

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

Qb =
p
NeC+1 
 ~ubT~f ;

As a concluding remark, the reduced order model for unshrouded bladed disks requires

the following input from finite element analyses:
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K̂d,~ud: The modal stiffnesses and corresponding cyclic mode shapes from a cyclic sym-

metry eigenmode analysis for a bladed disk sector, where the density of the blade’s

elements are set to zero.

K̂b,~ub: The modal stiffnesses and corresponding normal mode shapes from a normal

eigenmode analysis for a single blade, clamped at the chosen disk-blade interface.

~Mb,~Kb: The full finite element mass and stiffness matrices for a completely uncon-

strained blade.

3.2.3 Cantilever Blade Eigenvalue Adjustments

In this method, the disk motion is described by the disk portion from the second mode

set alone (Fig. 3.2b). Hence, no separate set of constraint modes for the disk is employed.

This causes the disk to be too stiff at the interface, which degrades the performance (modal

convergence) of the method. However, it has been found that artificial softening of the

cantilevered blade modes [20] yields significant accuracy improvements for both free and

forced response. This is achieved by adjusting the eigenvalues (modal stiffnesses) of the

cantilevered blade modes in an iterative fashion. The used iteration scheme is the simplest

possible where the cantilevered blade eigenvalues are scaled linearly based on the ratio

of the tuned ROM and exact (in the finite element sense) system eigenvalues for blade-

dominated modes. For theith eigenvalue adjustment iteration, the scaled cantilevered

blade eigenvalues are computed as

�
!k
b

�2����
i
=

�
!P;k
fe

�2
�
!P;k
r

�2����
i�1

�
!k
b

�2����
i�1
; k = 1; : : : ; mb: (3.16)

!P;k
fe is the exact eigenvalue of the tuned assembly mode characterized by thekth can-

tilevered blade mode family at the highest possible harmonic,P , !P;k
r is the corresponding

eigenvalue from the tuned ROM, andmb is the number of retained cantilever blade modes.
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Material Property Notation Value Unit

Modulus of Elasticity Eo 203.4 GPa

Modulus of Rigidity G 77.9 GPa

Mass Density � 7909 kg/m3

Poisson’s Ratio � 0.305 –

Structural Damping  0.006 –

Table 3.1: Blisk material properties.

Although heuristic, this technique has proved to be very efficient. In one case study, it

was seen to converge to residual errors among the blade-dominated mode eigenvalues that

were less than 0.001% after as few as two iterations [23].

3.3 Rotor Description and Computational Models

The industrial rotor illustrated in Fig. 3.1 is the second stage of a four-drum compressor

rotor used in an advanced gas turbine application. There are 29 blades in the rotor. The

design is referred to as a blisk, since the blades and disk are machined from a single,

continuous piece of material. The material properties are listed in Table 3.1.

The tuned finite element model is represented by the single sector model in Fig. 3.1b,

using MSC/NASTRANTM cyclic symmetry routines. The sector model is clamped at the

ribs located at the outer edges of the disk, which is a rough approximation of boundary

conditions due to neighboring stages. The sector finite element model is constructed with

standard linear brick elements (eight-noded solids). The disk portion of the model con-

tains 528 elements, and the blade portion has 375 elements. There are 4374 degrees of

freedom per sector in the finite element model. In contrast, the ROM used for technique

validation consists of five disk-induced modes and ten cantilever blade modes, for a total
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of 15 degrees of freedom per sector.

The mistuned finite element model consists of the entire blade assembly, as shown

in Fig. 3.1a. The same element type and mesh pattern is used in the single-sector cyclic

symmetry model and the full mistuned model. There are thus 126,846 degrees of freedom

in the mistuned finite element model, as compared to 435 degrees of freedom in the mis-

tuned ROM. Mistuning is introduced into the assembly by allowing each blade to have a

different Young’s modulus:

En = Eo (1 + �n) ; n = 1; : : : ; N; (3.17)

whereEo is Young’s modulus for a tuned blade, and�n is a dimensionless mistuning

parameter associated with thenth blade. A specific mistuning distribution, or pattern, for

the industrial rotor that was used to obtain the FEM versus ROM validating results is listed

in Table 3.2. These mistuning parameters are based on experimental natural frequency

measurements on a prototype rotor.

3.4 Reduced Order Model Validation

3.4.1 Free Vibrations

It is convenient to describe the mode shapes of a tuned rotor in terms of nodal diameters

(nodal lines across the diameter of the disk) and nodal circles (nodal lines in the circumfer-

ential direction). To the number of nodal diameters for a mode shape corresponds a phase

shift between adjacent blades, also denoted interblade phase angle, which is given by

�h =
2�h

N
; h = 0; : : : ; P; (3.18)

whereh is the number of nodal diameters, andN is the number of blades in the assembly.

These modes are accordingly referred to as constant interblade phase angle modes.
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Blade Mistuning�i Blade Mistuning�i Blade Mistuning�i

1 0.05704 11 -0.03631 21 0.02919

2 0.01207 12 -0.03570 22 -0.00328

3 0.04670 13 -0.03631 23 0.00086

4 -0.01502 14 -0.03631 24 -0.03654

5 0.05969 15 0.00242 25 -0.03631

6 -0.03324 16 0.04934 26 -0.01665

7 -0.00078 17 0.04479 27 0.00783

8 -0.01688 18 0.03030 28 -0.01169

9 0.00242 19 0.00242 29 -0.01332

10 -0.02747 20 0.01734

Table 3.2: Mistuning pattern for the case study rotor, based on natural frequency measure-
ments on a prototype rotor.

The characteristics of the free vibration modes are conveniently summarized by a plot

of natural frequencies versus the number of nodal diameters, as shown in Fig. 3.3. This

plot reveals two interesting features of the tuned rotor’s modal structure. First, as the

number of nodal diameters increases, the disk stiffens rapidly, and the slanted lines in

Fig. 3.3 thus correspond to disk-dominated modes. In the absence of blade tip or mid-span

shrouding, the blade-dominated modes do not stiffen significantly as the number of nodal

diameters increases. Hence, lines that are approximately horizontal represent families of

blade-dominated modes. For instance, the family of modes around 2150 Hz features mo-

tion that is dominated by the first flexural bending mode (1F) of a cantilevered blade, while

motion in the second family of modes around 7400 Hz is dominated by the first torsional

mode (1T). Neither of these families of modes exhibit nodal circles. Motion in the third

family of modes (9100 Hz) is dominated by the second flexural bending mode (2F) and
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Figure 3.3: Natural frequencies versus number of nodal diameters for the tuned rotor by
finite element and reduced order modeling. Note the excellent agreement be-
tween finite element and adjusted ROM natural frequencies.

features one nodal circle, and so on. Note that Fig. 3.3 lists these physical descriptions

of the blade-dominated mode families (S denotes plate-type “stripe” modes characterized

by flexural motion along the chord of the blade). A second notable feature in Fig. 3.3 is

the numerous eigenfrequency veerings, in which blade- and disk-dominated mode fami-

lies veer away from each other. Physically, eigenfrequency veerings indicate the degree

of coupling between families of disk and blade modes. The strength of a veering may be

measured by the distance between the natural frequencies and the local curvature in the

veering region [47]. The impact of the eigenfrequency veerings on the forced response of

mistuned rotors will be highlighted further in later sections.

The average error for the standard (unadjusted) ROM among the natural frequencies

in the frequency range shown in Fig. 3.3 is 2.2%, where the maximum error of 6.9% is

found at the5th zero nodal diameter mode. The corresponding errors after cantilever blade
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eigenvalue adjustments are 0.3% and 2.6%, respectively. The demonstrated accuracy of

the reduced order modeling technique in terms of tuned natural frequencies also extends

to mode shapes. This is evidenced in Figs. 3.4 and 3.5, which depict example four nodal

diameter and one diameter mode shapes, respectively, obtained from finite element and

reduced order models. The four nodal diameter mode is characterized by 1F motion,

while the one nodal diameter mode is dominated by 2F motion. The mode shapes are

represented by a scalar denoted “relative blade Euclidean displacement norm”. The norm,

�urn, for each bladen, is defined as

�urn =

qPNb
j=1 u

2
j;nrPN

n=1

hPNb
j=1 u

2
j;n

i ; n = 1; : : : ; N; (3.19)

whereuj;n is the displacement of thejth degree of freedom of thenth blade,Nb is the

number of degrees of freedom in one blade, andN is the number of blades in the assembly.

For these tuned mode shapes, the signs of the blade deflections were identified to enable

a more familiar sinusoidal representation, since the motion extends uniformly throughout

the blade assembly. Note that the one nodal diameter mode is located in the center of the

investigated eigenfrequency veering (see Fig. 3.3).

The nodal diameter description inherently implies that the mode shapes of the rotor

are spatially periodic, which is true for tuned rotors. However, small blade mistuning may

alter mode shapes and cause confinement of vibration energy to only a few blades — the

so-called phenomenon of localization. The observation that the first-order mode shape per-

turbation due to mistuning is inversely proportional to the difference in the tuned system’s

natural frequencies, leads to the well-known property that mode localization is most acute

in frequency regions of high modal density [47]. From Fig. 3.3 it can be deduced that all

families of blade-dominated modes in the depicted range exhibit high modal density and

are therefore susceptible to mode localization upon the introduction of mistuning. Exam-
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Figure 3.4: Comparison of tuned finite element and ROM four nodal diameter mode
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Figure 3.5: Comparison of tuned finite element and ROM one nodal diameter mode shapes
(dominated by 2F motion). This mode is located in the investigated veering.
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Figure 3.6: Comparison of mistuned finite element and ROM mode shapes in the fre-
quency region encompassing the 1F blade-dominated modes. The mode shape
is spatially localized about blade number six.

ination of the selected mode shapes from the mistuned rotor model depicted in Figs. 3.6

and 3.7 indicates significant mode localization as expected. The ROM mode shapes dis-

play the same severe localization, and they correlate well with the finite element mode

shapes.

3.4.2 Forced Response

The external loading is assumed to consist of a single load located at the tip and mid-

chord of each blade, and normal to the surface of the blade. This is of course a simplified

case of any actual loading, where the blades are subject to distributed pressure loads. More

realistic pressure loads can very easily be applied to the ROM by specifying the equivalent

nodal loading on all blade degrees of freedom. Structural damping,, which had been

experimentally determined to be 0.006, is used in both the finite element and ROM forced

response calculations. A scalar representation of blade deflection amplitude similar to
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Figure 3.7: Comparison of mistuned finite element and ROM mode shapes in the fre-
quency region encompassing the investigated veering. Motion is dominated
by the 2F blade mode and is localized about blade number six.

Eq. (3.19) is utilized to represent the forced response of the assembly:

�un =

vuuut NbX
j=1

u2j;n; n = 1; : : : ; N: (3.20)

In the tuned system response, all blades have identical displacement norms. However, this

is not true for a mistuned rotor, where the various blades may have vastly different response

amplitudes. In the mistuned case, the maximum blade displacement norm throughout the

assembly is selected at each driving frequency, defining the maximum response amplitude.

Figure 3.8 depicts the frequency response of the tuned assembly using both finite el-

ement and reduced order models in the frequency region encompassing the 1F family of

blade-dominated modes. An engine order four excitation is applied (C = 4). Figure 3.8

shows that the resonant response amplitude of the tuned system using the ROM formula-

tion is less than 2% higher than the corresponding finite element result. Figure 3.9 depicts

a comparison of mistuned finite element and ROM maximum blade responses. The highly
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complex response pattern is very well captured by the ROM. Only small discrepancies in

resonant frequencies and response amplitudes are observed. The response sampling for the

mistuned finite element model is relatively coarse, due to the tremendous computational

expense associated with solving a full blade assembly. Each sampled response (one data

point) for the mistuned finite element model requires approximately 27 cpu minutes on a

360 MHz UNIX workstation. In contrast, each ROM response sample requires less than

2.7 cpu seconds on the same workstation. Note in Fig. 3.9 that the maximum mistuned

response amplitude is only 17% higher than the tuned resonant amplitude. Recall, from

the works of Wei and Pierre [15] and́Ottarsson and Pierre [16] that significant amplitude

increases occur when there is moderately weak interblade coupling. From Fig. 3.3 it is

seen that this particular frequency region exhibits no eigenfrequency veerings. This im-

plies minimal disk-blade modal interaction and very weak interblade coupling. Hence, the

mode shapes are dominated by cantilever blade motion, where the individual blades are

isolated from each other by the disk and cannot effectively communicate energy to one

another. The mistuned system thus responds very much like a collection of uncoupled

blades, yielding a relatively modest response amplitude increase due to mistuning.

An excitation close to an eigenfrequency veering is considered next, since it is crucial

that interblade coupling effects be well captured by the ROM. Figure 3.10 illustrates the

tuned finite element and ROM responses to an engine order one excitation. The resonance

in Fig. 3.10 corresponds to the 2F mode of a cantilever blade. It is located in the heart

of the investigated eigenfrequency veering, between the third family of blade-dominated

modes and the first family of disk-dominated modes, as can be seen in Fig. 3.3. As with

the 1F mode family, the correlation between tuned finite element and ROM responses

in Fig. 3.10 is excellent. Figure 3.11 depicts a comparison of mistuned finite element and

ROM maximum blade response amplitudes for engine order one excitation. It is again seen
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Figure 3.8: Comparison of tuned finite element and ROM forced responses, for blade tip
excitation with C=4.
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sponses, for blade tip excitation with C=4.
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Figure 3.10: Comparison of tuned finite element and ROM forced responses, for blade tip
excitation with C=1.

that the ROM yields a good representation of the mistuned response pattern. However, the

ROM response amplitudes do not compare as well as in the previous case. Note that the

maximum mistuned response exceeds the tuned response by 57%. Per earlier discussion,

this is due to the increased disk-blade modal interaction found in veering regions, enabling

vibration energy transfer and confinement.

Once the displacement field has been solved with the efficient ROM, displacements can

be imported back into the finite element model for post-processing of stresses and strains.

For the engine order one excitation, the maximum principal stresses in the blade at tuned

resonance are 507 and 527 MPa (+4%) as obtained with the finite element model and

the ROM, respectively. The corresponding maximum principal stresses in the mistuned

case are 777 and 751 MPa (�3%). Hence, the maximum principal stresses obtained with

the ROM are in this case within�5% of the principal stresses determined with the finite

element model. Furthermore, note that the maximum principal stress for the mistuned
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Figure 3.11: Comparison of mistuned finite element and ROM maximum blade forced
responses, for blade tip excitation with C=1.

finite element model is as much 53% higher than that for the tuned model. This 53%

increase in principal stress corresponds to the 57% increase in resonant response amplitude

observed in Fig. 3.11.

3.5 Forced Response Statistics

As the above free and forced response results illustrate, reduced order models of bladed

disks correlate well with much larger finite element models. The technique successfully

captures and predicts mistuning effects on response amplitudes for industrial rotors. More

importantly, however, reduced order modeling enables engineers to determine the statis-

tical characteristics of blade forced response amplitudes for randomly mistuned rotors.

Random mistuning must be compensated for by increasing the overall fatigue strength of

the blades in order to meet some statistically determined stress level. Alternatively, if fea-

sible, the designer could choose an intentional mistuning pattern in an attempt to minimize



48

the increase in mistuned vibratory stresses. Recent work by Castanier and Pierre [49] in-

dicates mode-wise robustness of such an approach. Note that in both instances, reduced

order modeling can aid the designer in capturing mistuning effects.

Figure 3.12 illustrates a Monte Carlo simulation of the statistics of the maximum blade

response amplitude for engine order one excitation over the frequency range of 8750 to

10,750 Hz, which encompasses the 2F family of blade modes. The simulation consists

of frequency sweeps for 1000 different mistuning patterns, obtained from a uniform dis-

tribution with zero mean and 3% standard deviation. In Fig. 3.12, the95th percentile of

the maximum blade response amplitude (i.e., the amplitude such that, statistically, 95% of

all mistuned rotors exhibit smaller maximum amplitudes) is seen to correspond to a 54%

increase over the tuned system’s resonant response amplitude. The corresponding maxi-

mum principal stress for one95th percentile mistuning pattern is 830 MPa. Recall that the

tuned maximum principal stress is 527 MPa. The stress level for the95th percentile of the

maximum blade response amplitude is thus as much as 58% higher than the tuned stress

level. If the current rotor design is based on tuned stress magnitudes, fatigue properties of

the blades should be increased to compensate for the effect of random mistuning.

A simulation using 1000 mistuning patterns is computationally expensive, even with

the ROM. In addition, if compliance of 95% of the rotors is not acceptable, and, for in-

stance,99:9th percentile compliance is required, 1000 realizations will not suffice. De-

termining the99:9th percentile forced response amplitudes with Monte Carlo simulations

requires analyses of an estimated 50,000 mistuned rotors, which is a formidable task.

Therefore, a new statistical analysis method is proposed, whereby the probability distribu-

tions of forced response amplitudes are approximated with statistical models.

Weibull distributions are frequently used to describe probabilistic engineering obser-

vations due to the versatility of the shape of the probability density function. Furthermore,
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Figure 3.12: Histogram of the maximum blade response amplitudes for engine order one
excitation. Obtained by Monte Carlo simulation of 1000 different mistuned
systems with uniform distributions of zero mean and 3% standard deviation.

using the theory of the statistics of extreme values, the amplitude of the largest-responding

blade on a rotor will have a Weibull distribution [50]. The probability density function of

a three-parameter Weibull distribution is given by Gumbel [51] as

f(x) =
�

�

 
�� x

�

!��1

e�(
��x
� )

�

; (3.21)

where�, �, and� are scale, shape, and location parameters, respectively, andx is the

random variable under investigation (i.e., the maximum blade amplitude magnification). In

this study, the location parameter,�, is approximated by the theoretical maximum response

magnification factor, which was determined by Whitehead [52, 53] to be

� =
1

2

�
1 +

p
N
�
: (3.22)

Using this approximation for�, the remaining two parameters,� and�, may be estimated

by least squares linear regression [49].
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and 95th percentiles of maximum blade response amplitude magnification.
The approximate percentiles from the Weibull distributions conform well
with the Monte Carlo percentiles.

To determine the correlation between Weibull estimates of response amplitudes and

“true” response amplitudes, the maximum blade response statistics from the Monte Carlo

simulation were compared to numerous Weibull approximations of the response ampli-

tudes that utilize only 50 mistuned rotors. This comparison is presented in Fig. 3.13 for

the5th, 50th, and95th percentiles of the maximum blade response amplitude. Note how

closely the three-parameter Weibull distribution approximate the “true” distribution. In

addition, the quality of the Weibull estimates of the probability density function based on

several subsets containing 50 mistuning patterns each is displayed in Fig. 3.14. Clearly,

the probability density is well captured using a significantly smaller number of patterns

than the full set of 1000 patterns.

Using Weibull distributions to calculate approximate maximum forced response statis-

tics in the described manner, the effect of mistuning strength was investigated for the
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5th, 50th, and 95th percentile responses in the frequency veering considered here (see

Fig. 3.3). As shown in Fig. 3.15, there is a local maximum in the maximum blade re-

sponse amplitudes for mistuning distributions with approximately 1% standard deviation.

The maximum principal stress for one mistuning pattern corresponding to the95th per-

centile response amplitude at 0.8% mistuning standard deviation is�1 = 978 MPa. This

principal stress represents an 86% increase over the tuned principal stress reported earlier.

3.6 Effects of Structural Interblade Coupling

As mentioned earlier, the two factors that determine response increases for a given

level of mistuning are mode localization and interblade coupling. Using a single-degree of

freedom per sector bladed disk model, Wei and Pierre [15] andÓttarsson and Pierre [16]

determined that moderately weak interblade coupling is required for significant increases
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Figure 3.15: Variation in maximum blade response amplitudes with standard deviation of
mistuning. Note that a local maximum occurs for mistuning distributions
with approximately 1% standard deviation. Mistuned maximum principal
stresses are as much as 86% higher than the tuned maximum principal stress.

in forced response amplitudes. If there is no interblade coupling, then each blade acts as

an individual mistuned oscillator, and the mistuned response does not deviate significantly

from the tuned response. As coupling increases, an avenue is created for the blades to

communicate vibrational energy, which raises the possibility of confining energy to a few

blades. The mistuned response may then deviate significantly from the tuned response,

until further increases in coupling prohibit the confinement of energy, yielding tuned-like

response for large coupling values.

In a structural model of an unshrouded bladed disk, the only means of communica-

tion from one blade to the next is through the disk. Therefore, it is reasonable to assume

that the interblade coupling is indicated by the amount of interaction between disk- and

blade-dominated modes. Such modal interaction appears as veering regions in a natural

frequency versus nodal diameter plot, where the lines that connect natural frequencies
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veer away from each other [47]. This relationship between the veerings and the interblade

coupling was investigated for simple finite element models of bladed disks in Kruse and

Pierre [21] and Bladhet al. [54]. From curve veering theory [47], it is known that the

strength of the disk-blade interaction, and thus the interblade coupling, is a function of the

veering curvature. If the interaction between disk-dominated and blade-dominated motion

is negligible, then the disk-dominated and the blade-dominated frequency curves will ap-

pear to “pass through” each other, or cross. Thus, the veering is extremely sharp, with

high curvature. In contrast, a lower-curvature veering indicates a higher level of modal

interaction, and thus, stronger interblade coupling. This does not imply that the maximum

sensitivity to mistuning is always found in the veering region, since the interblade cou-

pling here might fall above the critical range. In this case, a critical amount of interblade

coupling may exist at a harmonic that is not adjacent to the veering, since the effective

interblade coupling decays with increasing “distance” from the veering region.

For the tuned system, cyclic symmetry arguments lead to a defined number of natural

modes at discrete interblade phase angles, representing integer harmonics. That is, the

modes shapes associated with natural frequencies form standing waves that undergo, over

the assembly, integer multiples of2� phase shift. However, from these discrete points

representing the true modes of the system, it is impossible to obtain reliable estimates

for the veering curvatures and mode distances, since the center point of the veerings will

likely be missed in most cases. To overcome this problem, one may compute modes

based on arbitrary, intermediate interblade phase angles (non-integer harmonics) to obtain

approximations of curvatures and mode distances in the veering regions. Note that this

leads to displacement discontinuity at the interface between theN th and the first cyclic

sector, and these modes can therefore not occur in reality. They can, however, be viewed

as traveling wave modes [55].



54

Independent Cyclic
Boundary: α

Dependent Cyclic
Boundary: β

Sector Interior:  S

Figure 3.16: Definition of index notation.

Following the indices defined in Fig. 3.16, the eigenvalue problem for a cyclic structure

may be formulated in real-valued matrix form as

2
664
2
664
~Kh
0

~Kh
1

~KhT

1
~Kh
0

3
775� !2

2
664
~Mh
0

~Mh
1

~MhT

1
~Mh
0

3
775
3
775
8>><
>>:
~uch

~ush

9>>=
>>; =

8>><
>>:
0

0

9>>=
>>; ; (3.23)

where

~Kh
0 =

2
664 K�� +

�
K�� +KT

��

�
cos�h +K�� KS� +KT

�S cos�h

KT
S� +K�S cos�h KSS

3
775

~Kh
1 =

2
664
�
K�� �KT

��

�
sin�h �KT

�S sin�h

K�S sin�h 0

3
775 ;
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and the mass matrix is partitioned in exactly the same fashion. The trigonometric argu-

ment,�h, is the interblade phase angle defined in Eq. (3.18), from which one observes that

the interblade phase angle is a function of the ratioh=N . Thus, a continuous interblade

phase angle mode description may be obtained either by lettingh be a “continuous” vari-

able (i.e., using small, non-integer steps), or, equivalently, by specifying integer values ofh

andN that yield the same ratio. The latter option offers a possibility to use commercial fi-

nite element software featuring cyclic symmetry to compute these intermediate interblade

phase angle modes, as long as the finite element code does not check for geometric con-

sistency. The continuous solid lines in Fig. 3.17 were obtained using MSC/NASTRANTM

for an assembly of 580 blades (compared to the actual number, 29) to get 20 data points

per integer harmonic. Moreover, Fig. 3.18 provides a detail view of the highly complex

region of modal interaction at lower harmonics (i.e., the lower left portion of Fig. 3.17).

From Fig. 3.18 it is particularly clear that much of the complex interaction between blade-

and disk-dominated modes will be missed by viewing integer harmonics alone.

Using a continuous interblade phase angle representation with sufficiently small step

size, one may invoke, for instance, a finite difference scheme to compute the curvature of

the eigenfrequency “function”,Fk(�h), in the neighborhood of the veerings as

�(�h) =

d2Fk(�h)
d�2

h�
1 +

�
dFk(�h)
d�h

�2� 32 ; (3.24)

for each mode setk (ordered by ascending frequencies as shown in Fig. 3.18). As an

example, consider the veering region at the2nd harmonic for the4th and5th mode sets

seen in Fig. 3.18. Using a fourth order finite difference scheme, approximations of the

first and second derivatives with respect to the interblade phase angle were obtained to

compute the veering curvatures depicted in Fig. 3.19. This plot quantifies the relatively

sharp veering occurring close to the2nd harmonic, where mode sets 4 and 5 veer away from
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Figure 3.19: Finite difference approximation of curvature for the 4th and 5th mode sets.

each other with curvatures of comparable magnitudes but of opposite signs. Also visible

are the obtained curvatures of the1st harmonic veering (between mode sets 3 and 4), and

of the veering located between the2nd and3rd harmonic (between mode sets 5 and 6).

Comprehensive statistical analyses similar to the one presented in Fig. 3.15 were car-

ried out for several veerings among the low-order mode families. The analyses use Weibull

fits based on 50 random mistuning patterns, and the selected results are shown in Fig. 3.20.

Figure 3.20 shows the locations and maximum curvatures (�) of the analyzed veerings.

Note that the maximum veering curvatures are averaged between the lower and upper

mode sets. In addition, Fig. 3.20 shows the engine order of the excitation (C), the max-

imum 99:9th percentile response amplitude magnification factor relative to the tuned re-

sponse (A), and the standard deviation of the mistuning distribution yielding maximum

amplification (�) at selected locations.

Several interesting observations can be made in Fig. 3.20. As shown, the response
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Figure 3.20: Forced response statistical data for selected veerings.

increases due to mistuning can be very large — close to 200% above tuned levels in some

cases. Based on the large magnification factors found for excitations near the veerings, it

may be deduced that the veering curvatures are such that the corresponding interblade cou-

pling values are near critical levels relatively close to the analyzed veerings. The depicted

results also indicate that the amplitude magnification decays significantly with the distance

from the veering. This important observation is consistent with the decay of interblade

coupling with increasing distance from the veering. Moreover, comparing the 2F and 2T

veerings, it is observed that these two veerings have comparable curvatures. However,

both maximum amplifications and the mistuning strength for which maximum occurs are

vastly different. In fact, based on the displayed results, the blade-dominated mode families

with torsion (T) content appear to be significantly more sensitive to mistuning than purely

flexural mode families (F and S). This may be explained by significant differences in disk-

blade interface motion and how far this motion extends in the disk. Another interesting
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observation is that the maximum amplifications are found at a much higher level of mis-

tuning strength for both families exhibiting torsion content. Hence, these results indicate

that the blade mode type may also be a factor influencing the sensitivity to mistuning.

One focus of future work is to be able to relate mistuning sensitivity to veering curva-

ture, distance between eigenfrequencies, and distance of eigenfrequencies from the veer-

ing. If such a relationship can be thoroughly understood, this extended eigenvalue analysis

may provide an inexpensive design tool for early assessments of mistuning sensitivity.

3.7 Conclusions

In this paper, the ROM free response formulation presented by Castanieret al. [20] was

successfully extended to the forced response case. The ROM forcing vector was expressed

in terms of single sector quantities, which minimizes computer memory and computational

costs. In order to validate the extended ROM formulation, the technique was employed

to investigate mistuned free and forced response characteristics for an industrial turbo-

machinery rotor. In all investigations, very good correlation was observed between finite

element and ROM responses. The computationally inexpensive ROM was further used to

determine statistically the variation in response amplitudes due to mistuning.

This investigation verified the existence of localized modes in industrial turbomachin-

ery rotors. Localized modes were found to exist in areas of high modal density, such as

blade-dominated modes. Moreover, the existence of localized modes raises the possibil-

ity of significant amplitude increases in the forced response of the rotor. In particular, it

was shown that mistuned responses can exceed tuned response levels by nearly 200%, if

appropriate levels of mistuning and interblade coupling are present.

The relationship between blade mistuning for a particular rotor and the associated mis-

tuned forced response is not simple. Previous works have shown that there exists a critical,
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intermediate level of interblade coupling that leads to maximum mistuned forced response

amplitudes [16]. In this study, the analysis of the curvature of eigenfrequency veerings was

considered as a means of determining the interblade coupling strength for a bladed disk.

A simple method was presented for calculating eigenfrequencies for interblade phase an-

gles corresponding to non-integer harmonics. This calculation may be performed using

commercial finite element software. Since this analysis allows one to quantify the veer-

ing curvature, it might also allow one to quantify the interblade coupling strength. A

brief forced response statistical study utilizing this technique, indicated that there are four

principal factors governing mistuned forced response: (a) modal density; (b) interblade

coupling; (c) mistuning strength; (d) characteristic blade motion. Future work will aim to

quantitatively relate these factors to mistuned forced response amplifications.



CHAPTER IV

Reduced Order Modeling and Vibration Analysis of
Mistuned Bladed Disk Assemblies with Shrouds

This paper presents important improvements and extensions to a computationally ef-

ficient reduced order modeling technique for the vibration analysis of mistuned bladed

disks. In particular, this work shows how the existing modeling technique is readily ex-

tended to turbomachinery rotors with shrouded blades. The modeling technique employs

a component mode synthesis approach to systematically generate a Reduced Order Model

(ROM) using component modes calculated from a Finite Element Model (FEM) of the

rotor. Based on the total number of degrees of freedom, the ROM is typically two or

three orders of magnitude smaller than the FEM. This makes it feasible to predict the

forced response statistics of mistuned bladed disks using Monte Carlo simulations. In this

work, particular attention is devoted to the introduction of mistuning into the ROM of a

shrouded assembly. Mistuning is modeled by projecting the mistuned natural frequencies

of a single, cantilever blade with free shrouds onto the harmonic modes of the shrouded

blade assembly. Thus, the necessary mistuning information may be measured by testing

individual blades.

61
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4.1 Introduction

Based on the nominal design, a bladed disk assembly is a rotationally periodic struc-

ture. If it is assumed that each sector is identical, then the theory of cyclic symmetry

may be used to analyze the dynamics of the entire structure based on, say, a finite ele-

ment model of one sector (Joseph [43]; Elchuriet al. [56]; Hitchings and Singh [57]).

In practice, however, there are small differences among the structural properties of in-

dividual blades – due to manufacturing tolerances, material deviations, and non-uniform

operational wear. These small, random discrepancies, commonly referred to as mistuning,

are unavoidable. Furthermore, mistuning destroys the cyclic symmetry of the bladed disk

assembly, and it can drastically affect the vibratory behavior of the structure. In particular,

certain mode shapes may become spatially localized. As a result, a blade may experience

forced response amplitudes and stresses that are substantially larger than those predicted

by a tuned analysis.

The effects of mistuning on blade vibrations have been documented by experiments, as

well as by analyses of representative lumped parameter models using numerical, statistical,

and perturbation methods (Wagner [5]; Dye and Henry [6]; Ewins [7, 8]; El-Bayoumy and

Srinivasan [9]; Griffin and Hoosac [11]; Wei and Pierre [14, 15]; Lin and Mignolet [13]).

See Srinivasan [17] for a survey of the literature. More recently, there have been efforts to

use component mode synthesis (Irretier [18]; Zheng and Wang [19]; Castanieret al. [20])

and receptance techniques (Yang and Griffin [26]) combined with finite element models in

order to obtain more accurate models of mistuned bladed disks.

The studies by Castanieret al. [20] and Yang and Griffin [26] are notable because

specially-tailored techniques were employed to obtain, in a systematic fashion, highly

reduced order models from parent finite element models of bladed disks. In particular,
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significant order reduction was achieved by reducing the number of degrees of freedom

(DOF) needed to connect the disk and blade components. Yang and Griffin treated the

disk-blade interface as having only rigid body motion, which reduced the necessary DOF

to six for each blade. However, this approximation did cause some loss in accuracy in

frequency regions that feature disk-blade interaction. In Castanieret al. [20], a novel

component mode technique was developed to eliminate the so-called constraint modes.

The technique of Castanieret al. [20] has been applied to the analysis of the forced

response of mistuned bladed disks (Kruse and Pierre [21]) and it has been validated using

a finite element model of an industrial rotor (Kruse and Pierre [22]). However, these inves-

tigations concentrated on unshrouded bladed disk assemblies. In this paper, the reduced

order modeling technique is extended to turbomachinery rotors with shrouded blades. The

tuned blade-shroud ring is modeled as a single, cyclic component structure. Thus, the

limiting cases of full stick or full slip at the shroud interfaces may be treated. Mistuning

is added by projecting the mistuned natural frequencies of a single blade onto the cyclic

modes of the blade-shroud ring. For an example finite element model, using the case of

full stick at the shroud connections, excellent correlation between finite element and ROM

predictions of the free and forced response is demonstrated.

This paper is organized as follows. The reduced order modeling technique is presented

in Section 4.2, including updates to the ROM matrices, and specific formulations pertinent

to shrouded assemblies are derived. A fairly detailed derivation of the proposed method

to model mistuned shrouded assemblies is also included. In Section 4.3, the technique is

applied to the vibration analysis of a shrouded test case rotor. The results are validated by

comparisons with finite element results. Concluding remarks are given in Section 4.4.
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4.2 Reduced Order Modeling Technique

4.2.1 General Formulation of Reduced Order Model

It may be assumed that the disk (d) and blade (b) degrees of freedom are ordered in

such a manner as to give the following partitioning of the assembled mass and stiffness

matrices of the entire structure:

M =

2
664 Md 0

0 Mb

3
775 K =

2
664 Kd 0

0 Kb

3
775 (4.1)

The location of the disk-to-blade interface can be chosen completely arbitrarily. In prac-

tice, though, this choice may affect the accuracy of the approximate solutions.

Each sector is here treated as an isolated substructure and since all sectors are assumed

identical, the non-zero matrix blocks will be block-diagonal:

Md = I
 ~Md Mb = I
 ~Mb

Kd = I
 ~Kd Kb = I
 ~Kb

(4.2)

whereI is an identity matrix, and the symbol
 denotes the Kronecker product, which

is defined in Appendix A. The “tilde” notation will be used throughout the following to

indicate that a quantity refers to a single blade or disk sector. Note that this implies that all

degrees of freedom associated with the boundaries between adjacent sectors will appear

twice.

A key idea for this reduced order modeling technique (Castanieret al. [20]) is to de-

scribe the motion of the bladed disk assembly using two particular sets of component

modes. Figure 4.1 depicts the two fundamental component mode types for a greatly sim-

plified finite element model of a bladed disk sector. The first set is comprised of disk-

induced modes, which are the cyclic modes of the entire assembly where the attached

blades are massless. In this case, the blade motion is a rigid-body motion plus elastic de-

formation due to the boundary motion. The blade portion of the disk-induced modes, i.e.,
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(a)

(b)

Figure 4.1: Cantilever blade (a) and disk-induced (b) motions.

the part belonging to the blade degrees of freedom, will be denotedUd, and the disk por-

tionVd. The second mode set consists of the modes of a cantilever blade alone, which is

clamped at the chosen disk-blade interface location. Note that for unshrouded blades, the

modal matrixUb for all N identical blades is block-diagonal and is assembled asI
 ~ub,

where~ub is the cantilever mode shapes of a single blade. For shrouded blades, however,

this set of modes is also cyclic in nature, due to the presence of direct blade-to-blade

structural coupling, and thus, the cyclic assembly modes will yield a full matrixUb.

Through superposition of these two sets of component modes, and using the node or-

dering configuration in Eq. (4.1), the resulting nodal displacements of the entire assembly

can be expanded as:

x =

2
664 V

d

Ud

3
775 a+

2
664 0

Ub

3
775b (4.3)

wherea andb are modal coordinates for the disk-induced and the cantilever blade modes,
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respectively. With above definitions, the strain and kinetic energies of the system, as well

as the external virtual work done by a time-harmonic engine order excitation force,Q,

may be formulated in component modal-referred quantities.

Applying Hamilton’s principle yields the governing equations of motion for the re-

duced order model. They are conveniently written in matrix form as:

M�z+ C _z+ (1 +Gj)Kz = Q (4.4)

where:

z =

8>><
>>:
a

b

9>>=
>>; C =

2
664 0 0

0 C

3
775 Q =

8>><
>>:
Qd

Qb

9>>=
>>; =

8>><
>>:
UdTQ

UbTQ

9>>=
>>;

M =

2
664 Id +UdTMbU

d UdTMbU
b

UbTMbU
d Ib

3
775 K =

2
664 K̂d UdTKbU

b

UbTKbU
d K̂b +�K̂b

3
775

K̂d andK̂b arediagonalmatrices, and the elements on the diagonals are modal stiffnesses

(eigenvalues) obtained from the disk-induced and cantilever blade finite element analyses,

respectively.Id andIb are the corresponding modal mass matrices, which in view of the

employed method of eigenvector normalization will be identity matrices. Recall that the

blade is massless in the disk-induced analysis. Thus, the effect of blade mass on the disk

is included as the second term in the upper-left quadrant of the mass matrix, but no such

term is needed in the stiffness matrix.

Structural damping with damping coefficientG, as well as viscous modal damping of

the cantilever blade modes,C, have now been added to the reduced order model, in order

to facilitate more realistic modeling of the structure’s dynamic response. In addition, some

general measure of mistuning,�K̂b, is added into the stiffness matrixK. This measure of

mistuning, although general at this point, implies three assumptions:
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� The mistuned characteristics of a blade are restricted to its stiffness (lower-right

quadrant ofK). While stiffness mistuning is sufficient for the purposes of this study,

it may be more accurate to model mistuning in other structural parameters as well;

for instance, by using the mixed least squares – maximum likelihood method of

Mignolet and Lin [48].

� The effects of stiffness mistuning on the other three quadrants ofK are assumed

negligible. This is to a large extent justified by considering the kind of rigid-body-

like motion the blade undergoes in this set of component modes.

� The mistuned cantilever modes of a blade may be realized by a linear combination

of the tuned modes (i.e., they span approximately the same space).

Note that the resulting structural matrices are all symmetric. In general, this symmetry is

destroyed if aerodynamic coupling between blades is introduced into the system. However,

aerodynamic coupling will not be considered in this work.

At this point, the reduced order model formulation is completely general in that it is

applicable to both unshrouded and shrouded assemblies. However, a closer examination

of the various partitions of the structural matrices reveals significant differences between

the two designs, leading to slightly different degrees of further simplifications. Further

refinement of the formulation for unshrouded assemblies is detailed for the free response

by Castanieret al. [20], and extended for the forced response by Kruse and Pierre [21], and

will therefore not be repeated here. A presentation of formulation details for the reduced

order model of a shrouded assembly, including a novel method for modeling shrouded

blade mistuning, will follow.
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4.2.2 Formulation Refinement for Shrouded Designs

A modal matrix containing cyclic modes can be represented as:

Ur = (F
 I) ~Ur; (4.5)

whereF is defined in Eq. (B.3), and~Ur, which contains the mode shapes of a fundamental

sector in cyclic coordinates, has a pseudo-block-diagonal structure (see Appendix B):

~Ur = ~Bdiag
k=0;:::;P

[~urk] ; (4.6)

where ~Bdiag [�] denotes a pseudo-block-diagonal matrix, with the argument being the

kth “block”, and the range ofk is shown. The mode type designationr could be either

the disk-induced modes,d, or the cantilever blade modes,b, since the structure of both

these modal matrices is cyclic. Combining Eqs. (4.5) and (4.6), one may write the internal

structure of a cyclic modal matrixUr as:

Ur =
�
f0 
 ~ur0 f1;c 
 ~ur1;c + f1;s 
 ~ur1;s � � � (4.7)

� � � fk;c 
 ~urk;c + fk;s 
 ~urk;s � � � fN=2 
 ~urN=2

�
:

Because of the cyclicity of bothUd andUb and the block-diagonal structure ofM and

K, all three projection products inM andK will become pseudo-block-diagonal:

UdTMbU
d = ~Bdiag

k=0;:::;P

h
~ud

T

k
~Mb~u

d
k

i

UdTMbU
b = ~Bdiag

k=0;:::;P

h
~ud

T

k
~Mb~u

b
k

i
(4.8)

UdTKbU
b = ~Bdiag

k=0;:::;P

h
~ud

T

k
~Kb~u

b
k

i
:

The external excitation force vector shown in Eq. (4.4),Q, defines the forcing on all

the blade degrees of freedom of the assembly. The restriction to blade degrees of freedom

is not an absolute requirement, but leads to a more compact formulation, and it should also
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be sufficient from a practical perspective. Moreover, we assume an engine order excitation

which is harmonic in time and differs only in phase from blade to blade. The phase at blade

i, �i, is given by:

�i =
2�C(i� 1)

N
; i = 1; : : : ; N; (4.9)

whereC is the engine order of the excitation. The external force vector can then be

expressed as:

Q =

8>>>>>>>>>>><
>>>>>>>>>>>:

~fej�1

~fej�2

...

~fej�N

9>>>>>>>>>>>=
>>>>>>>>>>>;

; (4.10)

where~f is the force vector on a single blade.

The expression for the modal force vectorQ given in Eq. (4.4) can be simplified to

a much more convenient form in terms of the disk-induced and cantilevered blade mode

shapes of a single sector,~udk and~ubk, respectively. Using Eq. (4.10), and the modal matrix

as written in Eq. (4.7), the corresponding modal force partition becomes:

Qr = UrTQ =
p
N

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

(f0 
 ~ur0)
T
�
eC 
~f

�
�
f1;c 
 ~ur1;c + f1;s 
 ~ur1;s

�T �
eC 
~f

�
...�

fk;c 
 ~urk;c + fk;s 
 ~urk;s
�T �

eC 
~f
�

...�
fN=2 
 ~urN=2

�T �
eC 
~f

�

9>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>;

; (4.11)

whereeC is the(C + 1)th column of the complex Fourier matrix,E, defined in Eq. (B.2).

This expression can now be greatly simplified, first by using the general algebraic proper-

ties of the Kronecker product stated in Eqs. (A.2) and (A.4), and then by making use of

the orthogonal properties of the transformation column vectors involved. The expansion
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of Eq. (4.11) will yield modal force partitions that are zero everywhere, except for theCth

harmonic disk-induced and cantilever blade modes. Thus, the engine order excitation,C,

determines which modes of the assembly that are being excited. The resulting modal force

vector is given in Section 4.2.4.

The modal viscous damping matrix for the shrouded cantilever blade modes,C, will

be a diagonal matrix expressed as:

C = ~Bdiag
k=0;:::;P

"
diag

h
2�kn

i
n=1;:::;mb=2mb

#q
K̂b; (4.12)

wherediag [�] denotes a diagonal matrix (block), with the argument being thenth diagonal

element, and the range ofn is shown. Also,�kn is the modal damping coefficient of the

nth cantilever blade mode of thekth harmonic. Note that for shrouded blades,K̂b is

comprised of diagonal blocks associated with the various cyclic harmonics of the assembly

of shrouded blades.

4.2.3 Mistuning of Shrouded Blades

Perhaps the most fundamental feature of this technique is its suitability for stiffness

mistuning of the individual blades, since the modal stiffness of each individual cantilever

blade mode is isolated in the diagonal matrixK̂b. Therefore, in the unshrouded case, the

formulation lends itself to a very convenient and simple input of individual mistuning of

each cantilever blade modal stiffness for each blade as:

�K̂b = Bdiag
n=1;:::;N

"
diag

h
�kn
i

k=1;:::;mb

#
K̂b; (4.13)

whereBdiag [�] denotes a block-diagonal (versus pseudo-block-diagonal) matrix. The

mistuning parameter associated with thekth cantilever blade mode of thenth blade,�kn, is

defined as:

�kn =

 
�!k
n

!k

!2

� 1; (4.14)
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where�!k
n represents the mistuned natural frequency of thekth mode of bladen, and!k is

the corresponding nominal, or tuned, natural frequency.

However, the manner in which the mistuning is put into the ROM stiffness matrix for

unshrouded blades is not particularly well suited for shrouded assemblies, in thatK̂b is

now represented incyclic, or harmonic, modal coordinates. This implies that in order to

obtain any relevant measures of mistuning, one would need to know the effects of individ-

ual blade mistuning on the whole shrouded blade assembly. In theory, it would be possible

to obtain this information through frequency tests of the full blade-shroud assembly, but

this approach is not practical.

In view of this, an alternative approach is to project mistuning measurements for a

single blade onto the cyclic modes of the blade assembly. In this case, the test data would

consist of the deviations in natural frequencies of each individual mode of each blade.

This data could then be used to generate estimates of the mistuned stiffness matrices for

all blades, which would then be included in the ROM formulation. In addition, this would

be possible to achieve without very complicated and specialized testing procedures.

First, one must establish the manner in which the individual shrouded blade natural

frequencies are measured. Here, it is assumed that the shrouded blades are tested while

being clamped at the root, but are otherwise completely unconstrained, as indicated in

Fig. 4.2. Thus, the tests give measurements of the natural frequencies of a cantilever blade

with free shrouds,�!k
n. Using the mistuning parameter�kn defined in Eq. (4.14), a diagonal

matrix containing the measured mistuned natural frequencies may be defined as:

Bdiag
n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;p

#
K̂nom
b =

�
I
 �ub

�T
Kmt
b

�
I
 �ub

�
; (4.15)

where�ub is the nominal modal matrix, or the nominal mode shapes, for one cantilever

blade;Kmt
b is a mistuned, block-diagonal stiffness matrix, where each block corresponds
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Unconstrained shrouds

Clamped blade root

Figure 4.2: Proposed configuration for measuring natural frequencies of shrouded blades
individually.

to the stiffness matrix of one of theN mistuned blades; and̂Knom
b is a diagonal matrix

of squared nominal natural frequencies for a tuned cantilever blade. The nominal natural

frequencies may be taken either as some average values from tests, or directly from the

finite element analysis needed to obtain the tuned cantilever blade mode shapes�ub. Note

that there is already an approximation made at this point, namely that the eigenvectors�ub

of the mistuned blades are the same as the tuned ones (see discussion in Section 4.2.1).

Returning to Eq. (4.15), the mistuned frequencies are grouped in blocks associated

with each individual blade, where these blocks are diagonal in themselves. Moreover, the

mistuned stiffness matrix will have the following block-diagonal configuration:

Kmt
b = Bdiag

n=1;:::;N

h
�Kmt
b;n

i
(4.16)

Finally, the matrix of nominal modal stiffnesses will also be of a block-diagonal form, but

where all the blocks are identical and diagonal. By denoting such a diagonal block�̂K
nom

b ,
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the matrix of nominal modal stiffnesses can be expressed as:

K̂nom
b = Bdiag

n=1;:::;N

�
�̂K
nom

b

�
= I
 �̂K

nom

b (4.17)

Since �̂K
nom

b represents the nominal modal stiffnesses for one blade, Eq. (4.17) can be

rewritten as:

K̂nom
b = I
 �ubT ~Kb�u

b =
�
I
 �ub

�T �
I
 ~Kb

� �
I
 �ub

�
(4.18)

From Eqs. (4.15) and (4.18), one obtains:

Kmt
b =

�
I
 �ub

�T�1

Bdiag
n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;p

# �
I
 �ub

T ~Kb

�
; (4.19)

by virtue of the Kronecker product property given in Eq. (A.2).

Now, making use of the eigenvector normalization assumption, it is realized that:

I = Bdiag
n=1;:::;N

h
�ub

T ~Mb�u
b
i
=
�
I
 �ub

�T �
I
 ~Mb

� �
I
 �ub

�

)
�
I
 �ub

�T�1

= I
 ~Mb�u
b (4.20)

By substituting Eq. (4.20) into Eq. (4.19), and by using the fact that~Mb is symmetric, one

may express the mistuned blade stiffness matrix as:

Kmt
b = I
 ~Kb +

�
I
 ~Mb�u

b
�
Bdiag
n=1;:::;N

"
diag

h
�kn
i

k=1;:::;p

# �
I
 �ub

T ~Kb

�
: (4.21)

For convenience, the quantity�Kb is introduced to denote the stiffness deviation matrix

as:

�Kb =
�
I
 ~Mb�u

b
�
Bdiag
n=1;:::;N

"
diag

h
�kn
i

k=1;:::;p

# �
I
 �ubT ~Kb

�
; (4.22)

such that:

Kmt
b = I
 ~Kb +�Kb = Kb +�Kb: (4.23)

The expression for the stiffness deviation matrix,�Kb, can be simplified to:

�Kb = Bdiag
n=1;:::;N

"
~Mb�u

bdiag
h
�kn
i

k=1;:::;p

�ub
T ~Kb

#
: (4.24)
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Finally, the complete blade stiffness matrix for the tuned case,Kb, is now simply replaced

byKmt
b in the reduced order model formulation. Thus, replacingKb byKmt

b in Eq. (4.1),

and ignoring any contributions of mistuning from the projection onto the disk-induced

modes, as per discussion in Section 4.2.1, yield the ROM stiffness matrix for a general

mistuned shrouded bladed disk assembly:

K =

2
6664
K̂d

~Bdiag
k=0;:::;P

h
~ud

T

k
~Kb~u

b
k

i
~Bdiag
k=0;:::;P

h
~ub

T

k
~Kb~u

d
k

i
K̂b +UbT�KbU

b

3
7775

(4.25)

�Kb = Bdiag
n=1;:::;N

"
~Mb�u

bdiag
h
�kn
i

k=1;:::;p

�ub
T ~Kb

#
:

Thus, the stiffness mistuning�Kb, which may be obtained from measuring natural fre-

quencies of individual blades with clamped roots and unconstrained shrouds, is now pro-

jected onto the cyclic modes of the shrouded blade assembly,Ub. Note that the mistuning

projection termUbT�KbU
b does not yield any particular matrix structure, since there

are no special relations, such as orthogonality, between the modes of the cantilever blade

with unconstrained shrouds, and the cyclic modes of the shrouded blade assembly. Thus,

in general, the lower-right quadrant of the ROM stiffness matrix becomes fully populated

when mistuning is introduced for shrouded bladed disk assemblies.

4.2.4 Final Formulation for Shrouded Designs

To conclude this section, the reduced order model structural matrices (in the absence

of aerodynamic coupling) and modal force for shrouded bladed disks are stated in their

final forms:

M =

2
6664
Id + ~Bdiag

k=0;:::;P

h
~ud

T

k
~Mb~u

d
k

i
~Bdiag
k=0;:::;P

h
~ud

T

k
~Mb~u

b
k

i
~Bdiag
k=0;:::;P

h
~ub

T

k
~Mb~u

d
k

i
Ib

3
7775
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C =

2
6664
0 0

0 diag
h
2�k

i
k=1;:::;mbN

q
K̂b

3
7775

K =

2
6664
K̂d

~Bdiag
k=0;:::;P

h
~ud

T

k
~Kb~u

b
k

i
~Bdiag
k=0;:::;P

h
~ub

T

k
~Kb~u

d
k

i
K̂b +UbT�KbU

b

3
7775

�Kb = Bdiag
n=1;:::;N

"
~Mb�u

bdiag
h
�kn
i

k=1;:::;p

�ub
T ~Kb

#

Q =
�
QT
d

... QT
b

�T

Q[d=b] =

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

0

...

0

p
N
�
fTC;ceC 
 ~u

[d=b]T

C;c
~f + fTC;seC 
 ~u[d=b]T

C;s
~f

�

0

...

0

9>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>;

:

4.3 Analysis of a Shrouded Test Case Rotor

4.3.1 Finite Element and Reduced Order Models

The finite element model of the test case rotor that is analyzed in this study is shown

in Figs. 4.3 and 4.4. The rotor features 24 blades. Each blade has a base pitch of30�

(measured from the axial direction), and a uniform twist of an additional30� over its

length. The base radius is 212 mm, and the blade length is 68 mm. The rotor is fixed at the

interfaces towards adjacent rotating blade stages. This is believed to provide a reasonable

description of the dynamics of the bladed disk assembly. Moreover, the studied test case

rotor features shrouds, which are arbitrarily positioned at10=13 of the blade length.

The construction of the reduced order model of a shrouded assembly requires the fol-
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(a) (b)

Figure 4.3: (a) Finite element mesh of a single disk-blade-shroud sector. (b) Finite element
mesh of a single blade with shrouds.

Figure 4.4: Finite element mesh of full shrouded test case rotor.
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lowing two finite element models:

� A complete sector subject to cyclic constraints at disk-to-disk and shroud-to-shroud

interfaces. This model consists of 488 eight-noded brick elements and 2,646 degrees

of freedombeforemodel reduction due to applied constraints. The finite element

mesh of this model is shown in Fig. 4.3a.

� A single cantilever blade. This model consists of 116 linear solid elements, and 738

degrees of freedom before model reduction. The finite element mesh of this model

is shown in Fig. 4.3b.

From these fundamental finite element models, the reduced order model (ROM) is

derived using the component mode synthesis technique described in Section 4.2. This

analysis is based on a reduced order model that is created from five cantilever blade modes

(mb = 5) and five disk-induced modes(md = 5) per harmonic, leading to a total of 240

degrees of freedom.

In addition, five cantilever blade modes with unconstrained shrouds were used to gen-

erate the stiffness deviation matrix,�Kb (p = 5). This, however, does not influence the

size of the resulting reduced order model. It should be pointed out that, if the cantilever

blade mode shapes from the cyclic symmetry analysis conform relatively closely with the

cantilever blade mode shapes with unconstrained shrouds, very little improvement in ac-

curacy is gained by including more thanmb modes for the stiffness deviation generation.

In this case, the principal effects of the stiffness deviations are already captured by themb

modes. However, using fewer thanmb modes yields poor accuracy and thus, in general,

the conditionp � mb should always be satisfied in order to obtain a reduced order model

with reasonable accuracy.

Finally, a finite element model of the full mistuned rotor was created to allow com-
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parisons of mistuned mode shapes and forced responses for a single, random mistuning

pattern. The mistuning pattern was sampled from a uniform distribution of mean zero and

standard deviation 5%. Individual mode mistuning is not employed in this analysis. There-

fore, the mistuning is readily introduced to the full finite element model by appropriately

varying Young’s modulus in the blade elements as:

En = (1 + �n)Eo; n = 1; : : : ; N: (4.26)

The material properties for the finite element model were taken to be those of steel. The

full finite element model consists of11; 712 linear solid elements and56; 376 degrees of

freedom, and its finite element mesh is shown in Fig. 4.4.

It should be noted that the shroud-to-shroud connection is modeled as being contin-

uous (full stick). Since no effort has been made to include friction at the shroud mating

surfaces, the present modeling technique can be used for the limiting cases of full stick or

full slip conditions. The incorporation of shroud interface models (Srinivasanet al. [58];

Menqet al. [59]; Valero and Bendiksen [60]) into this type of reduced order model will be

the subject of future work.

4.3.2 Free Vibration

Figure 4.5 displays the tuned natural frequencies versus the number of nodal diameters

for the test case rotor in the lower frequency range, as obtained from finite element analysis

and ROM analysis. MSC/NASTRANTM was used to calculate the natural frequencies and

mode shapes of the finite element models, and to extract the blade mass and stiffness

matrices (~Mb and ~Kb).

Clearly, as the number of nodal diameters increases, the disk becomes much more stiff.

Thus, the slanted lines to the left in Fig. 4.5 correspond to disk-dominated modes. The

lines which are approximately horizontal represent families of blade-dominated modes.
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Figure 4.5: Comparison of tuned eigenfrequencies from finite element model (FEM) and
reduced order model (ROM) with and without eigenvalue adjustment itera-
tions.

The characteristic types of blade motion for the blade-dominated mode families are indi-

cated in the plot. One can observe that, depending on the mode family, a slight stiffen-

ing or a slight softening occurs as the number of nodal diameters increase for the blade-

dominated modes. This is somewhat different from the unshrouded case, where the fre-

quencies associated with a certain family of blade-dominated modes are nearly constant

over a certain range of nodal diameters.

Figure 4.5 also depicts the increase in ROM accuracy via eigenvalue adjustment. By

directly adjusting the eigenvalues, or modal stiffnesses, associated with the blade modes

(i.e., the diagonal elements of̂Kb), the ROM’s representation of the blade-dominated

modes is enhanced.

The adjustment procedure is a simple iterative process, where the cantilever blade
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eigenvalues are re-scaled based on the ratio between the tuned finite element eigenvalues

from a cyclic symmetry analysis of a complete sector and the corresponding ROM eigen-

values. Once a sufficiently small residual is achieved, one may move on and introduce

mistuning. As seen in Fig. 4.5, after three iterations of eigenvalue adjustments, the blade-

mode frequencies for the ROM are nearly identical to those of the FEM. Naturally, the

adjustments of the cantilever blade mode eigenvalues have a much smaller effect on the

disk-dominated modes.

Figure 4.6 illustrates the correlation between finite element and ROM natural frequen-

cies for the mistuned rotor. Since the nodal diameter description of the modes fails for

certain mistuned modes due to localization, the natural frequencies are instead plotted

versus the mode number in the mistuned case. Again, the results obtained from the re-

duced order model after eigenvalue adjustments compare very well with the finite element

results.

Figure 4.7 illustrates the correlation between finite element and ROM mistuned mode

shapes. The Euclidean norm displacement measure,�ui, for each bladei, is defined as:

�ui =

2
4

PNn
j=1

�
u2ij;r + u2ij;� + u2ij;z

�
PNb

i=1

PNn
j=1

�
u2ij;r + u2ij;� + u2ij;z

�
3
5
1

2

; (4.27)

whereuij;x is the displacement component in the x-direction;Nn is the number of nodes

in one blade; andNb is the total number of blades. The Euclidean norm is a scalar value,

which may be interpreted as a measure of relative blade energy content.

Specifically, Fig. 4.7 shows the 17th mistuned mode at 2862 Hz, in which the vi-

bration energy is largely confined to blades 17 and 19. The dramatic mode localization

exhibited by this mode is due to the high modal density in this particular frequency re-

gion (Pierre [47]). In fact, it is virtually impossible to find any traces of the corresponding

smooth harmonic tuned shape from which it derives.
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Figure 4.6: Comparison of the 80 lowest mistuned eigenfrequencies from finite element
model (FEM) and reduced order model (ROM) with and without eigenvalue
adjustment iterations.
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Figure 4.7: Mistuned mode number 17 at 2861.7 Hz, as obtained by finite element model
(FEM) and reduced order model (ROM) with and without eigenvalue adjust-
ment iterations. This mode exhibits significant localization.
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Note the excellent agreement between the FEM and the ROM mode shapes, especially

after eigenvalue adjustment. Several important factors are extremely well captured, such as

peak amplitude, position of localization, and rate of spatial decay away from the localized

area.

4.3.3 Forced Response

Next, we consider the forced response of the blisk. The external excitation force con-

sists of a unit nodal load applied on the tip of the blade’s leading edge in the axial direction.

This applied force was chosen arbitrarily, and it serves only to verify the accuracy of the

reduced order model. Furthermore, the structure is excited according to engine order 7

excitation, which has a blade-to-blade forcing phase shift of 105�.

The tuned rotor’s response to this external forcing is shown in Fig. 4.8. After only two

iterations of eigenvalue adjustments, the FEM and ROM predictions of the tuned rotor’s

response are nearly identical. The difference between the resonant frequencies of the FEM

and the ROM is reduced from2:3% to 0:0007% after these two iterations. Also, the error

in peak response amplitude decreases from�3:9% to 0:9%. This amplitude error did not

improve during subsequent iterations.

Figure 4.9 shows the response of the mistuned rotor for the same source of excitation.

The mistuning and localization effects lead to a substantial increase in peak response am-

plitude and, in addition, a very significant widening of the resonant frequency bandwidth,

compared to the corresponding response of a tuned rotor. In absolute normed displacement

values, the maximum resonance amplitude predicted by the ROM is less than 0.2% lower

than that predicted by the FEM (0.649 versus 0.650), which is an acceptable discrepancy,

considering the huge difference in model sizes.

A notable effect of the order reduction is that the reduced order model here predicts
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Figure 4.8: Tuned forced response for engine order 7 excitation, as obtained by finite ele-
ment model (FEM) and reduced order model (ROM) with and without eigen-
value adjustment iterations.

a somewhat wider band of resonant frequencies, compared to the finite element analysis,

due to residual errors in the ROM mistuned eigenfrequencies. The ROM mistuned eigen-

frequency of the 12th mode is 0.16% lower than the corresponding FEM frequency, while

the approximation of the 17th mode eigenfrequency is 0.04% higher. The conformity of

the response characteristics predicted by the reduced order model is otherwise reasonably

accurate.

4.4 Conclusions

This paper demonstrates how the vibratory behavior of a mistuned bladed disk of a

general design may be analyzed by a systematic and computationally efficient reduced

order modeling technique, based on a component mode approach. In particular, this work

showed how the technique could be extended to designs with shrouded blades, and how a
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Figure 4.9: Forced response for engine order 7 excitation, for both tuned and mistuned
rotor, as obtained by finite element model (FEM) and reduced order model
(ROM) with three eigenvalue adjustment iterations. The mistuned FEM has
56,376 degrees of freedom, while the ROM has only 240 degrees of freedom.

convenient measure of individual blade mistuning may be incorporated into the analysis

with relative ease. Stiffness mistuning was included by projecting the mistuned natural

frequencies of individual blades (with clamped roots and free shrouds) onto the cyclic

modes of the shrouded blade assembly.

The reduced order modeling technique and the proposed method of mistuning for

shrouded blade assemblies were validated using a finite element model (FEM) of a test

case rotor. The total number of degrees of freedom for this FEM was 56,376, compared

to only 240 for the reduced order model (ROM). The free and forced response results

obtained for the ROM were in excellent agreement with those of the much larger FEM.

Of special importance was the agreement of the forced response amplitudes for a rotor

with mistuned blades. These results show that this reduced order modeling technique may

provide a valuable tool for predicting the statistics of forced response for mistuned bladed

disks.



CHAPTER V

Component-Mode-Based Reduced Order Modeling
Techniques for Mistuned Bladed Disks, Part I: Theoretical

Models

Component mode synthesis (CMS) techniques are widely used for dynamic analyses

of complex structures. Significant computational savings can be achieved by using CMS,

since a modal analysis is performed on each component structure (substructure). Mistuned

bladed disks are a class of structures for which CMS is well suited. In the context of blade

mistuning, it is convenient to view the blades as individual components, while the entire

disk may be treated as a single component. Individual blade mistuning may then be incor-

porated into the CMS model in a straightforward manner. In this paper, the Craig-Bampton

(C-B) method of CMS is formulated specifically for mistuned bladed disks, using a cyclic

disk description. The primary focus, however, is the implementation of novel formulations

based on the robust C-B approach. After generating the mass and stiffness matrices using

the C-B method, a secondary modal analysis is performed in three different ways: (a) on

the partitions of the matrices that pertain to the constraint modes; (b) on the partitions

of the matrices that pertain to the disk normal modesplus the constraint modes; and (c)

on the entire C-B CMS model. All three approaches yield further model order reduction,

and they may also eliminate matrix ill-conditioning. Furthermore, these extensions to the

85
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classic C-B technique are applicable to any complex structure. In addition, a straightfor-

ward non-CMS method is developed in which the blade mistuning is projected onto the

tuned system modes. Though similar approaches have been reported previously, here it is

generalized to a form that is more useful in practical applications. The theoretical mod-

els are discussed and compared from both computational and practical perspectives. It

is concluded that using a secondary modal analysis reduction technique (SMART) based

on a C-B model has tremendous potential for highly efficient, accurate modeling of the

vibration of mistuned bladed disks.

5.1 Introduction

The adverse effects of structural irregularities, or mistuning, among the blades of tur-

bomachinery rotors is a persisting concern in the gas turbine community. Mistuning is

caused by manufacturing tolerances, deviations in material properties, or non-uniform op-

erational wear; therefore, mistuning is unavoidable. Furthermore, even small mistuning

can have a dramatic effect on the vibratory behavior of a rotor, because it can lead to

spatial localization of the vibration energy. As a result, certain blades may experience

forced response amplitudes and stresses that are substantially larger than those predicted

by an analysis of the nominal (tuned) design. Unfortunately, these random uncertainties in

blade properties, and the immense computational effort involved in obtaining statistically

reliable design data, combine to make this aspect of rotor design cumbersome.

Since the 1960s, several researchers have documented the effects of mistuning on

blade vibrations by analyses of representative lumped parameter models, using numeri-

cal, statistical, and perturbation methods (Wagner [5]; Dye and Henry [6]; Ewins [7, 8];

El-Bayoumy and Srinivasan [9]; Griffin and Hoosac [11]; Wei and Pierre [14, 15]; Lin

and Mignolet [13]). See Srinivasan [17] for a comprehensive survey of the literature. Un-
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fortunately, in order to accurately represent an actual bladed disk design with a lumped

parameter model, one must perform a difficult parameter identification which becomes

infeasible as the number of model degrees of freedom (DOF) increases. Hence, to gain

practical usefulness, there is a pressing need to employ accurate finite element models of

rotor designs in mistuning studies.

To address this issue, there have been several efforts to generate reduced order mod-

els systematically from finite element models using component mode synthesis (CMS)

methods (Irretier [18]; Kruse and Pierre [21, 22]; Castanieret al. [20]; Bladhet al. [23]),

receptance techniques (Yang and Griffin [26]), and classical modal analysis with mistun-

ing projection (Yang and Griffin [27]). In CMS, the original structure is subdivided into

smaller substructures, or components, for which normal modes are computed indepen-

dently. The global structure is then represented by a truncated set of component modes

that are assembled in a systematic fashion through compatibility constraints. This pro-

cess yields highly-reduced-order models for bladed disks that are based on finite element

models of arbitrary complexity.

The focus of this study is on the development of reduced order models of mistuned

bladed disks, based primarily on CMS techniques. In this first part of the two-part paper,

component-mode-based reduced order modeling techniques are derived and presented. In

particular, the Craig-Bampton (C-B) CMS method [29] is re-formulated specifically for

the analysis of mistuned bladed disks. This tailored formulation uses a cyclic symmetry

description of the disk. Moreover, two novel extensions of the C-B method are formulated.

First, a recent advance of the C-B method used in power flow analysis [61] is considered.

This approach employs a secondary modal analysis on the constraint-mode partitions of

the C-B mass and stiffness matrices. A truncated set of characteristic interface modes is

then selected, resulting in significant model reduction. Second, a related extension of the
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C-B technique is introduced. In this case, a secondary modal analysis is performed on the

disk-normal-modeplusconstraint-mode partitions with subsequent selection of a truncated

set of modes. This yields model reduction comparable to Tanet al.’s approach, but is

perhaps more straightforward in terms of the secondary mode selection. The obtained

reduced order model is similar in appearance to that of Castanieret al. [20], having only

(modified) disk modes and the normal blade modes as resulting generalized coordinates.

The new approaches are by no means restricted to mistuned bladed disks only, but may be

applied to any C-B synthesized system for additional model reduction. Furthermore, these

novel extensions to the classic C-B technique may eliminate matrix ill-conditioning due to

the mix of modal and physical coordinates present in the original C-B formulation.

In addition, a straightforward non-CMS technique is formulated. This method con-

sists of a modal analysis of the nominal (tuned) system, with a subsequent projection of

the blade mistuning data onto the nominal system modes of vibration. This mistuning

projection approach is a generalization of the mistuning formulation for shrouded blade

assemblies developed in Bladhet al. [23]. Also, Yang and Griffin [27] presented an anal-

ogous technique for the case in which each blade is mistuned by a small deviation in its

Young’s modulus.

Finally, the general idea of a secondary modal analysis reduction technique (SMART)

is introduced. In the SMART approach, a secondary modal analysis is performed on a

model already reduced by CMS. This two-step reduction decreases dramatically the order

of the original model. Also, in contrast to the non-CMS mistuning projection method, the

SMART mistuning is introduced in the modal domain rather than the physical domain.

This reduces significantly the associated computational effort, and it allows a straightfor-

ward implementation of individual blade natural frequency mistuning.

This paper is organized as follows. General assumptions and model issues are sum-
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marized in Section 5.2. The modeling theory begins in Section 5.3 with a derivation of

the Craig-Bampton technique tailored to a mistuned rotor with a cyclic symmetry de-

scription of the disk. Section 5.4 outlines the two related extensions of the Craig-Bampton

technique employing partial secondary modal analyses. In Section 5.5, the method of Cas-

tanieret al. [20], which uses a prescribed interface motion approach, is reviewed. In Sec-

tion 5.6, the mistuning projection method is outlined. In Section 5.7, the secondary modal

analysis reduction technique is formulated for mistuned rotors using the C-B method for

the intermediate model. In Section 5.8, a comparison is presented of the number of float-

ing point operations required for the various methods. The conclusions are summarized in

Section 5.9.

5.2 Computational Issues and Assumptions

An N -bladed disk assembly can be divided into one disk component (d) andN indi-

vidual blades (b). It is assumed that the disk features cyclic symmetry, meaning that it is

composed ofN identical sectors. A disk sector and a blade component are depicted in

Fig. 5.1, which also outlines the index notation used throughout this paper for the compo-

nents and the interfaces with neighboring components.

Initially, it is assumed that each disk sector or blade is an identical (tuned) and physi-

cally isolated substructure. At this point, the stiffness matrix of all disk sectors and blades,

K, has a block-diagonal structure:

K =

2
664 K

d 0

0 Kb

3
775 =

2
664 I
K

d 0

0 I
Kb

3
775 ; (5.1)

whereI is an identity matrix of dimensionN , the symbol
 denotes the Kronecker product

(see Appendix A), andKd (disk) andKb (blade) are the stiffness matrices of the two

fundamental, stand-alone substructures. Using the notation of Fig. 5.1, the displacement
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Disk-Blade Interface:Γ

Blade Interior:  B

Disk Interior:  D

Independent Cyclic

Dependent Cyclic
Disk Interface:β

Disk Interface:α

Figure 5.1: Substructuring approach and index notation.

vectors and the corresponding stiffness matrices may be partitioned in detail as

xd =

8>>>>>>>>>>><
>>>>>>>>>>>:

xdD

xd�

xd�

xd�

9>>>>>>>>>>>=
>>>>>>>>>>>;

Kd =

2
666666666664

Kd
DD Kd

D� Kd
D� Kd

D�

KdT

D� Kd
�� Kd

�� Kd
��

KdT

D� KdT

�� Kd
�� Kd

��

KdT

D� KdT

�� KdT

�� Kd
��

3
777777777775

(5.2)

xb =

8>><
>>:
xbB

xb�

9>>=
>>; Kb =

2
664 K

b
BB Kb

B�

KbT

B� Kb
��

3
775 : (5.3)

The mass matrices are partitioned in exactly the same fashion.
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5.2.1 Cyclic Symmetry Description of the Disk Component

The treatment of the disk component is greatly simplified by using a cyclic symmetry

analysis. There are two principal benefits from treating the disk as a cyclic assembly rather

than an assembly ofN arbitrary components. First, the DOF at each interface between

adjacent disk sectors are eliminated by cyclic constraints, which yields a smaller CMS

model. Second, the disk component mode shapes bear a greater resemblance to the system

modes, which improves modal convergence.

The cyclic symmetry analysis employed here is identical to the implementation in the

commercial finite element software package MSC/NASTRANTM. This approach is a real-

valued formulation, and it was outlined by Joseph [43]. From the theory of symmetrical

components (Fortescue [44]) some quantityx (displacements, forces, etc.) in physical

coordinates for allN disk sectors may be expressed as a linear combination of the corre-

sponding quantity~u in cyclic coordinates for the fundamental disk sector as

x =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

x1

x2

x3

...

xN

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

= (F
 I)

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

~u0

~u1;c

~u1;s

~u2;c

...

~uP

9>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>;

= F̂~u; (5.4)

whereF is the real-valued Fourier matrix defined in Appendix B. Moreover, the dimension

of I is equal to the number of elements in~uh, h represents the harmonic order, andP is the

highest possible harmonic for anN -bladed disk, which is defined asP = int [N=2]. The

“tilde” notation is used throughout this paper to indicate when a quantity is represented

in cyclic coordinates. The cyclic coordinate representation is essentially a Fourier series

expansion of the disk motion. However, it isnot an approximation, as the series contains
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the complete set of admissible circumferential shapes of the cyclic assembly.

The cyclic coordinate transformation of Eq. (5.4) yields a set of trigonometric relations

that describe the motion of the disk sector’s dependent cyclic boundary (�) relative to the

independent cyclic boundary (�) as follows:

8>><
>>:
~u
h;c
� = ~uh;c� cos�h + ~uh;s� sin�h

~u
h;s
� = � ~uh;c� sin�h + ~uh;s� cos�h

h = 0; : : : ; P; (5.5)

where�h = 2�h=N is the interblade phase angle for thehth harmonic. Note that the two

equations in Eq. (5.5) collapse to one for harmonics0 and, if it exists,N=2. These are

“single” harmonics and require only a single sector description, as in Eq. (5.2). All other

harmonics are “double” and require a two-sector description:

Kd
2x =

2
664 K

d 0

0 Kd

3
775 : (5.6)

For generality, a “double” harmonic is considered below. By enforcing Eq. (5.5) on the

double disk sector’s stiffness matrix in Eq. (5.6), the dependent� DOF are eliminated.

Moreover, for the disk’s subsequent CMS implementation, it is necessary to partition with

respect to interior (D and�) DOF—which are collectively denoted Sector (S) DOF—

and disk-blade interface (�) DOF. With this in mind, the cyclic disk stiffness matrix and

displacement vector of harmonich (h 6= 0; h 6= N=2) may be written as

~Kh
d =

2
66666664

~Kh
d;SS

~Kh
d;S�

~KhT

d;S�
~Kh
d;��

3
77777775

~uhd =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

~u
h;c
S

~u
h;s
S

� � �

~u
h;c
�

~u
h;s
�

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

: (5.7)
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The interior (SS) partition is sub-partitioned as

~Kh
d;SS =

2
66666664

~K
h;0
d;SS

~K
h;1
d;SS

~K
h;1T

d;SS
~K
h;0
d;SS

3
77777775
; (5.8)

where

~K
h;0
d;SS =

2
664 K

d
�� +

�
Kd

�� +KdT

��

�
cos�h +Kd

�� KdT

D� +KdT

D� cos �h

Kd
D� +Kd

D� cos�h Kd
DD

3
775 (5.9)

~K
h;1
d;SS =

2
664
�
Kd

�� �KdT

��

�
sin�h �KdT

D� sin�h

Kd
D� sin�h 0

3
775 : (5.10)

The remaining partitions (S� and��) take on the following forms:

~Kh
d;S� =

2
666666666664

KdT

�� +KdT

�� cos�h �KdT

�� sin�h

Kd
D� 0

KdT

�� sin�h KdT

�� +KdT

�� cos�h

0 Kd
D�

3
777777777775

(5.11)

~Kh
d;�� =

2
664 K

d
�� 0

0 Kd
��

3
775 : (5.12)

Note that forh = 0 and, if it exists, forh = N=2, the “sine blocks” are zero. By rearrang-

ing the DOF order in this case, two identical blocks form on the diagonal of~Kh
d, while

the off-diagonal block is zero. Thus, as indicated earlier, one such block on the diagonal

alone provides the complete disk description in these two special cases. The corresponding

cyclic disk partitions for “single” harmonics are given by:

~Kh
d;SS =

2
664 K

d
�� +

�
Kd

�� +KdT

��

�
cos�h +Kd

�� KdT

D� +KdT

D� cos�h

Kd
D� +Kd

D� cos �h Kd
DD

3
775 (5.13)
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~Kh
d;S� =

2
664 K

dT

�� +KdT

�� cos �h

Kd
D�

3
775 ~Kk

d;�� = Kd
��: (5.14)

Again, the manipulations of the mass matrix are completely analogous.

5.2.2 Engine Order Excitation Force

In this section, an external excitation force vector,Q, is constructed for all the blade

DOF of the assembly. The restriction to blade DOF is not an absolute requirement, but it

leads to a more compact formulation, and it should be sufficient from a practical perspec-

tive. An engine order excitation is assumed, which is harmonic in time and differs only in

phase from blade to blade. The phase at thenth blade,'n, is given by:

'n =
2�C(n� 1)

N
; (5.15)

whereC is the engine order of the excitation. The external force vector can then be

expressed as:

Q =

8>><
>>:
QB

Q�

9>>=
>>; =

8>><
>>:
p
NeC+1 
 fB

p
NeC+1 
 f�

9>>=
>>; ; (5.16)

whereeC+1 is the(C + 1)th column of the complex Fourier matrix defined in Appendix B.

The column vectorsfB andf� contain the forces on, respectively, the interior and interface

DOF of a fundamental blade.

5.2.3 Mistuning Implementation

In this work, the blade mistuning is modeled by offsets in modal stiffnesses� —

or, equivalently, offsets in natural frequencies! — of the blades while fixed at the base

(cantilevered). The mistuned modal stiffness of thekth cantilevered blade mode for the

nth blade may be expressed as

��k
b;n =

�
�!k
b;n

�2
=
�
1 + �kn

�
�k
b ; (5.17)
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(a) (b)

Figure 5.2: Craig-Bampton component modes: (a) fixed-interface normal modes of vibra-
tion; (b) static constraint modes due to successive unit deflections of interface
DOF.

where�k
b is the modal stiffness of thekth tuned cantilevered blade mode, and�kn is the

corresponding mistuning parameter for thenth blade. Note that this implies that the mis-

tuned modes of a blade may be realized by a linear combination of the tuned modes (i.e.,

it is assumed that they span the same space). Also, note that it is assumed throughout this

paper that mode shapes are normalized to yield unit modal masses.

Due to simple implementation and validation, most of the published studies on mis-

tuned bladed disks have considered variations in Young’s modulus as the only source of

blade mistuning. This implies a uniform re-scaling of the blade stiffness matrix, which

translates into a uniform re-scaling of the modal stiffnesses as well. The mistuning param-

eter�kn in Eq. (5.17) is then replaced by�n, which represents the offset of Young’s modulus

from its nominal value for thenth blade.
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5.3 Fixed Interface Method (Craig-Bampton)

The Craig-Bampton (C-B) method [29, 62, 24] employs two sets of modes to represent

the motion of each component:

� �, a truncated set of normal elastic modes of vibration with the DOF at component

interfaces held fixed (see Fig. 5.2a)

� 	, a complete set of static elastic constraint modes induced by successive unit de-

flections of each interface DOF while all other interface DOF are held fixed (see

Fig. 5.2b)

The modes in� are linearly independent by definition, and the manner in which the in-

terface DOF are successively displaced ensures linear independence among the constraint

modes in	, as well as linear independence between the two mode sets. Furthermore, if all

modes are retained, the number of modes in� will equal the total number of interior DOF

in the component. By construction, the number of modes in	 always equals the number

of interface DOF. Hence, in the limit, linear independence and completeness combine to

yield the exact solution for the C-B method relative to the parent finite element model (i.e.,

it spans the complete deformation space of the finite element model).

The following subsections outline the assembly of the C-B model as applied to mis-

tuned bladed disks with a cyclic disk description, as well as two reduced order model

formulations that derive from the former.

5.3.1 Blade Component

For now, allN blades are assumed to be identical (tuned). Furthermore, from a com-

ponent perspective, the blades are not directly coupled, since only unshrouded blades are

considered in this study. Hence, for computing the component quantities, it is sufficient to
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look at a single blade and then expand toN blades.

First, the normal modes for the cantilevered blade are obtained from the conventional

eigenvalue problem: h
Kb
BB � !2Mb

BB

i
�b = 0: (5.18)

The mode shapes�b of interest are collected into a matrix�b, and the corresponding

eigenvalues form the elements in a diagonal matrix�b. Second, the constraint modes,

	b, are computed from the static problem2
664 K

b
BB Kb

B�

KbT

B� Kb
��

3
775
2
664 	b

I

3
775 =

2
664 0

R�

3
775 ; (5.19)

whereR� contains the reaction forces due to the imposed unit displacements,I. Solving

the first block of equations in Eq. (5.19) yields:

	b = �Kb�1

BBK
b
B�: (5.20)

Note that the matrix inverse need not be computed, since the columns of	b are the solu-

tion vectorsx of Kb
BBx = �Kb

B�.

The physical blade displacements can now be expressed in terms of the two sets of

component modes, which form the traditional Craig-Bampton modal matrix,Ub
cb, as

xb =

8>><
>>:
xbB

xb�

9>>=
>>; =

2
664 �b 	b

0 I

3
775
8>><
>>:
pbb

pbc

9>>=
>>; = Ub

cbp
b: (5.21)

The transformation from physical blade coordinatesxb to C-B blade modal coordinates

pb viaUb
cb yields the reduced C-B mass and stiffness matrices for the blade component:

�b = UbT

cbM
bUb

cb =

2
664 I �bc

�Tbc �cc;b

3
775

(5.22)

�b = UbT

cbK
bUb

cb =

2
664 �b 0

0 �cc;b

3
775 ;
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where

�bc = �T
b

h
Mb

BB	b +Mb
B�

i

�cc;b = 	T
b

h
Mb

BB	b +Mb
B�

i
+MbT

B�	b +Mb
��

�cc;b = Kb
�� +KbT

B�	b:

In the absence of direct blade-to-blade structural coupling, Eq. (5.22) is expanded for

all N blades as

��b =

2
664 I I
 �bc

I
 �Tbc I
 �cc;b

3
775 ��b =

2
664 I
�b 0

0 I
 �cc;b

3
775 : (5.23)

5.3.2 Cyclic Disk Component

The construction of the required quantities for the disk component is more compu-

tationally intensive than for the blade component, although the steps are the same. For

the setup of the cyclic structural matrices involved, the reader is referred to Section 5.2.1,

Eqs. (5.7)–(5.14).

To begin, the cyclic normal modes for the disk component are obtained for each har-

monich from the cyclic eigenvalue problem:

h
~Kh
d;SS � !2 ~Mh

d;SS

i
~�hd = 0; h = 0; : : : ; P: (5.24)

Moreover, the cyclic constraint modes,~	h
d, are computed for each harmonich from the

cyclic static problem 2
664
~Kh
d;SS

~Kh
d;S�

~KhT

d;S�
~Kh
d;��

3
775
2
664
~	h
d

I

3
775 =

2
664 0

Rh
�

3
775 : (5.25)

Again, solving the first block of equations in Eq. (5.25) for the cyclic disk constraint modes

yields

~	h
d = �~Kh�1

d;SS
~Kh
d;S�: (5.26)
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While keeping normal and constraint modes separated, the retained cyclic normal modes

and the cyclic constraint modes of the disk are merged into a cyclic Craig-Bampton modal

matrix, ~Ud
cb, as

~Ud
cb =

2
6664
~Bdiag
h=0;:::;P

h
~�h
d

i
~Bdiag
h=0;:::;P

h
~	h
d

i

0 I

3
7775 ; (5.27)

where~Bdiag [�] denotes a pseudo-block-diagonal matrix (see Appendix B), with the ar-

gument being thehth “block”, and the range ofh is shown. In this context, thehth “block”

pertains to thehth harmonic. Similarly, the eigenvalues corresponding to the retained

cyclic normal modes form the elements in a pseudo-block-diagonal generalized stiffness

matrix ~�d, where each block is diagonal in itself.

Using Eq. (5.27), the physical disk displacements can now be expressed in terms of

the two sets of cyclic component modes by virtue of Eq. (5.4):

�xd =

8>><
>>:
�xdD

�xd�

9>>=
>>; = Ud

cb

8>><
>>:
~pdd

~pdc

9>>=
>>; = Ud

cb~p
d: (5.28)

where

Ud
cb =

2
6664
F̂~Bdiag

h=0;:::;P

h
~�h
d

i
F̂~Bdiag

h=0;:::;P

h
~	h
d

i

0 F̂

3
7775 : (5.29)

The transformation from physical disk coordinates�xd to C-B cyclic disk coordinates

~pd viaUd
cb yields the reduced C-B mass and stiffness matrices for the disk component:

~�d =

2
664 I ~�dc

~�Tdc ~�cc;d

3
775 ~�d =

2
664
~�d 0

0 ~�cc;d

3
775 ; (5.30)

where

~�dc = ~Bdiag
h=0;:::;P

h
~�hT

d

h
~Mh
d;SS

~	h
d + ~Mh

d;S�

ii

~�cc;d = ~Bdiag
h=0;:::;P

h
~	hT

d

h
~Mh
d;SS

~	h
d + ~Mh

d;S�

i
+ ~MhT

d;S�
~	h
d + ~Mh

d;��

i

~�cc;d = ~Bdiag
h=0;:::;P

h
Kh
d;�� +KhT

d;S�	
h
d

i
:
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Note that there is no coupling between the harmonics due to the orthogonality of the cyclic

modes.

5.3.3 CMS Model Assembly

In the Craig-Bampton method, the CMS model assembly is achieved by satisfying

displacement compatibility over the component interfaces, i.e.,�xb� = �xd�. The physical

interface displacements for the blades and the disk are found in Eqs. (5.21) and (5.28),

respectively, and result in the following necessary condition:

�xb� =

8>>>>>>>>>>><
>>>>>>>>>>>:

xb�;1

xb�;2

...

xb�;N

9>>>>>>>>>>>=
>>>>>>>>>>>;

=

8>>>>>>>>>>><
>>>>>>>>>>>:

pbc;1

pbc;2

...

pbc;N

9>>>>>>>>>>>=
>>>>>>>>>>>;

= �pbc = F̂~pdc = �xd�: (5.31)

Hence, keeping~pdc as active DOF, the substructure coupling is represented by the con-

straint transformation8>>>>>>>>>>><
>>>>>>>>>>>:

~pdd

~pdc

�pbb

�pbc

9>>>>>>>>>>>=
>>>>>>>>>>>;

=

2
666666666664

I 0 0

0 I 0

0 0 I

0 F̂ 0

3
777777777775

8>>>>>>><
>>>>>>>:

~pd

~pc

�pb

9>>>>>>>=
>>>>>>>;

= Tcbpcb: (5.32)

After this final transformation, the synthesized system mass and stiffness matrices for the

C-B method take on the following forms:

Mcb = TT
cb

2
664 ~�d 0

0 ��b

3
775Tcb =

2
66666664

I ~�dc 0

~�Tdc ~�cc;d + I
 �cc;b F̂T
�
I
 �Tbc

�

0 (I
 �bc) F̂ I

3
77777775
(5.33)
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Kcb = : : : =

2
66666664

~�d 0 0

0 ~�cc;d + I
 �cc;b 0

0 0 I
�b

3
77777775
;

where it is recognized that similarity transformations of expanded matrices followF̂T (I
A) F̂ =

I
A.

Note that the derived model is still for the tuned assembly. However, since the C-B

modal coordinates pertaining to the normal blade modes are for a cantilevered blade, the

introduction of modal stiffness mistuning is exquisitely simple. The cantilevered blade

modal stiffnesses on the diagonal ofI 
 �b (extreme lower-right partition in Eq. (5.34))

may be perturbed directly and individually to give the followingKcb
bb partition:

Kcb
bb = Bdiag

n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;mb

�b

#
; (5.34)

wheremb is the number of retained cantilevered blade modes. Introducing mistuning in

this way implies that any mistuning effects on the constraint modes are neglected. This

is not a severe approximation, but as shown in the second part of this study, it does affect

the performance of the method. However, except in the simplistic case of varying Young’s

modulus, quantifying mistuning for the constraint modes is a rather ambiguous task.

Finally, the C-B modal force is constructed. Projecting the component modal matrices

of Eqs. (5.21) and (5.29) onto the physical blade force vector described in Eq. (5.16), while

enforcing the constraints of Eq. (5.32), the modal force is obtained as

Fcb =

8>>>>>>><
>>>>>>>:

0

Fcbc

Fcbb

9>>>>>>>=
>>>>>>>;
; (5.35)
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where

Fcbc =

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

0

...

0

p
NfTC;ceC+1 


n
	T
b fB + f�

o
p
NfTC;seC+1 


n
	T
b fB + f�

o

0

...

0

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

Fcbb =
p
NeC+1 
�T

b fB:

Note how orthogonality between columns ofE andF of different interblade phase angles

simplifies the modal force partition pertaining to the constraint modes.

Using Eqs. (5.32), (5.33), (5.34), and (5.35), the complete C-B model of a mistuned

bladed disk (in the absence of aerodynamic coupling) can now be set up as

Mcb�pcb +Ccb _pcb + (1 +Gj)Kcbpcb = Fcb; (5.36)

wherej denotes the imaginary unit,
p�1. To facilitate more realistic modeling of the

structure’s dynamic response, Eq. (5.36) includes structural damping with coefficientG,

as well as viscous modal damping of the cantilevered blade modes, which is implemented

as

Ccb =

2
66666664

0 0 0

0 0 0

0 0 I
 diag
h
2�k

i
k=1;:::;mb

p
�b

3
77777775
; (5.37)

where�k is the viscous damping coefficient associated with thekth cantilevered blade

mode.
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5.4 Craig-Bampton with Partial Secondary Modal Analyses

5.4.1 Craig-Bampton with Modal Interface

This approach was recently developed by Tanet al. [61] for power flow analysis. The

fundamental step is a secondary modal analysis of the constraint-mode partition of the

traditional C-B model. In this case, the constraint-mode partition is represented in cyclic

coordinates. Therefore, the characteristic modes of the disk-blade interface,~ hcc, are ob-

tained successively for each harmonich. Using the quantities defined in the previous

section, this is achieved by solving

h
~K
cb;h
cc;d + ~K

cb;h
cc;b � !2

h
~M
cb;h
cc;d + ~M

cb;h
cc;b

ii
~ hcc = 0; h = 0; : : : ; P; (5.38)

where

~K
cb;h
cc;d = Kh

d;�� +KhT

d;S�	
h
d

~M
cb;h
cc;d = ~	hT

d

h
~Mh
d;SS

~	h
d + ~Mh

d;S�

i
+ ~MhT

d;S�
~	h
d + ~Mh

d;��

~K
cb;h
cc;b =

8>>>>>>><
>>>>>>>:

�cc;b h = 0; h = N
2

(if it exists)2
664 �cc;b 0

0 �cc;b

3
775 h 6= 0; h 6= N

2
;

and correspondingly for~Mcb;h
cc;b .

To study the response of a limited set of blade mode families, only a relatively small

number of interface modes in~ hcc is usually required for adequate accuracy. Typically, it

is sufficient to keep interface modes that represent interface motion due to blade torsion

and flexural motion. This mode selection may be done manually, either by inspection of

visualized shapes, or by the order of the interface generalized stiffnesses (usually, lower

generalized stiffness implies more “fundamental” interface motion). As a third, and per-

haps more appealing option, the modes may be selected in a more automated fashion
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via the commonly used Modal Assurance Criterion (MAC), introduced by Allemang and

Brown [63]. This implies selecting the modes based on how well they conform with the

corresponding harmonic portions,~phc , of the global C-B eigenvectors of interest, using

some user-defined tolerance,�mac. Hence, an interface mode,~ hcc;i, is selected and col-

lected into the cyclic modal matrix~	s
cc only if it passes the criterion

1�
�
~ h

T

cc;i~p
h
c;j

�2
�
~ h

T

cc;i
~ hcc;i

� �
~ph

T

c;j ~p
h
c;j

� � �mac; (5.39)

for any~phc;j of interest. The eigenvalues corresponding to selected modes are collected into

a cyclic (ordered by harmonics) diagonal generalized stiffness matrix~�c. The columns

of ~	s
cc represent a new, reduced basis for the disk-blade interface motion. This gives

a secondary modal expansion of the~pc portion of C-B generalized coordinates,~pc =

~	s
cc~qc, to yield the resulting equations of motion:

Mmi�pmi +Cmi _pmi + (1 +Gj)Kmipmi = Fmi; (5.40)

where

Mmi =

2
66666664

I ~�dc ~	
s
cc 0

~	sT

cc ~�
T
dc I ~	sT

cc F̂
T
�
I
 �Tbc

�

0 (I
 �bc) F̂ ~	
s
cc I

3
77777775

Cmi =

2
66666664

0 0 0

0 0 0

0 0 I
 diag
h
2�k

i
k=1;:::;mb

p
�b

3
77777775

Kmi =

2
66666664

~�d 0 0

0 ~�c 0

0 0 Bdiag
n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;mb

�b

#

3
77777775
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Fmi =

8>>>>>>><
>>>>>>>:

0

~	sT

ccF
cb
c

Fcbb

9>>>>>>>=
>>>>>>>;

pmi =

8>>>>>>><
>>>>>>>:

~pd

~qc

�pb

9>>>>>>>=
>>>>>>>;
:

Note from Eq. (5.35) that only interface modes of theCth harmonic get involved in the

secondary modal force projection.

It is clear that by using a truncated set of interface modes, the size of the classical

C-B model may be significantly reduced. In addition, the conditioning of the synthesized

mass and stiffness matrices is improved, since all quantities are now in the modal domain.

Matrix ill-conditioning may occur in the classical C-B setup, since it contains both modal-

and physical-coordinate matrix partitions, which elements may differ by several orders of

magnitude.

5.4.2 Craig-Bampton with Modal Disk and Interface

This approach is similar in spirit to the method of Tanet al. [61]. Here, a secondary

modal analysis is performed on the disk-normal-modeplusconstraint-mode partitions of

the traditional C-B model. Both partitions are represented in cyclic coordinates, and the

characteristic modes of the disk plus disk-blade interface,~ hdc, are therefore obtained

successively for each harmonich. Again, using the quantities defined in Sections 5.3

and 5.4.1, this is achieved by solving

h
~Kh
dc � !2 ~Mh

dc

i
~ hdc = 0; h = 0; : : : ; P; (5.41)

where

~Kh
dc =

2
664
~�h
d 0

0 ~K
cb;h
cc;d + ~K

cb;h
cc;b

3
775

~Mh
dc =

2
664 I

~M
cb;h
dc

~M
cb;hT

dc
~M
cb;h
cc;d + ~M

cb;h
cc;b

3
775
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~M
cb;h
dc = ~�hT

d

h
~Mh
d;SS

~	h
d + ~Mh

d;S�

i
:

As in the previous section, a severely truncated subset of modes in~ hdc is selected,

either manually by inspection of visualized shapes or by the order of the obtained gener-

alized stiffnesses, or automatically by using MAC comparisons. In the latter case, a mode

~ hdc;i is selected and collected into the cyclic modal matrix~	s
mdi only if it satisfies a re-

lation analogous to Eq. (5.39) for any~phdc;j of interest. The modal matrices involved here

are partitioned into disk-normal-mode and constraint-mode portions as

~ hdc =

2
664
~ hdc;d

~ hdc;c

3
775 ; ~phdc =

2
664 ~p

h
d

~phc

3
775 ; ~	s

mdi =

2
664
~	s
mdi;d

~	s
mdi;c

3
775 : (5.42)

The eigenvalues corresponding to selected modes are collected into a cyclic diagonal

generalized stiffness matrix~�mdi. The columns of~	s
mdi represent a new, reduced basis

for the disk plus disk-blade interface motion. This gives a secondary modal expansion of

the~pd and~pc portions of the C-B generalized coordinates as

~pdc =

8>><
>>:
~pd

~pc

9>>=
>>; =

2
664
~	s
mdi;d

~	s
mdi;c

3
775 ~qdc: (5.43)

Introducing this secondary modal expansion into the classical C-B setup yields the result-

ing equations of motion:

Mmdi�pmdi +Cmdi _pmdi + (1 +Gj)Kmdipmdi = Fmdi; (5.44)

where

Mmdi =

2
664 I

~	sT

mdi;cF̂
T
�
I
 �Tbc

�

(I
 �bc) F̂ ~	
s
mdi;c I

3
775

Cmdi =

2
6664
0 0

0 I
 diag
h
2�k

i
k=1;:::;mb

p
�b

3
7775
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Kmdi =

2
6664
~�mdi 0

0 Bdiag
n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;mb

�b

#
3
7775

Fmdi =

8>><
>>:
~	sT

mdi;cF
cb
c

Fcbb

9>>=
>>; pmdi =

8>><
>>:
~qdc

�pb

9>>=
>>; :

Note that in this case too, only the selected modes of theCth harmonic contribute to the

secondary modal force projection.

This approach yields a reduction of the classical C-B model comparable to Tanet al.’s

method. Besides the more compact final formulation, another advantage of this last ap-

proach is that it may allow a more intuitive secondary mode selection. Note that the matrix

conditioning improvement discussed in Section 5.4.1 also applies to this approach.

5.5 Disk-Induced Blade Constraint Modes (REDUCE)

The method presented in this section is referred to by the name of the associated com-

puter code, REDUCE. It was thoroughly outlined for free vibrations by Castanieret al. [20].

It was extended to the forced response by Kruse and Pierre [21], and subsequently revised

and further extended to cover shrouded assemblies by Bladhet al. [23]. In terms of gen-

erality and versatility, REDUCE represents the current state of the art for modeling the

structural dynamics of mistuned bladed disk assemblies. Moreover, REDUCE is actively

used by several gas turbine engine companies. However, as will be shown in this study,

alternative methods may be formulated that yield superior performance.

The REDUCE method employs two sets of modes:

� A truncated set of cantilevered blade modes — blade component modes with the

disk-blade interface DOF held fixed (see Fig. 5.3a). The mode shapes and associated

eigenvalues are collected into a modal matrixub and a diagonal generalized stiffness
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(a) (b)

Figure 5.3: REDUCE component modes: (a) fixed-interface (cantilevered) normal blade
modes; (b) cyclic modes for the fundamental disk-blade sector with a massless
blade.

matrix K̂b, respectively. The corresponding generalized coordinates are denotedb.

Note thatK̂b is equivalent toI
�b of the C-B method.

� A truncated set of cyclic modes for the fundamental disk-blade sector with a mass-

less blade (see Fig. 5.3b). The blade portions of the cyclic mode shapes are col-

lected into modal matrices~udh for each harmonich. These shapes may be described

as disk-induced blade constraint modes. The modal matrices~udh and the associated

eigenvalues are assembled into~Ud and a diagonal generalized stiffness matrixK̂d,

respectively. The corresponding generalized coordinates are denoteda.

By definition, each set of modes,ub and~Ud, are linearly independent. Moreover, sinceub

does not contain any disk motion, it is clear that the two mode sets are linearly independent

with respect to each other as well. Furthermore, in the limit, the number of modes inub

will equal the total number of interior (B) DOF in the blade, and the number of modes

in ~Ud will equal the number of independent disk interior (D+�) plus interface (�) DOF.

Hence, just as for the C-B method, linear independence and DOF completeness in the

limit combine to yield the exact solution for the REDUCE method relative to the parent

finite element model. Finally, note that this is not a true CMS method, since the assembled

disk-blade sector is needed to obtain the disk-induced blade constraint modes.
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The resulting equations of motion are restated here for convenience:

M�z+ C _z+ (1 +Gj)Kz = Q; (5.45)

where

z =

8>><
>>:
a

b

9>>=
>>; C =

2
6664
0 0

0

 
I
 diag

h
2�k

i
k=1;:::;mb

!q
K̂b

3
7775

M =

2
6664
I+ ~Bdiag

h=0;:::;P

h
~ud

T

h Mb~udh

i
~UdT

�
I
Mbub

�
�
I
 ubTMb

�
~Ud I

3
7775

K =

2
6664
K̂d

~UdT
�
I
Kbub

�
�
I
 ubTKb

�
~Ud Bdiag

n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;mb

#
K̂b

3
7775

Q =
�
QT
d

... QT
b

�T
=
�
0 � � � 0 QCT

d 0 � � � 0
... QT

b

�T

QC
d =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

p
N
n
fTC;ceC+1 
 ~ud;c

T

C;1 fb � fTC;seC+1 
 ~u
d;sT

C;1 fb
o

p
N
n
fTC;seC+1 
 ~u

d;cT

C;1 fb + fTC;ceC+1 
 ~ud;s
T

C;1 fb
o

...
p
N
n
fTC;ceC+1 
 ~u

d;cT

C;md
fb � fTC;seC+1 
 ~u

d;sT

C;md
fb
o

p
N
n
fTC;seC+1 
 ~ud;c

T

C;md
fb + fTC;ceC+1 
 ~ud;s

T

C;md
fb
o

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

Qb =
p
NeC+1 
 ubTfb;

andfb is the force vector on the fundamental blade (i.e., a composite offB andf� from

Section 5.2.2). In this formulation, quantities in physical coordinates (structural matrices,

mode shapes) pertain to the blade part only.

Since the disk motion is described by the disk portion from the second mode set alone

(Fig. 5.3b), no separate set of constraint modes for the disk is employed. This causes the



110

disk to be too stiff at the interface, which degrades the performance (modal convergence)

of the method. However, it has been found that artificial softening of the cantilevered blade

modes yields significant accuracy improvements for both free and forced response. This

is achieved by adjusting the eigenvalues of the cantilevered blade modes in an iterative

fashion, based on the finite element eigenvalues for blade-dominated assembly modes.

Though it is heuristic, this technique has proved very efficient (Bladhet al. [23]).

5.6 Non-CMS Mistuning Projection Method

This method is based on the assumption that the mistuned modes of a bladed disk

assembly may be realized by a linear combination of its tuned modes. This assumption

is justified by two observations: (a) the local motion of a blade in a mistuned assembly

is, to a large extent, merely an amplification of its tuned motion; and (b) any admissible

disk shape, no matter how spatially localized, may be realized by a linear combination of

its harmonic shapes in cyclic coordinates if all harmonics0 throughP are included in the

model.

By separating disk and blade parts by partitioning as shown in Eq. (5.1), the stiffness

matrix of the mistuned bladed disk may be represented as

�K =

2
6664
I
Kd 0

0 I
Kb +Bdiag
n=1;:::;N

h
�Kb

n

i
3
7775 ; (5.46)

where�Kb
n is a matrix containing the stiffness deviations from the nominal stiffness

matrix for thenth blade. Recall that only blade stiffness mistuning is considered here;

thus, all other partitions remain unaffected.

First, a set of nominal, cyclic eigenvalues and eigenvectors are computed for each

harmonich from h
~Kh � !2 ~Mh

i
~uh = 0; h = 0; : : : ; P; (5.47)
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where

~Kh =

2
66666664

~Kh
d;SS

~Kh
d;S� 0

~KhT

d;S�
~Kh
d;�� + ~Kh

b;��
~KhT

b;B�

0 ~Kh
b;B�

~Kh
b;BB

3
77777775
:

The cyclic disk quantities are defined in Section 5.2.1. Referring to Eq. (5.3), the cyclic

blade quantities have the common form

~Kh
b;xy =

8>>>>>>><
>>>>>>>:

Kb
xy h = 0; h = N

2
(if it exists)2

664 K
b
xy 0

0 Kb
xy

3
775 h 6= 0; h 6= N

2
;

(5.48)

where “xy” represents BB, B�, or��. The structure of~Mh is identical to that of~Kh.

A fundamental step in this method is to use a small subset of the obtained cyclic modes

in order to form a reduced order model by classical modal analysis. The disk-blade inter-

face plus interior blade portions of the selected mode shapes are collected into a cyclic

modal matrix~Us, while the associated eigenvalues are collected into a cyclic generalized

stiffness matrix~�s. In the typical case, the analyst concentrates on a particular family of

blade modes and/or eigenfrequency veerings that are deemed critical due to engine operat-

ing conditions. As shown by Yang and Griffin [27], mistuned bladed disks are particularly

well adapted to system mode selections in relatively narrow frequency bands. Hence, the

mode selection is typically based on a frequency range encompassing the blade mode fam-

ily (or families) of interest. Thus, in most cases, the number of modes needed,ms, is on

the order of the number of blades,O(N). This is also the size of the resulting reduced

order model.

In the tuned case, classical modal analysis simply results in a small, fully decoupled

system, where the modal mass matrix is an identity matrix, and the modal stiffness ma-

trix is a diagonal matrix with the selected eigenvalues as elements. The mistuned case,
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however, requires some additional work. By representing the mistuned blades by stiffness

matrix deviations as indicated in Eq. (5.46), the mistuning is entered into the reduced order

model by projecting the stiffness deviations onto the selected tuned modes of the assembly.

Note, however, that the stiffness deviations are in physical coordinates while the nominal

modes are cyclic. Hence, the mistuning projection takes the form:

�~Kb = ~UT
s F̂

TBdiag
n=1;:::;N

h
�Kb

n

i
F̂ ~Us: (5.49)

The reduced order model may then be formulated as

�q+ ~Cmp _q+ (1 +Gj)
h
~�s +�~Kb

i
q = ~Fmp; (5.50)

where

~Cmp = diag
h
2�k

i
k=1;:::;ms

q
~�s

~Fmp =

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

0

...

0

p
NfTC;ceC+1 
 ~uC

T

s;b fb

p
NfTC;seC+1 
 ~uC

T

s;b fb

0

...

0

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

;

fb is the fundamental blade force vector (same as in Section 5.5), and~uCs;b contains the

blade portions of the selected mode shapes of theCth harmonic. Note that the stiffness

deviation projection matrix,�~Kb, does not possess any particular matrix structure other

than symmetry. Thus, in general, the reduced order model stiffness matrix becomes fully
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populated when mistuning is introduced. Also, note that the viscous modal damping in-

troduced here refers to the nominal assembly modes, not the cantilevered blade modes as

in previous methods. As seen in Eq. (5.50), once the blade stiffness deviations have been

established, this method is conceptually very straightforward. However, the process for

obtaining the blade stiffness deviations requires some further consideration.

In the simplistic case of offsets in blade Young’s modulus, this method allows for

simple input of mistuning in the following manner:

�Kb
n = �nK

b; n = 1; : : : ; N: (5.51)

However, for input of mistuning individually for each mode of each cantilevered blade, as

in the previous methods, the task becomes more cumbersome. In this case, an approach

analogous to the mistuning of shrouded assemblies in the REDUCE method has to be

adopted. This approach is outlined in Bladhet al. [23], but here it is reviewed briefly and

adapted to current notation. To begin, a diagonal matrix containing the mistuned modal

stiffnesses (measured or generated) of thenth blade may be written as:

diag
h
1 + �kn

i
k=1;:::;mb

�b = ub
T
h
Kb +�Kb

n

i
ub; (5.52)

whereub contains the nominal mode shapes for a cantilevered blade, and�b is a diagonal

matrix containing the corresponding modal stiffnesses for a tuned cantilevered blade. Note

that there is already an approximation made at this point, namely that the mode shapes of

a mistuned blade are the same as those of a tuned blade. Rearranging Eq. (5.52) and

identifying�b = ub
T

Kbub, yields the following expression for the stiffness deviation:

�Kb
n = ub

T
�1

diag
h
�kn
i

k=1;:::;mb

�bu
b�1: (5.53)

Now, making use of the eigenvector normalization assumption, it is realized that:

I = ub
T

Mbub ) ub
T
�1

�Mbub (5.54)
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�b = ub
T

Kbub ) �bu
b�1 � ub

T

Kb:

It is assumed here thatub
�1

exists, i.e., that it is complete (square). This is seldom the

case in practice, as it would be impractically large, and thus, as indicated, Eq. (5.55) is an

approximation. The non-existent inverse does not pose a problem, however, since it need

not be computed. Moreover, the implied approximation is of the same order as the modal

analysis itself, and it does not cause a noticeable decrease in accuracy.

By substituting Eq. (5.55) into Eq. (5.53), the stiffness deviation matrix may be ex-

pressed in its final form as

�Kb
n =Mbubdiag

h
�kn
i

k=1;:::;mb

ub
T

Kb: (5.55)

In this manner, stiffness deviations of individual blades can be incorporated into the re-

duced order model by projection onto the selected cyclic modes of the assembly.

5.7 Secondary Modal Analysis Reduction Technique
(SMART)

The key idea for this new technique is to whittle the size of the reduced order model to

an absolute minimum, without incurring severe truncation errors or sacrificing versatility.

This is achieved by performing a full-scale secondary modal analysis on an intermediate

model that has already been reduced through modal analysis in some fashion (e.g., by the

C-B method). The secondary modal analysis is based on those modes of the intermediate

model that fall within a frequency range encompassing the blade mode family (or fami-

lies) of interest during subsequent mistuned free and/or forced response analyses. In this

respect, the approach is very similar to the mistuning projection method of the previous

section. However, a distinct advantage of the SMART model is the fact that the required

projection of mistuning data is carried out in the low-order modal domain, while the mis-

tuning projection method must deal with the projections in the physical domain. This
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SMART idea may be applied to any intermediate model that is constructed from a CMS

(or other) method. In this work, the intermediate models are constructed with the C-B

method, due to its robustness and excellent accuracy. Furthermore, the C-B method is a

natural choice in view of the mistuning implementation employed in this study, since it

gives direct access to the blade modal stiffnesses.

As in the mistuning projection method, the first step is to obtain the tuned modes from

which to form the new selected basis. This is done for each harmonich using the tuned

C-B model entirely in cyclic coordinates, which results in the following set of eigenvalue

problems: h
~Kh
cb � !2 ~Mh

cb

i
~uhcb = 0; h = 0; : : : ; P; (5.56)

where

~Kh
cb =

2
66666664

~�h
d 0 0

0 ~K
cb;h
cc;d + ~K

cb;h
cc;b 0

0 0 ~�h
b

3
77777775

~Mh
cb =

2
66666664

I ~M
cb;h
dc 0

~M
cb;hT

dc
~M
cb;h
cc;d + ~M

cb;h
cc;b

~M
cb;hT

bc

0 ~M
cb;h
bc I

3
77777775
:

The disk partitions as well as the blade cc-partitions are defined in Section 5.3. For the

remaining cyclic blade partitions in the C-B model, the definitions in Section 5.3.1 give

~M
cb;h
bc =

8>>>>>>><
>>>>>>>:

�bc h = 0; h = N
2

(if it exists)2
664 �bc 0

0 �bc

3
775 h 6= 0; h 6= N

2
;

(5.57)



116

~�h
b =

8>>>>>>><
>>>>>>>:

�b h = 0; h = N
2

(if it exists)2
664 �b 0

0 �b

3
775 h 6= 0; h 6= N

2
:

(5.58)

Similar to the mistuning projection method, the next step is to select a small subset of

the obtained C-B cyclic modes. This subset is then used to form a further reduced order

model by classical modal analysis, which is the secondary modal analysis indicated by the

name of the method. The constraint-mode portions of the selected mode shapes,~u
h;c
cb , are

collected into a cyclic modal matrix~Us;c
cb , while the normal-blade-mode portions,~uh;bcb ,

are collected into~Us;b
cb . The associated eigenvalues are collected into a cyclic generalized

stiffness matrix~�s
cb. Both the mode selection process and the resulting reduced tuned

system follow the discussion in Section 5.5 for the mistuning projection method. The

difference, however, is that the selected eigenvalues are exact (with respect to the parent

finite element model) in the mistuning projection method, while they are only as accurate

as the intermediate model in the SMART case.

As shown in Eq. (5.34), mistuning is represented in the C-B model by perturbing the

diagonal elements of the normal-blade-mode (bb) partition, which represent the individual

modal stiffnesses for each cantilevered blade mode of each blade in the assembly. Hence,

using the selected tuned, cyclic modes as the basis for the secondary modal expansion,

mistuning enters into the SMART model by projecting these modal stiffness perturbations

onto the selected tuned modes of the assembly. Note that the perturbations are in normal

coordinates while the nominal modes are cyclic. Hence, the mistuning projection takes the

form:

�~Ks
cb = ~U

s;bT

cb F̂TBdiag
n=1;:::;N

"
diag

h
�kn
i

k=1;:::;mb

�b

#
F̂ ~U

s;b
cb : (5.59)

Note that only the mode shape portions pertaining to the blade normal modes are involved

in the projection, which normally are of modest size. Equation (5.59) represents the key
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to this method’s versatility and suitability for statistical studies: versatility by enabling

input of a practical measure of mistuning obtained for cantilevered blades; and suitability

for statistical studies due to its computational efficiency, since this mistuning projection is

made in the low-order modal domain. In the next section, it is shown how the latter makes

the task of obtaining comprehensive forced response statistics nearly effortless compared

to other methods of comparable accuracy.

With the mistuning projection in place, the SMART C-B model may be formulated as

�q+ ~Cs
cb _q + (1 +Gj)

h
~�s
cb +�~Ks

cb

i
q = ~Fscb; (5.60)

where

~Cs
cb = ~U

s;bT

cb

"
I
 diag

h
2�k

i
k=1;:::;mb

q
�b

#
~U
s;b
cb

~Fscb =

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

0

...

0

~u
C;cT

cb
~F
C;c
cb + ~u

C;bT

cb
~F
C;b
cb

0

...

0

9>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>;

~F
C;c
cb =

8>><
>>:
p
NfTC;ceC+1 


n
	T
b fB + f�

o
p
NfTC;seC+1 


n
	T
b fB + f�

o
9>>=
>>;

~F
C;b
cb =

8>><
>>:
p
NfTC;ceC+1 
�T

b fB

p
NfTC;seC+1 
�T

b fB

9>>=
>>; :

Note that this generally leads to a fully populated, symmetric stiffness matrix, similar to

that of the mistuning projection method.
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5.8 Comparison of Methods

In this section, the number of floating point operations (flops) required to set up and use

a reduced order model is estimated for some of the previously introduced techniques. Four

methods have been selected for this comparison — Craig-Bampton, REDUCE, mistuning

projection, and SMART Craig-Bampton. From the outset it is realized that including

REDUCE in this comparison is not quite fair, as REDUCE does not possess nearly the

same accuracy as the other methods. However, since REDUCE has gained popularity with

several industrial users, it is included as a benchmark for comparison.

The standard algorithms for matrix inversion (for solvingAx = b) and multiplication

of square matrices areO (n3) processes, wheren is the order of the matrix (Strang [64]).

Moreover, for this comparison it is essential to have an estimate of the computational

effort involved in solving an eigenvalue problem, since it is a central component in all

methods. However, this is not possible to obtain explicitly, because it is an iterative process

for n > 2. Since some estimate of the eigensolver cost is necessary, a brief numerical

investigation was conducted using MATLABTM, which has a built-in flops counter. Two

matrices,A andB, were constructed with increasing sizen as follows (upper triangle

only):

Aij =

8>><
>>:

i4

j2
i = j

� i2

j
i 6= j

Bij =

8>><
>>:

(i+j)2

i2
i = j

� (i+j)
i

i 6= j

j = 1; : : : ; n

i = 1; : : : ; j:

(5.61)

The generated matrices, which are fully populated, real-valued, symmetric, positive defi-

nite, and diagonally dominant, were used to get estimates of the required number of flops

for the three basic matrix operations required here: generalized real, symmetric eigenso-

lutions,Au = �Bu; multiplication of two square matrices,A �B; and matrix inversion,

A�1. The results are shown in Fig. 5.4.
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Figure 5.4: Required number of floating point operations (flops) as a function of matrix
size for generalized eigensolution, matrix multiplication, and matrix inversion.
Note the slight “bumps” due to the iterative nature of the eigensolution.

The results in Fig. 5.4 confirm then3-proportionality of matrix inversion and multi-

plication. The eigensolution closely follows then3-curve, too. Hence, it is assumed that

n3-proportionality may be used for all three matrix operations to get fair comparisons.

Note that the iterative nature of the eigenvalue problem shows up in Fig. 5.4 as a few

slight “bumps”.

To compare the methods pseudo-quantitatively, estimates of the required flops during

statistical studies were obtained. The term “pseudo” is used because the flops count only

considers the three basic types of operations mentioned above, not the various adminis-

trative tasks, variable initialization, passing of variables, etc. Furthermore, the flops count

does not take efficient coding into consideration, such as using sparse matrix routines.

Hence, the results presented here should not be taken as the true “costs” required by ac-

tual analyses. However, they should provide a fair basis for a rough comparison of the
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methods.

The “initial conditions” for each method are the required finite element structural ma-

trices for the components. Table 5.1 outlines the model dimensions used in this compari-

son, which represent fairly typical dimensions for a finite element model of an industrial

bladed disk. Table 5.2 outlines the essential steps considered for each method. The upper

portion of Table 5.2 represents the model setup. The lower portion contains the required

steps for the mistuned forced response, which must be repeated for each new mistuning

pattern. The results are shown in Figs. 5.5 (model setup cost included) and 5.6 (model

setup cost excluded).

As Fig. 5.5 indicates, the mistuning projection method and REDUCE carry a similar

setup cost, due largely to the set of cyclic eigenvalue problems involving the fundamental

sector they have in common. Recall, the blades are massless in the REDUCE method, but

the problem size is unaffected by this fact. Note how insignificant is the effort required to

go from a C-B model to a SMART model. Of course, the set of cyclic eigenvalue problems

using the C-B model does result in an increased setup cost for the SMART model, but that

cost is trivial on this scale.

A mistuned forced response statistics simulation was carried out for Figs. 5.5 and 5.6

by calculating the mistuned response at 1000 sampled excitation frequencies for 100 mis-

tuning patterns. From Fig. 5.5, it is clear that the C-B model suffers from carrying all the

interface DOF in the reduced order model. It is equally clear that the mistuning projec-

tion in the physical domain severely degrades the performance of the mistuning projection

method. Note that even in the simplistic case of mistuning via Young’s modulus offsets

there is a significant number of operations required to project the mistuning. In contrast,

studying a sequence of mistuning patterns is relatively effortless with the SMART model.

Figure 5.6 shows the flops after the setup costs, to highlight the “long-term” perfor-
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Number of. . . Variable Value

Blades N 50

Blade Interior (B) DOF nb 2000

Disk Independent (D+�) DOF nd 1000

Disk-Blade Interface (�) DOF nc 100

Blade Modes mb 3

Disk Modes (per harmonic) md 3

Table 5.1: Assumed model dimensions for flops count.

Calculation C-B SMART M. P. RED.

Sector Normal Modes M X X

Blade Normal Modes X X X

Blade Constraint Modes X X

Disk Normal Modes X X

Disk Constraint Modes X X

Model Assembly X X X

Modal Force X X X X

Mistuning Projection M X

Response Amplitudes M M M M

Table 5.2: Essential steps during model construction and use in a forced response sta-
tistical study (M = Modal domain, M. P.=Mistuning Projection method,
RED.=REDUCE).
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mance of each method. REDUCE demonstrates good speed, and requires approximately

one and four orders of magnitude fewer flops per mistuning pattern than mistuning pro-

jection and C-B, respectively. However, it must again be emphasized that REDUCE lacks

the high accuracy of those two methods. As shown, SMART cuts the flops even further: it

is close to four orders of magnitude less computationally intensive per mistuning pattern

than mistuning projection. Thus, it is deduced that SMART is clearly the most appealing

method for performing vibration analyses of mistuned bladed disks.

5.9 Conclusions

Component mode synthesis (CMS) is an efficient technique for dynamic analyses of

complex structures. However, the applications of CMS to mistuned bladed disk assemblies

are remarkably scarce. In this first part of the two-part paper, it was shown how the Craig-

Bampton (C-B) method of CMS can be applied to mistuned bladed disks in a systematic

manner.

The primary contribution of this paper is the introduction of four new approaches for

efficient and realistic modeling of mistuned bladed disks. Two of the new methods are

modifications of the classical Craig-Bampton method by partial secondary modal analyses:

1. Modal interface formulation.

2. Modal interfaceplusdisk formulation.

These two methods result in comparable, significant order reduction beyond that provided

by the initial C-B formulation. The remaining two methods utilize the assumption of a

common deformation space for tuned and mistuned mode families:

3. Mistuning Projection Method:

Classical modal analysis of the tuned finite element model, followed by a projection
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of individual blade mistuning onto the retained system modes.

4. Secondary Modal Analysis Reduction Technique (SMART):

Formulation of a cyclic Craig-Bampton model, followed by classical modal analysis

of the full C-B model. The mistuning is input in the C-B modal space and then

projected to the SMART model via the blade portions of the retained secondary

modes.

This results in minimized reduced order models, while requiring projection of blade mis-

tuning data onto a selection of tuned modes.

A subset of the developed methods were compared by means of a theoretical count of

floating point operations required for model setup and use in statistical forced response

predictions. It was demonstrated that the most straightforward technique — the mistuning

projection method — suffers a high computational cost due to carrying out the mistuning

projections in the physical domain. In contrast, the SMART mistuning projections are per-

formed in the low-order modal domain. Furthermore, it was shown that SMART analyses

are exceptionally fast. Therefore, it is clear that the SMART approach is well-suited for

performing comprehensive studies of mistuned forced response statistics.



CHAPTER VI

Component-Mode-Based Reduced Order Modeling
Techniques for Mistuned Bladed Disks, Part II:

Application

In this paper, the component-mode-based methods formulated in the companion paper

(Part I: Theoretical Models) are applied to the dynamic analysis of two example finite ele-

ment models of bladed disks. Free and forced responses for both tuned and mistuned rotors

are considered. Comprehensive comparisons are made among the techniques using full

system finite element solutions as a benchmark. The accurate capture of eigenfrequency

veering regions is of critical importance for obtaining high-fidelity predictions of the ro-

tor’s sensitivity to mistuning. Therefore, particular attention is devoted to this subject. It is

shown that the Craig-Bampton component mode synthesis (CMS) technique is robust and

yields highly reliable results. However, this is achieved at considerable computational cost

due to the retained component interface degrees of freedom (DOF). It is demonstrated that

this problem is alleviated by a secondary modal analysis reduction technique (SMART).

In addition, a non-CMS mistuning projection method is considered. Although this method

is elegant and accurate, it is seen that it lacks the versatility and efficiency of the CMS-

based SMART. Overall, this work shows that significant improvements on the accuracy

and efficiency of current reduced order modeling methods are possible.

125



126

6.1 Introduction

The blades of a bladed disk are intended to be identical, but in fact there are always

small, random differences among the blades, called mistuning. Mistuning can result in

blade forced response amplitudes and stresses that are much larger than those predicted

for a perfectly tuned rotor. (See Srinivasan [17] for a comprehensive survey of the liter-

ature.) Thus, mistuning has a critical impact on blade fatigue life in turbine engines, and

it is of great importance to be able to predict the mistuned forced response in an accu-

rate and efficient manner. Several recent studies have presented reduced order modeling

techniques that are capable of generating low order models of bladed disks from parent

finite element models (Irretier [18]; Zheng and Wang [19]; Kruse and Pierre [21, 22];

Castanieret al. [20]; Yang and Griffin [26, 27]; Bladhet al. [23]).

In the companion paper (Part I: Theoretical Models), some new reduced order model-

ing techniques were introduced that are well-suited for the efficient and accurate vibration

analysis of mistuned bladed disks. These techniques are summarized as follows:

� Craig-Bampton (C-B) Method: The C-B method (Craig and Bampton [29]) of

Component Mode Synthesis (CMS), formulated specifically for bladed disks, is em-

ployed. A cyclic symmetry description is used for the disk component. Each blade

is treated as a separate component.

� C-B method with secondary modal analysis on matrix partitions: The C-B

method is used to generate a primary reduced order model, and then a secondary

eigen-analysis is performed on partitions of the C-B mass and stiffness matrices. A

truncated set of these eigenvectors is used to transform the matrices to secondary

modal coordinates in order to further reduce the model size. In particular, there are

two choices of matrix partitions that are convenient for this secondary reduction:
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– constraint-mode degrees of freedom (DOF)

– constraint-mode plus disk-mode DOF

� Mistuning projection method: A classical modal analysis is performed on the full

finite element model, and then the individual blade mistuning is projected onto the

cyclic system modes.

� Secondary Modal Analysis Reduction Technique (SMART):A primary reduced

order model is generated using CMS (e.g., the C-B method), and then a secondary

modal analysis is performed on the full CMS matrices. Only the system modes of

interest are retained. Blade mistuning is introduced in the CMS matrices (blade

component DOF) and then projected from the primary modal coordinates to the

secondary modal coordinates.

In addition, the method of Castanieret al. [20] was revisited, which is here denoted RE-

DUCE. Since the code is being actively used in industry, REDUCE represents the current

state of the art.

In this paper, the above techniques are applied to simple, yet representative finite ele-

ment models of bladed disks. First, tuned free vibrations are considered, and the methods

are compared by studying their modal convergence trends. The eigenfrequency veerings

that occur when plotting natural frequencies versus number of nodal diameters have been

shown to play a crucial role in determining a bladed disk’s sensitivity to mistuning (Kruse

and Pierre [21]; Bladhet al. [54]). Therefore, the modal convergence study focuses on

how well the derived methods capture the eigenfrequencies in a particular veering region.

Next, it is demonstrated how well the methods represent mistuned, localized modes

of vibration. A modal convergence study is presented with respect to the capture of both

mistuned natural frequencies and mistuned mode shapes using the well-known Modal As-
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surance Criterion, or MAC (Allemang and Brown [63]). This study is relevant, since the

introduction of mistuning data differs among the methods and results in an approximation

for some of them. Hence, a good tuned representation does not necessarily translate to a

good mistuned representation.

Predictions of forced response amplitudes are then considered, for both tuned and mis-

tuned configurations. This is the primary application of these methods. The efficiency

and accuracy of the methods are examined via forced response frequency sweeps. The

SMART approach is also applied to a large-size model, using a C-B model as the inter-

mediate CMS basis. The excellent accuracy and tremendous computational savings that

result from using this approach are demonstrated.

This paper is organized as follows. The finite element models used in this study are

presented in Section 6.2. The validation of the developed methods begins with free vi-

bration results in Section 6.3, where particular emphasis is placed on the capture of tuned

natural frequency veerings and the mistuned mode shapes. Forced response results are

examined in Section 6.4. In Section 6.5, the SMART approach is validated for a large-size

model to further demonstrate the potential of this method. Finally, concluding remarks are

given in Section 6.6.

6.2 Description of Example Finite Element Models

Two different finite element models of mistuned bladed disks are used for the valida-

tion of the developed methods:

� A simple, “small” model (see Fig. 6.1) that allows for extensive studies of modal

convergence.

� A more realistic, “large” model (see Fig. 6.2) that is used to demonstrate the poten-

tial of the SMART approach.
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The finite elements are all eight-noded brick (linear solid) elements. It should be noted

that both meshes are relatively coarse compared to that of a typical industrial finite element

model, and they may not represent precisely the behavior of actual bladed disks with the

depicted geometries. However, this is not a concern for this study, since all of the methods

are applied to the same parent finite element models.

The material properties for both models are those of steel (see Table 6.1). However,

the models differ in the structural damping coefficient,G, used during the forced response.

Note that viscous damping is not considered in this study.

For the mistuned results, a single mistuning pattern is used for each model. The mis-

tuning patterns were sampled from a uniform distribution of mean zero, and one mistuning

value,�n, is assigned to each blade. The mistuning is introduced to the full finite element

model by varying Young’s modulus in the blade elements:

En = (1 + �n)Eo; n = 1; : : : ; N; (6.1)

wheren is the blade number andN is the total number of blades. Note that the methods

developed in this study are not restricted to mistuning by variations in Young’s modulus.

However, individual mode mistuning is not considered in this paper.

Property Notation Value Unit

Nominal Young’s Modulus Eo 2:00 � 105 MPa

Poisson’s Ratio � 0:25 —

Mass Density % 7:86 � 103 kg/m3

Table 6.1: Material properties (generic steel) for both models.
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(a) (b)

Figure 6.1: Finite element meshes for the “small” example blisk: (a) the full model; (b)
the fundamental sector.

6.2.1 Small Example Finite Element Model

The smaller of the two finite element models that are analyzed in this study is shown

in Fig. 6.1. Due to its relatively low number of DOF, this model is used extensively in this

study. This model features 12 blades, each with length 60 mm and base width 7.5 degrees

(�13 mm). The blades are slightly tapered along the radial direction, from 5 mm thickness

at the base to 2 mm thickness at the tip. The disk is 5 mm thick. It has an outer radius of

100 mm, and an inner radius of 20 mm. The disk is clamped at the inner radius.

For the Craig-Bampton method, the fundamental sector in Fig. 6.1b is further substruc-

tured into a disk sector component (for a cyclic symmetry analysis) and a blade compo-

nent. Model data for the components are listed in Table 6.2. For the forced response, the

structural damping coefficient is taken to beG = 0:01.

The single mistuning pattern used for this model is taken from a uniform distribution
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Component Elements Nodes DOF

Cantilevered Blade 4 20 48

Disk Sector 20 60 108

Disk-Blade interface — 4 12

Fundamental Sector 24 76 168

Full Assembly 288 768 2016

Table 6.2: Basic model data for the small model.

Blade �n Blade �n Blade �n

1 -0.0276 5 0.0161 9 -0.0107

2 0.0050 6 -0.0112 10 -0.0090

3 0.0449 7 0.0132 11 0.0161

4 -0.0171 8 0.0207 12 0.0351

Table 6.3: Single mistuning pattern for the small model.

of mean zero and standard deviation 3.0%. The mistuning parameters,�n, used for each

blade are listed in Table 6.3.

6.2.2 Large Example Finite Element Model

The finite element model of the “large” test case rotor is depicted in Fig. 6.2. This

model is used in Section 6.5 as a more realistic case. This rotor has 24 blades. Each blade

has a base pitch of 30 degrees (measured from the axial direction), and a uniform twist of

an additional 30 degrees over its length. The base radius is 212 mm, and the blade length

is 68 mm. The rotor is fixed at the interfaces towards adjacent stages. This is believed to

provide a reasonable description of the dynamics of a bladed disk assembly.

As was done with the smaller model, the fundamental sector is substructured into a
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(a) (b)

Figure 6.2: Finite element meshes for the “large” example blisk: (a) the full model; (b) the
fundamental sector.

Component Elements Nodes DOF

Cantilevered Blade 104 210 585

Disk Sector 372 651 1521

Disk-Blade interface — 15 45

Fundamental sector 476 846 2151

Full assembly 11,424 18,072 51,624

Table 6.4: Basic model data for the large model.

disk sector and a blade component. The model data are found in Table 6.4. This model is

assigned a structural damping coefficient ofG = 0:0025.

The single mistuning pattern is taken from a uniform distribution of mean zero and

standard deviation 5.0%. The corresponding mistuning parameters,�n, are listed in Ta-

ble 6.5.



133

Blade �n Blade �n Blade �n

1 -0.00515 9 0.02930 17 -0.00415

2 -0.01875 10 0.02720 18 0.00430

3 -0.01820 11 0.02770 19 0.01840

4 -0.00390 12 -0.04925 20 -0.05475

5 -0.05005 13 -0.08075 21 0.02395

6 -0.00850 14 -0.04905 22 0.03810

7 0.01415 15 0.05935 23 0.04110

8 0.07620 16 -0.06925 24 0.03930

Table 6.5: Single mistuning pattern for the large model.

6.3 Free Vibration

6.3.1 Tuned Assembly

In Fig. 6.3, an assessment is made of the small model’s tuned characteristics by plotting

the natural frequencies of the tuned system versus the number of nodal diameters. The

nearly horizontal connecting lines correspond to assembly modes that are dominated by

blade motion, while the slanted connecting lines correspond to disk-dominated modes.

The rapid increase of the eigenfrequencies of the disk-dominated modes is due to stiffening

of the disk as the circumferential wavelength decreases with increasing number of nodal

diameters.

Two significant eigenfrequency veering regions are highlighted in Fig. 6.3: one lo-

cated at one nodal diameter, around 3300 Hz (Veering #1); and a second located at three

nodal diameters, around 6500 Hz (Veering #2). Earlier studies (Kruse and Pierre [21];

Bladhet al. [54]) have shown that the characteristics of eigenfrequency veerings are cru-

cial in determining a design’s sensitivity to mistuning. Furthermore, it has been found



134

0 1 2 3 4 5 6
0

1

2

3

4

5

6

7

8

E
ig

en
fr

eq
ue

nc
y 

 [k
H

z]

1F

2F

3F

Veering #1

Veering #2

Modal Con vergence Re gion

Nodal Diameter

Figure 6.3: Natural frequencies versus nodal diameters for the small example finite ele-
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frequency veerings. The character of each family of blade-dominated modes
is indicated on the right (e.g., 1F = 1st flex mode).

that maximum mistuned forced response amplitudes are likely to occur in veering regions

(that is, when the frequency and engine order of excitation correspond to the frequency

and nodal diameters of a veering). Therefore, the ability to capture veering regions is an

important consideration when assessing the performance of a modeling method.

As pointed out in Part I, all methods considered in this study are complete, in the limit,

for the tuned case: they yield the finite element solution when all the component modes

are included in the model. Hence, for the tuned case, one may compare the performance

of the methods by examining their rates of modal convergence. In combination with the

veering discussion above, the methods are evaluated by comparing modal convergence

trends based on the eigenfrequency errors in the “Modal Convergence Region” of Fig. 6.3.
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Figure 6.4: Modal convergence trends in the region surrounding Veering #1 for the small
example model.

The modal convergence for each method (except for mistuning projection, which is

irrelevant for the tuned case) is presented in Fig. 6.4. This figure shows the average percent

error among the six distinct eigenfrequencies in the Modal Convergence Region versus the

number of retained modes in the reduced order model (ROM). Note that there are actually

ten modes in this region: four double modes, and two single modes. However, to avoid

counting the double-mode errors twice, this region is evaluated at only the six distinct

eigenfrequencies. The results in Fig. 6.4 clearly illustrate the remarkable difference in both

accuracy and modal convergence rate between the standard C-B model and REDUCE.

However, it must be emphasized that the superiority of the C-B model is achieved at a

considerable expense in terms of minimum model size relative to REDUCE. As shown,

C-B does not capture this veering at all with fewer than around 200 DOF, while REDUCE

yields a fair veering representation with much fewer than 100 DOF.

Moreover, it is here demonstrated that the C-B representation may be improved upon
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by the partial secondary modal analyses on either the constraint-mode partition (modal in-

terface), or the disk-normal-mode plus constraint-mode partitions (modal disk+interface).

There are two principal beneficial effects of this: (1) a fair approximation of the veering

eigenfrequencies is obtained with a much smaller model than the smallest possible stan-

dard C-B model; (2) the characteristic modes representation yields the same accuracy level

with fewer DOF compared to the standard C-B model. However, the improvement gained

by the partial secondary modal analyses is nevertheless deemed insufficient in terms of

justifying the additional effort. Thus, these two methods are not considered in results

presented later in this paper.

The vertical line in Fig. 6.4 represents the SMART approach with a C-B model as

intermediate CMS basis. The implication of the vertical line is that the tuned SMART

model is always as accurate as the intermediate CMS model from which it derives, while

its size stays constant at the number of modes selected by the analyst. Hence, it may be

viewed as collapsing the C-B model onto an arbitrarily smaller,n-dimensional subspace.

Alternatively, a graphical interpretation using Fig. 6.4 would be to collapse a C-B model

of certain accuracy horizontally to the left onto a point on an arbitrarily positioned vertical

line. In Fig. 6.4, where only six modes are considered, the SMART model has only the

minimum six DOF. Note that using SMART for tuned free vibration analyses makes no

sense; it is included here only to aid in demonstrating the approach.

6.3.2 Mistuned Assembly

The small model is now mistuned by offsets in blade Young’s modulus, in accordance

with Eq. (6.1) and Table 6.3. First, the selected methods’ representations of two mistuned

mode shapes are considered. The finite element mode shapes and the approximations

obtained through the various methods are depicted in Figs. 6.5 and 6.6. The obtained



137

2 4 6 8 10 12
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Blade Number

R
el

at
iv

e 
M

ax
 B

la
de

 D
O

F
 D

ef
le

ct
io

n 
 [−

]

FEM (2016 DOF):                      3417.2 Hz
Craig−Bampton (192 DOF):       3417.1 Hz      
REDUCE−Adjusted (96 DOF):   3425.4 Hz         
Mistuning Projection (17 DOF):  3417.5 Hz     
SMART (17 DOF):                      3417.4 Hz

Figure 6.5: Reduced order model representations of mistuned mode shape number 37 for
the small example model.

mode shape representations come from first finding the maximum physical displacement

of any DOF in any blade. The physical displacements of the DOF where the maximum

was found are then plotted for each blade, normalized by the Euclidean norm of theN

displacements as

An =
znmqPN
n=1 z

n2
m

; n = 1; : : : ; N; (6.2)

whereznm is the displacement in physical coordinates for thenth blade’smth DOF (the

DOF at which the maximum was found).

The two modes depicted in Figs. 6.5 and 6.6 belong to the second family of blade-

dominated system modes (2F, see Fig. 6.3) located around 3300 Hz. The two mode shapes

can be characterized as intermediately localized, which means that several blades partici-

pate in the motion, but there is still a clear dominance by one or two blades. This type of

intermediate localization has been shown to cause the most severe increases in resonant

forced response amplitudes (Óttarsson and Pierre [16]; Bladhet al. [54]).
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Figure 6.6: Reduced order model representations of mistuned mode shape number 38 for
the small example model.

The SMART model used here is based on an intermediate C-B model that incorpo-

rates the first seven normal disk modes and the first six normal blade modes (plus the

complete set of constraint modes). Furthermore, the 17 tuned modes that fall inside the

frequency range 3000–3500 Hz are selected for both the mistuning projection method and

the SMART approach. This means that the two models include all harmonics of the tuned

modes associated with the second family of blade-dominated modes. This completeness

in terms of harmonic content is a basic requirement for these methods.

Except for REDUCE, note the excellent agreement among eigenfrequencies in Figs. 6.5

and 6.6. The relative error is less than 0.02% for both modes. REDUCE, however, cannot

quite match these excellent results with errors around 0.3%. These results translate nicely

to the mode shapes as well, where the approximated shapes are virtually indistinguishable

from those obtained by full finite element analysis. Although REDUCE’s mode shape rep-

resentations are not as accurate, the method does an excellent job in capturing the relative
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Figure 6.7: Sensitivity of Modal Assurance Criterion (MAC) values (mistuned mode shape
number 38).

peaks as well as their locations.

Next, an aspect of method efficiency is investigated. All the obtained approximations

of natural frequencies and mode shapes are compared to the finite element results, in order

to establish how many system modes each method captures versus the number of possible

modes,mr (i.e., the total number of DOF in the ROM). A system mode is regarded as

“captured” if the error is below a pre-defined tolerance —�f for natural frequencies, or

�mac for mode shapes. The obtained natural frequencies,f ri , are compared with the finite

element frequencies,f fej , through straightforward fractions

f ri
f fej

� 1 � �f ; i = 1; : : : ; mr; j = 1; : : : ; mfe; (6.3)

wheremfe is the total number of DOF in the full finite element model. If the above

inequality is satisfied for anyf fej , then the natural frequencyf ri is regarded as captured. In

a similar fashion, the approximated mode shapes, ri , are compared to the exact ones via
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MAC conformity:

1�
�
 r

T

i  fej
�2

�
 r

T

i  ri
� �
 fe

T

j  fej
� � �mac; i = 1; : : : ; mr; j = 1; : : : ; mfe; (6.4)

where fej is the finite element mode shape of thejth mode. It is clear that when an exact

match between two mode shapes is obtained, the MAC ratio becomes one; it is between

zero and one in all other cases. However, it is not clear just how good a match a MAC

value of, for instance, 0.99 represents. To assess this, the38th mistuned mode shape

in Fig. 6.6 was perturbed by applying randomly generated scale factors to each blade’s

relative amplitude. The MAC conformity with respect to the unperturbed shape was then

computed. The resulting perturbed mode shapes are shown in Fig. 6.7 for MAC values

of 0.99 and 0.999. Note that a 1.0% deviation from a perfect match might be considered a

very good representation of the mode shape.

The two different tolerance levels (1.0% and 0.1%) were employed in order to get

an indication of how large the errors were among the unacceptable modes. The separate

results for natural frequencies and mode shapes are shown in Figs. 6.8–6.11. As indicated,

the straight line,y = x, represents what could be called the “ROM Jackpot”, which means

that one system mode of desired accuracy is captured for each DOF in the ROM.

The C-B formulation suffers considerably from having a full, physical set of interface

DOF in the ROM. These DOF, the constraint modes, are of course necessary in order to

form the flexible motion of the otherwise fully constrained interfaces. However, they also

result in many purely computational modes, which have little or no physical meaning,

leading to the relatively poor efficiency displayed by the C-B method. Moreover, by re-

laxing the tolerance level to 1.0%, the results show that C-B gives only fair (0.1–1.0%)

representations of several modes.

Note that the REDUCE model quickly yields “recognizable” mode shapes. Moreover,
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Figure 6.8: Method efficiency with respect to mistuned natural frequencies for�f � 0:1%
for the small example model.
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Figure 6.9: Method efficiency with respect to mistuned natural frequencies for�f � 1:0%
for the small example model.
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Figure 6.10: Method efficiency with respect to mistuned mode shapes for�mac � 0:1% for
the small example model.
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Figure 6.11: Method efficiency with respect to mistuned mode shapes for�mac � 1:0% for
the small example model.
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observing the dramatic difference between Figs. 6.8 and 6.9, it is clear that most of the

natural frequencies fall between the two tolerance levels. However, these results show that

very few modes are predicted with high accuracy, which is evidenced by the very poor

progress as the number of retained modes increases for the smaller tolerance (Fig. 6.8).

This is consistent with the tuned results in Fig. 6.4.

In contrast, both the mistuning projection method and the SMART approach come

very close to the ideal “jackpot” state for the lower order modes. The capture of mistuned

natural frequencies (Figs. 6.8 and 6.9) is outstanding. Both methods also display excellent

efficiency in terms of mode shapes (Figs. 6.10 and 6.11), although they appear to be less

impressive in this respect. However, the mode match requirements imposed by the MAC

tolerances are very strict (see Fig. 6.7).

There is a notable deterioration in mode shape representation of the SMART model

as the mode numbers increase. Note that the missed mode shapes in Fig. 6.10 are not ac-

cepted even with the relaxed tolerance in Fig. 6.11. This may be explained, in part, by the

approximation implied by neglecting mistuning effects among the constraint modes in the

intermediate C-B model. First, for higher modes there is more and more local waviness in

the structure. Second, since the constraint modes are obtained by successive unit interface

DOF deflections, they are also very local in nature. Thus, it is hypothesized that the ne-

glected mistuning among the constraint modes has more impact as the order of the mode

increases. This is not a problem for the mistuning projection method, where the entire

physical blade stiffness matrices are re-scaled properly. (The mistuning projection method

does degrade somewhat for higher order modes, but to a much lesser extent.) Furthermore,

note that for this method (as opposed to the SMART model) several of the misrepresented

mode shapes are still within the relaxed tolerance level. This degradation is likely due

to the approximation incurred by representing the mistuned modes with a truncated set
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of tuned modes. Hence, while yielding accurate representations of the relatively smooth

blade shapes at lower modes, the effects of this approximation become more pronounced

for higher modes in which increasing local waviness is observed. However, in the limit,

the mistuning projection method will yield the exact solution in the particular case of mis-

tuning by Young’s modulus offsets.

6.4 Forced Response

In this section, engine order excitation is considered in the two veering regions indi-

cated in Fig. 6.3. For Veering #1, this implies an engine order one excitation (1E), which

for a 12-bladed assembly has a blade-to-blade forcing phase shift of 30 degrees. Veer-

ing #2 requires an engine order three excitation (3E) with a blade-to-blade forcing phase

shift of 90 degrees. In both cases, the force is a unit nodal load,(1; 1; 1) =
p
3, applied to

one of the nodes on the blade tip. Hence, this force is able to excite all the fundamental

modes of the blade. This applied force was chosen arbitrarily, but it serves to verify the

accuracy of the reduced order models.

The amplitude metric employed here, the maximum blade deflection norm, is a scalar

value based on the Euclidean norm of the physical displacement vector of each blade. The

plotted norms (i.e., the maximum norms) are thus obtained at each driving frequency as

A = max fAng = max

8<
:
vuutnc+nbX

j=1

jznj j2
9=
; ; n = 1; : : : ; N; (6.5)

wherejznj j is the magnitude of the complex displacement in physical coordinates for thejth

DOF of thenth blade, andnc andnb are, respectively, the numbers of disk-blade interface

and blade interior DOF for one blade. As an alternative, it is realized that from any reduced

order model, the physical displacement vector for thenth blade,zn, is recovered from a

modal expansion via some blade modal matrix,Un, aszn = Unq. Thus, the vector norms
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Figure 6.12: Forced response frequency sweep through Veering #1 for engine order one
(1E) excitation of the tuned small example model.

may be represented in an equivalent matrix notation as

A = max fAng = max
�q

q�Un�Unq

�
; n = 1; : : : ; N; (6.6)

where� denotes the complex conjugate transpose. Note that the inner matrix products,

Un�Un, may be computed and saved prior to any forced response frequency sweeps or

extensive statistical simulations. This allows for fast computations of the blade norms

through low-order modal domain matrix projections, instead of tedious computations in

physical coordinates.

The resulting tuned and mistuned forced response amplitudes from frequency sweeps

over Veering #1 are illustrated in Figs. 6.12 and 6.13, respectively. Clearly, the excel-

lent accuracy displayed by C-B, SMART, and the mistuning projection method in free

vibrations translates nicely to the forced response. As demonstrated in Fig. 6.12, the tuned

response approximations are practically indistinguishable from the exact solution for these
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Figure 6.13: Forced response frequency sweep through Veering #1 for engine order one
(1E) excitation of the mistuned small example model (tuned FEM solution
included for reference).

methods. Also, the capture of the maximum amplitude and the general resonance behav-

ior over the frequency range is outstanding for these three methods. Again, the REDUCE

method lacks accuracy in comparison. In particular, in Fig. 6.12 REDUCE predicts a

wide separation of the two tuned resonant frequencies, while, in reality, they are very

close. Nevertheless, REDUCE gives a fair prediction of the mistuned peak amplitudes in

Fig. 6.13, which is the key quantity in studies of forced response statistics.

A second sample of the methods’ performances for the mistuned forced response is

shown in Fig. 6.14, which illustrates a frequency sweep through Veering #2 for an engine

order three (3E) excitation. Qualitatively, the results are similar to those for Veering #1,

despite very different circumstances in terms of principal blade motion (different blade

mode family) and engine order.

Another point of interest for the turbomachinery industry is blade-to-blade dispersion:
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Figure 6.14: Forced response frequency sweep through Veering #2 for engine order three
(3E) excitation of the mistuned small example model (tuned FEM solution
included for reference).
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blade-to-blade variations in maximum mistuned response amplitudes for a given rotor.

This is used to assess mistuning levels from experimental data, and it is also an impor-

tant aspect when matching computational models with experiments. Figure 6.15 displays

the maximum response amplitudes obtained for each blade from the forced response fre-

quency sweep of Fig. 6.13. Again, all methods but REDUCE produce results that are

virtually indistinguishable from the finite element values.

Based on the presented results, it is concluded that the C-B, SMART, and the mis-

tuning projection methods are all consistent, high-performance reduced order modeling

techniques suitable for mistuned bladed disks. Taking into consideration the differences

in efficiency and the final ROM sizes, it is clear that SMART must be considered to be the

premier method examined in this study.

6.5 Application of SMART to a Large-Size Model

The feasibility and performance of the SMART approach is further highlighted in this

section, where it is applied to the large-size model introduced in Section 6.2.2. The RE-

DUCE method is also included in this comparison to represent the current state of the

art.

The tuned natural frequencies of the large model are plotted versus the number of

nodal diameters in Fig. 6.16. The character of each family of blade-dominated modes is

indicated as flex (F), torsion (T), or axial/edgewise bending (A). Note the excellent global

representation of the tuned characteristics displayed by the Craig-Bampton model. For its

subsequent use in the SMART approach, it was desirable to get a very accurate C-B model

that also spanned a fairly wide frequency band. Therefore, as many as 12 normal disk

modes and 16 normal blade modes were employed in its construction.

In contrast, the REDUCE model uses only 5 disk modes and 8 blade modes (312 DOF
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in total), which is why the REDUCE model is missing certain system modes. Considering

this inequality in number of retained modes, it may seem unfair to compare the C-B and

REDUCE models. However, the improvement gained by including the same number of

modes in the REDUCE model as in the C-B model is fairly marginal (recall the poor modal

convergence displayed by the REDUCE method in Fig. 6.4).

First, the SMART representation of mistuned mode shapes is investigated. The mode

shapes are represented by the vector norms in accordance with Eq. (6.6), although scaled

to represent the relative blade deflection. Using the notation of Eq. (6.6), the relative blade

displacement norm for each blade is computed as

�An =

p
q�Un�UnqqPN
n=1 q

�Un�Unq
; n = 1; : : : ; N: (6.7)

Figures 6.17 and 6.18 illustrate the64th and135th mistuned mode shapes obtained with the
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Figure 6.17: Reduced order model representations of mistuned mode shape number 64 for
the large example model.
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Figure 6.18: Reduced order model representations of mistuned mode shape number 135
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single mistuning pattern listed in Table 6.5. Note from the mistuned natural frequencies

that the selected mode shapes are taken from the two families of blade modes that subse-

quently will be explored in terms of forced response. As indicated, the SMART models in

the respective frequency bands contain 26 and 31 modes (DOF), compared to 51,624 DOF

for the full mistuned finite element model. Hence, the model size is reduced by more than

three orders of magnitude, and yet the SMART models continue to exhibit excellent ac-

curacy in the mistuned case, both in terms of mistuned natural frequencies and mistuned

mode shapes. Even though the REDUCE model is approximately one order of magnitude

larger than the SMART model, it does not possess the same accuracy.

As shown in Fig. 6.16, the large model exhibits several significant veering regions.

This section focuses on the two indicated veering regions, which correspond to a 2E and

3E excitation for the forced response (30 and 45 degrees blade-to-blade forcing phase shift,

respectively). The external excitation force used here consists of a unit nodal load applied

in the axial direction on the tip of the blade’s leading edge. Again, this applied force was

chosen arbitrarily for the purpose of verifying the accuracy of the reduced order models.

Figure 6.19 depicts the tuned response in Veering #1, which exhibits well-separated

lower and upper resonances. As expected, the SMART model yields a close-to-perfect

match with the finite element solution, both in terms of resonant frequencies and peak am-

plitudes. It is further noted that REDUCE has slight offsets in the resonant frequencies,

despite adjustments. What is more disturbing, however, is the fact that the maximum tuned

amplitude is overestimated. Using this maximum tuned amplitude as reference in a statis-

tical analysis might result in significantlyunderestimatedamplifications due to mistuning,

which is not acceptable.

The mistuned response in Veering #1 is depicted in Fig. 6.20. Note the severe am-

plification of the maximum resonant amplitude due to mistuning — well over 100% in
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Figure 6.19: Forced response frequency sweep through Veering #1 for engine order two
(2E) excitation of the tuned large example model.
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Figure 6.20: Forced response frequency sweep through Veering #1 for engine order two
(2E) excitation of the mistuned large example model (tuned FEM solution
included for reference).
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Figure 6.21: Forced response frequency sweep through Veering #2 for engine order three
(3E) excitation of the mistuned large example model (tuned FEM solution
included for reference).

this case. Again, a slight, insignificant frequency shift is observed for the SMART model,

particularly in the group of resonances at the lower frequencies. The conformity is oth-

erwise excellent even for this highly complex resonance pattern. REDUCE yields a fair

approximation, although its frequency shift is more pronounced.

To consider another excitation case, the mistuned response in Veering #2 is depicted in

Fig. 6.21. Clearly, the disk-blade modal interaction is less critical in this veering, as there

is only a very modest amplification of the maximum resonant amplitude. This is explained

by the more shallow veering, which suggests strong disk-blade coupling beyond critical

levels from a mistuning sensitivity standpoint. As expected, a scenario similar to Fig. 6.20

is seen here in terms of accuracy. Note that even though REDUCE generally matches

the natural frequencies better than in the previous case, the predicted resonant amplitudes

are significantly worse. From the results presented in this section, it is concluded that the
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SMART approach can yield excellent accuracy and efficiency even with a large parent

finite element model.

6.6 Conclusions

The primary contribution of this paper is the application of two novel approaches for

the reduced order modeling of mistuned bladed disks. These two methods — the mistuning

projection method and the secondary modal analysis reduction technique (SMART) —

utilize the assumption that tuned and mistuned mode families span the same deformation

space. This results in very small reduced order models (ROMs), with matrix dimensions

on the order of the number of blades.

In the mistuning projection method, a classical modal analysis is performed on the

finite element model of a bladed disk. A coordinate transformation is performed to project

the blade mistuning from the finite element domain onto the tuned system modes. In

the SMART approach, a primary ROM is generated via component mode synthesis, and

then a secondary modal analysis is performed to generate a smaller, secondary ROM. The

mistuning data is implemented directly in the blade-component modal coordinates of the

primary ROM, and the mistuning is then projected onto the secondary ROM. Using a

low-order, modal-domain projection makes the SMART approach highly efficient.

The methods were compared in terms of modal convergence, mistuned mode shape

representation, and tuned and mistuned forced response amplitude predictions. It was

demonstrated that the mistuning projection and SMART methods outperform current tech-

niques: the new methods exhibit comparable or improved accuracy, while being far supe-

rior in computational efficiency. The SMART approach was shown to be exceptionally fast

for running simulations of mistuned rotor forced response. Thus, SMART appears to be

the most appealing method to date for comprehensive studies of forced response statistics

for mistuned bladed disks.



CHAPTER VII

Effects of Multi-Stage Coupling and Disk Flexibility on
Mistuned Bladed Disk Dynamics

The effects of disk flexibility and multi-stage coupling on the dynamics of bladed disks

with and without blade mistuning are investigated. Both free and forced responses are ex-

amined using finite element representations of example single- and two-stage rotor models.

The reported work demonstrates the importance of proper treatment of interstage (stage-

to-stage) boundaries in order to yield adequate capture of disk-blade modal interaction

in eigenfrequency veering regions. The modified disk-blade modal interactions resulting

from interstage-coupling-induced changes in disk flexibility are found to have a significant

impact on (a) tuned responses due to excitations passing through eigenfrequency veering

regions, and (b) a design’s sensitivity to blade mistuning. Hence, the findings in this paper

suggest that multi-stage analyses may be required when excitations are expected to fall in

or near eigenfrequency veering regions or when the sensitivity to blade mistuning is to be

accounted for. Conversely, the observed sensitivity to disk flexibility also indicates that

the severity of unfavorable structural interblade coupling may be reduced significantly by

re-designing the disk(s) and stage-to-stage connectivity. The relatively drastic effects of

such modifications illustrated in this work indicate that the design modifications required

to alleviate veering-related response problems may be less comprehensive than what might
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have been expected.

7.1 Introduction

Dynamic analyses of bladed disks or blisks found in turbomachinery rotors typically

involve several idealizations of true conditions. Two such idealizations are of particular

interest to the investigation reported in this paper: (a) spatial repetitiveness (cyclic sym-

metry) of a single rotor stage; and (b) isolated, dynamically independent rotor stages.

The cyclic characteristic (a) enables analysts to reduce both modeling and computa-

tional efforts considerably by modeling and analyzing a fundamental disk-blade sector,

rather than the entire assembly. However, cyclic symmetry implies that all sectors are

identical, i.e., that the system is tuned. Over the past decades, many researchers have con-

clusively shown that this assumption can be a potentially disastrous idealization of a bladed

disk’s true behavior — see for instance Wagner [5], Dye and Henry [6], Ewins [7, 46], El-

Bayoumy and Srinivasan [9], Irretier [18], and Wei and Pierre [14, 15]. In reality, individ-

ual blades exhibit small structural differences — blade mistuning — which may stem from

manufacturing and material tolerances or in-service wear. These variations destroy cyclic

symmetry and thus require modeling the full bladed disk assembly. More importantly,

mistuning may lead to qualitatively different dynamic behavior than that experienced by

a perfectly tuned rotor. In particular, mistuning may inhibit the even distribution of vibra-

tion energy among blades, and therefore confine most of the energy to only a few blades.

This way, mode shapes may become spatially localized, and some blades may experience

forced response deflections that are much larger than those predicted by a tuned analysis.

Analyzing each stage independently in accordance with assumption (b) implies that

the analyst must choose some boundary conditions that best describe the constraints im-

posed by adjacent stages. In current practice, this is typically dealt with by imposing



157

either fully clamped conditions or axial restraints alone, or by modeling adjacent stages

as uniformly distributed masses and stiffnesses (to preserve cyclicity). Such approximate

constraints may well yield reasonable descriptions of the “global” vibration characteris-

tics of a rotor stage in a multi-stage assembly. However, it may be suspected that the ap-

proximate boundary conditions will in general not accurately describe the disk flexibility

locally at the interstage (stage-to-stage) boundaries. This will lead to inconsistent repre-

sentations of the interaction between families of disk- and blade-dominated modes. The

disk-blade modal interaction in veering regions is a critically important factor in determin-

ing a design’s sensitivity to mistuning. Studies by Wei and Pierre [15] and byÓttarsson

and Pierre [16] show that the severity of vibration energy localization is to a large extent

governed by the level of structural interblade coupling, which results from the disk-blade

modal interaction. Thus, when considering a rotor design from a mistuning sensitivity

point of view, misrepresentations of the disk flexibility and structural interstage coupling

can potentially result in severely misguided conclusions.

The purpose of this paper is to make evident the importance of accurate interstage

boundary modeling through inclusion of multi-stage effects. The multi-stage effects are

demonstrated using finite element models of simplified example single- and two-stage

rotors. The paper describes important general implications of multi-stage coupling on the

free and forced vibration characteristics of tuned and mistuned configurations. Its effect

on the response in eigenfrequency veering regions is given particular attention, since the

level of structural interblade coupling, and thus the mistuning sensitivity, are manifested

by the local veering characteristics.

This paper is organized as follows. Section 7.2 introduces the simple finite element

single- and two-stage models used in this study. Section 7.3 illustrates and discusses gen-

eral implications of multi-stage dynamics in the free and forced response, with and without
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blade mistuning. Section 7.4 demonstrates more specifically the impact of disk flexibil-

ity and structural interstage coupling on the forced response in eigenfrequency veering

regions, by using single- and multi-stage models with varying interstage boundary condi-

tions and disk flexibility. Important findings and conclusions from this study are summa-

rized in Section 7.5.

7.2 Description of Example Models

Figure 7.1 depicts the simple example single- and two-stage rotor models employed

in this study. A portion of the multi-stage model has been cut out in Fig. 7.1 in order to

better illustrate the assembled geometry. The models are constructed entirely from eight-

noded brick (linear solid) elements. It should be noted that the stage geometries are very

simple, and that the finite element meshes are very coarse, compared to those of typical

industrial finite element models. However, the modeled stages still exhibit the essential

characteristics of realistic rotors, such as disk- and blade-dominated mode families and

their interactions (i.e., eigenfrequency veerings).

The stage 1 model features 12 blades, each with length 60 mm and base width 7.5 de-

grees (�13 mm). The blades are slightly tapered along the radial direction, from 5 mm

thickness at the base to 2 mm thickness at the tip. The stage 2 model features 16 blades,

each with length 48 mm. The stage 2 blades are otherwise identical to those of stage 1.

The stage 1 disk has an outer radius of 100 mm, while the outer radius of the stage 2 disk

is 104 mm. Both disks have an inner radius of 20 mm, and both disks are clamped at

their respective outward rims. The two stages are considered to be welded together at the

interstage boundary. Moreover, a uniform structural damping coefficient of 0.5% is used

for both stages in the forced response, while any viscous damping is assumed negligible.

For the mistuned results, a single random mistuning pattern is used for each stage with
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Stage 1 Stage 2Multi-stage

Interstage
boundary

12 blades 16 blades

Figure 7.1: Finite element meshes for the single- and two-stage example rotor models.
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the mistuning parameter distribution depicted in Fig. 7.2. The two mistuning patterns were

sampled from a uniform distribution of mean zero (� = 0) and standard deviation 0.5%

(� = 0:005), where one mistuning value,�n, is assigned to each blade. Note that a 0.5%

standard deviation among the blade modal stiffnesses approximately corresponds to 0.25%

standard deviation among blade natural frequencies. Blade mistuning is introduced to the

finite element models by varying Young’s modulus in the blade elements:

En = (1 + �n)Eo; n = 1; : : : ; N; (7.1)

wheren is the blade number andN is the total number of blades in the stage.

7.3 Features of Multi-Stage Response

Before proceeding to explore the free and forced response of multi-stage assemblies,

one important feature of any multi-stage model first needs to be clarified. When study-

ing coupled multi-stage models, the concept of “tuned” bladed disks becomes question-

able. Typically, adjacent stages will not have the same number of blades (sectors), and

the cyclicity and harmonic content of adjacent stages will therefore be incompatible. As

a result, coupling of individual stages to form multi-stage rotors will inherently introduce

some level of mistuning to the system. Note that the interstage coupling induces disk

mistuning, rather than the more commonly considered blade mistuning.

For the particular model used in this work, the level of mistuning induced by the inter-

stage coupling is very small. In fact, although frequency pair splitting is readily observed,

the relative frequency split induced by interstage coupling is only on the order of 0.001%

for the investigated model. As a result, “tuned” nodal diameter mode shapes are readily

identified for both stages, while no circumferential mode localization is observed due to

the interstage-coupling-induced mistuning alone. Consequently, the notation “tuned” will

therefore still be used in this work to denote cases where blade mistuning has not been
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added explicitly. Furthermore, note that the blade number combination of the employed

two-stage model (12 and 16 blades) may be somewhat unusual in that the two stages share

several nodal-diameter symmetries. As a result, the modal interstage coupling may be

stronger and the interstage-coupling-induced mistuning less pronounced for this model

compared to models with more “incompatible” blade number combinations (e.g., prime

numbers).

7.3.1 Free Vibrations

Mode #83:  5563.1 Hz

(a)

Mode #32:  2426.9 Hz

(b)

Figure 7.3: Deformed finite element shapes for (a) a blade-dominated mode and (b) a disk-
dominated mode, which are both globally localized onto stage 2 (lower stage).

An interesting, but not unexpected, result in the free vibrations of multi-stage assem-

blies is that most mode shapes exhibit significant (global) localization onto either stage.

While this is common for most modes, it is particularly apparent for blade-dominated

modes. As illustrative examples, the deformed meshes pertaining to (a) a typical blade-
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dominated mode shape and (b) a typical disk-dominated mode shape that feature distinct

global localization onto stage 2 are shown in Fig. 7.3. The relative stage participations for

the lower modes of the investigated multi-stage model are plotted in Fig. 7.4. The relative

participation of stagei for thekth mode,Ri
k, is obtained from a stage-wise comparison of

strain energies:

Ri
k =

ui
T

k Kiu
i
kPM

p=1 u
pT

k Kpu
p
k

; (7.2)

whereupk is the stagep portion of thekth mode shape;Kp is the stagep stiffness ma-

trix; andM is the total number of stages. In this representation, it is clear that relatively

few modes exhibit significant participation of both stages, which are here denoted system

modes. In fact, for this model, system modes only occur when disk-dominated modes of

both stages are relatively close in frequency. Note that blade mistuning does not alter the

stage participation factors to any significant degree, other than that the mistuning in some

instances changes the ordering of the modes, due to slight changes in natural frequencies.

Also, note that for other models it is quite possible that significant stage-to-stage inter-

action could be observed for families of blade-dominated modes, if they are sufficiently

close in frequency for two or more stages. To physically illustrate these two fundamental

mode types, one system mode and one globally localized mode are depicted in Fig. 7.5.

The system mode in Fig. 7.5a exhibits significant participation from both stages, where,

interestingly, stage 1 (upper) features more blade-dominated motion and stage 2 (lower)

displays a more disk-dominated motion. Moreover, Fig. 7.5b illustrates a mixed disk-blade

multi-stage mode shape that exhibits significant localization onto stage 1.

The dynamic characteristics of single-stage tuned bladed disks are conveniently sum-

marized in plots of natural frequencies versus the number of nodal diameters (harmonics),

as shown in Figs. 7.6 and 7.7. This data set is essentially a subset of the traditional Camp-

bell diagram [65]. The nearly horizontal connecting lines correspond to assembly modes
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Figure 7.4: Stage 1 strain energies relative to total multi-stage strain energies for “tuned”
and blade mistuned multi-stage modes below 8000 Hz.

that are dominated by blade motion. The characteristic blade motion of each family of

blade-dominated modes is indicated on the right of Figs. 7.6 and 7.7, where: F=Flexural;

A=Axial (edgewise bending); and T=Torsion. Moreover, modes located on the slanted

connecting lines are dominated by disk motion. The rapid increase of the eigenfrequen-

cies of the disk-dominated modes is due to stiffening of the disk as the circumferential

wavelength decreases with increasing number of nodal diameters.

For sufficiently low levels of interstage-coupling-induced mistuning, the nodal-diameter

representation of single-stage free vibration characteristics may also be useful for multi-

stage assemblies. Figure 7.8 illustrates two “tuned”, blade-dominated, and globally local-

ized multi-stage mode shapes, as represented by the deflection of a single blade tip DOF.

Mode 54 is seen to exhibit significant global localization onto stage 1, whereas mode 83

is globally localized onto stage 1. Together with Figs. 7.3 and 7.5, Fig. 7.8 clearly illus-

trates the tuned-like, spatially extended characteristic observed for the multi-stage mode
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Mode #47:  4298.5 Hz

(a)

Mode #61:  4795.4 Hz

(b)

Figure 7.5: Deformed finite element shapes for (a) a multi-stage system mode and (b) a
mode globally localized onto stage 1 (upper stage).

shapes, despite the mistuning induced by interstage coupling. Hence, by examining the

multi-stage mode shapes with respect to stage participation, zero crossings (for nodal di-

ameter designation), and, for certain particularly non-obvious system modes, single-stage

versus multi-stage natural frequency proximity, the multi-stage modes could be divided

into stage 1 and stage 2 frequencies as shown in Figs. 7.6 and 7.7. It should be noted that

this identification process may be infeasible for more realistic models that may feature

both more system modes and much more complex eigenfrequency veering regions. How-

ever, the stage identification is carried out here in order to better demonstrate the effect of

interstage coupling relative to traditional single-stage analyses.

For the identified stage 1 multi-stage natural frequencies in Fig. 7.6, it is observed

that the interstage coupling does not significantly alter the global characteristics from a



165

0 1 2 3 4 5 6
0

1

2

3

4

5

6

7

8

Nodal Diameter

E
ig

en
fr

eq
ue

nc
y 

 [k
H

z]

 Stage 1

Veering Region

1F

1A

2F

1T

Multi−stage 
Single−stage
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Figure 7.8: Tuned multi-stage mode shapes 54 and 83, as represented by the normalized
deflection for one DOF at each blade tip.

clamped interstage single-stage representation. Clearly, however, the disk is more flex-

ible in the multi-stage model, which is manifested by the slight shift downwards of the

disk-dominated modes. In contrast, the blade-dominated are practically unchanged. The

shift of disk-dominated modes is also observed for stage 2 in Fig. 7.7. For stage 2, how-

ever, the inclusion of multi-stage effects clearly has a more dramatic effect on the global

characteristics as well. From having a group of three relatively close families of distinctly

blade-dominated modes in the single-stage representation, the multi-stage model exhibits

the presence of a second family of disk-dominated modes in the lower harmonics of this

region, due to the added disk flexibility. This is clearly a drastic change in the free vibra-

tion characteristics that is certain to affect the stage 2 forced response for excitations in

this region.

An important implication of the modified disk flexibility is that the characteristics of

the eigenfrequency veerings are also modified. An example of an affected eigenfrequency
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veering region is highlighted in Fig. 7.6. This veering modification means that the mix-

ture of blade and disk dominance, (i.e., the disk-blade modal interaction) among the two

mode pairs representing the veering is altered. As mentioned in the introduction, this

modification of the disk-blade modal interaction may have a critical impact on mistun-

ing sensitivity. For instance, consider the mistuned single- and multi-stage mode shapes

in Fig. 7.9, which correspond in natural frequency order to the tuned multi-stage mode

shapes depicted in Fig. 7.8. As illustrated in Fig. 7.9, the stage 1 mistuned mode shapes

(mode 54) are very different for single- and multi-stage representations. However, the two

representations do exhibit similar levels of “localization”, or lack thereof. On the other

hand, the levels of localization exhibited by the mistuned stage 2 mode shape (mode 83) in

single- and multi-stage representations are vastly different. Here, the single-stage model

predicts a strongly localized mode, while the “actual” multi-stage mode shape exhibits a

much milder deviation from a tuned, spatially extended behavior. Thus, from a mistun-

ing sensitivity perspective, multi-stage dynamic analyses may be needed in order to yield

sufficiently accurate representations of disk flexibility and structural interstage coupling.

This will be explored further in the sections to follow.

7.3.2 Forced Response

The forced response examples included in this section are based on stage-wise inde-

pendent engine order excitations, which are harmonic in time and differ only in phase

from blade to blade. The engine order excitations are applied to one stage at a time. This

will isolate and better demonstrate the effects of interstage coupling, as it eliminates any

subresonances that may be induced by adjacent stage excitations. Specifically, stage 1

is subjected to an engine order 10 (10E) excitation in the frequency range 4–5 kHz, and

stage 2 is subjected to an engine order 15 (15E) excitation in the frequency range 5–6 kHz.
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Figure 7.9: Mistuned single- and multi-stage mode shapes 54 and 83, as represented by
the normalized deflection for one DOF at each blade tip.

As indicated by the employed engine orders, it is here assumed that the pressure wakes

behind the stationary vanes immediately upstream are the dominating sources of excita-

tion. Whereas this excitation may be realistic from an engine order perspective, the blade

surface force applied here is highly unrealistic: a single point load on one blade tip node

in the axial direction (axis of rotation). However, while unrealistic, it is quite adequate

for demonstrative purposes. Furthermore, note that the applied engine order excitations

are equivalent to counterrotating engine order 2 (-2E) and 1 (-1E) excitations for stages 1

and 2, respectively. Hence, the applied excitations will pass through the harmonic 2 veer-

ing region of stage 1 (see Fig. 7.6), and through the harmonic 1 region of stage 2 that

exhibited a drastic change in the free vibration characteristics due to interstage coupling

(see Fig. 7.7).

Figures 7.10 and 7.11 depict each stage’s response amplitudes resulting from the above

excitations. The amplitudes are here represented by the axial displacement magnitude
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Figure 7.10: Stage 1 forced response from engine order 10 excitation (10E=-2E), using
tuned and mistuned finite element single- and multi-stage models.

of one blade tip node for the maximum responding blade in each stage. As shown in

Fig. 7.10, the shift in disk flexibility due to interstage coupling observed in Fig. 7.6 re-

sults in a significantly changed veering response behavior for stage 1. From the tuned

response, it is clear that the added disk flexibility has moved the mode pairs comprising

the veering to lower resonant frequencies. Furthermore, the upper mode pair, which was

clearly disk-dominated in the single-stage representation, exhibits much more blade par-

ticipation in the multi-stage response. Conversely, the lower mode pair goes from being

distinctly blade-dominated to having significant disk participation. As a consequence, the

disk-blade modal interaction has changed to make the sensitivity to mistuning much less

pronounced. This is clearly demonstrated by the mistuned results depicted in Fig. 7.10,

where the maximum amplitude magnification due to blade mistuning goes from 48% in

the clamped interstage case to only 25% in the multi-stage case.

Moreover, note that even when disregarding blade mistuning, the interstage coupling
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Figure 7.11: Stage 2 forced response from engine order 15 excitation (15E=-1E), using
tuned and mistuned finite element single- and multi-stage models.

has a very significant effect on tuned response amplitude levels. The maximum tuned

response amplitude for the single-stage model is as much as 54% larger than for the multi-

stage model. Hence, a design based on the tuned single-stage response with applicable

safety factors, would in reality (i.e., in a multi-stage assembly) enjoy an additional safety

factor in this particular case. However, it must be emphasized that the design-endangering

opposite scenario might be just as likely to occur for other models.

The stage 2 forced response depicted in Fig. 7.11 demonstrates a similarly dramatic

change in response behavior due to interstage coupling. Here, the blade-dominated har-

monic 1 mode pair at 5620 Hz has “disappeared” in favor of two more disk-dominated

mode pairs at approximately 5270 Hz and 5890 Hz, respectively. The increased disk dom-

inance leads to a maximum tuned response amplitude for the multi-stage model that is 50%

lower than that of the single-stage stage 2 model, which features a more blade-dominated

response. Note that the stage 2 excitation case exhibits negligible mistuning sensitivity for
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both single- and multi-stage representations. Also, note that the blade-dominated family

of modes at 5320 Hz does not respond to the applied excitation, since the edgewise blade

motion (1A; see Fig. 7.7) of this mode family cannot be excited by the applied force.

An interesting observation is the existence of subresonances for the multi-stage model

in both tuned and mistuned configurations. For instance, consider the subresonance ap-

pearing for stage 1 in Fig. 7.10 at 4295 Hz. At this resonant frequency, the response is

dominated by the motion of a mixed disk-blade two-nodal-diameter mode pair (modes 47

and 48 in Fig. 7.4) with a stage 1 to stage 2 participation ratio of approximately 1:4, and is

thus localized to stage 2. Hence, even though the driving excitation is applied to the least

responsive part of this pair of system modes, stage 1’s mode participation is sufficient

to generate resonance. A similar instance of subresonance occurs also for stage 2 near

5310 Hz, as seen in Fig. 7.11. This observation is important, since it demonstrates that

the capture of interstage flexibility alone may not be enough — adjacent stage dynamics

may also impact significantly the “true” dynamic behavior of a stage in a multi-stage rotor

assembly.

7.4 Veering Response Sensitivity

7.4.1 Effects of Disk Flexibility

In this section, the influence of disk flexibility is investigated in more detail. This study

is motivated by the significant differences in eigenfrequency veering characteristics and re-

sponse that resulted from interstage-coupling-induced changes in disk flexibility shown in

the previous section. The effective disk flexibility is determined by design (geometry),

material, boundary conditions (interstage coupling), and operating conditions (excitation

engine orders, centrifugal stiffening). Hence, while interstage coupling has significant im-

pact as shown in the previous section, it is only one contributing factor out of several.
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Figure 7.12: Detailed view over the stage 1 eigenfrequency veering region indicated in
Fig. 7.6 (single-stage) using a pseudo-continuous interblade phase angle de-
scription for varying levels of disk flexibility (E = Young’s modulus).

However, a full-scale parametric study involving all factors is far beyond the scope of this

paper. Thus, to limit the simulation space, a clamped interstage single-stage representa-

tion of stage 1 is considered, where Young’s modulus (E) in the disk part is modified to

artificially simulate one or more of these factors.

Figure 7.12 shows the detailed behavior of the stage 1 model in the eigenfrequency

veering highlighted in Fig. 7.6 for different values of disk Young’s modulus. Note that

100%E corresponds to the stage 1 model used in Section 7.3. The results in Fig. 7.12

were obtained using the pseudo-continuous interblade phase angle representation outlined

in Bladhet al. [66], which enables computation of fictitious non-integer harmonic (nodal-

diameter) modes. This approach can be used effectively to obtain approximations of local

veering characteristics, such as local veering curvatures and a veering’s true distance to

an integer engine order excitation. The local lower (negative values) and upper (positive
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Figure 7.13: Upper and lower eigenfrequency curvatures in the stage 1 veering region in-
dicated in Fig. 7.6 (single-stage) using a pseudo-continuous interblade phase
angle description for varying levels of disk flexibility (E = Young’s modulus).

values) veering curvatures pertaining to the disk flexibility levels in Fig. 7.12 were com-

puted using a standard fourth order finite difference scheme and are plotted in Fig. 7.13. As

demonstrated by Fig. 7.12, the main effect of decreasing the disk flexibility (i.e., increasing

E) is to shift the location of the veering to lower interblade phase angles or nodal diame-

ters (i.e., from right to left), while the upward shift in blade-dominated mode frequencies

is marginal. This is consistent with the modifying effect of the interstage coupling on disk

flexibility observed in the previous section. Furthermore, it is clear from the resulting cur-

vatures in Fig. 7.13 that the disk flexibility variations have a rather mild effect on the local

curvatures, as the obtained maximum curvatures do not change significantly.

An important effect of the veering shift observed in Figs. 7.12 and 7.13 is that, as the

disk flexibility is decreased (i.e., increasingE), the lower integer harmonic (actual) mode

pair will go from disk-dominated (on slanted line) to blade-dominated (on horizontal line)
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Figure 7.14: Tuned stage 1 forced response from engine order 10 excitation (10E=-2E) us-
ing the single-stage finite element model for varying levels of disk flexibility
(E = Young’s modulus).

via a mixed disk-blade mode type, and vice versa for the upper mode pair. Hence, at

some disk flexibility level, when the center of the veering is located at integer harmonic

two, both upper and lower mode pairs will be of the mixed disk-blade type. This has a

strong impact on the tuned forced response through the veering, as shown in Fig. 7.14.

As the lower mode pair goes from being largely disk-dominated to blade-dominated, its

resulting maximum blade tip response amplitudes increase monotonically, while, logically,

the opposite trend is observed for the upper mode pair response.

Interestingly, the mistuned responses depicted in Fig. 7.15 indicate that the maximum

mistuned response amplitude does not exhibit this monotonic behavior. Instead, there ex-

ists some intermediate disk flexibility level, or, equivalently, veering-excitation proximity

level, for which the amplification due to mistuning (i.e., the ratio of mistuned to tuned re-

sponse) has a local maximum. To further elucidate the significance of the veering shift, the

maximum tuned and mistuned responses were obtained as a function of closely spaced val-
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Figure 7.15: Mistuned stage 1 forced response from engine order 10 excitation (10E=-2E)
using the single-stage finite element model for varying levels of disk flexibil-
ity (E = Young’s modulus).
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Figure 7.16: Stage 1 maximum tuned and mistuned forced responses from engine order 10
excitation (10E=-2E) as function of disk flexibility (E = Young’s modulus)
using the single-stage finite element model.
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Figure 7.17: Mistuned response amplitude magnification from engine order 10 excitation
(10E=-2E) for the stage 1 finite element model (single-stage) as function of
disk flexibility (E = Young’s modulus), plus the local eigenfrequency veering
characteristics (uniformly scaled): maximum veering curvature, and distance
between veering and applied excitation.

ues of disk Young’s modulus. These results are shown in Fig. 7.16, where both tuned and

mistuned responses from veering (-2E) excitation are shown to exhibit a distinct minimum

for a specific flexibility level. Looking at the resulting mistuned-to-tuned amplifications

in Fig. 7.17, it is observed that the flexibility level of minimum amplification corresponds

to the case of a perfectly centered veering. Furthermore, Fig. 7.17 clearly demonstrates

the existence of intermediate disk flexibility/veering-excitation proximity levels that yield

local amplification maxima on either side of a perfectly centered veering.

While the findings in this section are thoroughly consistent, much work remains to

get a clear picture of mistuning sensitivity, and, in particular, to get a firm basis for its

quantification. However, the findings in this section support the hypothesis that mistuning

sensitivity maxima are obtained for a delicate balance of disk and blade participation in
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the highest-responding eigenfrequency veering mode pair. It is hypothesized that signifi-

cant flexible blade motion is needed to “absorb” the engine order excitation applied to the

blades, which will then amplify the elastic differences in the blades (blade mistuning). The

disk motion is needed to communicate the vibration energy between sectors, leading to a

transfer of energy from low-responding blades to high-responding blades. For a scenario

in which the mode pair is too disk-dominated, the elastic discrepancies among the blades

will not be sufficiently amplified due to mostly disk-induced rigid-body participation of

the blades, hence the relative insensitivity to mistuning. In the other extreme, where the

mode pair is too blade-dominated, the relative insensitivity to mistuning is instead due to

the fact that sector-to-sector communication is largely disabled by the minimal disk partic-

ipation, even though the elastic blade differences are amplified. The proposed hypothesis

does not necessarily contradict existing ideas concerned with veering characteristics (lo-

cal curvature, veering-excitation proximity, etc.). However, if true, this consideration may

potentially make the issue of defining a quantitative measure of mistuning sensitivity even

more delicate. On the other hand, it may allow the analyst to more quickly identify poten-

tially “dangerous” veerings.

7.4.2 Effects of Interstage Coupling

In this section, it will be investigated whether there are some types of “standard” inter-

stage boundary conditions that will result in single-stage dynamic characteristics that could

be adequate for practical purposes. Clearly, it would be desirable to avoid multi-stage anal-

yses as far as possible, since they add significant complexity in terms of modeling, and, in

addition, make the task of interpreting the results more cumbersome.

As mentioned in the introduction, current practice is to analyze each rotor stage inde-

pendently, using a set of interstage boundary conditions that the analyst feels will best de-
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Figure 7.18: Natural frequencies versus number of nodal diameters for the tuned stage 1
rotor model using different interstage boundary conditions, plus identified
harmonics of the “tuned” two-stage model.

scribe the constraints imposed by adjacent stages. Typically, this implies imposing either

fully clamped conditions or axial restraints alone, or, in more elaborate cases, modeling

of adjacent stages as uniformly distributed masses and stiffnesses (to preserve cyclicity).

Clearly, the latter modeling approach will benefit from moving local boundary effects

well away from the part of interest by virtue of Saint-Venant’s principle [67]. However,

it will not take into account the incompatible harmonics of adjacent stages, and thus the

interstage-coupling-induced mistuning.

Figure 7.18 depicts the tuned natural frequencies versus the number of nodal diameters

for various plausible, “standard” interstage boundary conditions — i.e., combinations of

fixed radial (r), tangential (�), and axial (z) directions — using the stage 1 model, plus the

corresponding results for the two-stage model. Note that the models used for this case are

the same as those in Section 7.3. As shown in Fig. 7.18, the imposed boundary constraints
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Figure 7.19: Detailed view over the eigenfrequency veering region indicated in Fig. 7.18.

yield a reasonable description of the “global” vibration characteristics of stage 1 compared

to the results obtained with the multi-stage model. However, these approximate boundary

conditions do not provide consistent representations in the eigenfrequency veerings, and

thus fail to accurately describe the interaction between families of disk-dominated modes

(slanted lines) and blade-dominated modes (horizontal lines). This unfortunate circum-

stance is clearly demonstrated in Fig. 7.19, which depicts a detailed view over the fre-

quency veering region indicated in Fig. 7.18. As shown, the upper disk-dominated mode

pair is fairly well represented by all boundary approximations, except for fully clamped

conditions. In contrast, the approximate representations of the lower mode pair exhibit

significant discrepancies from the “true” multi-stage behavior. While the fully clamped

approximation predicts an overly blade-dominated mode pair, the others predict too much

disk dominance. This is clearly a vital deficiency, since the disk-blade modal interaction

in veering regions is a critically important factor in determining a design’s sensitivity to
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mistuning, as shown in Section 7.4.1.

Figures 7.20 and 7.21 depict the forced response resulting from an excitation through

the veering in Fig. 7.19 (-2E). As expected, the upper resonance is approximated reason-

ably well by all the relaxed boundary conditions, since they also gave reasonable predic-

tions of the free modes of vibration. For the lower resonance, the approximations are well

off in terms of the resonant frequencies, which follows from the relatively wide scattering

of the predicted eigenfrequencies in Fig. 7.19. Note, however, that the relaxed bound-

ary conditions nevertheless yield reasonably accurate predictions of the maximum tuned

response, since these are disk-dominated responses. In the mistuned case, the relaxed ap-

proximations tend to exaggerate the amplification due to mistuning, but they still provide

reasonable approximations of the maximum mistuned response amplitude. Note that in

both the tuned and mistuned cases, the clamped condition does not yield responses that

are even reasonably close to the multi-stage responses. It also worth mentioning that, for

obvious reasons, the single-stage approximations are unable to display any subresonances

induced by adjacent stage dynamics exhibited by the multi-stage model.

It is realized that the model used in this study is highly simplified, and thus, it may not

be representative of multi-stage effects for more realistic models. Therefore, in an effort

to prove the findings of this study more general, two additional multi-stage cases are pre-

sented in this section, in which the stiffness of the disks and interstage rims is significantly

different from the original model. For the first case, the stiffness of the disks and interstage

rims is increased uniformly by using a Young’s modulus (E) that is four times higher than

that of the original model. From plate vibration theory (e.g., Meirovitch [45]), it is found

that plate modal stiffness follow!2 / Eh2, whereh is the plate thickness. Hence, in

an approximate sense, the four-fold increase in Young’s modulus corresponds to a model

with a two-fold increase in thickness for the disks and interstage rims. In the second case,
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Figure 7.20: Stage 1 tuned finite element forced responses from engine order 10 excitation
(10E=-2E) using different interstage boundary conditions, plus the “tuned”
multi-stage finite element response.
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Figure 7.21: Stage 1 mistuned finite element forced responses from engine order 10 ex-
citation (10E=-2E) using different interstage boundary conditions, plus the
blade mistuned multi-stage finite element response.
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Figure 7.22: Detailed view over the eigenfrequency veering region indicated in the in-
serted plot of global free vibration characteristics (upper left). Included data
is for the tuned stage 1 rotor model using different interstage boundary con-
ditions, plus identified harmonics of the “tuned” two-stage model, with a
four-fold increase of Young’s modulus in the disk plus interstage rims.

only Young’s modulus of the disks are increased by a factor four, while the interstage rims

are unchanged. While this is clearly a very artificial way to alter a model, these two ad-

ditional cases are nevertheless believed to establish that similar interstage coupling effects

are likely to occur even though model characteristics may differ significantly.

An important observation made for both these additional cases is that the interstage-

coupling-induced mistuning here results in slight deterioration of the spatially extended

characteristic for a few blade-dominated modes of higher harmonics. Hence, the stiffer

disks increase the mistuning sensitivity of the two-stage model significantly, considering

the extremely low level of mistuning that is being induced by the interstage coupling.

Furthermore, since the eigenfrequency veering region under investigation in this section

is located at lower harmonics, the harmonics of the modes surrounding the veering are

readily identified in spite of this deterioration.
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Figure 7.23: Stage 1 tuned finite element forced responses from engine order 11 excitation
(11E=-1E) using different interstage boundary conditions, plus the “tuned”
multi-stage finite element response, with a four-fold increase of Young’s
modulus in the disk plus interstage rims.

The uniform stiffening of the entire disks leads to drastically different free vibration

characteristics, as shown in Fig. 7.22. The significantly stiffer stage 1 disk has shifted the

disk-dominated modes to higher frequencies to form a harmonic 1 veering instead of the

original harmonic 2 veering. Moreover, it is observed from Fig. 7.22 that the features of

the veering and the boundary approximations are reversed in this case. Here, the boundary

approximations exhibit significant discrepancies for the upper (disk-dominated) mode pair,

while the lower mode pair has too much blade dominance to be affected by the differing

disk flexibilities to any significant extent. Consequently, the approximations of the lower

blade-dominated resonance are tightly clustered in frequency, as depicted in Fig. 7.23.

Note, however, that all approximate boundary conditions predict similarly exaggerated

tuned maximum resonant amplitudes, overshooting the true multi-stage amplitude by 12–

21%.

When stiffening only the disks without the interstage rims, the free vibration charac-
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teristics are similar to the previous case in that the veering occurs at harmonic 1. How-

ever, upon closer examination, the local veering characteristics are found to be drastically

different, as depicted in Fig. 7.24. The more flexible interstage rims have shifted the disk-

dominated modes to slightly lower frequencies relative to the previous case. Therefore,

the veering is now comprised of an upper disk-dominated mode pair and a lower mode

pair that is very close to having significant disk participation. In this case, it is particularly

notable how well the natural frequency of the more blade-dominated lower mode pair is

approximated by the fully clamped condition, while the relaxed boundary conditions are

well off target. Recall that the fully clamped condition resulted in the worst approxima-

tions in the original disk flexibility case. However, for the upper mode pair, it is again

the clamped approximation that is the most off target. Hence, as shown in Fig. 7.25, the

clamped condition predicts the true multi-stage resonant frequency very well. However,

it is still off considerably in terms of expected maximum amplitude. The relaxed bound-

ary conditions, on the other hand, are well off target in terms of resonant frequency, and,

except for the “Fixed�; z” case, well off in terms of maximum resonant amplitude as well.

The examples presented in this section demonstrate that interstage coupling and ad-

jacent stage dynamics have a significant impact on free and forced response behavior for

multi-stage rotor models with widely different characteristics. Furthermore, these exam-

ples show that there is no “standard” interstage boundary condition to be used in single-

stage analysis that will consistently yield sufficiently good approximations of true multi-

stage behavior. Rather, the performance of such boundary conditions is governed by local

veering characteristics, including disk-blade mode dominance, and can therefore only be

employed with confidence (if at all) on a case-to-case basis.
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Figure 7.24: Detailed view over the eigenfrequency veering region indicated in the in-
serted plot of global free vibration characteristics (upper left). Included data
is for the tuned stage 1 rotor model using different interstage boundary con-
ditions, plus identified harmonics of the “tuned” two-stage model, with a
four-fold increase of Young’s modulus in the disk alone.
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Figure 7.25: Stage 1 tuned finite element forced responses from engine order 11 excitation
(11E=-1E) using different interstage boundary conditions, plus the “tuned”
multi-stage finite element response, with a four-fold increase of Young’s
modulus in the disk alone.
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7.5 Conclusions

This paper explored the effects of multi-stage coupling on the dynamics of bladed

disks with and without blade mistuning. Both free and forced responses of an example

two-stage finite element rotor were examined.

Several important implications of multi-stage coupling were identified in this work.

One important observation was that disk mistuning is inherent in the coupled multi-stage

system, due to different numbers of sectors for adjacent stages. Furthermore, the re-

ported work demonstrated the importance of proper treatment of interstage (stage-to-stage)

boundaries in order to yield adequate capture of a design’s disk-blade modal interaction

in eigenfrequency regions, also denoted structural interblade coupling. The modifications

to the disk-blade modal interactions resulting from structural interstage coupling effects

were found to have a significant impact on (a) tuned responses due to excitations passing

through eigenfrequency veering regions, and (b) a design’s sensitivity to blade mistuning.

Hence, the findings in this paper suggest that multi-stage analyses may in fact be required

when excitations are expected to fall in or near eigenfrequency veering regions or when

the sensitivity to blade mistuning is to be adequately accounted for.

Furthermore, the observations in this paper support the hypothesis that mistuning sen-

sitivity maxima are obtained for a delicate balance of disk and blade participation in the

highest-responding eigenfrequency veering mode pair. Significant flexible blade motion

is needed to “absorb” the applied engine order excitation, which will then amplify the

structural differences in the blades. The disk motion is needed to communicate the vibra-

tion energy between sectors, leading to vibration energy localization by partial reflections.

This consideration may allow the analyst to more quickly identify potentially “dangerous”

eigenfrequency veerings.



187

The found sensitivity of eigenfrequency veering response complicates significantly the

dynamic analysis of multi-stage rotor systems. These findings suggest that multi-stage

analyses should be performed when excitations are expected to fall in or near eigenfre-

quency veering regions. However, the found sensitivity also opens up the possibility of

reducing the severity of unfavorable excitation cases by re-designing the disk(s) and inter-

stage connectivity. The relatively drastic effects of such modifications illustrated in this

work indicate that the design modifications required to alleviate veering-related response

problems may be less comprehensive than what might have been expected.



CHAPTER VIII

Reduced Order Modeling Techniques for Dynamic
Analysis of Mistuned Multi-Stage Turbomachinery Rotors

Recent findings indicate that structural interstage (stage-to-stage) coupling in multi-

stage rotors can have a critical impact on bladed disk dynamics by altering significantly

the flexibility of the disk. This affects local eigenfrequency veering characteristics, and

thus a design’s sensitivity to mistuning. In response to these findings, two reduced order

modeling techniques are presented that accurately capture structural interstage coupling

effects, while keeping model sizes at practical levels. Both free and forced responses of an

example two-stage rotor are examined using novel component-mode-based reduced order

modeling techniques for mistuned multi-stage assemblies. Both techniques employ an in-

termediate multi-stage model constructed by component mode synthesis (CMS), which is

further reduced by either: (a) partial secondary modal analyses on constraint-mode parti-

tions; or (b) a full-scale secondary modal analysis on the entire multi-stage CMS model.

The introduced techniques are evaluated using finite element results as a benchmark. The

proposed reduced order modeling techniques are shown to facilitate accurate multi-stage

modeling and analyses with or without blade mistuning, using only computationally inex-

pensive modal data from a cyclic disk sector and a single blade per stage. It is concluded

that a combination of approaches (a) and (b) is the most promising and practically feasible

188
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approach to the computationally efficient and accurate modeling of the dynamics of mis-

tuned multi-stage rotor assemblies. Furthermore, by alleviating the restriction to single-

stage analyses, the multi-stage modeling techniques will enable engineers to analyze the

dynamics of mistuned turbomachinery rotor assemblies with greater confidence.

8.1 Introduction

In studies of bladed disk vibration, the analyses are typically based on single-stage

models, in which the effects of adjacent stages are approximated by static interstage (stage-

to-stage) boundary conditions. Hence, the structural interstage coupling, as well as the

dynamics of adjacent rotor stages, are to a large extent ignored in such analyses. Recent

findings by Bladhet al. [1] indicate that interstage coupling can have a critical impact on

bladed disk dynamics by altering significantly the flexibility of the disk. This affects local

eigenfrequency veering characteristics, and thus interstage coupling is an important and

potentially decisive factor in determining a design’s sensitivity to mistuning. However,

while the efficient modeling of mistuned single-stage dynamics has received relatively

wide attention in the recent literature (Castanieret al. [20]; Yang and Griffin [68]; Moy-

roudet al. [69]; Bladhet al. [70, 71]), the authors are not aware of any efforts to model

the dynamics of mistuned multi-stage rotor assemblies.

To improve upon this situation, the focus of this paper is on the development of two

related reduced order modeling approaches for computationally feasible dynamic analy-

ses of mistuned multi-stage rotor systems. The two introduced reduced order modeling

techniques facilitate accurate multi-stage modeling and analyses featuring blade mistun-

ing, using inexpensive modal data from a cyclic disk sector and a single blade per stage.

The techniques are quite general in that the single-stage models could be derived using

any Component Mode Synthesis (CMS) formulation, with only a minimum of modifi-
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cations. The single-stage representations employed here are based on the cyclic CMS

implementation recently developed by Bladhet al. [70], which uses the classical CMS

technique formulated by Craig and Bampton [29]. Moreover, both approaches are based

on single-stage models with clamped interstage boundaries, which are coupled together

through static constraint modes for all interstage degrees of freedom. One of the proposed

formulations then utilizes partial secondary modal analyses on the disk-to-blade and the

stage-to-stage interface matrix partitions, from which truncated sets of so-called “charac-

teristic constraint modes” (see Tanet al. [61]) are retained for significant further model

reduction. The second approach uses a full-scale secondary modal analysis on the entire

multi-stage CMS model, analogous to the single-stage secondary modal analysis reduction

technique (SMART) that was developed by Bladhet al. [70]. It is important to note that

in both formulations, the resulting reduced order models are exclusively in generalized

(modal) coordinates. Thus, the final sizes of the reduced order models are in both cases

independent of the size of the parent finite element models, which may be of arbitrary

complexity.

This paper is organized as follows. Section 8.2 outlines the proposed reduced order

modeling formulations. Section 8.3 presents a test case in which the introduced techniques

are applied to the dynamic analysis of a simple two-stage finite element model, including

brief modal convergence studies that aid in setting up the reduced order models. The

results presented in Section 8.3 serve to validate the reduced order modeling approaches

in the free and forced response, with and without blade mistuning. Important conclusions

from this study are summarized in Section 8.4.
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8.2 Reduced Order Modeling Techniques

The proposed techniques employ as their basis a cyclic implementation of the classical

Craig-Bampton (C-B) CMS method [29, 62, 24]. The cyclic C-B implementation for

single-stage models was thoroughly outlined in Bladhet al. [70], and therefore it will

not be repeated in detail. However, the subsequent multi-stage coupling mandates certain

modifications to the single-stage theory. Hence, in the following, important differences

for the single-stage CMS model are first described, followed by two related extensions to

multi-stage reduced order modeling.

Disk-blade interface:γ

Blade interior:  B

Independent cyclic disk interface:  α

Dependent cyclic disk interface:  β

Disk interior:  D

Interface to next rotor stage (i+1):  τ

Interface to previous rotor stage (i-1):  σ

Figure 8.1: Substructuring approach and index notation for thei
th rotor stage.
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8.2.1 Single-Stage CMS Model

A tunedN -bladed disk assembly can be divided intoN identical blades (b) and one

disk component (d), where it is assumed that the disk features cyclic symmetry (i.e.,N

identical sectors). A disk sector and a blade component are depicted in Fig. 8.1, which also

outlines the used index notation for the components and the interfaces with neighboring

components.

The fundamental difference between the single-stage formulation in Bladhet al. [70]

and the current work is that the interstage degrees of freedom (DOF) must be retained

as active DOF in the multi-stage CMS model. This implies that the total set of inter-

face DOF, which is here denoted�, includes the interstage DOF sets (�,� ), in addition

to the disk-blade interface DOF set (). Note that cyclic constraints must be applied

to those interstage DOF that are located on the fringe of the cyclic disk interfaces (see

Bladhet al. [70] for details). With this setup, the cyclic C-B component formulation given

in Bladh et al. [70] may be followed exactly by letting all partitions pertaining to the�

DOF-set be sub-partitioned as:

� =

8>>>>>>><
>>>>>>>:



�

�

9>>>>>>>=
>>>>>>>;
: (8.1)

In the cyclic C-B implementation, the disk motion is represented as a linear combi-

nation of cyclic normal modes of the disk component with all interstage and disk-blade

interface DOF held fixed,
�
~�d; ~�

h
d

�
, and cyclic static constraint modes,~	h

d. The latter

mode set is comprised of the static shapes of the disk component due to successive unit

displacements of each interface DOF with all other interface DOF held fixed. The two

mode sets are obtained for all harmonicsh = 0; : : : ; P , whereP is the highest possible

harmonic for anN -bladed disk, defined asP = int [N=2]. Note that this implies that the
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constraint modes pertaining to the interstage DOF (a subset of~	h
d) will also be in cyclic

format. Also, note that the “tilde” notation is used throughout this paper to indicate when

a quantity is represented in cyclic coordinates.

The transformation from physical disk coordinates to C-B cyclic disk modal coordi-

nates,~pd, yields the C-B mass and stiffness matrices for the disk component:

~�d =

2
664 I ~�dc

~�Tdc ~�cc;d

3
775 ~�d =

2
664
~�d 0

0 ~�cc;d

3
775 ; (8.2)

where

~�dc = ~Bdiag
h=0;:::;P

h
~�hT

d

h
~Mh
d;SS

~	h
d + ~Mh

d;S�

ii

~�cc;d = ~Bdiag
h=0;:::;P

h
~	hT

d

h
~Mh
d;SS

~	h
d + ~Mh

d;S�

i
+ ~MhT

d;S�
~	h
d + ~Mh

d;��

i

~�cc;d = ~Bdiag
h=0;:::;P

h
Kh
d;�� +KhT

d;S�	
h
d

i
:

~Bdiag [�] denotes a pseudo-block-diagonal matrix (see Appendix B), with the argument

being thehth “block”, and the range of harmonics,h, is shown. Note that there is no

coupling between the harmonics due to the orthogonality of the cyclic modes. More-

over, the physical (c) matrix partitions appearing in Eq. (8.2) follow the formulation in

Bladhet al. [70], with the added sub-partitioning of the�-partitions as set forth in Eq. (8.1).

The condensed matrices in Eq. (8.2) are thus the C-B representation of a disk with free in-

terstage boundaries.

In a similar fashion, the motion of each blade is represented as a linear combination

of normal modes of the blade component clamped at the disk-blade interface,(�b;�b),

and a complete set of static constraint modes,	b. Recall that the blades are assumed

identical (tuned) at this point, and that the blades are not coupled other than through the

disk (unshrouded blades). It is therefore sufficient to look at a single blade and then expand

to theN blades in the assembly.
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The transformation from physical blade coordinates to C-B blade modal coordinates,

pb, yields the C-B mass and stiffness matrices expanded for allN blade components:

��b =

2
664 I I
 �bc

I
 �Tbc I
 �cc;b

3
775 ��b =

2
664 I
�b 0

0 I
 �cc;b

3
775 ; (8.3)

where

�bc = �T
b

h
Mb

BB	b +Mb
B

i

�cc;b = 	T
b

h
Mb

BB	b +Mb
B

i
+MbT

B	b +Mb


�cc;b = Kb
 +KbT

B	b;

and the symbol
 denotes the Kronecker product (see Appendix A).

The single-stage synthesis is achieved by satisfying displacement compatibility over

the disk-blade interfaces, which leads to the constraint:

�xb = pb = (F
 I) ~pd = F̂~pd = �xd ; (8.4)

whereF is the real-valued Fourier matrix defined in Appendix B. Enforcing this constraint,

and separating the disk’s physical interface (c) partitions into interstage (�,� ) and disk-

blade interface () DOF, the synthesized system matrices for a single stage have the form:

S =

2
66666664

S�� S�s S��

ST�s Sss Ss�

ST�� STs� S��

3
77777775
; (8.5)

whereS isK orM. The blocks pertaining to the interstage DOF towards the next stage
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(� ) are:

M�� = ~��� K�� = ~���

Ms� =

2
66666664

~�d�

~��

0

3
77777775

Ks� =

2
66666664

0

~��

0

3
77777775

M�� = ~��� K�� = ~���

; (8.6)

and similarly for the� DOF. The center partition in Eq. (8.5) corresponds to the C-B con-

densed mass and stiffness matrices for a rotor stage with clamped interstage boundaries:

Mss =

2
66666664

I ~�d 0

~�Td ~�;d + I
 �cc;b F̂T
�
I
 �Tbc

�

0 (I
 �bc) F̂ I

3
77777775

Kss =

2
66666664

~�d 0 0

0 ~�;d + I
 �cc;b 0

0 0 Kcb
bb

3
77777775
; (8.7)

where

Kcb
bb = Bdiag

n=1;:::;N

"
diag

h
1 + �kn

i
k=1;:::;mb

�b

#
: (8.8)

Note that the formulation now includes blade mistuning in the form of Eq. (8.8). Intro-

ducing mistuning this way implies that blade mistuning is modeled by offsets in modal

stiffnesses� — or, equivalently, offsets in natural frequencies! — of the blades while

fixed at the disk-blade interface (cantilevered). Furthermore, the modal stiffnesses of the

mb retained cantilevered blade modes may be mistuned individually in this formulation.

When considering variations in Young’s modulus as the only source of blade mistuning,

the mistuning parameter�kn is replaced by�n, which then represents the offset of Young’s

modulus from its nominal value for thenth blade.
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8.2.2 Engine Order Excitation Force

In this work, the external sources of excitation on the rotor stages are assumed to be

stage-wise independent engine order excitations, which are harmonic in time and differ

only in phase from blade to blade. The phase at thenth blade,'n, is then given by:

'n =
2�C(n� 1)

N
; (8.9)

whereC is the engine order of the excitation. The external force vector for one stage can

then be expressed as:

Q =
p
NeC+1 
 f ; (8.10)

whereeC+1 is the(C + 1)th column of the complex Fourier matrix defined in Appendix B,

and the column vectorf contains the forces on the interior (B) DOF of a fundamental blade.

The restriction to interior blade DOF is not an absolute requirement, but it leads to a more

compact formulation, and it should be sufficient from a practical perspective.

Projection of the blade component modes (�b and	b) onto the physical blade force

vector described in Eq. (8.10) while enforcing the constraints of Eq. (8.4) yields the non-
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zero modal force partitions

Fcb =

8>>>>>>><
>>>>>>>:

Fcbc

� � �

Fcbb

9>>>>>>>=
>>>>>>>;

=

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

0

...

0

p
NfTC;ceC+1 
	T

b f

p
NfTC;seC+1 
	T

b f

0

...

0

� � � � � � � � � � � � � � � � � �
p
NeC+1 
�T

b f

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

: (8.11)

Note how orthogonality between columns ofE andF of different interblade phase angles

simplifies the modal force partition pertaining to the constraint modes.

8.2.3 Multi-Stage Synthesis

Multi-stage assembly is achieved by requiring displacement compatibility over inter-

stage boundaries. Since the interstage DOF remain in cyclic coordinates, this is satisfied

by:

�xi+1� = F̂i+1~p
i+1
� = PiF̂i~p

i
� = �xi� ; (8.12)

whereF̂i is the real-valued Fourier matrix based on stagei’s number of blades,Ni. Pi is a

matrix containing a set of kinematic constraint equation coefficients (i.e., multi-point con-

straints in finite element terminology), which may be required to kinematically constrain

stagei + 1’s � interstage boundary DOF to their counterparts on stagei’s � boundary.

Keeping�xi� as active coordinate from Eq. (8.12), the system matrices of a synthesized
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chain of rotor stages is obtained schematically as:

Sm =

2
6666666666666664

... ... 0

... Si0 Si1 0

0 Si
T

1 Si+10 Si+11 0

0 Si+1
T

1 Si+20

...

0
... ...

3
7777777777777775

; (8.13)

where

Si0 =

2
664 S

i�1
�� +PsT

i S
i
��P

s
i PsT

i S
i
�s

Si
T

�sP
s
i Siss

3
775 Si1 =

2
664 P

sT

i S
i
�� 0

Sis� 0

3
775 :

Again,S isK orM, andPs
i+1 = F̂Ti+1PiF̂i is the interstage transformation matrix result-

ing from Eq. (8.12).

Certain important implications of the multi-stage synthesis process should be noted.

First, it is realized that adjacent stages will typically not have the same number of blades

(i.e., Ni+1 6= Ni). Hence, in general, the cyclicity of the single-stage representations is

therefore destroyed when stages are coupled together via Eq. (8.12). As an important con-

sequence, the coupling of the stages will thus inherently introduce some level of mistuning

to the system whenNi+1 6= Ni. Note that the interstage coupling induces disk mistuning,

rather than the more commonly considered blade mistuning. Second, it should be noted

that for large, industrial-size models with non-matching sector finite element meshes from

one stage to the next, the constraint coefficient matrixPi may be somewhat cumbersome

to generate. On the other hand, this process should be well suited for code implementa-

tion due to stage-wise spatial repetitiveness. Alternatively, the matrixPi can be avoided

altogether (i.e.,Pi = I) by making sure during modeling that the disk meshes match up

perfectly at the interstage boundary. However, it should be noted that this may yield im-

practically large models in cases where the numbers of blades on adjacent rotor stages are
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particularly incompatible (e.g., prime numbers).

8.2.4 Options for Secondary Condensation

The CMS model of the multi-stage rotor in its present form is not practical, since all

disk-blade interface and interstage DOF remain in the physical (finite element) domain.

For realistic models, the associated matrix partitions may be of considerable size, making

the CMS model unsuitable for comprehensive dynamic analyses. To remedy this, a sec-

ondary condensation is suggested. To this end, there are several plausible ways in which

to proceed, as outlined below.

Option 1: At first glance, it may seem plausible to use the promising full secondary

modal analysis with mistuning projection as presented for mistuned single-stage dynamics

in Bladhet al. [70] (single-stage SMART). This would yield small, manageable models of

the individual stages that could be coupled together via interstage constraint modes to form

a multi-stage assembly. However, when using fixed interstage single-stage representations,

the deformation space spanned by the disk component after the secondary condensation

is often severely limited. Typically, only a few disk-dominated modes in eigenfrequency

veering region(s) are retained in the single-stage SMART model. As a result, the model

cannot adequately represent the added flexibility of the disk in a multi-stage assembly,

despite the set of interstage constraint modes. Naturally, retaining secondary modes in

a significantly wider range to include more veerings that feature disk-dominated modes

would improve the model. Unfortunately, this would also quickly defeat the purpose of

the single-stage SMART approach.

Option 2: Perform secondary modal analyses on the partitions that remain in physical

coordinates, i.e., the constraint-mode partitions. The idea of secondary modal analyses

on the constraint-mode partitions of a traditional C-B model to form truncated sets of
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so-called “characteristic constraint modes” was recently formulated by Tanet al. [61]

for power flow analysis. This has been shown to reduce model sizes significantly, while

retaining a high level of accuracy. In this case, there are two types of constraint-mode

partitions present in the C-B model: stage-wise cyclic partitions pertaining to disk-blade

interfaces; and general structure partitions pertaining to interstage boundaries.

Option 3: Perform secondary modal analyses on the disk-blade constraint-mode plus

disk mode partitions, and on the interstage constraint-mode partitions. This way, only

the blade modal coordinates are kept intact for direct mistuning input. However, prior

experience with this approach has shown no advantages in size or modal convergence

compared to secondary modal analyses on the disk-blade interface partitions alone.

Option 4: Perform a full secondary modal analysis on the entire C-B multi-stage

model with stage-wise modal domain mistuning projections, analogous to the single-stage

SMART approach. The final multi-stage SMART model is likely to be minimal in size and

very accurate. However, a drawback of this approach is the size of the eigenvalue problem

that needs to be solved in order to obtain the secondary multi-stage modes.

In this study, options 2 and 4 have been selected as the most promising candidates, and

their theoretical formulations are presented below. Note that in the following, option 2 is

referred to as Characteristic Constraint Modes (CCM), and option 4 as Secondary Modal

Analysis Reduction Technique (SMART). The selected reduced order modeling processes

are depicted schematically in Fig. 8.2.

8.2.5 Characteristic Constraint Modes (CCM)

The constraint-mode partition for the disk-blade interface of each stage is represented

in cyclic coordinates. Therefore, the characteristic modes of the disk-blade interface of
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Multi-stage synthesis
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SMART:  
Craig-Bampton 
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Figure 8.2: Schematic representation of the reduced order modeling processes for the
Characteristic Constraint Modes (CCM) and the full Secondary Modal Analy-
sis Reduction Technique (SMART) approaches.

each stagei, ~ h;icc , are obtained successively for each harmonich as:

h
~K
cb;h;i
cc;d + ~K

cb;h;i
cc;b � !2

h
~M
cb;h;i
cc;d + ~M

cb;h;i
cc;b

ii
~ h;icc = 0; h = 0; : : : ; Pi; (8.14)

where

~K
cb;h;i
cc;d = K

h;i
d; +K

h;iT

d;S	
h;i
d;

~M
cb;h;i
cc;d = ~	

h;iT

d;

h
~M
h;i
d;SS

~	
h;i
d; + ~M

h;i
d;S

i
+ ~M

h;iT

d;S
~	
h;i
d; + ~M

h;i
d;

~K
cb;h;i
cc;b = �icc;b or

2
664 �icc;b 0

0 �icc;b

3
775 ;

and correspondingly for~Mcb;h;i
cc;b .

To study the response of a limited set of blade mode families, only a relatively small

number of interface modes is usually required for adequate accuracy. Typically, it is suf-

ficient to keep interface modes that represent interface motion due to blade torsion and
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flexural motion. This mode selection may be done manually, either by inspection of vi-

sualized shapes, or by the order of the interface generalized stiffnesses (usually, lower

generalized stiffness implies more “fundamental” interface motion). As a third option, the

modes may be selected in a more automated fashion via the commonly used Modal As-

surance Criterion (MAC) [63]. This implies selecting the modes based on how well they

conform with the global C-B eigenvectors of interest. The selected interface modes are

collected into a cyclic modal matrix~	s;i
cc, and the corresponding eigenvalues are collected

into a diagonal generalized stiffness matrix~�s;i
cc.

In a similar fashion, truncated sets of characteristic constraint modes are obtained for

all the stage-to-stage interfaces in the multi-stage C-B model. From the definitions in

Eqs. (8.2), (8.6), and (8.13), the eigenvalue problems take on the form:

h
Ki�1

�� +PsT

i K
i
��P

s
i � !2

h
Mi�1

�� +PsT

i M
i
��P

s
i

ii
 i� = 0: (8.15)

Note that these partitions have no cyclic properties, except in the special caseNi = Ni�1.

The selected characteristic interstage constraint modes are collected into a modal matrix

	s;i
� , and the corresponding eigenvalues are collected into a diagonal generalized stiffness

matrix�s;i
� .

The columns of~	s;i
cc and	s;i

� represent, respectively, reduced bases for the motion

of the disk-blade and stage-to-stage interfaces pertaining to theith stage. This gives sec-

ondary modal expansions of the~pic andpi� portions of the C-B generalized coordinates

as~pic = ~	s;i
cc~q

i
c andpi� = 	s;i

� q
i
�, respectively, which yield the reduced CCM multi-stage

representation:

�M��p& + �C _�p& + (1 +Gj) �K�p& = �F& ; (8.16)
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with DOF ordering leading to the following matrix (S) and vector (U ) structures:

�S =

2
6666666666666664

... ... 0

... �Si0
�Si1 0

0 �Si
T

1
�Si+10

�Si+11 0

0 �Si+1
T

1
�Si+20

...

0
... ...

3
7777777777777775

�U =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

...

�Ui

�Ui+1

�Ui+2

...

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

; (8.17)

whereS denotes either mass (M ), viscous damping (C), or stiffness (K); andU is either

force (F ) or displacement (p). The details of the vector partitions above that pertain to

stagei are expressed as:

�Fi& =

8>>>>>>>>>>><
>>>>>>>>>>>:

0

0

~	s;iT

cc;&F
cb;i
c

F
cb;i
b

9>>>>>>>>>>>=
>>>>>>>>>>>;

�pi& =

8>>>>>>>>>>><
>>>>>>>>>>>:

qi�

~pid

~qic

�pib

9>>>>>>>>>>>=
>>>>>>>>>>>;

: (8.18)

Note that only characteristic disk-blade interface constraint modes of harmonic& get in-

volved in the secondary modal force projection, where& denotes the considered excitation

engine order. Correspondingly, the matrix partitions pertaining to stagei may be written

as:

�Mi
0 =

2
666666666664

I 	s;iT

� PsT

i ~�
i
�d 	s;iT

� PsT

i ~�
i
�
~	s;i
cc 0

I ~�idc ~	
s;i
cc 0

I ~	s;iT

cc F̂
T
i �̂

iT

bc

Sym I

3
777777777775

�Mi
1 =

2
666666666664

PsT

i ~�
i
�� 0 0 0

~�id�	
s;i
� 0 0 0

~	s;iT

cc ~�i�	
s;i
� 0 0 0

0 0 0 0

3
777777777775
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�Ci
0 =

2
6666666666664

0 0 0 0

0 0 0

0 0

Sym I
 diag
h
2�k;i

i
k=1;:::;mb;i

q
�i
b

3
7777777777775

(8.19)

�Ci
1 = 0

�Ki
0 =

2
666666666664

�s;i
� 0 	s;iT

� PsT

i ~�
i
�
~	s;i
cc 0

~�i
d 0 0

~�s;i
cc 0

Sym K
cb;i
bb

3
777777777775

�Ki
1 =

2
666666666664

PsT

i ~�
i
�� 0 0 0

0 0 0 0

~	s;iT

cc ~�
i
�	

s;i
� 0 0 0

0 0 0 0

3
777777777775
;

where

K
cb;i
bb = Bdiag

n=1;:::;Ni

"
diag

h
1 + �k;in

i
k=1;:::;mb;i

�i
b

#
;

�̂ibc = I 
 �ibc; and�k;i is the viscous damping coefficient associated with thekth blade

component mode for stagei.

Note that the above equations of motion are written for frequency-domain solutions

for a single excitation engine order component at a time. By virtue of the orthogonality of

integer Fourier time-harmonic components [72], frequency domain solutions for different

engine orders& may be linearly superposed in the time domain as

�p(t) =
X
&2E

�p&e
j&!rt; (8.20)
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whereE is a set of excitation engine orders under consideration, and!r is the angular

rotor speed.�p(t) represents the combined forced response in generalized coordinates of a

multi-stage rotor assembly subjected to multiple engine orders of excitation, from which

maximum response amplitudes may be determined.

8.2.6 Full Secondary Modal Analysis (SMART)

The multi-stage SMART model is obtained by performing a full-scale secondary modal

analysis on the entire multi-stage C-B model. The secondary modal analysis is then based

on those modes that fall within a frequency range of interest for the dynamic analyses.

Since the blade modal coordinates will not be retained explicitly, this approach requires

projection of blade mistuning data. However, since the intermediate C-B representation

provides direct access to blade modal stiffnesses, this projection is carried out inexpen-

sively in the low-order modal domain.

The first step is to obtain the secondary modes from which to form the new reduced

basis. This is done using the entire C-B multi-stage model from Eq. (8.13) as:

h
Km � !2Mm

i
um = 0; (8.21)

The next step is to select a small subset of the obtained multi-stage modes. This subset

is then used to form a further reduced order model by classical modal analysis. In the

typical case, the analyst is likely to focus on a particular family of blade modes and/or

specific eigenfrequency veerings that are deemed critical due to engine operating condi-

tions for one stage at the time. The mode selection is then based on a frequency range

that encompasses the blade mode family (or families) of interest. Hence, the number of

modes needed, and thus the size of the multi-stage SMART model, can be taken to be as

low as on the order of the number of blades in the stage under investigation. However, it

is important to note that all harmonicsh = 0; : : : ; P must be present for the investigated
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stage in the secondary mode set, in order to form an adequate basis for mistuned mode

shapes. The constraint-mode portions of the selected mode shapes,ucm, are collected into

a modal matrixUs;c
m , while the normal-blade-mode portions,ubm, are collected intoUs;b

m .

The associated eigenvalues are collected into a generalized stiffness matrix�s
m.

As shown in Eq. (8.8), mistuning is represented in the C-B model by perturbing the

diagonal elements of the normal-blade-mode (bb) partition for each stage. These diagonal

elements represent the individual modal stiffnesses for each cantilevered blade mode of

each blade in a rotor stage. Using the selected modes as the basis for the secondary modal

expansion, mistuning enters into the SMART model by projecting these modal stiffness

perturbations onto the selected modes of the multi-stage assembly. Hence, the mistuning

projection for stagei takes the form:

�Ks;i
m = Us;b;iT

m Bdiag
n=1;:::;Ni

"
diag

h
�k;in

i
k=1;:::;mb;i

�i
b

#
Us;b;i
m : (8.22)

Note that only the mode shape portions pertaining to the blade normal modes for stagei

are involved in the projection.

With the mistuning projection in place, the SMART multi-stage model may be formu-

lated as

�q+ Csm _q + (1 +Gj)

"
�s
m +

MX
i=1

�Ks;i
m

#
q = Fsm; (8.23)

where

Csm =
MX
i=1

Us;b;iT

m

"
I
 diag

h
2�k;i

i
k=1;:::;mb;i

q
�i
b

#
Us;b;i
m

Fsm =
MX
i=1

Us;c;iT

m Fcb;ic +Us;b;iT

m F
cb;i
b ;

andM is the total number of stages included in the model. Note that the stiffness deviation

projection matrices,�Ks;i
m , do not possess any particular matrix structure other than sym-

metry. Thus, in general, the multi-stage SMART stiffness matrix becomes fully populated
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when mistuning is introduced. As for the CCM model, the stated SMART multi-stage

equations of motion are intended for frequency-domain solutions for a single excitation

engine order component at a time. The linear time domain superposition for multiple

engine order response is analogous to Eq. (8.20).

8.3 Test Case: Simple Two-Stage Rotor Model

In this section, the derived reduced order modeling techniques are validated in the free

and forced response, both with and without blade mistuning. The technique validation is

carried out using full finite element solutions as benchmarks to assess the performances

of the CCM and SMART approaches. Figure 8.3 depicts the example single- and two-

stage rotor models, where a portion of the multi-stage model has been cut out in order to

better illustrate the assembled geometry. These finite element models, as well as the free

and forced response samples used in validating the techniques, are the same as those used

in Bladh et al. [1]. The reader is therefore referred to Bladhet al. [1] for details on the

finite element models, as well as on the employed mistuning implementation and blade

mistuning patterns. It should be noted that the stage geometries are very simple, and that

the finite element meshes are very coarse, compared to those of typical industrial finite

element models. However, the modeled stages still exhibit the essential characteristics of

real rotors, such as disk- and blade-dominated mode families and their interaction (eigen-

frequency veerings). Also, since the reduced order models are derived from these same

parent finite element models, the unrealistic appearance of the models is not an issue for

technique validation.

8.3.1 Setup of CCM and SMART Reduced Order Models

To construct the reduced order models in a more rigorous manner, brief modal con-

vergence studies were conducted. The modal convergence studies also aid in exposing
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Interstage
boundary

12 blades 16 blades

Figure 8.3: Finite element meshes for the single- and two-stage example rotor models
(from Bladhet al. [1]).

important properties of the proposed reduced order modeling techniques. The adopted

convergence measures are the mean and maximum of the frequency errors relative to the

tuned single- or multi-stage finite element models (as appropriate) for all obtained natural

frequencies below 8000 Hz.

Figure 8.4 depicts the single- and multi-stage modal convergence trends for proportion-

ally increasing number of retained disk and blade component normal modes in the primary

single-stage CMS models. Note that the results for the multi-stage model are here obtained

with the full sets of interface DOF in physical coordinates. Clearly, the single-stage rep-

resentations quickly converges to very low error levels by using only a few of the lower

component normal modes. However, while adequate for most engineering applications,

the error level of the multi-stage model is disproportionately higher. This is likely a result

of using fixed interstage disk components. While retaining only a few of the lower disk
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Figure 8.4: Single- and multi-stage modal convergence: mean and max relative frequency
error below 8000 Hz as a function of retained component normal modes in the
primary CMS model.

modes as is done here, the motion of the disk near the interstage boundaries is essentially

described through the interstage constraint modes alone. Clearly, this is not sufficient to

make the multi-stage accuracy comparable to that of single-stage representations. Hence,

in order to properly span the expanded deformation space required by the now flexible in-

terstage region, the multi-stage model would likely benefit significantly from higher-order

disk modes. Unfortunately, this would also increase model sizes beyond practical limits.

A possible remedy could be to use a formulation that employs free interstage disk compo-

nent modes. However, free interstage disk component modes may prove to give adverse

effects by instead exhibiting too much motion in interstage regions relative to the motion

in remaining portions of the disk component. The free interstage option is not considered

in this work, but this is clearly a topic for future investigations.

Based on the multi-stage modal convergence in Fig. 8.4, a total of 9 component modes
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Figure 8.5: Modal convergence of multi-stage CCM model: mean and max relative fre-
quency error below 8000 Hz as a function of retained disk-blade interface and
interstage characteristic constraint modes.

(3 disk plus 6 blade modes) per stage sector are chosen for the CCM model, while 22 com-

ponent modes (10 disk plus 12 blade modes) per stage sector are chosen for the SMART

model. It is realized that this discrepancy may result in unfair comparisons between the

two models, but these choices are based on practical considerations: the number of re-

tained component modes has a direct impact on the size of the final CCM model, whereas

the size of the SMART model is determined by the number of retained secondary system

modes. Hence, for the SMART model, only the size of the secondary eigenvalue prob-

lem is affected by the number of retained component modes, and solving this eigenvalue

problem is a one-time effort.

Figure 8.5 shows the obtained modal convergence for the multi-stage CCM model for

an increasing number of retained characteristic constraint modes. The error levels obtained

without any truncation of characteristic constraint modes (i.e., with full, physical-domain
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interface partitions) are indicated in the plot as “C-B Base” errors, which correspond to

the multi-stage errors in Fig. 8.4, using 9 component modes. The convergence trends are

studied separately for disk-blade interface and interstage secondary condensations. Hence,

one partition type is kept intact (full) while condensing the other. It is observed from

Fig. 8.5 that there is a notable difference in modal convergence rates between the two types

of partial secondary condensation. The rapid convergence exhibited by the characteristic

disk-blade interface constraint modes is explained by the fact that a vast majority of the

compared modes (i.e., all modes below 8000 Hz) are blade-dominated. The accuracy of

these modes is heavily dependent on how well the motion over the disk-blade interface

is captured. Hence, any improvement in the disk-blade interface representation resulting

from an increased number of retained characteristic disk-blade interface constraint modes

leads to a dramatic reduction of the total error level. Moreover, it is clear from Fig. 8.5 that

the higher-order characteristic constraint modes provide only very marginal contributions

to the disk-blade interface representation in the considered frequency region. As shown,

the rate of modal convergence slows down considerably beyond the first six modes, which

is a positive indication of the suitability of this type of partial secondary condensation.

It is further noted that the errors induced by truncating interstage characteristic con-

straint modes appear to be relatively small. This is due to the relatively mild effect overall

on the natural frequencies from the interstage coupling, relative to the clamped interstage

single-stage representation (see Bladhet al. [1]). In particular, blade-dominated modes ex-

perience almost no shift in frequency at all. Hence, when looking at the error levels alone,

it may seem acceptable from a practical perspective to use only one or two interstage char-

acteristic constraint modes per stage sector. However, this would yield extremely poor

representations of what occurs in the frequency veering regions when introducing inter-

stage coupling. Closer examination of mode participation reveals that it may be critically
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important to have the retained fixed interstage disk component modes andall interstage

constraint modes available when reconstructing the motion of the multi-stage assembly.

As will be shown later on, rather subtle changes in the veering regions may lead to qual-

itatively altered responses. It is therefore concluded that a secondary condensation of the

interstage partitions may not be a recommended approach.

Based on the convergence trends in Fig. 8.5, a total of 6 characteristic constraint modes

per stage sector were retained in the CCM model for both disk-blade interface and inter-

stage partitions. The resulting mean and max errors for this configuration are included in

the right-hand portion of Fig. 8.5. Assuming that the modal convergence trends observed

for this particular model hold true also for more elaborate industrial models, the final size

of a CCM model can be expected to be a minimum ofO
�
10
PM

i=1Ni

�
, whereNi is the

number of blades on stagei, andM is the number of included stages. In contrast, the

final size of the SMART model may be selected to be as low asO (Ni), depending on the

scope of the dynamic analyses to be performed. The sizes of the various finite element

and reduced order models used in this study are listed in Table 8.1. It is observed from

Table 8.1 that the model reductions achieved for the highly simplified multi-stage model

in Fig. 8.3 are relatively modest. However, it should be noted that the developed reduced

order models are entirely in modal coordinates. An important implication of this is that

the reduced model sizes are completely independent of the size of the parent finite ele-

ment model. It must therefore be emphasized that the reduced order models will remain

practically unchanged in size regardless of the levels of parent finite element model mesh

refinement and geometry sophistication. Hence, far greater and more impressive model

size reductions would result for more realistic, industrial-size models.

Finally, note that the partial secondary condensation is not used in the multi-stage

SMART model in the form it is presented in this paper. However, the modal convergence
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Model FEM CCM SMART

Stage 1 3168 180 14 (4–5 kHz)

Stage 2 3360 240 32 (5–6 kHz)

Multi-stage 6816 588 50 (4–6 kHz)

Table 8.1: Finite element and reduced order model sizes (DOF).

trends presented in Fig. 8.5 indicate that it may be advantageous to perform a secondary

condensation of the disk-blade interface partitions before performing a full, nowtertiary,

modal analysis on the entire multi-stage model. In fact, such an approach may even be

required for models that include many stages and/or contain sector finite element models

with highly detailed interface portions.

8.3.2 Free Vibrations

The tuned characteristics of the single-stage models are first considered, since they will

serve as references when examining the results obtained for the multi-stage model. The

dynamic characteristics of single-stage tuned bladed disks are conveniently summarized in

plots of natural frequencies versus the number of nodal diameters (harmonics), as shown

in Figs. 8.6 and 8.7. This data set is essentially a fixed rotor speed subset of the traditional

Campbell diagram [65]. In this representation, the modes on nearly horizontal connecting

lines correspond to assembly modes that are dominated by blade motion. The character-

istic blade motion of each family of blade-dominated modes is indicated on the right of

Figs. 8.6 and 8.7, where F=Flexural; A=Axial (edgewise bending); and T=Torsion. The

modes on slanted connecting lines correspond to disk-dominated modes. The rapid in-

crease of the eigenfrequencies of the disk-dominated modes is due to stiffening of the disk

as the circumferential wavelength decreases with increasing number of nodal diameters.

Figures 8.6 and 8.7 further demonstrates the excellent agreement between the “bench-
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Figure 8.6: Natural frequencies versus number of nodal diameters for the tuned stage 1
model with fixed interstage boundaries, as obtained with finite element and
reduced order models.

mark” finite element results and the results of both single-stage reduced order models. In

fact, the results are indistinguishable in these plots. Recall from Section 8.3.1 that the two

single-stage reduced order models use different sets of retained component modes, and, in

addition, the CCM model use only a truncated set of characteristic constraint modes for

the disk-blade interface. Clearly, the more severe mode truncation of the CCM model does

not degrade visibly its single-stage representation in the depicted frequency range.

Turning the attention to the multi-stage model, there are certain features of multi-

stage assemblies that first need to be addressed. As mentioned previously, the concept of

“tuned” bladed disks generally becomes questionable when individual stages are coupled

together, due to incompatible cyclicity properties of adjacent stages. However, the level of

mistuning induced by the interstage coupling is very small for this model, and, as a result,

“tuned” nodal diameter mode shapes are readily identified for both stages. Hence, the



215

0 1 2 3 4 5 6 7 8
0

1

2

3

4

5

6

7

8

9

Nodal Diameter

E
ig

en
fr

eq
ue

nc
y 

 [k
H

z]

 Stage 2

1F

1A
2F

1T

FEM  
SMART
CCM  

Figure 8.7: Natural frequencies versus number of nodal diameters for the tuned stage 2
model with fixed interstage boundaries, as obtained with finite element and
reduced order models.

“tuned” designation will still be used in this work to denote cases where blade mistuning

has not been added explicitly.

The retained tuned-like, spatially extended characteristic of the “tuned” multi-stage

mode shapes is clearly demonstrated in Fig. 8.8, which depicts two “tuned” blade-dominated

multi-stage mode shapes, as represented by the deflection of a single blade tip DOF. While

no stage-wise, or local, mode localization occurs, an interesting observation from Fig. 8.8

is that the depicted mode shapes exhibit significant (global) localization onto either stage.

In this particular case, mode 54 is seen to exhibit significant global localization onto

stage 1, whereas mode 83 is globally localized onto stage 2. This global localization

is common for most modes of the employed multi-stage model. For this model, modes

that exhibit significant participation of both stages, which are here denoted system modes,

only occur when disk-dominated modes of both stages are relatively close in frequency.
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Figure 8.8: “Tuned” multi-stage mode shapes 54 and 83, as represented by normalized
single blade tip DOF deflections for both stages.

Moreover, note the accurate “tuned” multi-stage mode shape representations of both CCM

and SMART reduced order models. The relative blade deflections, as well as the de-

grees of global localization, are well captured by both techniques. Note that even though

the depicted mode shapes have the appearance of being spatially extended, they differ

from perfectly tuned, cyclic single-stage mode shapes in one important aspect. Namely,

while the circumferential position of a perfectly tuned, cyclic mode shape is arbitrary, all

multi-stage mode shapes, no matter how tuned-like, are fixed circumferentially due to the

interstage coupling-induced mistuning. Hence, the slight discrepancies seen for mode 54

that may appear to be a simple circumferential shift are in fact shape errors. This circum-

stance is also evidenced by the nearly perfect matches for the blades experiencing the peak

deflections.

As indicated by Fig. 8.8, the nodal-diameter representation of single-stage free vibra-

tion characteristics can be used also for multi-stage assemblies, provided that the levels
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Figure 8.9: Natural frequencies versus number of nodal diameters for the “tuned” multi-
stage model for modes localized to stage 1, as obtained with finite element and
reduced order models. The finite element single-stage natural frequencies are
included for reference.
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Figure 8.10: Natural frequencies versus number of nodal diameters for the “tuned” multi-
stage model for modes localized to stage 2, as obtained with finite element
and reduced order models. The finite element single-stage natural frequencies
are included for reference.
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of interstage coupling-induced mistuning are sufficiently low. Hence, by examining the

multi-stage mode shapes with respect to global stage localization and zero crossings for

nodal diameter designation, the multi-stage modes can be divided into stage 1 and stage 2

modes. This mode identification process was carried out for FEM, CCM, and SMART

multi-stage models, and the results are shown in Figs. 8.9 and 8.10. It is clear from

Figs. 8.9 and 8.10 that both CCM and SMART reduced order models do an excellent

job in capturing the important effects of the increased flexibility in the interstage region,

when compared to clamped interstage single-stage representations. Both approaches yield

multi-stage natural frequencies that are virtually indistinguishable from the benchmark fi-

nite element solution. Only very slight offsets can be seen for the CCM model for the

disk-dominated harmonic 1 modes in the 4–6 kHz region for both stages. These discrep-

ancies will also manifest themselves in the forced response samples later on. Since this

paper focuses on the reduced order models and their performance, the reader is referred

to Bladhet al. [1] for further discussions on the important effects of structural interstage

coupling displayed in Figs. 8.9 and 8.10.

Finally, two examples of mistuned multi-stage mode shapes are depicted in Fig. 8.11.

These two modes correspond in natural frequency order to the “tuned” multi-stage mode

shapes depicted in Fig. 8.8. The blade mistuning has clearly destroyed the spatially ex-

tended characteristic exhibited by the corresponding “tuned” mode shapes. However, the

response of each stage does not exhibit significant localization. Note that the global lo-

calization onto either stage remains largely unchanged from Fig. 8.8 for both modes. The

performances of the CCM and SMART reduced order models are consistent with earlier

results. The CCM mode shapes conform well with finite element mode shapes, but they

do not match the exceptional accuracy of the SMART mode shapes. Note from Table 8.1

that the SMART model achieves this accuracy while being less than 10% the size of the
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Figure 8.11: Mistuned multi-stage mode shapes 54 and 83, as represented by normalized
single blade tip DOF deflections for both stages.

CCM model.

8.3.3 Forced Response

The forced response samples are based on stage-wise independent engine order exci-

tations. In one simulation, stage 1 is subjected to an engine order 10 (10E) excitation in

the frequency range 4–5 kHz. In a separate simulation, stage 2 is subjected to an engine

order 15 (15E) excitation in the frequency range 5–6.2 kHz. The applied blade force is

a single point load on one blade tip node in the axial direction (axis of rotation). This

blade force is clearly unrealistic, but it is adequate for demonstrative purposes. Further-

more, note that the applied discrete blade-to-blade engine order excitations are equivalent

to counterrotating engine order 2 (-2E) and 1 (-1E) excitations for stages 1 and 2, respec-

tively. Hence, the applied excitations will pass through the harmonic 2 veering region of

stage 1 and the harmonic 1 region of stage 2 (see Figs. 8.9 and 8.10). For bounded re-
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Figure 8.12: Tuned stage 1 forced response from engine order 10 excitation (10E=-2E)
using finite element and reduced order single- and multi-stage models.

sponses, the structural damping coefficient is arbitrarily taken to beG = 0:005 (0.5%),

while viscous damping is assumed negligible.

Figure 8.12 depicts the tuned response amplitudes experienced by the stage 1 blades.

The amplitudes are here represented by the axial displacement magnitude of one blade

tip node for the maximum responding blade in the stage. As shown in Fig. 8.12, the

increased disk flexibility due to interstage coupling results in a significantly changed veer-

ing response behavior for stage 1 by moving the mode pairs comprising the veering to

lower resonant frequencies. The upper mode pair, which was clearly disk-dominated in

the single-stage representation, exhibits much more blade participation in the multi-stage

response. Conversely, the lower mode pair goes from being distinctly blade-dominated

to having significant disk participation. As a consequence, the sensitivity to mistuning is

much less pronounced for the multi-stage model (25% versus 48% amplitude magnifica-

tion), which is evident from the mistuned response in Fig. 8.13.
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Figure 8.13: Mistuned stage 1 forced response from engine order 10 excitation (10E=-2E)
using finite element and reduced order single- and multi-stage models. The
tuned stage 1 finite element single- and multi-stage responses are included
for reference.

There is a notable difference in accuracy between both tuned and mistuned CCM and

SMART reduced order models. The overly stiff CCM model provides a more blade-

dominated response at maximum resonance, which leads to an overestimated maximum

resonant amplitude. The predicted maximum tuned and mistuned multi-stage resonant am-

plitudes are within 0.4% for the SMART model, but only within 6% for the CCM model.

Note that the corresponding accuracy levels for the single-stage SMART and CCM rep-

resentations are 0.04% and 0.2%, respectively. Furthermore, an interesting observation in

Figs. 8.12 and 8.13 is that, while resonant frequencies and amplitudes are extraordinar-

ily well captured by the SMART model, well superior to the CCM model, the SMART

model’s off-resonance behavior is less accurate than that of the CCM model. Clearly,

the minimal SMART model does not contain the necessary information to yield adequate

capture of the quasi-static off-resonance response. However, this information appears to
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Figure 8.14: Tuned stage 2 forced response from engine order 15 excitation (15E=-1E)
using finite element and reduced order single- and multi-stage models.

be carried by the larger CCM model. This cannot be viewed as a serious deficit of the

SMART model, however, since the primary target is typically to obtain the best possible

estimate of maximum resonant amplitude, and the SMART approach is clearly unmatched

in this regard. Also, note that this behavior is distinctly different from the single-stage

response, where both reduced order model responses closely follow the finite element so-

lution both at and off resonance. Furthermore, note that both reduced order models provide

indications of the subresonance occurring at 4295 Hz, which is a phenomenon specific to

multi-stage response (see Bladhet al. [1]).

The tuned and mistuned stage 2 forced responses depicted in Figs. 8.14 and 8.15

demonstrate an even more dramatic change in response behavior due to interstage cou-

pling. Here, the blade-dominated harmonic 1 mode pair in the clamped interstage single-

stage representation has been replaced by two more disk-dominated mode pairs. Conse-

quently, the maximum resonant amplitudes for the multi-stage model are much lower than
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Figure 8.15: Mistuned stage 2 forced response from engine order 15 excitation (15E=-1E)
using finite element and reduced order single- and multi-stage models. The
tuned stage 2 finite element single- and multi-stage responses are included
for reference.

those of the single-stage model. Note that stage 2 exhibits negligible mistuning sensi-

tivity for both single- and multi-stage representations. The performances of the CCM and

SMART models follow the trends seen in the stage 1 responses, although the differences in

accuracy and off-resonance behavior are even more pronounced in the stage 2 responses.

As mentioned in Section 8.3.2, the harmonic 1 multi-stage CCM modes in the considered

frequency region are slightly off target. This inaccuracy becomes quite obvious in the de-

picted responses, where the multi-stage CCM model is significantly stiffer than the parent

finite element model. Meanwhile, the SMART model yields excellent predictions of both

tuned and mistuned multi-stage maximum resonant amplitudes (within 1%), while, again,

providing a less accurate prediction of the off-resonance behavior.

It is obvious from the included forced response samples in Figs. 8.12–8.15 that the

quality of the CCM model is inferior to that of the SMART model. This is largely due to
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the restrictions on the interstage deformation space imposed by the truncated set of char-

acteristic interstage constraint modes. Unfortunately, the only viable remedy is to keep

all interstage DOF in the CCM model, and this will render the CCM model completely

unsuitable for any comprehensive dynamic response analyses. In contrast, the use of trun-

cated sets of characteristic disk-blade interface constraint modes does not have nearly as

adverse effects on the model quality. It is therefore concluded that using a SMART ap-

proach, in combination with characteristic disk-blade interface constraint modes in the

intermediate CMS model, is the most promising and pragmatic approach to the compu-

tationally efficient and accurate modeling of the dynamics of mistuned multi-stage rotor

assemblies.

8.4 Conclusions

This paper explored the feasibility of reduced order modeling of multi-stage bladed

disk dynamics, with and without blade mistuning. Both free and forced responses of

an example two-stage rotor were examined using novel component-mode-based reduced

order modeling techniques for mistuned multi-stage assemblies. Two approaches were

investigated: (a) partial secondary modal analyses on constraint-mode partitions; and (b) a

full-scale secondary modal analysis on the intermediate multi-stage model constructed by

component mode synthesis. Finite element results were used as a benchmark to validate

the introduced techniques.

The two introduced reduced order modeling approaches were shown to facilitate multi-

stage modeling and analyses featuring blade mistuning, using only computationally inex-

pensive modal data from a cyclic disk sector and a single blade per stage. Approach (a)

resulted in good approximations of multi-stage free and forced responses. However, the

relatively large size of the reduced order model using this approach may be impractical
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for comprehensive dynamic analyses when the number of included stages increases. In

contrast, approach (b) was shown to yield exceptionally small reduced order models that

produced extremely accurate results in the free and forced response. The drawback of

this approach is that the secondary eigenvalue problem may be of considerable size for

more expansive models. Thus, it was concluded that a combination of the two approaches

(a) and (b) is the most promising and practical approach to the computationally efficient

and accurate modeling of the dynamics of mistuned multi-stage rotor assemblies. For this

combined approach, it is proposed that a secondary condensation of the disk-blade inter-

face partitions be performed by means of characteristic constraint modes, followed by a

tertiary modal analysis on the entire multi-stage model.

The computational tools developed in this work will enable engineers to analyze the

dynamics of mistuned multi-stage rotor assemblies with greater confidence by properly

accounting for the interstage boundary conditions.



CHAPTER IX

Current Topics in Bladed Disk Modeling

This chapter presents two topics that have been the subjects of preliminary investi-

gations pertaining to the modeling of mistuned bladed disk vibrations using component

mode synthesis (CMS). Finite-element-based CMS techniques are popular tools used in

structural dynamics analyses of complex structures for a wide array of applications. In

CMS, the original structure is subdivided into smaller substructures, or components, for

which normal modes are computed independently, and more inexpensively. The assem-

bled system is then represented by a truncated set of component modes through necessary

compatibility constraints applied in a systematic fashion. The result is highly-reduced

order models based on parent finite element models of arbitrary complexity. CMS tech-

niques are usually characterized by the manner in which the component normal modes are

computed: (a) with fixed interfaces; or (b) with free interfaces. This order also happens to

coincide with the CMS development timeline (see Chapter I: Introduction). For surveys on

the development of CMS techniques, the interested reader is referred to the survey papers

by Craig [24] and by Seshu [25].

226



227

9.1 Numerical Instability of Classical Free-Interface Component Mode
Synthesis Techniques

In general, the classical CMS methods perform very well, yielding reliable results

with highly-reduced order models. However, in this section it is shown that while the

fixed-interface CMS technique of Craig and Bampton [29] is highly robust and stable

in every aspect, the classical free-interface CMS methods incorporating residual effects

as formulated by Rubin [32] and by Craig and Chang [33] do have “built-in” numerical

instability. As far as the author is aware, this important and unfortunate circumstance has

not been documented in the open literature. The numerical instability occurs when there

are only very small residual contributions (i.e., for large numbers of retained component

modes), due to matrix ill-conditioning. This matrix ill-conditioning appears abruptly and

can have a devastating effect on the accuracy of these methods, as any likeness to the

behavior of the parent finite element model vanishes entirely. Moreover, there are no

means of determining the onset of these numerical problemsa priori.

The numerical instability is not a concern for most engineering applications, where

only a very small fraction of the total number of component modes is retained. However,

it may be critically important to keep this in mind in certain special cases. Specifically,

in the context of mistuned bladed disk modeling employing the secondary modal analysis

reduction technique (SMART) developed by Bladhet al. [70, 71], the primary purpose of

using CMS is to cast the model in a form that is better suited for input of blade mistuning,

rather than to achieve model reduction. Hence, for simpler “academic” models used in

parameter studies, where high model accuracy is desired, the number of retained modes

may well approach or even go beyond this unknown stability limit.

The numerical instability is demonstrated using a simple three-dimensional, two-component

finite element model with two different boundary conditions. The two different boundary
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Component α Component β
Interface Fixed end faceFixed end face

Figure 9.1: Deformed finite element meshes for the four lowest modes of the fixed-tip
two-component test model.

conditions serve the additional purpose of demonstrating the unavoidable approximation in

the case of an unconstrained component (i.e., a component featuring rigid-body modes).

Furthermore, a rather modest modification to the Craig-Chang formulation is presented

that alleviates the numerical instability suffered by the classical free-interface CMS tech-

niques.

9.1.1 Test Model Description

The used test model is depicted in Figs. 9.1 and 9.2, which show the deformed meshes

for the four lowest modes when the non-interfacing end face of the smaller component

(�; right) is free and fixed, respectively. The model is constructed from second-order

brick elements (20-noded solids), and the two-component substructuring is shown in the

figures. The total number of unconstrained degrees of freedom (DOF) is 651 for the fixed-

tip model, and 675 for the free-tip model.
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Mode #1:  34.1 Hz Mode #2:  121.2 Hz

Mode #3:  154.5 Hz Mode #4:  228.7 Hz

Component α Component β
Interface Free end faceFixed end face

Figure 9.2: Deformed finite element meshes for the four lowest modes of the free-tip two-
component test model.

It is assumed throughout the following that the unconstrained DOF of each component

are partitioned into interior (�) DOF and interface (�) DOF. Hence, the physical (i.e., finite

element) mass and stiffness matrices and the displacement vector of the�-component are

represented as:

M� =

2
664 M

�
�� M�

��

M�T

�� M�
��

3
775 K� =

2
664 K

�
�� K�

��

K�T

�� K�
��

3
775 x� =

8>><
>>:
x��

x��

9>>=
>>; ; (9.1)

and similarly for the�-component.

9.1.2 Classical CMS Formulations in Brief

� Fixed-Interface Method: Craig-Bampton.The Craig-Bampton (C-B) method has been

used extensively in previous chapters, but the main results are restated here for conve-

nience. The C-B method uses as component modal basis a truncated set (k) of component

normal modes of vibration (�,�), where the interface DOF are held fixed, and a complete

set (c) of static constraint modes (	) induced by successive unit deflections of each inter-
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face DOF, while all other interface DOF are held fixed. This results in a transformation to

C-B generalized (modal) coordinates (p) as:

x =

8>><
>>:
x�

x�

9>>=
>>; =

2
664 � 	

0 I

3
775
8>><
>>:
pk

pc

9>>=
>>; = Up: (9.2)

Using this modal basis, the condensed C-B mass (�) and stiffness (�) matrices for each

component become:

� =

2
664 I �kc

�Tkc �cc

3
775 � =

2
664 � 0

0 �cc

3
775 p =

8>><
>>:
pk

pc

9>>=
>>; ; (9.3)

where

�kc = �T [M��	 +M��]

�cc = 	T [M��	+M��] +MT
��	 +M��

�cc = K�� +KT
��	:

The component assembly, or synthesis, is achieved by satisfying displacement com-

patibility over the component interfaces (i.e.,x�� = x
�
�), which becomes from Eq. (9.2):

x�� = p�c = pc = p�c = x
�
�: (9.4)

This constraint equation leads to the synthesized C-B representation of a two-component

structure:

MCB =

2
66666664

I ��kc 0

��
T

kc ��cc + ��cc ��
T

kc

0 ��kc I

3
77777775

KCB =

2
66666664

�� 0 0

0 ��cc + ��cc 0

0 0 ��

3
77777775

pCB =

8>>>>>>><
>>>>>>>:

p�k

pc

p
�
k

9>>>>>>>=
>>>>>>>;
:

(9.5)

� Free-Interface Method with Residual Flexibility: Craig-Chang. The Craig-Chang

(C2) method uses as component modal basis a truncated set (k) of component normal
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modes of vibration (�,�), where all the interface DOF are free. A complete set (d)

of residual attachment modes (	) are then used to supplement the normal modes. The

residual attachment modes represent purely computational shapes induced in the residual

structure (i.e., after removing the flexibility represented by the retained normal modes) by

successively applied unit loads on each interface DOF with all other interface DOF free

and unloaded. This results in a transformation to C2 generalized coordinates as:

x =

8>><
>>:
x�

x�

9>>=
>>; =

2
664 �� 	�

�� 	�

3
775
8>><
>>:
pk

pd

9>>=
>>; = Up: (9.6)

In computing the residual attachment modes, one must distinguish between the case

of constrained components and the case of unconstrained components (i.e., “free-free”

structures such as blades), since the latter exhibit rigid-body modes�r. Recall that the

�-component is unconstrained in the free-tip case. For a constrained component, the flex-

ibility matrix is simply the inverse of its stiffness matrix:G = K�1. For an unconstrained

component, however, the stiffness matrix is singular, and its inverse therefore does not

exist. To circumvent this problem, a sufficient number of arbitrarily chosen DOF (r) are

constrained “artificially”, in order to eliminate all rigid-body translations and rotations.

Hence, a minimum of six non-colinear DOF must be held fixed in a three-dimensional

problem. Moreover, the r DOF-set cannot contain any component interface (�) DOF, and

r is thus a subset of the interior (�) DOF-set. Specifically for the free-tip test model in

Fig. 9.2, three of the four corner nodes on the tip of the�-component were held fixed

to serve as artificial constraints (i.e., nine DOF). With this additional DOF subdivision

�! [r �0], the component stiffness matrix may be re-partitioned as:

K =

2
66666664

Krr Kr�0 Kr�

KT
r�0 K�0�0 K�0�

KT
r� KT

�0� K��

3
77777775
=

2
664 Krr Krc

KT
rc Kcc

3
775 ; (9.7)
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whereKcc is the non-singular stiffness matrix of the artificially constrained component.

Kcc is used to form a “special” flexibility matrix:

Gc =

2
664 0 0

0 K�1
cc

3
775 ; (9.8)

where it is noted that the entries pertaining to the artificially constrained DOF are identi-

cally zero. Then, by applying to the component an equilibrated load set that consists of any

applied external loads equilibrated by the d’Alembert force due to rigid-body acceleration,

the unconstrained component’s flexibility matrix is obtained as:

G = ATGcA ; A = I�M�r�
T
r : (9.9)

With the flexibility matrix in place for both constrained and unconstrained components,

the residual flexibility matrix is in both cases formed as:

Gr =

2
664 G

r
�� Gr

��

GrT

�� Gr
��

3
775 = G�Gk = G��f�

�1�T
f ; (9.10)

where�f contains the retainedflexiblenormal modes, i.e., exclusive of any rigid-body

modes (if applicable). Hence,�f = � for constrained components, whereas�f is a subset

of � for unconstrained components. In other words, the residual flexibility represents the

remaining flexibility of the system after theelasticcontributions of the retained normal

modes have been removed. Note that in the limiting case whereall normal modes are

retained,Gr will be a null matrix. However, as will be shown later on, the diminishing

nature ofGr as the number of retained modes increases gives rise to numerical problems

far earlier than the limiting case.

Since the C2 method uses successive unit loads on the interface DOF to form the resid-

ual attachment modes, these mode shapes are simply the columns ofGr that pertain to the
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interface DOF:

	 =

2
664 	�

	�

3
775 =

2
664 G

r
��

Gr
��

3
775 : (9.11)

Using this modal basis, the condensed C2 mass and stiffness matrices for each component

become:

� =

2
664 I 0

0 	TM	

3
775 � =

2
664 � 0

0 	�

3
775 p =

8>><
>>:
pk

pd

9>>=
>>; : (9.12)

The component assembly is achieved by satisfying interface displacement compati-

bility and interface force equilibrium (i.e.,f�� + f
�
� = 0), which after simplification (see

Craig [62]) result in the constraints:

x�� = ��
�p

�
k +	�

�p
�
d = �

�
�p

�
k +	

�
�p

�
d = x

�
� (9.13)

f�� + f
�
� = p�d + p

�
d = 0: (9.14)

These two sets of constraint equations lead to the synthesized C2 representation of a two-

component structure:

MC2 =

2
664 I+��T

� M1�
�
� ���T

� M1�
�
�

���T

� MT
1�

�
� I+�

�T

� M1�
�
�

3
775 (9.15)

KC2 =

2
664 �� +��T

� K1�
�
� ���T

� K1�
�
�

���T

� KT
1�

�
� �� +�

�T

� K1�
�
�

3
775 pC

2

=

8>><
>>:
p�k

p
�
k

9>>=
>>; ;

where

K1 =
h
	�
� +	

�
�

i�1
(9.16)

M1 = K1

h
	�TM�	� +	�TM�	�

i
K1:

Note that only the generalized coordinates pertaining to the component normal modes

of vibration remain in the final C2 representation. This makes the C2 model particularly

compact, and therefore exceptionally efficient.
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� Free-Interface Method with Residual Flexibility and Inertia: Rubin. As in the C2

method, the Rubin (R) method uses as component modal basis a truncated set (k) of com-

ponent normal modes of vibration (�,�), where all the interface DOF are free. However,

there is a distinct difference in the way the two methods capture residual flexibility effects.

Namely, the R technique retains the physical interface DOF (x�) in order to solve for an

arbitrary force on the component interface (f�), while C2 uses residual attachment modes

induced by a pre-defined, complete set of successive unit loads on the interface DOF. In

addition, the R technique allows for inclusion of residual inertia by using a second-order

Maclaurin series expansion when solving for the interface force.

The procedures for obtaining the residual flexibility matrixGr for both constrained

and unconstrained components follow the C2 approach exactly. With forces acting on the

component interface DOF only, the first-order (static) residual deflections of the interface

DOF are obtained as:

	
r;1
� = Gr

��f�: (9.17)

Using Eq. (9.17) and assuming harmonic motion, the second-order residual deflections of

the interface DOF are obtained as:

	
r;2
� = Gr

��

�
f� �M�	

r;1
�

�
=
�
Gr
�� + !2Hr

��

�
f�; (9.18)

whereHr
�� is the interface partition of the residual inertia matrix, which is computed as:

Hr =

2
664 H

r
�� Hr

��

HrT

�� Hr
��

3
775 = GrMGr; (9.19)

by virtue of orthogonality between retained and residual flexibility with respect to the mass

matrix, i.e.,GkMGr � 0 (see Rubin [32]).

The physical displacements of the interface DOF can now be represented as a super-

position of the truncated set of normal modes of vibration (including rigid-body modes, if
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applicable) and the second-order residual deflections from Eq. (9.18):

x� = ��pk +	
r;2
� = ��pk +

h
Gr
�� + !2Hr

��

i
f�: (9.20)

Using a second-order Maclaurin series expansion in!, the interface force may be solved

from Eq. (9.20) as:

f� �
h
Kr
�� � !2Mr

��

i
[x� ���pk] ; (9.21)

where

Kr
�� = Gr�1

�� Mr
�� = Gr�1

�� H
r
��G

r�1

�� : (9.22)

In addition, the retained modes must satisfy dynamic equilibrium:

h
�� !2I

i
pk = �T

� f�: (9.23)

Identification of mass and stiffness terms in Eqs. (9.21) and (9.23) yields the condensed R

mass and stiffness matrices for each component as:

� =

2
664 �kk �k�

�Tk� ���

3
775 � =

2
664 �kk �k�

�Tk� ���

3
775 p =

8>><
>>:
pk

x�

9>>=
>>; ; (9.24)

where

�kk = I+�T
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����
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��

��� =Mr
��

�kk = � +�T
�K
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����

�k� = ��T
�K

r
��

��� = Kr
��:

The component assembly is achieved by satisfying displacement compatibility and

force equilibrium over the interface, resulting in the constraints:

x�� = x
�
� (9.25)

f�� + f
�
� =

h
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T

k� � !2��
T

k�

i
p�k + [���� � !2����]x
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� + (9.26)
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T
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T

k�

i
p
�
k +

h
���� � !2����

i
x
�
� = 0:
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These two sets of constraint equations lead to the synthesized R representation of a two-

component structure:

MR =

2
66666664

��kk ��k� 0

��
T

k� ���� + ���� ��
T

k�

0 ��k� ��kk
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77777775
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0 ��k� ��kk
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>>>>>>>:

p�k

x�

p
�
k

9>>>>>>>=
>>>>>>>;
:

(9.27)

Hence, comparing this model with the C2 model, the effects of residual inertia is included

in the R model (in an approximate sense) at the expense of retained physical interface

DOF.

9.1.3 A Stabilized Free-Interface CMS Method

The proposed stabilized free-interface CMS method is a simple modification of the

previously derived C2 method, and it will therefore be referred to as Stabilized Craig-

Chang (SC2). In fact, it may even be appropriate to describe this approach as a less refined

C2 method in that it takes one less step in using the constraints of Eqs. (9.13) and (9.14).

Usingp�d = � p�d = pd from Eq. (9.14) in Eq. (9.13) yields:

��
�p

�
k ���

�p
�
k +

h
	�
� +	

�
�

i
pd = 0: (9.28)

In the C2 method, the generalized coordinatespd, which pertain to the complete set of

residual attachment modes and thus are equal in number to the physical interface DOF, are

solved from Eq. (9.28) to yield a particularly compact model. However, solving forpd in

Eq. (9.28) assumes that the inverse of
h
	�
� +	

�
�

i
exists (seeK1 in Eq. (9.16)), and thus

that the conditioning of the summed interface residual flexibilities (see Eq. (9.11)) is suf-

ficient. While this assumption is likely to be adequate for most engineering applications,

it will not be true when the numbers of retained component normal modes become suffi-

ciently large, since the residual flexibility partitions involved will approach null matrices.
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Hence, in order to yield a numerically stable formulation, the key is to avoid the inverse

of the summed residual flexibilities. The key difference between the classical C2 method

and the proposed SC2 approach is therefore that thepd coordinates are being retained in

the SC2 model, governed by Eq. (9.28). This leads to the synthesized SC2 representation

of a two-component structure as follows:

MSC2 =

2
66666664

I 0 0

0 0 0

0 0 I

3
77777775

KSC2 =

2
66666664

�� ��T

� 0

��
� 	�

� +	
�
� ���

�

0 ���T

� ��

3
77777775

pSC
2

=

8>>>>>>><
>>>>>>>:

p�k

pd

p
�
k

9>>>>>>>=
>>>>>>>;
:

(9.29)

Note that while the SC2 formulation leads to a numerically stable model, it is achieved at

the expense of a substantial increase in model size. This increased model size is clearly

undesirable, and it is therefore proposed that the SC2 approach may serve as a C2 model

quality assessment tool. The unstable C2 model may be checked against the stable SC2

model for consistency during the CMS model construction, before proceeding to compre-

hensive dynamic analyses using the more computationally efficient C2 model. Since the

SC2 model is based on exactly the same component modal quantities as the C2 model,

such consistency checks can be made relatively inexpensively.

As a final remark, note that the R method cannot be stabilized, since the inversion

of residual flexibilities is inherent in solving for the interface force by the second-order

Maclaurin series expansion in Eq. (9.21).

9.1.4 Modal Convergence and Numerical Stability Issues

In this section, the modal convergence trends are investigated for the four derived tech-

niques, using the simple two-component test model with fixed- or free-tip�-component.

The convergence measure is the relative errors of the CMS model representations for the

four lowest natural frequencies versus reference finite element values.
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Figure 9.3: Convergence of the four lowest natural frequencies of the fixed-tip model rel-
ative to finite element results for the considered CMS methods.
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Figure 9.4: Convergence of the four lowest natural frequencies of the free-tip model rela-
tive to finite element results for the considered CMS methods.
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Figures 9.3 and 9.4 depict the convergence trends using the fixed- and free-tip�-

components, respectively. In both cases, it is notable how quickly the two classical free-

interface CMS techniques — C2 and R — converge to yield highly accurate reduced order

models. The C2 model is particularly impressive, reaching excellent accuracy levels with

only very few DOF in the model due to the eliminated interface DOF. Moreover, beyond

certain numbers of retained normal modes, both these techniques exhibit sudden onsets

of dramatic deterioration in model quality. Beyond these points, natural frequencies and

mode shapes bear little or no resemblance with the reference solutions. In contrast, while

clearly sufficiently accurate for most applications, the C-B and SC2 models display slower

modal convergence than the classical free-interface CMS techniques for both test models.

On the other hand, both these methods are unconditionally stable, as would be predicted

from their respective formulations. Note that the steady improvement in accuracy as the

number of retained component normal modes increases continues for these two methods

until all component normal modes are included.

As mentioned in the earlier discussion, the onset of this apparent numerical instabil-

ity for the classical free-interface CMS methods is prompted by the inversion of residual

flexibility matrix partitions, either separate (R) or summed (C2). These matrices become

progressively more ill-conditioned as the number of retained normal modes (i.e., the re-

tained flexibility) increases, and they will, in theory, eventually become null matrices. The

direct coupling between the condition of the residual flexibility matrix (i.e.,cond [Gr])

and the numerical instability is clearly illustrated in Fig. 9.5, which depicts the behavior

of the fixed-tip R model as a demonstrative example. As shown, the onset of numerical

instability at just over 300 CMS DOF is clearly marked by a nearly two orders of magni-

tude degrading shift in residual flexibility matrix conditioning. Moreover, the later onset

of instability exhibited by the C2 model is explained by the inversion of the summed resid-
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Figure 9.5: Relationship between the condition of the residual flexibility matrix and Rubin
natural frequency errors for the fixed-tip test model.

ual flexibility matrices, as opposed to the separate inversions of component-wise matrices

of the R model, since this means that both matrices involved must be sufficiently close to

null matrices to make the sum ill-conditioned.

Furthermore, an interesting common property of the C2 and R models is the lack of

further improvement beyond the initial rapid convergence. The error levels stay practically

stationary, even if large numbers of component modes are added into the models. It is

hypothesized that the improvement from the additional retained modes may be balanced by

degrading residual matrix conditioning in this stationary region. Moreover, note that these

stationary error levels differ by approximately a factor two between the fixed- and free-tip

cases. One reason for this difference may be the application of artificial constraints to

the free-tip�-component in order to eliminate rigid-body motion during the construction

of the C2 and R models. This implies that the flexibility associated with the artificially

constrained DOF is not properly captured, and these DOF must therefore be chosen with
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care.

Clearly, the found numerical instability of the classical free-interface CMS methods is

of little practical importance for “normal” engineering applications. Unless a very large

fraction of the total number of component normal modes is retained, this is not likely to

present a problem. However, as mentioned previously, there may be special cases, partic-

ularly in studies of highly simplified “academic” models, where this numerical instability

can become a factor, and where the awareness of this limitation of classical free-interface

CMS methods may become critical.

9.2 “Optimal” Component Mode Basis for Dynamic Analyses of Mis-
tuned Bladed Disks

In Chapter V, a highly accurate and computationally efficient secondary modal analysis

reduction technique (SMART) was developed for dynamic analyses of mistuned bladed

disks. This technique employs a two-step approach: first, component mode synthesis

(CMS) is used to isolate the blade properties and to provide a primary reduced order

model; second, a modal analysis is performed on the CMS model to generate a very

small reduced order model based on the global modes in a frequency range of interest.

The SMART formulation in Chapter V employed a cyclic Craig-Bampton method with

fixed-interface component normal modes to form the intermediate CMS model. However,

it is realized that there may be other CMS approaches that provide better intermediate

CMS representations of bladed disks. To this end, there are primarily three CMS model

properties that are of particular interest: (a) fast modal convergence; (b) “natural” normal

mode selection; and (c) suitability to blade mistuning input. The “optimal” method should

exhibit all three of these properties. As a result, equally or more accurate CMS models

would then be obtained using fewer and more easily-identified retained modes, compared



242

to the present cyclic Craig-Bampton models.

The two classical free-interface CMS methods by Craig and Chang [33] and by Ru-

bin [32], which were reviewed and discussed in the previous section, may be considered

as alternative CMS bases for the SMART approach. These methods include the contribu-

tions of residual flexibility and inertia for accelerated modal convergence. Furthermore,

when considering the physical behavior of a realistic bladed disk assembly, it is realized

that the disk-blade interfaces and thus the blades are likely to follow the motion of the

much stiffer disk. Conversely, motion of the much more flexible blades will likely have

a minimal impact on the disk, except for local deformations at the disk-blade interfaces.

This implies that using fixed-interface normal modes for the disk component may not be

ideal from a modal convergence perspective, and a free-interface CMS approach should

therefore provide a better component mode basis for the disk component. However, from

the same physical consideration, the flexible blade motion is likely to be much closer to

a fixed-interface (i.e., cantilevered) representation than a free-interface (i.e., “free-free”)

representation, which would thus favor a fixed-interface (Craig-Bampton) CMS approach.

Therefore, in an attempt to optimize the representations of both components, a new hybrid-

interface CMS method is developed that uses a free-interface disk component and a fixed-

interface blade component.

9.2.1 A Hybrid-Interface CMS Approach

The proposed hybrid-interface CMS implementation (H) is based on a free-interface

disk component following the Craig-Chang (C2) approach and a fixed-interface (Craig-

Bampton; C-B) blade component. The key difference between using a hybrid-interface

representation and using the same representation for both components is a slightly more

complicated and less straightforward set of constraint equations to ensure displacement
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compatibility and force equilibrium over the component interface. Using a C2 formulation

for the�-component and a C-B formulation for the�-component from Section 9.1, the

constraint equations take the form:

x�� = ��
�p

�
k +	�

�p
�
d = p�c = x

�
� (9.30)
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i
p�c = 0: (9.31)

These two sets of constraint equations lead to the synthesized H representation of a two-

component structure:
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The definitions of the various modal component quantities appearing in Eq. (9.32) are

found in Section 9.1 for the respective methods (� = Craig-Chang;� = Craig-Bampton).

9.2.2 Modal Convergence Trends

In this section, the modal convergence trends are investigated for the various derived

methods — C-B, C2, R, SC2, and H — using a simple two-component model in the shape

of a highly simplified disk-blade sector as shown in Fig. 9.6. The test model is constructed

from linear brick elements (8-noded solids). Moreover, as Fig. 9.6 indicates, only the

inner hub of the “disk” component is fully constrained while all other boundaries are free,

resulting in a total of 198 unconstrained finite element DOF. The simple test model in

Fig. 9.6 may not be ideal, since it is not coupled by cyclic symmetry constraints to form
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"Disk" component α
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Figure 9.6: Finite element mesh for simple two-component disk-blade sector model.

a multi-sector assembly, nor is the normally very large difference in stiffness between the

disk and the blade components properly accounted for. However, the model is nevertheless

believed to be adequate for a preliminary validation and performance evaluation of the H

approach.

The obtained modal convergence trends are depicted in Fig. 9.7. The modal conver-

gence for each method is measured as the average relative error for the five lowest natural

frequencies compared to reference finite element values. Note that, based on the numerical

precision of input data, the resulting numerical precision limit can in this case be expected

to be approximatelyO (10�5)–O (10�4). As expected, the classical free-interface CMS

techniques (C2 and R) exhibit numerical instability for this model, too. An important ob-

servation from Fig. 9.7 is that the onsets of instability occur at significantly lower fractions

of the total number of component normal modes for this test model (< 40%) compared to

the results in Section 9.1 (> 50%). It is further noted that the SC2 method is a robust per-

former. However, the SC2 approach does not possess the convergence rates and accuracy

levels of the other techniques considered.
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Figure 9.7: Convergence of the five lowest natural frequencies of the simple two-
component disk-blade sector model in Fig. 9.6 relative to finite element results
for the considered CMS methods.

The performance of the C2 model is once again (see Section 9.1) extremely impres-

sive for “normal”, practical numbers of retained component modes, since this model is the

only one that does not retain any DOF pertaining to the interface. Hence, from a modal

convergence perspective, the C2 method is clearly the most appealing approach. However,

the C2 method fails in that it does not provide a “natural” mode selection in bladed disk

applications, since it is constructed from the normal modes of a “free-free” blade, includ-

ing a set of rigid-body modes. This mode set is not ideal in that the normal modes will

not conform with the characteristic motion of blade-dominated assembly modes (e.g., first

flex (1F), second torsion (2T), etc.), which instead closely follow the normal modes of a

fixed-interface (i.e., cantilevered) blade. Furthermore, in the context of blade mistuning,

it is reasonable to assume that experimental measurements of blade natural frequencies

are obtained for a cantilevered configuration, rather than for “free-free” blades. Hence,



246

in cases where differing mistuning levels for individual blade mode types (i.e., individual

mode mistuning) are to be considered, a C2 blade representation requires computationally

expensive projections of extracted stiffness deviations in the finite element domain, similar

to the mistuning implementation for shrouded blades presented in Chapter IV.

Figure 9.7 further shows that the C-B and H techniques exhibit very similar over-

all performances, displaying fast modal convergence. Both these techniques satisfy the

“natural” mode selection criterion in terms of blade normal modes, and the H approach

satisfies this criterion also with respect to disk normal modes. Furthermore, blade mis-

tuning input is particularly straightforward in both C-B and H models, since the modal

stiffnesses of the cantilevered blades are readily accessible. It is important to note that the

novel H approach consistently yields more accurate reduced order models than C-B. In

addition, the H technique is likely to perform even better (versus C-B) when applied to

models that feature more realistic differences in stiffness between disks and blades. The

improved performance exhibited by the H approach may become a critical advantage in

certain applications, where it may be imperative to minimize the CMS model while retain-

ing straightforward blade mistuning input (e.g., multi-stage analysis, mistuning identifica-

tion). Thus, the preliminary results presented in this section indicate that a hybrid-interface

CMS method may provide an optimal basis for dynamic analyses of mistuned bladed disks

when using a component mode approach.



CHAPTER X

Conclusions

The effects of mistuning (i.e., small, unavoidable variations in blade properties) on

bladed disk dynamics continue to be of concern to the turbomachinery community. The

potential for vibration energy localization and therefore dramatic increases in forced re-

sponse amplitudes and stresses is likely to place significant constraints on blade design

optimization. The complicating effect of mistuning on bladed disk response predictions

is twofold: (a) mistuning destroys the traditionally assumed cyclic symmetry of a rotor,

and thus requires full assembly modeling; and (b) mistuning is a random quantity, requir-

ing blade fatigue life assessments based on reliable forced response statistics. These two

considerations imply that using traditional analysis techniques such as finite element anal-

ysis is not practical, since full assembly models are often prohibitively large and therefore

unsuitable for comprehensive statistical analyses. It is thus essential to be able to pre-

dict accurately the dynamics of mistuned bladed disks using highly reduced order models.

Only when such reduced order models meet very demanding standards in terms of accu-

racy and computational efficiency can mistuning considerations enter as an integral part of

the turbomachinery rotor design process.

The doctoral research documented in this dissertation has addressed this industry-wide

need through the development of several high-performance reduced order modeling tech-
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niques that enable highly accurate and computationally efficient dynamic analyses of mis-

tuned bladed disks. The presented work has resulted in significant advances on each of the

two critical fronts — reduced order modelaccuracyand computationalefficiency.

10.1 Dissertation Contributions

Significant contributions of this dissertation include:

� Successful extension of the technique by Castanieret al. [20] to bladed disk as-

semblies featuring shrouded blades. The extended formulation uses projection of

individual blade mode mistuning onto the cyclic modes of the blade-shroud-ring as-

sembly. This included the formulation of a novel technique for extracting stiffness

deviations from experimentally obtained blade frequency data.

� Successful formulation, implementation, and validation of a state-of-the-art reduced

order modeling technique for the dynamic analysis of mistuned bladed disks — a

secondary modal analysis reduction technique (SMART). The SMART approach

uses a cyclic implementation of a fixed-interface component mode synthesis tech-

nique as an intermediate reduced order model basis. A secondary modal analysis

is performed on the intermediate model, from which only a small number of sys-

tem modes of interest are retained. Blade mistuning is input in the intermediate

generalized coordinates and projected onto the secondary generalized coordinates

in the low-order modal domain. This results in highly accurate and computationally

efficient minimized models that are exceptionally well suited for comprehensive

analyses of response statistics.
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Figure 10.1: Example results from a mistuning sensitivity analysis based on comprehen-
sive response statistics for the industrial compressor stage model depicted in
Fig. 3.1.

Method DOF Estimated CPU Amplitude Error

FEM 126,846 6,000,000 min. (11 years) (reference)

REDUCE 435 10,000 min. (7 days) 1–10%

SMART 31 5 min. 0.01–0.1%

Table 10.1: Computational efficiency and accuracy trends of developed techniques, with
reference to the mistuning sensitivity analysis results in Fig. 10.1.

An example application of the SMART approach is shown in Fig. 10.1, with method

performance data listed in Table 10.1. This table also includes estimates for the ref-

erence finite element model (FEM) and the reduced order model by Castanieret al. [20] (RE-

DUCE) for comparison.
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� Thorough investigation and documentation of important effects of disk flexibility

and interstage coupling on the response behavior and mistuning sensitivity of bladed

disks.

� Formulation and validation of a SMART approach for accurate and efficient reduced

order modeling of mistuned multi-stage rotor assemblies, capable of accurately cap-

turing potentially critical interstage coupling effects.

10.2 Future Research

Based on the work presented in this dissertation, some ideas for future research are

summarized as follows.

� Further efforts are required to establish the “optimal” component mode basis for the

SMART approach. Preliminary results in Chapter IX indicate that a hybrid-interface

component mode synthesis approach with a cyclic free-interface disk component

and a fixed-interface blade component may be the most appropriate and practical

representation for mistuned bladed disks.

� To make the SMART approach useful as a design tool in industrial applications, it is

imperative that aerodynamic coupling is incorporated into the formulation and vali-

dated thoroughly. In the current format, where blades are represented in real-valued

cyclic fixed-interface form, this may be achieved relatively easily. Assuming that

aerodynamic analyses use fixed-interface blade modes employing complex-form

cyclic symmetry, the resulting aerodynamic coefficients (any combination of mass,

viscous damping, structural damping, and stiffness entries) may be transformed into

an equivalent real-valued cyclic representation that can be introduced directly to the

intermediate model in the SMART approach.
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� The significant impact of interstage coupling revealed in this work implies that

single-stage analysis may not always be appropriate. However, in order to model

the system efficiently and interpret the results clearly, it is certainly desirable to

analyze one rotor stage at a time. Hence, it is suggested that single-stage represen-

tations that incorporate interstage coupling effects in some condensed form may be

the most feasible and appropriate manner to realistically model and analyze the dy-

namics of mistuned bladed disks. One such “suspended single-stage” representation

can be obtained from the multi-stage formulation in Chapter VIII by including the

adjacent stages but neglecting their dynamic content (i.e., by assuming zero retained

normal modes for the adjacent stages). The interstage flexibility and inertia are then

condensed onto the interstage degrees of freedom via projections of adjacent stage

mass and stiffness matrices onto the static interstage constraint modes.

� To obtain more complete and realistic models of bladed disks, it is further suggested

that present linear techniques formulated primarily for the accurate capture of mis-

tuning effects (e.g., SMART) be merged with concurrently developed non-linear

techniques for accurate modeling of blade friction dampers and intershroud friction.

Shrouds and dry friction dampers are frequently used to reduce the vibratory re-

sponse of blades, and the inclusion of such model features in reduced order model

representations is likely to be of significant value to the turbomachinery community.
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APPENDIX A

The Kronecker Product

The Kronecker product of two matrices is defined as:

A
B =

2
666666666664

a11B a12B : : : a1NB

a21B a22B : : : a2NB

...
...

...
...

aN1B aN2B : : : aNNB

3
777777777775
: (A.1)

Selected useful properties of the Kronecker product:

(A
B) (C
D) = (AC)
 (BD) (A.2)

(A
B)�1 = A�1 
B�1 (A.3)

(A
B)T = AT 
BT: (A.4)
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APPENDIX B

Circulant Matrices

The mass and stiffness matrices of any linear cyclic system may be cast in circulant

or block-circulant form. Hence, the application of cyclic symmetry in this paper makes

frequent use of the properties of circulant matrices and their eigenvectors. The properties

of circulant matrices are thoroughly examined in Davis [73]. The general form of a square

circulant matrix is:

C = circ (c1; c2; : : : ; cN) =

2
666666666664

c1 c2 : : : cN

cN c1 : : : cN�1

...
...

...
...

c2 c3 : : : c1

3
777777777775
: (B.1)

All circulant matrices of orderN possessN independent eigenvectors. In particular, they

share the same set of eigenvectors that make up the complex Fourier matrix,E:

E = [eki] ; eki =
1p
N
ej�(i�1)(k�1); k; i = 1; : : : ; N; (B.2)

wherej =
p�1 and� = 2�=N . In addition, there exists an “almost-equivalent” real-

valued form of Eq. (B.2):

F =
�
f0 f1;c f1;s � � � fn;c fn;s � � � fN=2

�
= : : : (B.3)
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: : : =

2
6666666666666664

1p
N

q
2
N

0 � � � 1p
N

1p
N

q
2
N
cos�

q
2
N
sin� � � � � 1p

N

1p
N

q
2
N
cos 2�

q
2
N
sin 2� � � � 1p

N

...
...

...
...

1p
N

q
2
N
cos(N � 1)�

q
2
N
sin(N � 1)� � � � (�1)N�1

p
N

3
7777777777777775

;

where the last column only exists ifN is even.

Note that bothE andF are orthonormal, or unitary, such thatE�E = FTF = I, where

I is an identity matrix of sizeN , and� denotes the Hermitian adjoint (complex conju-

gate transpose). In addition, this implies thatE�1 = E� andF�1 = FT, such that the

transformation productsE�CE andFTCF are similarity transformations [64].

The reason behind callingF “almost-equivalent” toE is that the columns ofF are not

true eigenvectors ofC, and hence, the similarity transformationFTCF will not yield a

diagonalized matrix. However, it will result in a matrix where all non-zero elements will

be grouped into2 � 2 blocks (“double” harmonics) on the diagonal, except for the(1; 1)

and, forN even, the(N;N) elements (“single” harmonics). This matrix type is referred

to as pseudo-block-diagonal.

These properties are readily extended to the case of block-circulant matrices by ex-

pandingE andF asE
 I andF
 I, respectively. The scalarci then represents a matrix

blockCi, whereCi andI are of the same size.
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