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Electronic spectroscopy based on electron tunneling gives access to the
electronic Density of States (DoS) in conductive materials, and thus .

provides detailed information about their electronic properties. C ryOg e n I C AF M = ST M
During this thesis work, we have developed a microscope in order to

perform spatially resolved (10 nm) tunneling spectroscopy, with an for

unprecedented energy resolution (10 peV), on individual nanocircuits.
This machine combines an Atomic Force Microscope (AFM mode)
together with a Scanning Tunneling Spectroscope (STS mode), and
functions at very low temperatures (30mK). In the AFM mode, the
sample topography is recorded using a piezoelectric quartz tuning fork,
which allows locating and imaging nanocircuits. Tunneling can then be
performed on conductive areas of the circuit.

With this microscope, we have measured the local DoS in a hybrid
Superconductor-Normal metal-Superconductor (S-N-S) structure. In such
circuit, the electronic properties of N and S are modified by the
superconducting proximity effect. In particular, for short N wires, we have
observed a minigap in the DoS of the N wire, independent of position.
Moreover, when varying the superconducting phase difference between
the S electrodes, we have measured the modification of the minigap, and
its disappearance when the phase difference equals 1

Our experimental results for the DoS, and its dependences (with phase,
position, N length) are quantitatively accounted for by the quasiclassical
theory of superconductivity. Some predictions of this theory are observed
for the first time.
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along a 1D S-N-S structure, with a normal wire length 1.4¢ (corresponding to 350 nm),

and perfect interfaces.
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The ability to combine in a given nanostructure materidtls different electronic properties
such as normal metal conductors, magnetic or superconguekectrodes, conductors of
reduced dimensionality, single molecules,... has opened nespgmives in mesoscopic
physics and nanophysics. The operation of field-effeaisistors based on single gated
carbon nanotubes [1], and the production of spintronic devirt which the orientation of a
single nano-size magnetic domain controls (or isrotletl by) an electrical current [2],
exemplify the progress achieved during the recent yearsvide range of electronic
phenomena have been found in the numerous combinationmatérials explored:
superconductivity in nanostructures made of both superconductthgan-superconducting
materials, Kondo effect in quantum dots connected t& Bafmi reservoirs [3], spin and
charge transport in spintronic devices... Understanding the lmehay such heterogeneous
nanostructures with competing electronic orders remainsjar challenge in mesoscopic
physics.

At an interface between two different materials,iatéwns of the electronic properties often
occur on short length-scales. Local probing of electrepi&ctroscopy, with a good spatial
resolution, is therefore necessary. Besides, such $pegtroscopic measurements are often
more direct tests of microscopic models of the system transport measurements are.
Moreover, the energy range over which these effgopear is often quite small (typically
~1 meV and down to a few 10 peV), compared to, for instaheethermal energy at room
temperature Kr~30 meV). It is thus mandatory to cool the experimelasn to very low
temperatures, in the millikelvin range, first to makesiphenomena observable, as well as to
measure them without thermal blurring.

Many different kinds of spectroscopies using electronpiophoton beams, such as Electron
Energy Loss Spectroscopy or photo-emission, can be wsgutrform a local electronic
characterisation. However, their spatial resolut®nften poor, and the probed energy range
(eV or higher) is larger than the relevant one folsaseopic physics. In order to obtain
spatially resolved information, and to probe small elestgvarious types of scanning probe
microscopies have been developed. Two main operation meleéesronic or optical, can be
used to probe either electronic or electro-magnetic spmxipies. In the electronic mode, a
very sharp conducting tip is scanned above the sample sunfddle the conductance
between the tip and the sample is recorded. This mettaatinighe low conductance regime
measures the ability to inject electrons from the tight® sample. It is called “tunneling
spectroscopy”. In the optical mode, an optical fiber \&itvery narrow apex is used to collect

optical photons from the sample surface, to probenftance the electromagnetic density of
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states [4]. Combined electronic-optical systems operdiotf in excitation and detection
modes are also feasible [5, 6].

The aim of this thesis work was precisely to desigori¢ate and operate an apparatus able to
probe the electronic ordering in isolated conducting namcstres using tunneling
spectroscopy, in the low energy range suitable for swegnc physics.

For this purpose, a microscope with both imaging and lelgatron spectroscopy abilities

was built and mounted in a dilution refrigerator.
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1.1 Tunneling spectroscopy

Tunneling spectroscopy was experimentally introduced in 1960 &gvé&i in the particular
case of tunneling of quasiparticles between a superconduelaa normal metal, using planar
junctions [7]. In 1981, Binnig and Rohrer developed the Scanning Tiagndicroscope,
providing condensed matter physics with a tool able to pergpatially resolved electronic
spectroscopy [8].

Although the basic theory of tunneling dates back to tHg days of quantum mechanics [9],
the interpretation of most tunneling measurementsegetin the tunneling-Hamiltonian
formalism introduced in the early 1960s, in particular by BamdgO, 11], and by Cohen,
Falicov and Philips [12]. In this framework, two independspstems are linked by a

Hamiltonian of the form

H, =Y T.,clc,+hc, (1.1)
a,b

which transfers single electrons between statedeictrodea and states in electrode and

wherec” and ¢ are the creation and annihilation operators oflsirparticle states in the
electrodes, and, , ZZ—;I‘Pb(r) W (r)dr is the tunneling matrix element betweestates and

b state$
In the case of tunneling from a sharp STM tip, @xpects the tunneling process to be
essentially local, limited to the close vicinity thie tip apex. Indeed, Tersoff and Hammann
[13] have shown that, assuming the tip apex cammbedelled by a sphere, the tunneling
matrix elementd, , are such that

2

“O,(r) (1.2)

Ta, b

where ¥, (rc) is the value of the sample single-particle wavecfion b at the center. of

the tip apex. For the sake of simplicity, the ceohtpoint between tip and sample is
assimilated ta..
From this result, one easily derives a perturbatixgression for the tunneling current

within the linear response theory, involving onlyagtities in the electrodesmt[13]:

! We neglect here the possible coupling of tunneling elestto collective electromagnetic or phonon modes
which would give rise to inelastic processes that nyadié tunneling current. This is generally valid when
dealing with “good” metallic electrodes having low eleatiagnetic impedance, and at voltages below a few
mV.
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46*|c[*
l (V) = h| | Idg[ 1:tip (8 —eV) - Lample( rc,é‘):lp tip(g —eV)p SamF"gr 08)' (13)
where py, ..mpe d€note the local electronic densities of statd3(8) in the tip, and in the
sample at the contact point and f,, .....,.(¢) are the local energy distribution functions - or

occupation number of electronic states - in thetedeles (which reduce to Fermi functions at

thermal equilibrium).|r| is the average value of the tunneling matrix eie!mﬁavb .

Expression (1.3) can be easily understood in texfrs balance of tunneling events in both
directions from occupied to empty states. It is tiseal basis for analysing local tunneling
spectroscopy experiments and it is worth noticing atressing that, to date, most STM
spectroscopic measurements have been successfdllyften accurately analysed within this
rather simple Tersoff and Hammann picture. Thusiadiens from this description due to tip
shape effects or tip-sample interactions are géperagligible.

As we will now show, under favourable conditionsyeocan disentangle the factors
contributing in (1.3), thereby gaining knowledgeladal spectral functions in the electrodes.
The case when both tip and sample are Fermi liquitls arbitrary densities of states is
depicted in Fig. 1.1, where it is further assumédt tboth electrodes are at thermal
equilibrium.

When one wants to probe the LDOS in the sample,usas a tip where the density of states
can be assumed as constant over the probed relenargy range (see Fig. 1.2). This is the
case for normal-metal tips, in the energy rangeablé for mesoscopic physics (meV). The
LDOS plays a major role in the knowledge of phyispraperties of the system. It is formally
amenable to calculation once the Hamiltonian ofdygem is known; for instance it can be
expressed as a retarded Green function for elextron

In order to determine the local energy distributfanction in a sample, one rather uses a
superconducting tip In this case the sharp BCS singularity [14] &f tip DOS probes the
energy distribution discontinuities. In this modet-of-equilibrium situations can be probed,
giving access to fast dynamics inside the structOrg-of-equilibrium distribution functions

can in principle be calculated from Green functjdng here within the Keldysh formalism.

It is possible to access energy distribution of etetrusing a normal tip in a high impedance environment,
using the Zero Bias Anomaly (ZBA) induced in the densitstafes of the tip by dynamical coulomb blockade
[15]. However, the ZBA has a less sharp singularity, pamed to the BCS singularity (which is nearly a delta

peak) and is thus a less efficient probe.
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Fig. 1.1 On the left are shown side to side the densitiesabésiof arbitrary probey,) and sample
(psampl9 @s @ function of energy (vertical axis). The fillim§ states (f between 0 and 1) is
represented in plain color (orange for the tip, bluetliersample). Fermi levels are shifted by the
voltage bias applied to the junction. The current flowhmgugh a tunnel junction between the tip
and the sample involves the convolution product of speftinctionsp and f of the electrodes (see
expression (1.3)). The right panel exemplifies tunneling facstate a in the tip into a state b of the
sample with a couplingzk
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Fig. 1.2 Tunneling spectroscopy with normal metal (a), and wittesconducting tips (b). (a) When
Pip(€) is featureless (normal metal), the differential cotauce, which is the derivative of current
with respect to applied voltage, gives direct accedsedocal density of states in the sample, with
a maximal resolution given by the sharpness of the Hemac function, involving the
temperature T in the tip (note that temperatures ae necessarily equal). (b) With a
superconducting tip, tunneling gives access to the energybdigin function in the sample,
provided psampid€) IS constant at Fermi level, using a deconvolution phoee Experimental
techniques about the DOS measurement are discussed irr ¢hapte



1.2 Spatially resolved measurement of the LDOS with a
combined AFM-STM

Scanning Tunneling Microscopes have been expldibedspectroscopy purposes since the
very beginning. The visualization by D. Eigler étaf a quantum corral for electronic surface
states delimited by atoms added on a crystalliméace is one famous example [16, 17].
Despite its obvious interest, scanning tunnelingcgpscopy has however not been much
used to probe nanostructures. There are two masons for this:
. Circuits are designed on insulator:

Most of nanostructures are fabricated on an insgjasubstrate, on which an

STM cannot be operated: as soon as the tip hoveas ansulating part, tunneling

current drops to zero, just as if it were far frdma sample surface. Therefore, the

feedback mechanism lowers the tip to reach thestdwmpnel current, unavoidably

resulting in a “tip crash” most dreaded by all STbkrs. In order to perform local

probe measurements on such samples, one needmtbtoeanother type of local

probe. Atomic Force Microscopy (AFM) is the mostviolois choice since it has

topographic imaging capability with high spatiatetition, quite independently

of the sample properties, in particular of its cactivity.

. Circuits are small compared to the chip:

On a given sample of macroscopic size, there enafihe or a few nanostructures

connected to the outside by large bonding pads.lF8ggshows as an example one

of the samples measured during this thesis worle ditea of interest has a

characteristic size of a few microns, located at ¢enter of a 5x5 mirchip.

Reliably bringing the local probe of a microscope top of the nanostructure

requires precise mechanical alignment capabildgfethe local probe with respect

to the sample in all three dimensions.
In order to perform spatially resolved tunnelingg&poscopy on nanostructures, and to cope
with the first point above, we have built a ne&lefimicroscope having a combined Atomic
Force and Tunneling probe, which can be used heeinode. In AFM mode, topographic
images of the sample can be obtained whateveilatsrieal properties. The STM mode is
primarily used to measure LDOS at desired locatidigs dual mode sensor is shown in
Fig. 1.4, and will be described in chapter 2. Ibé&sed on a tuning fork normally used as the

time-base resonator in wristwatches. Such a tufamg resonator is made of quartz, a
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piezoelectric material, which allows easy, low povedectrical excitation and detection of its
mechanical resonance (~32 kHz) and is thus wellptada for very low temperature
experiments. This tuning fork is equipped with aatie probe tip attached to one arm. The
attractive or repulsive interaction between theatu the sample surface affects the tuning
fork resonance. A feedback system regulating fh#otisample distance is used to maintain a
constant target resonance frequency while thecpsthe sample surface. This way, one can
form topographic images of the sample surface. @me@rea of interest is located, switching
to the STM mode, and performing tunneling spectipgat precise locations is then possible
without endangering the tip. The small wire conaddb the tip carries the tunnel current, and
allows tip biasing with respect to sample.

To cope with the second point, we incorporatedunroicroscope means of precisely displace
the sensor with respect to the sample in all tlteections of space over large distances
(several mm). This motion is performed by piezagie@ctuators based on stick-slip motion.
To compensate for the lack of reproducibility oésk actuators, and since operation at very
low temperatures does not allow visual access, ittedfour microscope with position
sensors. We further designed the samples so adpaub rapidly locate the nanostructure of

interest. All these features are described in Eeitachapters 2 and 3.
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Fig. 1.3 A typical sample made on a 5mm chip by standard e-bdédwogriaphy and metal
deposition, is glued by silver paint on a sample holder, lrdled to contacts for transport
measurements. The Moiré patterns that can be sear8onm field in the center of the sample are
position encoding marks for the microscope. For the gegmsriof the encoding see chapter 3.

& = = ] . - -
< = 4 L L= e

Fig. 1.4 (a) Picture of the combined AFM-STM probe, attachedht® end of a piezoelectric
scanning tube. A sharp metallic tip (inset) is glued atethd of the lower arm of the tuning fork.
The fork senses the interaction between tip and sampieh allows to image topography with a
precision mainly limited by the shape of the tip apex. fijnés electrically connected by a thin
wire to a filtered measuring line for performing tunnglispectroscopy. (b) Picture of the
microscope mounted and wired on the top plate of an edvelitution refrigerator. (c) Ensemble
view of the dilution refrigerator, model SIONLUDI desighéy A. Benoit from the CNRS
(Grenoble). This fridge cools the experiment down to 30m&bout 8 hours.
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1.3 An AFM-STM in a table-top dilution refrigerator

Mesoscopic physics experiments are often performaedlow temperature since the
characteristic energy scales of the investigatezhpimena are generally small: for instance,
for pure metals superconductivity occurs only belwritical temperature of the order of
1-10 K. Moreover, electron coherence effects tendisappear as temperature rises, due to
incoherent scattering by phonons... In general, géeature higher than the relevant energy
scale blurs the measurement: as explained in Eg.the energy resolution of tunneling
spectroscopy is ultimately limited by the temperatat which the experiment is performed.
However, to reach this ultimate limit, or even agawrh it, it is not enough to cool the sample
and the microscope. It is also necessary to cdyethbrmalize and filter all the lines
connected to the sample so that not only the extemoise (either noise from room-
temperature apparatus, or ambient noise), butthisdohnson-Nyquist noise arising from all
dissipative elements placed in these lines at testpes higher than the sample temperature,
are suitably attenuated.

For these reasons, the microscope was placedrimaheontact with the mixing chamber of a
dilution refrigerator with a base temperature aatt30 mK and the wiring of the experiment
was carefully designed so as to benefit from the @perating temperature. In particular,
special filters were designed, fabricated and llestaon every line, and a new type of tunnel
current preamplifier was designed. The fabricatiod setup of the full apparatus is described
in chapter 3.

We use a table-top dilution refrigerator, develoglsd Alain Benoit from the Centre de
Recherche sur les Trés Basses Températures (CRaBd Jwhich has the advantage of being
of comfortable use and suitable for a microscomd s$ ours. All leak-tight seals are situated
at room temperature, and the whole fridge and dperment are placed inside the same
vacuum chamber. This fridge is not surrounded byyastat filled with liquid helium, but it
operates with circulating liquid helium fed fronskghtly pressurized storage Dewar placed
underneath. Although a couple of groups are sufidgssusing this type of dilution
refrigerator with STMs, we found our own fridge, ialih was actually fabricated by Air
Liquide, to be plagued by internal vibrations, erdsy forbidding normal tunnel vacuum
STM operation. We could nevertheless perform veigble tunneling spectroscopy by
bringing the tip in mechanical contact with the péamthrough a thin insulating layer grown

on the sample surface.
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1.4 Benchmarking tunneling spectroscopy

A convenient benchmark for tunneling spectroscepyé measurement of the DOS of a BCS
superconductor with a normal metal tip, as shownFig. 1.2. Ideally, the measured

conductance of a N-S tunnel junction should becthverolution of the BCS DOS [14]

PBcs(g) = RGL (1.4)

whereA is the superconducting gap, with the derivativehef Fermi function in the tip at a
temperature given by the thermometer.

In practice, it turns out that in most very low f@mature experiments one can only account
for the measurements by assuming that the enesggibdition function in the tip is at an
effective temperature higher than that of the refrigeratuch a discrepancy is usually
attributed to an imperfect filtering of the electsignals. The practical energy resolution
achieved in such experiments is then determindtiibyeffective temperature.

In order to test the performance of our setup, wasured the DOS of a thin aluminum film
(thickness: 25 nm), with a chemically etched tueggip (see fabrication process in chapter
3). The differential conductance curve, shown . Bi5 was taken at a fridge temperature of
40 mK. The data are best fitted using the BCS temdi states for aluminum (with a gap
energy 187 peV), and a Fermi distribution functad®0 mK for the electrons in the tip. This
result already demonstrates that the electronkdrtip are fairly well thermalized, and that
not much extra noise is present.

This result presently displays the best effectermapgerature ever obtained in STM tunneling
spectroscopy. Although the effective temperaturestii higher than the thermometer

temperature, this result validates our work onngrifittering and instrumentation (Chap. 3).
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data T fridge = 40mK
—fit BCS + tip @ 45mK
fit BCS + tip (@ 60mK
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Fig. 1.5 First measurement of the tunneling density of statdenpeed at low temperature (40 mK)
on an aluminum film with a tungsten tip. The data (gneants) are fitted using the BCS density
of states with a superconducting gspl87 peV for the sample, and an electronic temperature of
45 mK (red curve) and 60 mK (black curve) for the elecaergy distribution in the tip, with no
other adjustable parameter. The best fits are obtédmeoh effective temperature in the tip around
50 mK. The corresponding energy resolution for the densitgtaties measurement is about
15 peV. Right panel shows a zoom on the peak. The disaepetween fit and data cannot be
explained for a standard BCS-normal junction, even byttimg a higher effective temperature, or
by introducing a depairing parameter; it is not presenttietstood.



1.5 An experiment on the proximity effect in S-N-S

structures

Spatially resolved tunneling spectroscopy is tleaidnethod to investigate the various kinds
of proximity effects that develop at interfacesviltn materials having different electronic
orderings. The superconducting proximity effect wdog at an interface between a
superconducting material (S) and a non-supercomductne (N) is one good example. It
manifests itself as the N side acquiring some sugetucting properties, and a weakening of
superconductivity on the S side. It can be desdribmecroscopically using Andreev-Saint
James ([18, 19]) reflection processes in whichlaaten with a given spin coming from the
N side onto the interface at a sub-gap energytis-reflected as a hole of opposite spin (the
electron time-reversed particle), resulting in aofer pair being transferred to the
superconductor’s condensate (see Fig. 1.6). Proximduced superconductivity is quite
different from bulk superconductivity: for instand¢be conductance of an N wire in contact at
one end with an S electrode is unchanged at zenpaeature despite the exclusion of the
electric field in the N side close to the interfd26€]; on the contrary, transport of Cooper
pairs can develop in short enough SNS nanostrigstyrelding a zero resistance state for the

normal region ([21, 22]).

Superconductor

Normal metal

Fig. 1.6 At an interface between a superconductor and a normal,mAetdreev reflection processes
take place. They account for the coupling between timersed states of quasiparticles
propagating in the normal metal due to a pairing potentiathe superconductor. Andreev
reflection allows as well to describe supercurrent flovotigh a piece of normal metal connected
at both ends to a superconductor.

Prior to this thesis work, superconducting proxyngffect had been extensively investigated,
both experimentally and theoretically. For reviemmsthis field see [23] and [24].
The theory for superconducting proximity effectbased on the de Gennes microscopic

theory for inhomogeneous superconductivity whicloved to treat consistently a space-
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dependent mean-field coupling between time-reveesectrons in an arbitrary structure [25].
Eilenberger showed how these equations could bee nsonveniently handled under a
guasiclassical form, in which one focuses only lm tariations of the (quasiclassical) Green
functions of the electron-hole pairs at the scdl¢he so-called superconducting coherence

lengthé = av. /A, much larger than the Fermi wavelength26]. Here,ve denotes the Fermi

velocity andA the superconducting gap of the bulk supercondticféhen one considers the
generally relevant experimental case of diffusiseductors having a mean free péatk &,
one can introduce further approximations for thénaweor of the quasiclassical Green
functions leading to the Usadel equations whichrameh easier to handle than Eilenberger’s
[27]. The Usadel equations are the diffusion déféral equations for the Green functions in
heterogeneous superconductors. Most of the theale&sults on proximity superconducting
structures have been obtained within this frametvork

Predicting the behavior of a diffusive proximityfet structure amounts to solving the Usadel
differential equations for the given sample geomefthe outcome of these equations is
directly the space dependent field of Green fumstioln particular, the real part of the
retarded Green function is nothing else than th€©8Dn the structure. Thus, measuring the
LDOS in a superconducting proximity structure wdthr microscope is a means of directly
and thoroughly testing the basic predictions ofghasiclassical theory of superconductivity.
Within this theoretical framework, several gendeatures of the diffusive NS structures are
known. In particular, it predicts that in an N woéfinite length L in good contact at one end
with a superconducting electrode, a reduced supdteiing gap with no available
guasiparticle states, the so-called minigap, d@#elm the LDOS with a uniform value

everywhere in the wire. This minigap is relatedtie characteristic time for diffusion
Ty = L2/D through the whole wire, or, equivalently, is prammal to the Thouless energy
/7, , whereD is the diffusion constant. Note however that wklile minigap is expected to
be uniform, the detailed shape of the full DOSpace dependent. In the case where the wire
is connected at both ends to superconducting eldest the LDOS is predicted to bema 2

periodic function of the superconducting phaseeddfhiced between the two superconductors,

with the minigap being maximum at= 0 and suppressedat .

! This definition for€ is valid in the ballistic regime. In the diffusive linii becomes’ = 1/% .

2 Some results on proximity effect can be derived withia scattering formalism [28] and using the random

matrix theory for some classes of structures.

26



Most experiments performed up to now on supercamiygroximity effect consisted in
transport measurements, for which comparison wigorty implies integration over position,
in contrast to LDOS measurement. Still, in someeexpents the tunneling LDOS in NS
proximity structures was measured [30], and STMsewadready used for this on entirely
conducting samples ([31, 32]). These measuremeetts generally found in good agreement
with the predictions. However, none of these presiexperiments investigated the phase
dependence of the LDOS in a superconducting proxistiucture.

With our instrument, it was possible to investigtite position and phase dependences of the
LDOS in a superconducting proximity structure. Tained results were assessed with the

corresponding predictions of the Usadel equations.

In order to perform this test, we measured the LEARfAg silver wires connected on both
sides to a U-shaped superconducting Aluminum eldetrThis way, by applying a magnetic
flux @ through the loop (see Fig. 1.7) on can controlghase differencé across the wire
according to:

()

0 =2r—, with @, :ﬂ the superconducting flux quantum.
D, 2e

Additionally, a set of normal wires of differentnigths were fabricated on the same chip
under the same conditions, thus keeping all otlaearpeters (e.g. diffusion constant, N-S

interfaces transparency, layer thickness etc) anhst

Our instrument is convenient to test such a geacngéipendence, because it can easily probe
multiple devices on the same chip, whereas in asp@rt measurement, this would imply

connecting 2 to 4 times as many wires as devicesstowhich rapidly becomes impractical.

The LDOS was measured at different positions iormal wire of 300 nm (see Fig. 1.7). We
found the presence of a minigap independent oftipasboth on the normal and the
superconducting sides, an essential feature peedifdr proximity effect. In the normal
region, (black, orange, and green curves in Fig.d), a gap in the density of states of
~50 peV is observed. Conversely, on the supercdimguside, states are measured in the
energy range between the minigap and the BCS daqut(a 70 peV in our sample): states
leak from the normal region into the supercondyabenergies below the gap, and above the
minigap (compare blue and red curves). The observaf the proximity effect in both the S

and the N sides exemplifies the interest of ouaegpis.
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Fig. 1.7 (a) AFM image taken at 30 mK of a hybrid Normal-Supercotwustructure. The

U-shaped electrode is made of 60 nm thick, ~200 nm wide alumianminthe silver wire inserted
in the U is 30 nm thick, 50 nm wide, and 300 nm long. The sireiclvas fabricated on an
insulating Si/SiQ substrate by standard e-beam lithography, and double-angporation. (b)
Density of states measured at various positions intthetsre, with zero phase difference between
both ends of the normal wire. The positions wherddifierent curves of the graph were measured
are indicated on the AFM image by arrows of the sanla.c
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Fig. 1.8 Variations of the LDOS in the silver wire in preserof an applied magnetic field inducing

a superconducting phase difference across the wire.dbataken on the wire shown in Fig. 1.7,
at the position labeled in black. Each curve is nomedlto the high energy conductance value,
and shifted vertically by 1 for clarity. This gives an atew of the closing of the minigap, when
phase reaches(lcoil= 73,5 mA) and of the overall variations of the ®ONoticeably, a peak rises
on the minigap edge and its position decreases simultagesitisithe minigap. A rounder peak
appears aroundl, which does not depend on the phase difference. Suchdsatere observed at
all positions.



The phase difference dependence of the LDOS, antleominigap were also probed. The
phase modulation of the LDOS is shown in Fig. bB8the position colored in black on the
wire of Fig. 1.7. We indeed clearly observed aquic modulation of the minigap, with its

disappearance at half-integer flux quantum in tog|

Finally, we have probed the variation of the mipiges a function of the normal wire length.
For all wires, the nominal transverse dimensiongewthe same (width: 50 nm wide,
thickness: 30 nm thick). A summary of the resulisamed at different positions in 4 wires
ranging from 300 nm to 2.7 um is shown in Fig. 1.9.

When the wire is short enough, a minigap indepeindéposition is present throughout the
structure, with an energy gap depending on thetheafithe normal region, When the wire
length is longer than the thermal length (equal ®pm at 40 mK with D=170 cis), no
minigap is observed. This is similar to the casaroinfinite normal wire.

These results are discussed in chapter 4.

We have compared our measurements with the predsctf the Usadel equations. In doing
this we have tried to render the essential featoibserved in the experiment, while keeping a
minimum number of adjustable parameters and a ricalgrroblem of reasonable size. We
found it a good compromise to settle to a one-dsmmamal approximation of the SNS
structure, taking into account reverse proximityfeetf, i.e. the modification of the
superconducting order parameter close to the aterfAs shown in Fig. 1.10, this modeling
enables us to reproduce quite well the featuregrobd in the experimental data. This
agreement is obtained with only a few adjustablaipeters. Indeed, the superconducting gap
is known from a direct measurement on aluminum pitetion in the wire is known from the
AFM picture, and one can only vary the interfacnsparency (equal for all positions in a
wire) and the diffusion constant (equal for all thiferent wires).

A detailed account for this comparison is givechapter 4.
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Fig. 1.9 On the same chip were fabricated SNS structures witnadowires of different lengths.
Here we show a summary of the results obtained for drdift structures. In each panel, an AFM
picture taken at 40 mK shows the structure on which D@®% was measured. Each position is
marked by a colored arrow corresponding to a curve ofdinee color. Data are normalized to
their high energy conductance and shifted by one fortglarop-left: in the shortest 300 nm wire,
the minigap is ~50 peV. Bottom-left: in a 500 nm long wihe, minigap is still clearly observed
(~28 peV). Top-right: In the 900 nm long wire, the pceetl minigap of 9 peV is smaller than the
energy resolution of 15 peV achieved with electrons at kQwihich explains why the measured
density of states does not fall to zero. Bottom-rigddse of a long wire (2.7 um): the DOS is
modified by proximity effect only close to the interface.
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Fig. 1.10 (a) Comparison between measurements (color) and poedici{black lines) of the
quasiclassical theory for the different positions alyeshown in Fig. 1.7. Data curves are plotted
in the same color as in Fig. 1.7. (b) DOS at sixediht phases at the position labeled in orange on
Fig. 1.7 (Left panel: data, right panel: theoretical dmtons). The superconducting gap
(170 peV), and the positions were measured, while therfaces parameters, the effective
temperature (60 mK) as well as the diffusion constant ¢i#(s) were adjusted to obtain a good
overall reproduction of all the data.
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1.6 Perspectives

The experiment on the superconducting proximitye@ffdemonstrates the ability of our
apparatus to probe the LDOS of nanostructures. mbtfiod is clearly more versatile than the
fabrication of tunnel junctions at all the placdsene the DOS has to be measured. Thanks to
the installed filtering and to the low temperatyrdge unprecedented energy resolution of
~15 peV for an STM gives access to many interestirgnomena in mesoscopic physics.

We outline here some possible experiments for whizshapparatus would be best adapted.

Some of them are already on the bench.

1.6.1 Proximity effect in ballistic 1D systems

We have probed the superconducting proximity effiecta diffusive N wire, which is
described by the Usadel formalism. Another simpig poorly explored regime is the case of
a ballistic 1D system. Possible N systems for type of experiments are single wall carbon
nanotubes (SWCNT), in which proximity supercondtitti has already been demonstrated
[33], or metallic wires carved from an epitaxiatjyown thin film of refractory metal such as
tungsten (see 1.6.4). In either cases the proxibilt®S is expected to be different from the
diffusive case. In particular, in the case of M@&@WCNT, where transport occurs through
only two conduction channels, we ought to obsendisarete spectrum of Andreev Bound
States.

The interest of single wall nanotubes is theiribadl behavior, but achieving good interface
with a metal electrode is not easy. Metallic wivesuld provide much better NS interfaces,
thus giving a better chance to observe proximifgaf[34], but genuinely ballistic metallic

wires have not been fabricated yet (except in 2DEGs

1.6.2 Proximity effect in a 2D system

Bidimensional structures are also worth being itigated. Here, we think more specifically

of graphene, which has attracted a lot of intedest to its very peculiar electronic properties.
Even though transport in ideal graphene shoulddbéstic, the actually achieved mean-free
paths in present experiments are still rather shOrt100 nm, due to impurity scattering.

A very interesting phenomenon was predicted by &erdkker to occur in graphene: Andreev
reflection is expected to be specular, instead i&t@-reflection, provided the doping is low

(close to the Dirac point) [35]. A possible geomets probe this prediction is the electron
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focusing geometry developed at Stanford Universityhe group of D. Goldhaber-Gordon,
which would allow to select electrons with a giveaidence angle on the interface. Our goal
would be to probe the electron-hole coupling atgpecular reflection angle. However, this
experiment would only be feasible if longer meagefpaths were achieved. We have already
performed a preliminary experiment on a sample igeal by D. Goldhaber-Gordon. The
geometry of the graphene sheet was however notdegfied, and we could not draw general

conclusions from our preliminary measurements.

1.6.3 Spin injection and relaxation in superconductors

When a current flows between a ferromagnet and & Biglet superconductor, spin-
polarized quasiparticles accumulate at the interfsiace Cooper pairs carry no spin. The
recombination of these excess quasiparticles im#lgpin-flip processes, which were
investigated long ago [36], but never satisfacyoekplained. By measuring the local DOS,
our instrument could bring some useful insight logske processes.

The investigation of the local DOS of the proximitgluced spin-triplet superconductivity in
CrQ;, is also very interesting [37]. In particular, hexgain a spin-flip process is necessary at
the interface between spin singlet and spin triglgterconductors.

In both cases, using a spin polarized tip woulegigcess to the DOS for each spin state, and

provide even more detailed information.

1.64 Energy relaxation in quasi-ballistic (“Superdiffusive”)

structures

In usual metallic thin films, electric transport dsffusive, due to electron scattering by
impurities and crystalline defects. Recently, epillly grown metallic films of refractory
metals (W, Mo...) in which bulk electron scattering very small, were produced. In
nanostructures carved in these films, electrongraimly scattered by the boundaries of the
conductors, and electric transport is dominatedthy electrons in the lowest energy
transverse sub-band, which are less scatteredebyitb boundaries [38, 39]. In this so-called
super-diffusive regime, electron-electron inter@asi are also expected to be modified with
respect to the standard diffusive wires. In ordesiddress this issue, we propose to determine
the energy exchange rate between electrons in er-sliffusive wire. For this purpose, we
propose to use a technique pioneered in the grOuyedrs ago in the case of diffuse wires

[40]. In this technique one measures the out-oflbguwm energy distribution function in a
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wire connected to two reservoirs with a potentidfedence V. This measurement gives
access to the energy exchange rate between ekectnoa nut, the distribution function in the

middle of the wire is the average of those in tbservoirs in the case of negligible energy
exchange, whereas it is Fermi function with a Ideahperaturek,T :gev in the case of

strong energy exchange.
Probing the energy distribution function could gdevuseful insight on experiments in super-
diffusive devices (see Fig. 1.11). Instead of aeywimore complex geometries can be thought

of to exploit the challenging and interesting feasuof super-diffusive structures

0 50 100 150 200
T (K)

(a) (b)

Fig. 1.11 (a) A transport experiment has already been performethénQuantronics group on
epitaxial films of tungsten or molybdenum to show evadsnof superdiffusive transport in such
materials [38]. Below a certain temperature, phonorntetag becomes negligible and electrons
motion is determined mostly by interface roughness. Téesarement of the cross resistance in an
epitaxial film shows a inversion of sign below 50 K, igading departure from the diffusive
transport, as pictured in the insets. (b) An experindesigned to probe the energy exchange rate
between electrons by measuring the distribution funct{en Has already been performed on
diffusive wires [40]. The case of weak electron interactifeft) and strong electron interactions
(right) are pictured. The same experiment can be em@édi on superdiffusive wires. In both
situations (a) and (b), using our microscope with a supdtering tip would allow us to probe in
great detail the spatial and energy dependences of thbutisn function.

! In super-diffusive systems, the relation between etefigid and electrons motion is a tensor, which depends
on geometry. Spatial variation of the distribution funtti(€) gives access to ballistic electronic paths, and the

exact shape of §f depends on energy redistribution between electrond-{geé&.11 b), which is different for

ballistic and for diffusive electrons.
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CHAPTER 2

DESIGN, FABRICATION

AND OPERATION OF

THE M| CROSCOPE




In this Chapter, | will describe the local probecroscope which was designed, assembled
and operated during my thesis. This project ainogouild an instrument able to perform high
resolution local tunneling spectroscopy at any poim a nanocircuit. This goal imposed a

number of requirements which have driven the desfghe microscope:

 High resolution tunneling spectroscopy requires lawise, low
temperature operation. In turn, low temperature ratm:n and
implementation in a dilution refrigerator imposenstraints on the choice
of materials and actuators and on the constructidhe microscope. This
will be explained in 82.1 and 82.2, while low temgtare instrumentation

aspects will be addressed in the next chapter.

 Probing a single nanostructure necessitates atjgnire tip on this
particular nanostructure. Thus, the microscope nmaste accurate 3D
displacement capability of the tip with respectth® sample. Coarse

actuating will be discussed in §2.3.

* The nanostructures to be probed have insulatingcanducting parts. As
STMs unavoidably crash their tip on insulatorss tl@quires a dual-mode
probe. We have used a combined AFM-STM probe basea quartz
tuning fork which had already been used in sevéral temperature

AFMs. This sensor will be presented in detail indg2
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2.1 The microscope structure

2.1.1 General description

Piezo tube

Shear mode piezo stacks

F—1cm

i ~ Sample holder

|
PCE Sensor Sample

Fig. 2.1 CAD image of the microscope. Part n°2 in front, separfatedlarity, is normally aligned

to part n°3 by threaded rods (symbolized by dashed linesgemtty pressed against part n°1 by
springs. Mating prismatic shapes are used to guide sliding (@ong the indicated X, Y and Z
axes) which provide coarse positioning of the senpatibve a fixed sample on three independent
orthogonal axes. The sliding parts are actuated byiahstick-slip motion of four shear-mode
piezo stacks for each axis. Fine scanning of the samaptce is done by a vertical piezoelectric
tube, which performs 3-D positioning. The sample is fixed @mnnected onto a sample holder,
which plugs into a socket soldered onto a printed circuitdo¢BCB). The base is thermally
anchored to the 30 mK plate of the inverted dilutioddei.
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Fig. 2.1 is an illustration of the overall struawf the microscope. It has a mobile tip above a
fixed sample so that the sample can be electricallynected with fixed wires and thermally
anchored to the mixing chamber of the refrigeraldrwe tip can be coarse-positioned above
the sample using 3 independent orthogonal actuatdexed by capacitive sensors which will
be discussed in 82.3.1 and 82.3.2. Fine scannipgriermed by a piezoelectric scanning tube
supporting the sensing system. This latter systemsists of a metallic sensor tip mounted at

one end of an arm of a miniature quartz tuning.fditkis sensor will be described in §2.4.2.

2.1.2 Materials and construction

2.1.2.1 Material selection

As in any complex assembly made for cryogenic usgehad to take great care of choosing
materials with compatible contractions upon coolhgwn. This is particularly true for
materials which are meant to be glued togetherthism respect, the selection is primarily
dictated by the use of available cryogenic pieztdteactuators, all based on so-called PZT
ceramics (See 82.2 p. 45). Thus, we tried to udenas matching as closely as possible the
contraction of theses PZT ceramics (See Table. 2.1)

Besides contractions, other criteria enter the riztselection:

(i) It is important that bulk materials used at l@mperature are good thermal conductors to
thermalize well and rapidly.

(i) The materials chosen for the microscope body ldhoel preferably easily machined.

For both the above reasons, to fabricate the bddieo microscope, we preferred using a
metal such as Ta6V (a titanium alloy), which canniechined similarly to stainless steel,
rather than machinable ceramics such as Macor®d(useSTM bodies because of its
matching to PZT contractions). Titanium has theher advantage, as compared to common
metals, to be non magnetic which is mandatory fiplieations in a magnetic field or when
using superconductors.

The fact that titanium is superconducting at lomperature (critical temperature of 390 mK)
makes it a bad thermal conductor. This was cureddig-plating the titanium parts with a

few microns thick gold layer, to help their thermation as much as possible (See §2.1.2.5).
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linear CTE @ 320Kntegrated thermal contractipn
Material ﬁ'(x10'6/K) A (300K -4K) (x10°%
l ave
Titanium Ta6V 8.9 1.71
Copper 16.4 3.26
Brass 18.9 3.97
Stainless Steel, not used 13 2.97
Tungsten 4.4 1.1
PIC151® from Politec PI (the tube) 6 no publishedst
PIC255®, Politec PI (the stacks) 4 no publishecdat
Al alloy 24 4.19
Sintered alumina 7.8 ~1
Quartz 8.1 -0.01 (silica)
0.22 (silicon)
Vespel® SP-22 (plastic
(tube apnd tuning foiE supp)ort) 38 03
Stycast® 2850 FT (epoxy) 35 4.2
Stycast® 1266 (epoxy), not used 11
Epotek® H20E, Politec Pl (conductive epoixy) 31 no published data
Macor® (ceramic), not used 9.3 1.67

Table. 2.1 Comparison of thermal contractions of the main materiatsitin the microscope assembly.
Thermal contraction below 4 K is negligible.

® Matching of PZT ceramics and titanium thermal expandimmn to cryogenic temperatures was brought to our
knowledge by the UAM low temperature lab group.

" Epoxies can have thermal expansion coefficients up tioné3 higher than common metals.
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2.1.2.2 Mechanical structure

Local probe measurements, and, above all, tunnedpegtroscopy, are very sensitive to
vibrations. It is therefore crucial that a locabpe microscope is built to be as much as
possible immune to vibrations [41]. This means thittations reaching the base of the
microscope should not change the tip-to-sampleadicgt. This implies a very rigid structure
with large eigenfrequencies.

In this respect, Ta6V is also a good choice: llighter and stiffer than other materials we
could have chosen, so that the eigenfrequencidseddtructure will be pushed up. We further

tried to make it as small as possible, to minintiE=mass and thus the cooling time.

2.1.2.3 CAD Design

| designed the structure of the microscope usinglidSConcept”, a 3-D parametric CAD
software. In this software, designing a fairly cdexpassembly such as this microscope is
done quite simply by listing constraints (such aging faces, dimensions, parallelism...) on
the different parts. Changing any of these con#isaautomatically propagates and updates
the design.

With such a tool, starting from preliminary ideas bow one would implement coarse
motions, what would be a stiff and stable structwkat are the piezoelectric actuators
dimensions and the required relative motions ofdifferent parts, etc, one can rapidly end up
with blueprints for machining the parts. Those phigts are reproduced on Fig. 2.4. Each
element is shown under the standard blueprint vighks an additional isometric view for
clarity.

In many respects, this design is not original, talsorrows many ideas to low-temperature
STMs already successfully operated in other Ylads particular, the coarse motion
displacement motors based on stick-slip motionaishaode piezo stacks and prismatic
guiding, can be traced to the Pan design [42].

We also benefited from the knowledge of the lowgderature laboratory of the Universidad
Autonoma de Madrid [43] where such motors had k&stessfully operated prior to this

work.

! Prior to this thesis no STM had been built in the latuy.
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Fig. 2.2 Blueprints of part 1 and 2 of Fig. 2.1
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Fig. 2.4 Blueprints of part 5 and 6 of Fig. 2.1.




2.1.2.4  Assembly

Epoxy Stycast® 2850 FT is ubiquitously used by gemists, thanks to its thermal matching
to copper. All joint parts which do not necessitekectrical bonding are glued together using
Stycast®. This concerns all piezoelectric stackikwire glued to the titanium parts, as well
as the alumina plates, and the connectors of theostope (see Fig. 1.4).

Electrically connected parts are bonded togethesilvgr epoxy, Epotek® H20E or H20F
from Politec PI. Since H20F is cured at a lowergerature than H20E, it is more appropriate
for the assembly of the PZT piezo parts (see 83R.Plowever, it is softer, and more fragile.
The AFM-STM probe is glued at the end of the pidecteic tube using General Electric
varnish, usually employed as an insulator on ed@itrcircuits. The reason to use it here is
that it is easily removable using isopropanol, atidws quick mount and un-mount of the
probe sensor when necessary (for instance whetuimg fork is broken).

At the other end, the piezoelectric tube is gluath wonductive epoxy to a tiny threaded
titanium cap. When gluing the cap on the tube [8ge2.5), one has to care about alignment
of the axis of the cap with respect to the tubs.akhis cap has two functions: first to connect
the inner electrode of the tube, and second to t@dube onto its support. The piezo tube is
screwed on a machined Vespel® part (non conduptivgmer, see Table. 2.1), which is itself
screwed on the prismatic Z titanium part. Thereftre tube can be easily removed and
replaced when needed (for instance to repolarigeee 2.2.3.1). The electrical connections of
the electrodes of the tube are done using condpepoxy as shown in Fig. 2.5.

This holding of the piezo tube is made as rigichatirect gluing of the tube in the titanium

part would be, except that it can be conveniemplaced.
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VC- )VZ )V+x

Brass Vespel (insulator)

Silver Epoxy
(conductive)

Titaniu

piezoelectric
tube

Fig. 2.5 Schematic view of the mounting of the tube in thentiten Z prism (part 1 of Fig. 2.1). The
external electrodes (see §2.2.2.3.b p48) of the tube are termcsilver epoxy to throughputs,
and the central electrode is glued to a threaded titarépm c

2.1.2.5 Plating of titanium

For better thermalization, the Ti parts of the msope are covered with a thick gold and
copper layer by local electrochemical depositione Thickness is of the order of 10 um, but
is not uniform, due to the technique employed.

In this electrochemical technique, adhesion ofdbposited metal onto titanium is normally
poor due to bad sticking onto the uniform TiO2 lagevering titanium.

To improve this, we first perform a local anodipati of titanium with a
{HCIO, + CH,COOH solution at-30V potential. In this step we grow porous titanium

oxide, which yields better adhesion of the metddlier.
We then deposit alternatively gold and copper kydrhese layers are deposited from
cyanide-complexed gold and Cu$sblutions at respective potentials of +12V and #6fth

a carbon electrode.
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2.2 Piezoelectric actuators

Piezoelectric materials are the standard actuased in local probe microscopy. They allow
controlling electrically very small displacemendswn to subatomic levels. In the following,
| first review the basics of these actuators. Theketail how we use them in our microscope
» for accurately scanning the tip over the sample,
» for performing coarse positioning over the sample,

* inthe AFM sensor.

2.2.1 The piezoelectric effect

Piezoelectricity was first predicted and explairtedthe Curie brothers in 1880. It is the
property of certain crystals to generate chargenvwdtieessed. This effect is due to the intrinsic
polarization of the crystalline unit cell (e.g. pgtectric materials), and more generally to a
non-centro-symmetric charge distribution.

When a crystalline cell with non uniform chargetudl®ition is mechanically deformed, the
geometric centers of positive and negative changege by a different amount resulting in
electric polarization. Conversely, the applicatiohan electrical field results in different
motions of the charges geometric centers in thé ¢eht finally induce macroscopic
deformation of the material, either shear or landjial.

The converse piezoelectric effect was mathemayicitiuced by Lippmann in 1881 and was
immediately confirmed by the Curie brothers, prgvthe complete reversibility of electro-

elasto-mechanical strains.

2.2.1.1  General mathematical description of piezoelectricity

In a microscopic (local) view, strai)(develops within any material, due to an appligdss
(T), and the link between those quantities is the haeical compliance(s). Mechanical
compliance is a local tensor (6x6), when descrilmogtinuous media with a large number of
degrees of freedom (DO¥)

Identically, from the electrical point of view, tleectric displacemenD)| is related to the
electric field E) by the permittivity £), whereD anE are 3-dimensional vectors, aads a

rank 3 diagonal matrix.

! Compliance is homogeneous to the inverse of the Yowdylus.

21t can be reduced to a global tensor or even to arsshilen the material has symmetries, or is homogeneous
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In a piezoelectric material, all the above mechalrand electrical quantities are coupled. The
piezoelectric effect can be described by the skedabtrain-charge coupled tensorial

equations:

(2.1)

{S=H T+ d €
D=[d]T+[¢]E"
where[d] is the piezoelectric coupling matrix (3x6)tands for transposition of a matrix).
Polarization and strain are therefore related leydbefficients of thg¢d] matrix, depending
on the orientation of the crystalline cells relatio the electric field. The coefficied} of the

[d] matrix represents the induced strain (relativgtlierchange) along axis | WithD{l, 6} ,

per unit of electric field applied in direction mumbers from 1 to 3 identify the three
directions in the crystal cell referential, ando46 label the shear modetsually, the 3

direction is taken as the polarization direction.

2.2.1.2  Practical equations for piezoelectric devices

Piezoelectric devices are objects made of pieztr@eunaterials. Their shape is cut relative to
the polarization axis of the material and they@reered with metallic electrodes to apply an
electric field to the material or to collect theepoelectric charges, whether it is used in
reverse or direct piezoelectric mode.

The tensorial relation (2.1) is a local microscogéscription of the piezoelectric effect. By
integration over the spatial coordinates, taking iaccount the shape of the electrodes, one
establishes a link between the chaggen the electrodes (froffD), the voltageU applied
(JE), the displacemert of the object §), and the forcé applied {[T), of the same form as
(2.1), but with macroscopic parameters.

For example, in the case of a one dimensional amtice. designed to move an extremity in

a single given direction), this yields a linearat&nship between electrical and mechanical

(5 0

wherez is the motion of the extremity along the propesai the force applied at that point

guantities:

in the relevant directiony the charge collected by the electroddsthe voltage across the

! We use here the Voigt notation, where S and T appe@Davectors instead of rank 2 tensors, fd} as a

rank 2 instead of a rank 4 tensor.
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electrodess the unloaded (i.e. witR=0) deflection of the actuator under unit appliedtage,
c the capacitance between electrodes (charge aaigur unit voltage whelr=0) andk the
actuator spring constant (deflection per unit fortenU=0).
Energy conservation arguments further imply thatdeterminant of the above matrix is zero,
and that its coefficients are linked by
2-C

k

This in turn implies that under all circumstancksré is proportionality betweenandq in

S

piezoelectric materials:

a=

q
z

with o =ks=S
s
Most devices are thus characterized by giving #ti® o, the so-called piezoelectric coupling

coefficient (in C/m), and their capacitance.

2.2.2 Practical piezoelectric materials

In the following | present the materials we havedug the microscope, quartz and the so-

called PZT ceramics.

Piezoelectric coupling
Material (10™* C/m) or (10* N/V)
Room Temperature Low Temperature (4K)
Quartz dj~1 ~ unchanged
PZT d; ~ 200-550 reduced by a factor 5to 10

Table. 2.2 piezoelectric coupling constandsof the piezoelectric materials used in the microscope.

2.2.2.2  Quartz crystal

Crystalline quartz in its most abundant fora €xhibits spontaneous piezoelectricity. Quartz
can be produced in high quality monocrystals wikicedlent mechanical properties. This

enables to fabricate extremely stable, high quddityor, electromechanical resonators based
on the piezoelectric effect. Such resonators aiguitbusly used as time bases in electronic

systems. The AFM sensor of our microscope usesauebonator (see §2.4).
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For practical applications other than resonatarsh s actuators, transducers, etc., quartz (or
other natural piezoelectric material) is not veityaative because of its low intrinsic coupling
constant. Quartz is however free from hysteresd dnft problems found in synthetic

materials (see below).
2.2.2.3  PZT piezoelectric material

2.2.2.3.a Description

In order to improve the applicability of piezoelctdevices in particular in the domain of
actuators, material research came up with ceranaesmg much larger coupling coefficients.
The most widely used of these is a mix oxide ofljearconium, and titanium, the so-called
PZT. It has a composition Pb{di;.,)Os with x = 0.52, and can achieve strains of up to
0.294. At this particular composition, crystal is at @nphotropic phageboundary which

greatly enhances its piezoelectric properties.

The crystalline structure of PZT is a perovskitbeTunit cell consists of a small tetravalent
metal ion, (Ti or Zr) in a lattice of larger meiahs (Pb, Ba) and Dions. Below the Curie
temperature of the crystal, the cell acquires spatus anisotropy, and presents a permanent
dipolar moment. The orientation of this moment ealopt several orientations, and can be
changed by applying a sufficiently large electi@d (it is thus a ferroelectric material). The
adjacent cells in a crystal all have the same aton orientation; a grain therefore presents

a permanent macroscopic polarization.
2.2.2.3.b PZT ceramics: poling and depoling

For most applicatioristhe material consists of a ceramic made of sniatered grains. As
fabricated, all the grains are randomly orientex ttsat the ceramic element has no global

dipolar moment, and no net piezoelectric effect.

! In view of the enormous potential for applications thian active research field and since 2000 several "giant
piezoelectric effect" materials such as PMN-PT, PANviath coupling constants one order of magnitude
larger than PZT have been obtained.

2 A phase transition between two crystallographic arnaeges occurs when changing the stoechiometric
composition (in PZT materials, it is a transition betwehombohedral and tetragonal phases).

3 PZT is also used in monocrystalline thin films in iné@imaging applications, for its pyroelectric properties
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In order to make them usable, a net macroscopiropiectric effect is obtained in these
ceramics by poling (i.e. polarizing) them. The pgliprocess consists in using the
ferroelectric property of the material: under afisiéntly large electric field (typically in the
MV/m range at room temperature), the microscopitividual crystalline cell dipoles can be
permanently rotated. This process is often asstbiunally as the ferroelectric coercive field
vanishes at the Curie temperature, which typicedlyges from 150 to 350°C depending on
the type of PZT. After this process, the graing there earlier randomly oriented are globally
aligned along the direction of the poling fielddaapermanent polarization remains.
However, care must be exerted with these ceramgcthey may be “depoled” by applying a

too large reverse electric field or by raising tengiure above the Curie temperature.
2.2.2.3.c PZT actuators shapes and functioning

One can construct a variety of piezoelectric actsatvhich can be classified as follows:

* "normal" piezoelectric mode.
In these devices, the poling direction coincidethwihe subsequently applied field, and the
resulting local deformation consists indg elongation (respectively compression) along the

applied field, accompanied by a transverdsg, [ds) contraction (resp. expansion) when the

field is applied in (resp. opposite to) the direntof the poling field (see Fig. 2.6).
0dy,

0dy,

Fig. 2.6 Deformation of a piezoelectric material when an eledield is applied parallel to the
polarization direction.

» "shear" piezoelectric mode.
In this kind of devices, the applied field is pergeular to the poling field (indexes
i=21or2): a unit field applied in direction 1efp 2) yields a shear deformation of the

material in the poling direction (see Fig. 2.7) gwdional tod;s (resp.dx4). The particularity
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of these devices is that poling was done prior dtiirgg the ceramic and plating it with

electrodes parallel to the poling field. Conseqlyeiftaccidentally depoled, the device cannot

be repoled in-situ and must be replaced.

Odg

Fig. 2.7 Deformation of piezoelectric material when an eledigld is applied perpendicular to the
polarization direction: a torque is applied to crystallaells which result in shear deformation.

* Normal and shear stacked devices

Voltages can be easily produced and controlledoup few 100 V. For these voltages, the
magnitude of the pieza@oefficient @3, ths, ...) limits achievable displacements by an
individual slab of material to the nm range. In @rdo increase these displacements, one
resorts to stacking several slabs, so that thelivitual displacements alldTo do so, one
stacks slabs with alternate polarization togethith \mtermediate electrodes (see Fig. 2.8).
These stacks form the most powerful piezoelectemaks, with displacements up to several
hundred pum, able to carry heavy loads. Stacks swally made of many thin layers (to
maximize the electric field, and therefore, thaisiy, which translates in devices having large
capacitances. Also, large voltages must be handigdcare in these devices, as one is more

likely to exceed the breakdown field or the depwliield in thin layers.

! Large deflexions can be obtained in tubes, unimorph andrph structures without resorting to stacking, but

then the available actuating force is small.
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Fig. 2.8 Piezoelectric sheets can be stacked to increase ahleievable displacement. Adjacent
sheets have opposite polarizations, to share the samenon potential. For a given applied
voltage, the displacement is enhanced by a factor equal mauthieer of sheets in the stack. Stacks
can be made either of normal or shear mode piezoelstieets.

» Piezo-tube devices.
The poling process of a ceramic allows orienting golarization of the material in any
convenient spatial distribution. Most notably, inbés, one can easily obtain a radial

polarization (Fig. 2.9).

\
Ve Ol
+ ) < - + —
O %
- N - N
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polarization

Fig. 2.9 Radial polarization of the tube is performed by settingoater electrodes at the same
potential with respect to the inner electrode. The maldon can be done indifferently setting the
center electrode at the lowest bias or at the highiédss will result in opposite directions of
polarization, and reverse scanning behaviours.

With such tubes, split electrodes allow to move tillge extremity in all 3 directions (see
Fig. 2.10). The deflection of the piezoelectricdulorks on the principle of a bi-metal: one
can apply to two opposite electrodes an electeidl fin opposite radial direction, by applying
them opposite voltages with respect to center reldetas depicted on Fig. 2.10. This results
on one side in a dilatation of the wall, meanwtkfile other side experiences a contraction. As
a result of volume conservation, the whole tubedbeim the direction where the radial

dilatation has occurred, like in a bi-metal.
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Fig. 2.10 Principle of piezoelectric tube X-Y deflection. In sucheubne uses thds; piezoelectric
coefficient, that is, the polarization being along thecteic field. When the field is applied
uniformly between inner and outer electrodes, the Walkhess increases (decreases) and the tube
globally retracts (extends). If the outer (or innercelede is cut into different pieces polarized
independently, one can deflect selectively in a giver drection.

Lateral displacement at the tube end is proportitmthe length of the tube and to elongation
(contraction), and inversely proportional to thardeter. Elongation (contraction) is itself
proportional to length, and inversely proportiortal the wall thickness: for maximal
displacement one has to choose the longest, siatdshinnest tube. The drawback of this
choice is to lower the resonant frequency of thecstire (see discussion above).

Piezotubes are the most commonly used scannelsctdprobe microscopes.
2.2.2.3.d Imperfections of PZT ceramics: drift and hysteresis

Since the macroscopic piezoelectric effect of P&famic devices results from the addition of
microscopic contributions, it is subject to the imotof screening charges in the material and
to thermodynamic fluctuations. As a result, the eniat has large drift and hysteresis
(typically a sizeable fraction of the total rangag,well as noise and energy losses.

In practice, no bi-univocal relationship existswveeén the position of an actuator and the
voltage applied to it: an actual position deperdshe history before reaching this point, and,
for a fixed applied voltage, the position slowlylapees (drifts) towards an equilibrium
position. These imperfections are particularly pnamced when performing finite frequency
motion of the actuator: the amplitude rapidly dases with frequency and one must take care
to avoid having too much internal dissipation whiohuld lead to damaging the device

(overheating the glue in stacks, for instancepantly depoling it.
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As well, the piezoelectric coupling depends on terafure, and this also can cause drifts in
position if the temperature changes.

Finally, PZT ceramics are prone to ageing, i.ey thme gradually depolarized, even in absence
of a large reverse electric field.

These effects limit SPMs applications, as they hantpe stability of the local probe, the
reproducibility of the tip positioning, etc. Mode8PMs overcome these problems by using
linearized closed-loop scanners, where the piezsitipo is constantly monitored and
corrected.

Note that these imperfections are not present amtguactuators.
2.2.2.3.e PZT ceramics at low temperature

Fortunately, the above imperfections of PZT ceranaie cured when operating them at low
temperature, and PZT actuators become nearly widalow losses and hardly any hysteresis
and drift at all. This is probably due to the friegzof most mobile screening charges. The
ageing is reduced as well, because spurious degailan occurs at a lower rate.

The counterpart for this improvement in stabilgythat the piezoelectric coupling constant is
considerably reduced, typically by a factor 5 to Note that contrary to PZT, the Quartz
coupling constant very weakly depends on tempezgsae Table. 2.2).

Overall, PZT ceramics are very convenient actudtmrsryogenic applications: they provide
high energy efficiency (thus low spurious heatirag)d they are very simple to use, with only
electrical connections to implement. In practidegyt are the most used actuators at low
temperature.

In our microscope, coarse motion and fine scananegnade with PZT ceramics parts.

2.2.3 The piezoelectric tube

We use a 4 quadrants piezoelectric tube from ol model PT130.94, with an inner
diameter of 2.2 mm, an outer diameter of 3.2 mrength of 30 mm, yielding at 300 K a
longitudinal displacement of 2.1 um/100 V, and terial displacement of 14 um/100 V. The
maximal voltage one can apply in the direction regeto polarization is 200 V. The
capacitance of each electrode is 2.4 nF.

Piezoelectric coupling of the tube is reduced at temperature roughly by a factor 8, giving
a lateral motion of 1.8 um/100 V, and a verticakiomof 150 nm/100 V. The maximum scan

range we can reach during our experiments is £30@ertically, and £4 um horizontally.
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2.2.3.1  Poling procedure

Due to ageing, or accidental depoling, it is neags$o repolarize the tube, to recover a full
piezoelectric coupling. In our case, ageing ocaitrdow rates of a few percent per year,
because we work with the tube only at very low terafures.

Poling can be done as explained before by applgingry high electric field, however we
found it safer and more reliable to heat the ceraafiove its Curie temperature to fully
release the constraint on dipole orientation, amol @ down while applying a substantial
electric field. Curie temperature of our tube isward 250°C, so we heated it around 350°C,
and the field we used was a little higher thandéeoling field, i.e. 5 10V/m.

By monitoring the capacitance of the electrodesigefind after the polarization procedure,
one notices an increase by ~20% (from 2.4 nF up3t@F): indeed, after polarization, all
charges have a maximal displacement in the figldction, enhancing the signal measured
with the capacitance meter for a given appliedagdtamplitude.

Right after polarization, the piezoelectric celhighly hysteretic, and one has to “cycle” it by
applying sinusoidal excitations on the full randedeflection. After a few hours of cautious
cycling (not exceeding the depoling field etc), thiezoelectric cells relax and one gets a

more predictable and less hysteretic behaviour.

2.2.3.2  Calibration at high and low temperatures

After poling or repoling, a calibration of the tub®tion can be done by imaging patterns of
known dimensions to determine the effective disptaent per volt in the three directions. For
this purpose, we use a design grid whose pattenmsist in pads of known height and lateral
dimensions engraved in the sample. Details ofdbedation are presented in chapter 3.

The scanner controller is a commercial controlledel PicoPIu8” from Molecular Imaging.
This controller comes with the software “Picosc#mét includes a calibration script. Other
features are included in the software like spectpg functions, that record inputs/outputs of
the controller versus one another (I1(V), 1(z), elc...

The procedure is the following: calibration factarge set to unity (say 1nm/V) and hysteresis
corrections are set to zero. The grid is scanneamk,oyielding an image which is a priori
distorted if performed at room temperature. Dimensiof the grid patterns known from the
fabrication are input in the imaging software whadduces axis coefficients, and hysteresis
corrections. A subsequent second-order polynoniigdeirmits to linearize the tube motion.

As an illustration, images taken both before amerafalibration are presented in Fig. 2.11.
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Fig. 2.11 Images shown are scanned from left to right (fast aais),from top to bottom (slow axis).
(a) before the calibration. (b) once the tube isbcated (at another position, on the edge of the
grid). On the first image (a), one can see the tubefiected in a highly non linear way: the tube
motion follows a second order polynomial profile. Thetfthat one sees more ranks of patterns on
the slow axis is symptomatic of the frequency dependetbe piezoelectric coupling.

The calibration is given as three parameters: itieat deflection in nm/V, the non linear
deflection in nm/V, and the percentage of over scan needed to ciystresis. Calibration
coefficients at ambient temperature are the folhmuwi

fast axis 129.9 nm/V, 0.392 nm/A/

slow axis 133.8 nm/V, 0.19 nm/Y/

for both axis, the hysteresis is ~ 10%,

Z:21.5 nm/V.

However the built-in calibration procedure is natisfying, at least for room temperature use.
As said earlier, the piezoelectric efficiency ighly frequency dependent. Since images are
recorded line by line, one axis is used at a highejuency than the other. This results in
different calibration factors for each axis. Asansequence, the recorded parameters cannot
be used for instance for a rotated image acquisitideally, calibration should be done at
different scanning speeds, and recalled whene\ettatk
As already mentioned, this problem is solved at kamperatures: there is basically no
difference between X and Y, the second order termegligible (one always remain in linear
regime), and there is no hysteresis. The coeffisiare then:

X and Y: 18.5 nm/V, 0.0002 nmA/and Z 1.5 nm/V.
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2.3 Coarse positioning and indexing

The coarse positioning system of the tip relatovéhie sample, briefly mentioned previously,

is now explained in more details.

2.3.1 Design & principle

Each axis of the coarse positioning system is ieddpnt, and they are all similar. A given
axis is schematically figured in Fig. 2.12. It isngposed of a fixed part comporting a
V-shaped groove, on the side of which are glued &hear mode piezo stacks. A mobile
V-shaped part comes resting on these four stamdsslédes along the groove. The contact
surfaces are alumina plates (not shown on Fig.)2dt® is glued on top of the piezo stacks,
and the other one onto the moving part. For thend & axes, the fixed and moving parts are
maintained in contact by gravity, whereas for thexig, the sliding part is gently pressed onto

the piezo stacks by soft, adjustable springs.

2.3.1.1  Stick-slip motion

The shear mode piezo stack generates the motiomg abme axis using the stick-slip
mechanism [44] described in Fig. 2.12: during avsimltage ramp, the deformation of the
piezo stacks drives the mobile part by static ifrictbetween the alumina plates. Then, in a
very fast reverse voltage ramp, the piezo stackseturned to their original position. During
this fast motion, the friction force is not enoughovercome the inertia of the moving part
which will essentially remain in place.

Electrically, this is equivalent to slowly chargirlge capacitance of the piezo stacks, and
subsequently discharging it as fast as permittethéylriving circuit.

By repeating these cycles, arbitrary large dispteer@ can be performed, limited only by the
mechanical constraints (i.e. size of the movinggal. In our design the accessible range is
about 10 mm for both X and Y axes and 5 mm fortexis, which is comfortably large for
the kind of samples we want to measure. We can gnagine putting two samples side by

side in the microscope so that they are measurtetisame cooling cycle.
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Fig. 2.12 Operation of the inertial stick-slip motors: there tmee independent motors, one for each
axis, X Y and Z. Each motor is composed of four shear nRtie stacks of sheets glued by
Stycast 2850 FT to one titanium part, say the “fixed padt’stacks are deflected simultaneously
with a bipolar voltage. The inertial motion of theduing part” is initiated by a sawtooth voltage
pulse: during the slow slope, the part “sticks” to tteelss, while during the reverse fast slope it
slips. Each step of +160 V at 30 mK yields a net displacenferR00 nm. The same displacement

is obtained at room temperature using a £35 V ramp. Stapbe repeated up to 8 kHz without
any significant loss of displacement efficiency.

2.3.1.2  Electrical requirements

Each piezo stack (Politec Pl model P-121.03) ispmsad of 6 ceramic sheets. Four stacks
are used to motorize one axis, so that we havhame 24 sheets, at the same time. Given the
dimensions of the piezo sheets (5x5 area, 0.5 mm thickness), and the dielectric consta
of PZT, the total capacitance per axis is of treeeoof 15 nF.

For a typical voltage ramp of 100 V and dischargeetof about 10 ps, the driving source
must be able to deliver a peak current of aboutrdB0during those 10 us. This is important
to notice because high voltage sources often halatively high output impedance. For
instance high voltage sources commonly used tedripiezo scanner cannot deliver such a
large peak current. For performing inertial stidik-smotion one often needs to rely on

dedicated electronics. For this purpose we use @8R control unit from Omicron.
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Another factor which can limit the discharging @nt of the piezo stacks is the resistance in
the wires and filters connecting the room-tempegatsource to the microscope in the
refrigerator. In our case, the total wiring resieta for an axis, when the refrigerator is cold, is
of the order of 60@, giving an RC time constant of 10 uS. Anyhow, kdked that the
efficiency of the motors at room temperature watsraduced by the introduction of a series
resistance: they work properly with a bias resistanop to more than 1.4X% without any

measurable reduction of the average step size.

2.3.1.3  Mechanical performance of the motors

The behaviour of such an inertial stick-slip motaghly depends on the static and dynamic
friction coefficients, which are hardly controlle@hus, one has to find a trade -off between
two opposite behaviors: on one limit, friction @tlow, and the object slips even during the
“stick phase”, which limits the maximum frequendyetmotors can be driven at. On the
opposite limit, friction is too high and the objesticks onto the ceramic during both
alternations. Between those two limits, lies a lesalynamic range which is found more or
less empirically.

The plates used are 0.254 mm -thick polished sdtatumina plates. Their typical roughness
is less than 80 nm RMS according to manufactureeyTare thick and rigid enough to remain
very flat during assembly. Furthermore this matasaxtremely tough so that it would not
wear when used repeatedly.

| found that the procedure chosen to assembledhstituting parts of a motor had a direct
impact on its behaviour. The best performance axl@hility were obtained when all
elements were glued simultaneously to ensure #tatd alumina plates are well resting one
onto another.

On the other hand, one may fear that very flatgslaierfectly facing each other may stick to
each other upon cooling down, because of the ingexi adsorbed water on the surfaces.

We found that the “inertial stick-slip” motion wakeliably at low temperature, even without
special cleaning, or using any dry lubricant orite alumina plates. This was a rather good
surprise, since such actuators are notoriousltitic operate at low temperature: they tend to
stay blocked, or to operate erratically.

In practice, the good performance of the motors lbardegraded by its surroundings. In
particular, one must take care that all the wirdagnecting the microscope, and the copper

braids for thermalization, do not limit or hampkee tisplacements.
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2.3.1.4 Inertial vs. non-inertial stick-slip motion

In the driving mode we use, all four piezo stackes driven at the same time and require a
single driving line.

Several other implementations of stick-slip acttmia SPM rely on controlling individually
each piezo stack [45], so that only one stackiting] at a time. Of course such approach
requires a more complex wiring and control process.

An intermediate approach, keeping a simple wirtaysists in dephasing the signal arriving
on each stack, by making an RC cascade at low tatye [46]. In this latter approach,

however, extra Joule power is dissipated at lowpemature compared to our implementation.

2.3.2 Position indexing

When the microscope is operated at low temperatmechave no optical means to know
whether the motors are moving properly, or to aartineir actual position. Because of their
intrinsic irreproducibility, it is highly desirable control that the motors move properly and
even better to measure their position with suffitiaccuracy to enable fast navigation on the

samples. | now describe how such a position measneis performed in our microscope.

2.3.2.1  Design

The benefit brought by a position indexing systdmwd not be outweighed by a too large
extra complexity in the setup. In particular, thedamanical assembly must be handy because
the microscope should be easily mounted and distedufor instance to change the sample.
Furthermore, the operation of the position indexsygtem must also be compatible with the
low temperature environment and should be simphesé& conditions forbid for instance the
use of an optical interferometer.

We met these requirements with a rather simpletisolu by incorporating a variable
capacitor to each of the stick-slip actuators. €re® planar variable capacitors consisting in
gold electrodes deposited on the back side of #loéng alumina plates sliding one onto
another. The alumina plates therefore constitigaltblectric insulator of the capacitor.

The gold electrodes are 12 mm-long, 6.5 mm-wid¢aregles on one side, and 12x8 mm on
the other side. Neglecting edge effects, the maimapacitance (when the electrodes fully
face each other) is

_ €& WL

Cmax
2t

=13.5pF,
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whereW andL are the length and width of the electrodes0.254 mm the thickness of one

alumina plate, and, =9.9 the dielectric constant of alumina.

2.3.2.2  Resolution and accuracy of the capacitive position sensors

To be useful, this position measurement should bBanesolution at least equal to the range of

the scanner, which is 8 um in our case. Thus, #@s®lution of the variable X and Y

capacitances measurement should be better {Bam/12mn)C, = 6x10C, = 8f.

These rather small capacitance values can st#ldsély measured using standard impedance
bridges (so-called RLC meters).

In practice, however, measuring such capacitanegsires some care, since the wiring
capacitance presents a stray capacitance much luaye G..x in parallel with the variable
capacitor. This would then necessitate a much higesolution in the capacitance
measurements. In our setup, cross-talk in the ralattlines connecting the variable
capacitors to the C-meter were carefully considemad minimized by running the cables in
different shields.

To circumvent the problem associated with measusimgll capacitances, one can think of
making capacitors with much smaller dielectric khiess. Actually, we deliberately chose to
go the other way because it improves the accuratlyegosition measurement, as | will now
explain. In fact, in these variable planar capasjtone has to worry about the thin air gap
(vacuum gap at low temperature) between the twmiak plates. The gap thickness depends
both on the roughness of the plates and on the timguof the alumina plates. To be more
explicit, in an imperfect setup, a displacemennglthe axis of the actuator is accompanied
by another uncontrolled motion in the perpendicualaection. This changes the average air
gap and the value of the capacitance by an amaintefated to the actual displacement of
the actuator we want to measure. ldeally, the desigl the mounting of the system should be

such that these parasitic capacitance change®gligible.
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Fig. 2.13 Schematics of the 3-layer capacitance composed by twoerparit alumina plates and a
gap of air in between.

Taking into account an average thicknessf the air gap, the effective capacitance of the
planar capacitor is:

C=sW(Z+ o
&

i
If one assumes thattakes more or less random values with typicakibistion widthde, the
relative change in the capacitance due to thisaness is:

@zdLogCa_e
C de

Optimally, we should make this quantity smallerrnthhe measurement resolution, so that it

does not affect our determination of the posit&mce it is difficult to control the amplitude
oe, because it depends on how the system is assenitbiedafer to minimize/t right from

the start.

It is this reasoning which led us to put the eledés on the back side of these rather thick
alumina plates. And this is why we are bound tosueag small capacitance values with the

associated aforementioned difficulties.

2.3.2.3  Practical implementation

To increase the signal of interest on X and Y awis,measure two capacitance elements, by
tooling two neighbouring stacks up with gold platddmina. The facing alumina plate, glued
on the opposite titanium part, has thus two ele&sopatterned on it (see Fig. 2.14). Care
must be taken to assemble the setup so that ttieaeles face each other correctly.

To mount these capacitances in the microscopé,dfrall, the two piezo stacks are glued
with Stycast® 2850 FT to their respective alumitetgs. Then, all the three alumina plates

are glued together with correct spacing using & gthich is soluble in acetone. This insures
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both planarity of the contact between the platesl, eorrect lateral positioning of the two
small plates. After that, all the alumina plates glued simultaneously onto their respective
titanium parts. The removable glue is subsequelislsolved when the Stycast is set.

This procedure ensures as well that potential nangpity or misfit between the titanium
parts is corrected.

In order to avoid measuring capacitance betweerdidgonally opposed electrodes, we set
them at the same potential, and measure the suwapakitance thus given. Fig. 2.14 shows

how the motors are installed on one axis X or Y.

3= } A0,

/ Au
—PZT
Stycast 2850 F<—

Ti

Fig. 2.14 Installation of the piezo stacks and of the gold platechimla plates, and wiring of the
capacitances. The schematic picture presented hesdtamX and Y axis.

Au

Stycast 2850 F = = 27 72

Ti

Fig. 2.15 Same installation as in Fig. 2.14 for the Z axis. Mm@ piezo stacks are linked by the same
alumina plate for reasons detailed in the text.

For X and Y axis indexing we have rectangular geldctrodes, which provide a linear
variation as a function of displacement. For them@or, precision on position is not needed
but instead, since the approach procedure invosreall steps, we ideally need more

sensitivity to displacements. Indeed, during tipeagpproach sequence, we typically perform
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displacements of 500 nm at a time, roughly equath® maximal extension of the tube
(600 nm), and it would be convenient to resolves¢heteps.

By using fingered capacitances as pictured in Eit5, instead of rectangles we tried to
increase sensitivity. In this configuration, thgaaitance variation is sinusoidal, instead of
linear, and the absolute position is not knownesslperiods are counted from the beginning
of the course.

At first glance, the derivative of capacitance widspect to displacement is higher because
one adds the signal from all fingers (increasingeureasing at the same time). However, the
edge effect limits the actual advantage of haviteyge number of parallel eletrodes, and one
has to find a compromise: given the thickness ef plates, the optimum period (giving
maximum contrast, together with fast enough odoites) is 1.5 mm.

In order to keep the same sensitivity on the wipeldod, we use two series of fingers, shifted
by a quarter of a period. We read alternativelymfrone or the other quadrature. Two
capacitances are thus measured on the Z axis.

These quadrature signals are summed with respBcivand Y signals, so that we only need
3 wires in all for capacitance measurements: on&X#X1, one for Y+Z2, and one common
wire. The first two are wired individually in coatilines, whereas the third one is part of a
multi-wire line (see chapter 3).

Alumina plates were bought from Reinhard MicrotégmBh, already plated with a few
nanometers of a tungsten/titanium adhesion layer vaith 5um of gold. Electrodes are
patterned by optical lithography, and wet chematahing. Gold is etched in a warm (30°C)

Kl+1, agitated solution (in ~1 hour, no sonication), &vid Ti is etched in a 0, solution.

2.3.2.4  Testing actuators and sensors.

The RCL meter used for capacitance measurementRELE from INSTEK) displays a 5-
digit value and is specified for 20 fF maximal ps@n when measuring a typical 40 pF
capacitance at 20 kHz during 1 s. For a 3 s longsorement of our variable capacitance at a
fixed position, we obtain a typical accuracy oF5(#5 um) that sets the position resolution.
Given that, we could check the motors behaviour aatibrate the variations of the
capacitance for a given displacement of the moaingom temperature.

We present in Fig. 2.16 a record of the capacitage function of the number of steps
performed, on both X and Y axis, on the whole raofydisplacement (i.e. 12 mm), and on Z

axis in a shorter range.
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This test was performed starting from one extrenoifythe course of X and Y motors,

applying a given number of voltage ramps of 70 Vphltede at 200 Hz, and measuring

capacitance variations after each series of pulses.

Doing this, we cannot distinguish between two safgabehaviours: the true variation of the

capacitance with actual displacement, and the disielacement of the motors. The first is

assumed perfectly linear, at least far from theesdgvhereas the second is less predictable.

We attribute the deviations from linear behaviaubad functioning of the motors, except at

the start and end points.

A check of the capacitance variations alone shoattsist in measuring separately the actual

displacement with an interferometer for instance.
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Fig. 2.16 Measurement at room temperature of the capacitandbe ¢firee axes when moving the
motors by applying voltage ramps of 70 V amplitude at 200 Hzth® whole travel length, which
is 12 mm, the X and Y axis respond quasi linearly. At sigrind ending points, when the
electrodes do not cover each other, one observes ddge éflinear fit of the central part allows
to calibrate the capacitances at room temperatusenasg the linear range is 12 mm. The Z1 and
Z?2 signals are plotted on the right bottom side: a eotstalue has been subtracted to plot their
variations around zero. The procedure has been donathndirections (up and down) and the
curves are similar, except of course that the efficiemdgwer by ~20% in the upwards direction.
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The linear fits of the X and Y motors give a valok 2 fF/um, nominal variation being
2.25 fF/um. The Z axis capacitance has a maxin@t@n of 2.5 fF/um. This value should
be increased, for instance by using thinner andider plates, because the current setup has
proven not fully satisfactory. Indeed, the achiewesblution is a factor 4 to 5 higher than the

small approach steps.

This X,Y calibration was used at low temperatureptusition the tip over the sample,
assuming constant dielectric and mechanical paesef alumina upon cooling down.

Until now the motors have proven to work reliably law temperature, by never being
blocked for instance, and with relatively good wmehrcibility (though less than at room
temperature). The well-behaved quasi-linear resgmas room temperature, as well as the
overall good functioning at low temperature valelatur design of the microscope and the

procedure for the assembly of the motors.
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2.4 The atomic force sensor

Binnig and co-workers implemented the first atofoice microscope in 1986 [47] in order to
measure forces as small as*d0l, with in mind applications in the field of nanibblogy.

They revisited the concept of the stylus profiloengbne could also evocate the phonograph),
scaling it down to access inter-atomic interactiohBey wanted to go beyond the native
limitation of the STM, invented 5 years earlierdsghapter 1), which does not allow to probe
a non-conducting material. In their original desigrsoft lever to which was attached a sharp
tip was probing the surface, and an STM was usedbtaitor the deflexion of the lever.

Since 1986, Atomic force microscopy has been d@eslan various domains. This field has
brought great progress in surface science by atipwo access surface properties down to the
atomic scale, involving various forces such as tedstatic, magnetic forces, force
spectroscopy, tribology, etc. AFM has even beend asea lithography tool to manipulate and
pattern nanostructures, and massively parallelizidjrated AFMs were proposed as scheme

to make read/write memory devices [48].

An atomic force microscope probe sensor is genégricanstituted of a lever to which is
attached a tip. When approaching the tip from dasar the short range forces affect the
whole sensor, changing the lever static and dyngqmuiperties. Surface imaging is done by
scanning the tip above the sample and monitoringpgmopriate sensor variable, such as its
static deflexion or the amplitude of a resonant eadd most cases, the dynamic range of the
AFM is increased by implementing a feed-back meismarwhich maintains the measured

variable at a constant set point while scanning.

There are several ways of acquiring topographigesa
* Maintaining the tip in close contact with the sgdaall the time. This is
the “contact mode”, in which one detects the lestatic deflection. In this
mode, however, the tip generally wears quite rgpidind there is a

possibility that what is observed on the sampldus to the action of the

tip.

Other modes are dynamic, with the tip performingoagillatory motion. Dynamic AFM
experiments are done by exciting the lever in amast mode. When the tip interacts with the

surface, the lever resonance is modified. The dymamdes file in two categories:
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e The tapping mode where the tip "hits" the surface\eery point of the
image. This mode yields the highest resolution, antctch reduces the

problem of surface and tip deterioration with resge contact mode.

* The non-contact mode where the tip remains in ttraaive field of the
surface, and never reaches the repulsive part. |dteeal resolution is
degraded due to a larger tip-sample distance, gt dllows a larger

imaging speed.

2.4.1 implementing AFM sensors at low temperature

Among the many possible force detection methodsneed one suitable for operation in a
dilution refrigerator. Despite their widespread elepment, atomic force microscopes have
not been easily adapted to cryogeny, because oflitheulties to fit the force sensors to

cryogenic environments.

2.4.1.1  Optical sensors

Indeed, the standard method used in commercial Aédtsists in measuring the deflection
of the lever with a laser beam focused on its esak (Fig. 2.17), and reflected towards a
4 quadrants diode. In this approach, both the laser the detector use semi-conductors
which do not function at low temperatures sincertbbarge carriers are frozen. It is still
possible to use this technique in a low temperafik®, by deporting the laser and diode
outside of the fridge and using an optical fibed][tb bring in and out the laser signal. Such a
setup was successfully operated at 4K [50] and dima20 mK [51]. Others have modified
the photodiodes to work under vacuum and low teatpees [52], though not at temperatures
below 4K. However the optical alignment remainseticate issue in those setups, especially
because differential thermal contractions of thetemals employed cause spurious

displacements of the laser beam upon cooling.
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Fig. 2.17 lllustration of standard AFM deflection measurementagel beam is reflected on the end
of the lever towards a 4 quadrants diode which measweateftection of the lever either statically
or dynamically.

Moreover, when operating at dilution fridge temperes, the cooling power is very limited
(of the order of 40 uW at 100 mK in our case), thellaser itself (with typical power in the
mW range) would likely bring too much heat loadhe fridge.

Finally, in low temperature experiments, the lgsestons have energies much larger than that

of thermal fluctuations and could cause unwanteitaions in the sample.

2.4.1.2 Electrical sensors

Given the above problems associated with opticéalien, one quite naturally thinks of
electrical detection.

Indeed, the use of piezoelectric and piezoresistnaderials for local probe sensors was
introduced just a couple of years after Binnig'gyinal AFM publication. Those materials
overcome the problems described above for low teatpee experiments.

First came the piezoelectric quartz tuning fork3{]5and then piezoresistive cantilevers
([54, 55, 56)). In the latter, a deformation is gerted into a resistance variation, which, with
suitable design and operating conditions, can leatktectable deflections as low as 0.01 nm.
However, given the intrinsic sensitivity and nodfethese sensors, such performance with a
reasonable bandwidth requires operating the seaist@rge bias voltage, with a dissipated
power in the mW range, which again is not suitdttevery low temperature.

Thus, upon examination, the only remaining optionvery low temperature AFM is the use
of piezoelectric devices. In these devices, oneurally obtains low dissipation
electromechanical oscillators, which are very semjol integrate in an electric circuit and to

operate in a dilution refrigerator.

68



Compared to optical and piezoresistive cantilevéhgse sensors are only operated in
dynamic mode. On the other hand, for this dynanaclen piezoelectric sensors incorporate
their own dithering actuator “for free”, whereag tbther types of sensors require a separate
device to excite the resonator (a device whichiaally, is usually a piezoelectric element).
Hence, regarding their implementation, piezoelecdansors are the simplest possible AFM
sensors.

In our microscope, the AFM sensor is a piezoeleduning fork which is intrinsically a
high -Q resonator. This high -Q provides high darisi, which allows very low excitation

amplitudes (of less than 1 nm), with a minute giasd power (~ pW).

2.4.2 Quartz Tuning Fork (TF)

The tuning fork was invented in 1711 by a trumpetamed John Shore, to ease tuning
trumpets correctly. It is made of two parallel beainked together by a common base (see
Fig. 2.18 and Fig. 2.24).

2.4.2.1 A high Q harmonic oscillator

The tuning fork is a harmonic oscillator with inbat high quality factor. The main resonant
mode of the tuning fork is a symmetric mode witkpect to the symmetry planes of the
device (see Fig. 2.19).

This symmetric resonance is commonly used to peothé correct tune to musicians. The use
of this peculiar fork shape instead of a singlenbedth the same resonant frequency is easy
to understand: in the symmetric resonant modentbgon of the arms is totally decoupled
from the motion of the center of mass, and theueegy and the quality factor are then
independent of the holder, but only depend on thenging within the material and
surrounding air. By choosing stiff materials witwi loss, the tone is accurate, lasts long and

enables the musician to tune with a single bowherttining fork.

2.4.2.2  Tuning forks for atomic force microscopes

The first implementation of quartz tuning forkslatal probe microscope was in a Scanning
Near-field Acoustic Microscopy (SNAM) experiment IBinther et al. and dates back to
1988 ([53]). The growing use of tuning forks infdient branches of local probe microscopy
was initiated by the need to suppress light froselebased detection and to ease experimental
setups. Karrai and Grober for example expandedises to Scanning Near-field Optical
Microscopy (SNOM) in 1995 [57].
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Fig. 2.18 (a) Photograph of a piezoelectric quartz tuning fork usedumAFM microscope. Gold
electrodes are deposited on top of the quartz, in a sbeipe designed to excite selectively the
symmetric mode (i.e. both arms move in phase oppokitib) Schematic of a cross section A-A’
of the tuning fork, showing the connections of the etefets. P is the intrinsic polarization of the
piezoelectric quartz. The dotted lines represent éie lines.

«— extension—

—contractione—

—— contraction—

« extension—

A’ A’

Fig. 2.19 The motion of the prongs can be explained as follows: wheguotential difference is
applied to the electrodes, opposite charges appear on féettgees, so that the arms deflect in
opposite directions. To be more specific, when for it&apolarization is opposite to electric
field, dipoles experience a vertical contraction, and dugotume conservation, perpendicular
directions experience a dilatation (see 82.2.2.3.c). Meredf the upper region of the cross
section experiences an extension, the lower part willrexpee a contraction since the electric
field reverses in the arm, as depicted by the field lifbsse stresses lead to a bending of the arm.
The other arm being connected the opposite way simuliashebends the opposite direction,
yielding a symmetric motion.



The Tuning Forks (TFs) used in AFM are standardsparass-produced by the clockwork
industry. They are made of monocrystalline piezttele quartz, a material with high stiffness
and low loss. They are engineered [58] so thaistimemetric mode frequency is accurately
32768 Hz (2°Hz), designed to provide the 1s time base of fmwer electric circuits
(wristwatches for example) upon division by a senghift register. Engineering also
optimizes the stability of oscillation parameteessus temperatufé and the balance of the
fork's arms (generally involving post-fabricati@sér trimming).

To fabricate TFs, a quartz monocrystal is cut sineth polarization is nearlyaligned along
the arms’ thickness (see Fig. 2.18), and metdlicteodes are deposited on the arms in a way
that only the symmetric mode can be electricallgited (see Fig. 2.18). Conversely, when a
motion of the arms is initiated by an external &ronly its symmetric part will be detected
via the electrodes.

As fabricated, forks are sealed in a small can unakefied atmosphere, so that their Q is
typically 10 at room temperature. We have to remove this aaseur application. We do
this manually on a lathe, and we end with a barentufork as shown in Fig. 2.18. We
subsequently glue the fork on a stand, conneand, then glue a tip on the end of the lower

arm, as shown on Fig. 2.20.

! The so-called +5° X cut of the quartz crystal, in whictarization is tilted by 5° off the plane, is purposely
chosen to cancel at first order the temperature depeedsdnthe resonance frequency of the fork at room

temperature.
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Fig. 2.20 Tuning fork fully mounted, hold at the end of the piezoelettibe. The base of the tuning
fork is glued onto the support, and the support itself is glodhlet tube using GE varnish. The tip
and the wire are glued with conductive silver epoxy Epbt2RE from Polytec PI. Both arms of
the fork are free to move. Note the tuning fork is hold imay that the tip is roughly aligned with
the axis of the tube.

In our setup, we chose to connect the tip to theglicurrent amplifier through an additional
wire, like in Refs.[59, 60]. It would have been pibde instead (and indeed much easier) to
connect the tip to one of the electrodes of thentufork.
This brings benefits and raises issues:
* The tunneling current can be measured independehthe piezo current.
This enables, to perform simultaneously STM and Afkbsurements, at
least in principle. If this separation is not dongneling current and piezo
current mix and controlling the system becomesédrard
e This wire adds mass on one of the fork's arms. @@in, it seems we
unbalance the tuning fork more than if we only ntoaip. However, as
we will see below, the wire also brings stiffnesshich gives the

opportunity tobetterpreserve the fork's balance.

2.4.2.3  Oscillating modes of the tuning fork

A finite element modeling (FEM) performed on theogetry of our forks yields their
eigenmodes of oscillation. Next figure shows thet fsix resonant modes, along with their
frequencies. Out of these modes, only one (the stnemmode, labeled 4) does not induce

force or torque on the support. It will hence hehes highest quality factor.
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By design, the geometry of the electrodes patteoredhe tuning fork is such that for all
modes except the symmetric mode (4), the electsigall cancels. Thus, electrically, one can

only induce and detect this mode.

(3?@%% 4) 32.7 kHz

(5) 66.7 kHz (6)

T

Fig. 2.21 First six resonant modes of the tuning fork. The freq@snaie obtained by a finite element
modeling. In these simulations the circumference otteis fixed. The three in-plane modes (2-
4-6) can be described in a 3-Degrees of Freedom (DOF)atscithodel with three masses and
three springs (see §2.4.2.6).

2.4.2.4 Basic analysis of a tuning fork: 1 Degree-of-Freedom

harmonic oscillator model.

Let's first assume for the time being that therigriork can be described as a mechanical
harmonic oscillator with a single degree-of-freed@@®OF). This corresponds to practical
cases where the tuning fork is mounted as indicaitédg. 2.22, in which only a single beam
of the fork moves. While it does not corresponduo setup, it has been actually used in some

experiments (see e.g. [61]).
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end Free end \

Fig. 2.22 An equivalent to the harmonic oscillator model with @@F is represented here where the
tuning fork is attached by one arm to ground. This yidldssame result as a single beam attached
at one end. Theory of elastic beams provides theegmondence between the geometrical
parameters of the beam and the effective mass antysminstant of the corresponding 1-DOF
model.

Even when the two arms are free to move, in thensstric mode, the motion of one beam

can be approximated by the mode of a fixed-freerhemglecting the deformation in the base
of the tuning fork.

We will thus first assume we can describe the wifimk as such as single degree-of-freedom
(1-DOF) harmonic oscillator. This, simple picturdloas to obtain a good initial

understanding of how the force sensor works.
2.4.2.4.b Mechanical analysis

In this framework, one can use the results from timeory of elasticity, to obtain the
characteristics of the oscillator from the dimensiof the beams and quartz properties [62].
In this case, for a homogeneous parallelepiped,canepredict the stiffness of the beam as
measured from its free extremity:
_Ytw

43

and the frequency of the resonant modes:

2
o= | Y X
12p L

where p is the volumic mass an¥ the Young modulus of the materidl, w andt are

Kk

respectively the beam length, width and thicknasdy; the roots ofCoshx Cox=- :

x 0{1.8751, 4.69409, 7.85476, 10.9955,
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The mode of interest to us is the first one. Nbtd these formula only approximately predict
the properties of a tuning fork, as many details ant taken into account in this simple
modeling: the anchoring of the beam is not abstldibeed in an actual tuning fork (the base
also deforms), the electrodes are not taken intmwat, and, finally, elastic properties of
quartz are not fully isotropic.

As seen from its free extremity, when considerindy ahe fundamental modesuch a beam

can be modeled as a simple 1-DOF mass and spratgnsywith the above calculated spring
stiffness and an effective mass,, = k/w? . This model is depicted in Fig. 2.23. Our forks
have the following specifications: the arms arerim long, 214 pum thick and 130 pm wide.
Therefore, their spring constant is[11800N/m (see Table. 2.4 for young modulus of

quartz), and the effective mass ng, =43 pg, to be compared to the weight of one arm
m,., =178 pc.
2.4.2.4.c Tip-sample interaction

We now come to the point of analyzing how the apaple interaction modifies the fork's
resonance, within the above 1-DOF model. We alé® tiato account the piezoelectric
coupling and further assume that the oscillatafrigen by a low impedance source, so that
voltage is imposed from the outside. Proportiogabetween position and charge mentioned
in 82.2.1.2, allows for two equivalent represepiagi of the resonator: one mechanical, and
one electrical. These representations are depiotédg. 2.23, and correspondences among

parameters in both languages are given in TalBel2the absence of tip-sample interaction,
the bare resonance pulsatiomi§:\/k/—m:]/\/ﬁ. When the oscillator is subject to both a
driving voltage and an interaction force, its dyiesmobeys the mechanical equation:

mz+ gzt (2 @ k F( 2 2+ alde (2.2)
where only viscous damping force is assumed witgffmient y, Ugrve iS the driving voltage,
a the piezo coupling constart,, (z) the interaction force with the samp#g the equilibrium
position of the oscillator (i.e. the mean distabetéween tip and surface), andhe deviation

thereof. For small oscillation amplitude,: can be expanded abayt

oF

Fu(242)= B 2)+ 02 ( 7)

! The electrodes excite and detect only this fundameragdénand the next bending mode is at a frequency ~6.3

time higher than the fundamental.
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which shows that the gradient of the interactiorcdocan be treated as an additional spring

constantk,,, = —%(z‘)). Hence the modified resonance pulsation is
z

Cz’)l - ’ k +mKnt

If we assume the interaction only weakly changeshidwre resonance frequency, the shift of

the resonance frequency is, at first order:
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Fig. 2.23 Tuning fork as an electro-mechanical oscillator (a)e8wtics of the mechanical oscillator
model derived in section 2.4.2.4.c (b) Schematics oftbetrical model of a quartz tuning fork.
As stressed in 82.2.1.2 mechanical and electrical pagasnate rigidly coupled through the
piezoelectric relations. Only,@loes not have any mechanical interpretation: it reptesiee stray
capacitance between the electrodes (i.e. the eldcticgpling between the leads outside the
piezoelectric, e.g. through air...).

The frequency shift thus senses only the interacfarce gradients; it is insensitive to
homogeneous field such as gravity, which only dise$ the equilibrium point of the
oscillator.

In the actual measurements we perform, and morerghy when using piezoelectric
resonators in electronic engineering, one doesmaatsure the position of the oscillator, but

rather the current flowing through the resonator
| (t) =q(t) =az(t). (2.4)
For an harmonic drivéJ,, it is more convenient to work in Fourier transirfor which

| (w) obeys electrical counterpart of (2.2):
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The electrical parameters of the resonator carxtraated by fitting the electrical resonance
line shape (see 8§82.4.2.8.d p 88). From this andvikigpthe piezoelectric coupling coefficient
a, one can obtain all the mechanical parametergeofriodel, and in particular the amplitude
of the oscillation, which is important for AFM meaements. The piezoelectric coupling
coefficient a is most accurately obtained from an optical measent of the resonance
[63, 64]. In the case of a single beam oscillai@iessibl [61] also gave an analytical

expression fora, as a function of geometric parameters of the baawh of Y (Young

modulus) andis; (piezoelectric coefficient).

Electrical Mechanical
ratio
typical value _ Energy
parameter parameter | typical valueElectrica _
[4K-300K] Mechanica correspondence
[unit]
g (charge z (position) a [C/m]
U Fa 1/a [VIN]
1 Izl ey
L 200 kH m 43 ug — B 2 2
@ [NmA™/kg] o
kinetic
1, ,_¢
-1 2 1 Skz =~
C 0.13 fF 1/k 5510mN! | o?[F/ mNY 2 2¢c
potential
500 KQ- 1 y2? = rif
R or Lan/Q y or mu/Q (200 pgls) —
10 MQ o dissipation

Table. 2.3 Connection between electrical and mechanical modélshe piezoelectric oscillator (see
Fig. 2.22). The values correspond to beams foumdast 32 kHz tuning forks. The typical magnitudeef
coupling constant is =1.35uC/nr.

2.4.25 Discussion of the 1-DOF model

Implementing an AFM piezoelectric “force” measuremsuch as described above, where
one arm of the tuning fork is fixed, is simple agalsy to understand, but is not ideal. In
particular, one looses the main benefit of usingirang fork, namely that the oscillator is

decoupled from its support. On the contrary, theionoof the beam couples with the whole
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structure of the microscope. In particular, whea tilning fork is mounted at the end of the
piezo scanning tube, as in our setup, the stiffeddbe tube depends on its deflection and
extension, and thus changes while scanning an iniHgie change in stiffness induces a
spurious change in the resonance frequency ofad@nator, not related to the tip-to sample
interaction, and appears as artifacts in the AFMgen It may also happen that the resonance
of the beam mixes with other modes of the strutture

To avoid such problems, we considered it was ingpbrto keep as much as possible the
benefit of using a balanced resonator, naturallyodpled from its mechanical environment.
In our setup, the tuning fork is held by its basih its two arms free. In this case, however,
the above 1-DOF model is not sufficient to establlee link between the frequency shift and
the tip-sample interaction. There is actually ada&2 missing in relation (2.3) due to the fact
there are 2 prongs instead of the one consideredeafsee below). Furthermore, as we
necessarily break the built-in symmetry of the ghuing onto it the tip and its connecting
wire, we need to understand how this changes hawer. In particular we need to address
the following questions:

- By which amount does this symmetry breaking cedlpé symmetric mode of the bare TF to
its other modes?

-What is the oscillation amplitude of the tip in asymmetric TF, and what is the link

between the current flowing in the TF and the tiphitude?

Such questions have not been investigated in deytie past. The asymmetry was discussed
in Ref [65] and [59], which describe the fork astascillating beams coupled by a spring.
This analysis is however insufficient to answeltladl above questions.

To address these issues, | present in the folloaingpre complete model of the TF.

2.4.2.6  Model of a tuning fork as three coupled masses and springs

In the following we describe a simplified model d®ped during this thesis. In this model,
the tuning fork as 3 masses coupled to each otiit@ground by the means of 3 springs,
each mass having only one degree of freedom (gee224). In this description, a central

mass representing the base of the TF is coupldteteupport through a spritkg In the ideal

! Standard AFM cantilevers should in principle have draesproblems. However, their effective mass is about
1000 times lower than a tuning fork beam, so they compehatbouple much less to the rest of the structure.

Also their Q factor is smaller which further reducess wsibility of such effects.
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symmetric case, this central mass would be at agst,the TF would be decoupled from its
support, as expected. However, when symmetry ikdor,ahis central part has a finite motion
and excites the rest of the microscope structunes 3-DOF model allows to describe the first
three in-plane modes of the TF (modes n°2, 4 apatéred in Fig. 2.21), and how they are
modified, when symmetry is broken.

It is important to stress that, in our model, h# resonant modes of the connecting wire and
the tip are not described, hence they are modabted 1DOF oscillator, rigidly linked to the
fork.

IAARANANN
m Z,
Ko %
k
support |
connecting I
. ZO
wire
Mo
tuning fork . |
tip § K
I
Sample m om| | Z1
(&) (b) é 3k

v

Fig. 2.24 (a) Schematics of a quartz tuning fork, with tip and wioe tunneling current. (b)
Equivalent mechanical 3 DOF model. Both arms of the fokle ihe same effective mass m and
spring constant k. The masg i the effective mass of the TF's base, ani lthe stiffness of its
link of the fork to the support. The symmetry of the turfioidk is broken by the extra madm
and extra stiffnesék due to the tip, wire and interaction with the surface.

2.4.2.6.b Free dynamics of the 3-DOF model

We can find the modes of the structure by solvirgdoupled equations of motion for the free
dynamics of the three masses in a harmonic analyesse equations can be conveniently

written in a matrix form:

KZ=w'M.Z, (2.5)
wherew is the pulsation of the mode,
Z—l
Z=| %
A
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is the position vector of the three masses,

k -k 0
K=l-k 2k+k -k
0 -k k + 6k

is the stiffness matrix coupling the displacemeritthe 3 masses, and

m O 0
0 m 0
0O 0 m+dm

M =

is the diagonal matrix of effective masses. Equa{ib5) can be conveniently written as

QZ=wZ,
where
koo kg
m m
Q=MK = _k Ktk _k
m, m, m
0 - k k+ ok
m+om m+d nmy

The modes of the structure are the eigenvectof3, afnd the resonant frequencies are the
corresponding eigenvalues. Introducing the notation

7] =\/E the pulsation of the unperturbed symmetric modef{an isolated arm),
m

y:% the ratio of stiffnesses in the tuning fork model,

M the ratio of effective masses in the tuning fork,
m,

M the relative change of mass of the lower arm, and
m

?the relative change of stiffness for the lower arm,

the matrixQ reads:

1 -1 0
Q=uf|-B BR+y) -B
1 1+k

1+u 1+ u

80



2.4.2.6.c Balanced tuning fork: the unperturbed modes

Assuming first £ =« =0, one recovers the symmetric tuning fork. The eigetors then

have the following components:

1
Z =| 0 | with frequencyo,,
-1
1
Z,=|1-x+y| with frequencyp, = wlm,
1

1
Z,=|1-x-y| with frequencyo, = w,\/X+Y,
1

where x:%+ﬁ(1+—;y)and y=./X -y . These eigenmodes can be respectively identified

with modes 4, 2 and 6 of Fig. 2.21. If the frequescof these modes are known from
experiment or from finite element calculations, @a@ deducg andy, and finally extract all

the values of our 3-DOF model, up to a global scafactor. Fixing this global factor requires
one more input value which can be, for instancetaéic measurement (or Finite Element
Model (FEM) calculation, or beam theory result)tiod stiffness of an arm. For example, for
the tuning fork we use, the ratios between resomammdes shown in Fig. 2.21 obtained from
FEM yield = 2.61,y = 0.468, anck = 1800 N/m, completely determining the 3-DOF model.

2.4.2.6.d Broken symmetry: a perturbative analysis

In the case of interest to us where the symmetthetuning fork is broken by the presence
of the tip, general analytical results can still bbtained with the above method.
Unfortunately these analytical results involve gaheoots of a third degree polynomial and
are so inconvenient to write and use, that, intgacit is more efficient to perform numerical
diagonalization.

The questions we want to address, however, do emiine the knowledge of the general
solution of the asymmetric case: we are only irdiee inweakasymmetry of the fork, and
hence a perturbative approach at the lowest ondeandx is sufficient.

Performing Taylor expansions on the general are@ytsolution to obtain the perturbative
results is also impractical, because the generdliccuoots prevent simplifying the

expressions. Hence, we apply directly the pertishaheory, that relies only on the linearity
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of equations. We first perform a change of basis tfe matrix Q to the unperturbed

eigenbasis
fl(p.,ic) =U51.Q(p.,ic).U0

whereUy is the matrix diagonalizing the unperturbed systé(lpl =0,k = 0) :

o 0 0
Ut (0,00U,=| 0 wi 0]=Q,.
0 0 o}

The matrixUp can be constructed using the above eigenvegtopsoperly normalized. In the

new basis,ﬁ(u,/() can then be Taylor-expanded at first ordgu endx :

Q(H’K):QO-'- P+ CX"E!KZ’ I-K)!

whereP is the perturbation, linear in both small paramsteandx:

2 4+ 2(1-x+y)? \ 4+ - B x+y)?
Py CroxeNzeloxe Wl (ooylery-Ad (el 2e(m e (e (e y 0|
4y\2 4y 4y\/2+ -1+ x+ y)?
(1-x+ y)y2+ (- 1+ x+ y)? (k (1= % Yy 2+ (-1 » (y X} (x % Nx—-( % )y
ayV2 4y\/2+ 1-x+ y) 4y

The changes in the eigenvectors and eigenvalutt® @fystem in presence of the perturbation

P can be expressed simply in terms of the matrimetds ofP. In particular, changes to the
eigenvalues of the perturbed matrix are given leydiagonal ofQ, + P . Hence, due to the

perturbation, the resonance frequency of the metkevant for AFM (i.e. the symmetric

mode) is shifted by

2 2

of - af(1-4+%),
which gives a relative frequency shift, at firster,
A_wli(ﬁ_d_m]
@ 4k m)
Note that this result is a factor of two smallearthwhat is found in the single beam model

(EqQ. (2.3)).

(2.6)

The corresponding eigenvector is changed by thiation according to

P3123

BT,

Z+
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where the overbar denotes the properly normalirgeriurbed eigenvectors (other modes are
obtained by circular permutation on indices). Adllaulations performed, the amplitudes of

the perturbed symmetric mode are changed accotaling

~1+B(2+y)
-1 -1 B
0.0 |+22% 2
1 1 “1 —1+ﬂ(2+y)
p

2.4.2.6.e Discussion

From this calculation one can draw a number of irtgyt conclusions regarding the influence
of the tip, the wire and the sample:

» All changes of the symmetric mode are proportiot@lits relative
frequency change.

* The frequency shift due to loading the tuning farikh the tip’s mass can
be, in principle, exactly compensated by the estiffness brought by the
connecting wire (as already noted in [59]). Thismpensation then
maintains a perfectly symmetric tuning fork, contelg decoupled from
the rest of the structure.

e« The amplitudes of deformation of the two arms ire thymmetric
eigenmode, relevant for AFM, are changed by opgoaihounts. The
current we measure is related to the sum of thiectéfns as indicated by
eg. (2.4). Hence, the changes in the arms indiViduaents cancel, and
for a given excitation amplitude one keeps a conisdmgnal at resonance
(see §2.4.2.8).

« The arms’ amplitudes can be left unchanged wherkiydaeaking the

ks

symmetry of the tuning fork, provide(m—) = 2+—k, even if the resonance
m

frequency changes.

* When loading the tuning fork with the tip, for avgmn current flowing in
the tuning fork, the change in the amplitude of & carrying the tip
with respect to the unloaded tuning fork can bedly linked to the

observed relative frequency shift between the tittcagons. This link is
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guantitative if the model parameters of the banéntyifork are known (see
above). This can be useful for calibrating theatipplitude.

* The re-coupling of the resonator to the rest of streicture due to the
motion of the tuning fork base (mase in the model) is also proportional
to the relative frequency shift. Relative to thepéitnde of the arms
motion, the base amplitude is exactly twice thatre¢ frequency shift and
(surprisingly) independent of the stiffndgsof the mounting of the tuning
fork.

In practice, using tips and connecting wires ofyvemall diameters (10 - 25 um) with a
minimum amount of glue, together with proper shgpof the connecting wire (found

empirically), | could obtain quite consistently dreency shifts lower than 200 Hz, i.e. a
relative frequency change of the order or bettenth5%. Correspondingly, the amplitude of
the tuning fork base is only of order 1% of thestigmplitude. Such small amplitude can still
excite resonances in the microscope structure giwein that the quality factors of typical

structures are much lower than that of the tunorg,fit is unlikely that these resonances can

cause problems during measurement.

The present results assume negligible damping,hwikiconfirmed by experiment since the Q
factor remains very high even when the tip inteyasith the sample. A more complete
description making use of imaginary spring consta@oiuld account for damping in the tuning
fork, as well as non-conservative tip-sample intBoa forces. Provided a model is known for
the non-conservative interaction forces, this wayilee a more realistic evolution of the mode

amplitudes, at the expense of introducing morerpaters in the model.

2.4.2.7 Estimating characteristics of the connecting wire for

preserving the tuning fork balance

From the above discussion, preserving the balahteeauning fork requires that the added

massom and spring constanik are in the same ratieg125 as that of the tuning fork’s
m m

arms.
Our model turns into adding to the fork an “exteaagnator” with ideally the same resonance

frequency as the TF. However, this “extra resoriaticompletely constrained by the TF
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since it shares the sammeDOF as the bottom arm. Hence, no mode mixing @&;éarcontrast
with the usual case of coupled oscillators beattiegr own DOF.

Note however that our model is an approximatiomesithe wire is a complex body having a
lot more than 1 DOF. We thus pay special attertitooonstrain (i.e. plastically deform) the
wire prior to adding it to the TF, so that its affaxes exactly the TF's end (positianat
rest).

Using the characteristics of the materials involirethe tip mounting, one can try to estimate
the dimensions of the connecting wire so that fitscéve spring constant is in the correct
range to perform the compensation.

For a well defined geometry, one can imagine tokE® simulations. However, since one
can hardly mount the tip and the wire in a perfectintrolled and reproducible manner, we
found it simpler to have only estimates of the ectriparameters ranges, and we subsequently
relied on empirical observation to obtain reproblgciow frequency shifts and high quality

factors.

Simple estimates can be obtained by consideringniéieses added by the tip and glue, and

treating the wire as a vibrating beam.

material | Y (18°N/m?) | p (kg/nT)
Epotek H20E 7.13 2550
tungsten 40 19300
gold 7.72 19320
quartz 7.87 2659

Table. 2.4 Mechanical parameters of typical materials useaimAFM/STM probe.

The tungsten tip's mass is estimated to be 0.%on400 um-length, 6 pum-radius. The glue's
mass is estimated to be 0.7 pg for a hemispheradifis 50 um. An upper value of added
weight is of the order afrm, = 2 pg.

To estimate the role of the connecting wire, we r@aume it is a cylindrical rod, mounted in

prolongation of the tuning fork's arm. For a claoyieee cylindrical beam the added

! In fact, the wire is clamped at both ends in a waickvimakes it difficult to perform calculations. Since ave
looking only for orders of magnitude, we take here thigpgnapproach, knowing that the numbers obtained
for the stiffness will be underestimated.
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effective massm =—; of the connecting wire is given by the ratio &f #ipring constant

w

YR 3

k* = and its eigenfrequency* = 'SLER\g, R being the wire radiusy the young

4° 2

modulus,p the density of the materidl, the length of wire. Hence, the effective masshid t

rod is m* =0.76p R L. Solving _ k. «f , we find the necessary length of wire lies in a
om + m*

range of 100 to 300 um. It is however very difftctal mount such a short wire. We instead
mount a longer wire with a bend so that a ~100 pungrIsection is in the prolongation of the
tuning fork beam and that it holds itself into tipaisition before gluing it to the fork. By this
procedure, we observed we could induce reprodudinle perturbations on the fork's
resonance, with frequency shifts of the order di H2 (0.3%), and a quality factor of more
than 6000 at room temperature and ambient pressistead of 8000 for the bare fork. The
quality factor achieved by this method increasesoup0000 at low temperature. The results
presented here are of course fork-dependant, anfbtks employed in this work are among
the lightest and smallest commercially availableatTmakes them more sensitive to force
gradients sincek is proportional to the thickness, but they areo atsore sensitive to
asymmetry, which results in damping associatetheomotion of the TF's base (see §2.4.2.5,

p. 77).

2.4.2.8  Measuring the oscillator parameters

The first step in our AFM experiments is to settlwp resonator for imaging, and first of all,

we have to characterize its resonance, to ensar®tk is properly mounted.

The principle of the resonance measurement isal@ning: we impose an AC voltage bias
at a known frequency, and measure the current figwhrough the tuning fork at this

frequency. This admittance measurement is done avgtandard current amplifier (Current-
Voltage converter or CVC), and a lock-in synchramdetection. A complete schematic of the
measurement is shown in Fig. 2.25.

Typical resonance curves recorded with this setaghown in Fig. 2.26, for different stages

of tooling up the tuning fork with a wire and a.tip
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Fig. 2.25 Block diagram of the measurement setup. A voltage sourceegxihe tuning fork
(symbolized by an admittance &)). The current that flows through this admittance is &ragl
by a CVC, and fed to a lock-in. Current has a maximal dogdiat resonance, and is in-phase
with the excitation voltage. With the lock-in, one ¢anord in-phase and out of phase signals (or
amplitude and phase), and by properly adjusting the phase afabming signal with respect to
the reference, one can record a perfect Lorentzisonemce, such as shown in Fig. 2.27). The
variable capacitance and the transformer allow tocelathe current flowing in the stray
capacitance & and thus to extract the part of the signal correspontth the resonance of the
oscillator alone.

2.4.2.8.b Resonance curves during the setup

@
0.04|
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0.02

e ~—
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frequency (Hz)

0.00 1 ]

Fig. 2.26 Resonance curves measured in various mounting configusatf the tuning fork. The
signal plotted is the in-phase lock-in signal measurild the setup described in Fig. 2.25. All
data were taken at room temperature and ambient peegslis a bare tuning fork attached to its
holder. (2) is taken after soldering at the end of ane @ 12 um diameter, ~500 um long gold
wire. (3) is taken after attaching the gold wire at tteep end to the connection pad. (4) is taken
after the tip was glued. The different curves assatiatth the same number are taken at different
moments, by placing the wire in different positions.
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2.4.2.8.c Capacitance compensation

At resonance, the admittance of the resonator aé aad maximal, however it is small
compared to the imaginary admittan@w; of the capacitanc€, ~100 pF of the coaxial
wire connecting the tuning fork to room-temperatapearatus, in parallel with the resonator
In order to properly measure only the current flagvthrough the resonator we use a bridge
technique introduced by Grober et al. in Ref. [@}ransformer and an adjustable capacitor
are used to precisely compensate the current fipwic, (see Fig. 2.25).

This compensation is important, because reliatdgking the tuning fork resonance in AFM
imaging depends on having a change of sign of mhaginary part of the admittance at
resonance (see 82.4.3). The procedure for this ensation is the following: we first take an
uncompensated resonance curve of the tuning fork fiequency range large enough that we
are sure it encompasses the resonance. Then wadetermine the resonance frequency and
set the generator to it. We then compensate thacg¢apce, trimming an adjustable capacitor
down to the sub-pF level, canceling the out-of phagasurement of the lock-in at resonance

frequency. This procedure can be iterated if neogss
2.4.2.8.d Extracting the resonator parameters

To determine the resonator parameters we have pset fitting procedure, which enables

accurate extraction of all the parameters, amonighwtine resonance frequency, the quality

factor, and a measurement of the accuracy of thacitance compensation. This also enables

to accurately tune the phase of the PLL sensorlsiesv).

The procedure involves fitting simultaneously the-phase and quadrature lock-in

measurements of the resonance as a function otidrey f, and fitting them with the

corresponding prediction for the RLC circuit.

The fitting function has the following mathematiexipression for the in-phase expression:
2cnf *Qf ?

£'Q%+ 17 (1-2Q%) £°+ Q*f “]COW

(flez( f, - fz)) ]sinq)

flAQz + f12 (1_ 2Q2) £24 sz 4

X (f) :Loffset+
(2.7)

- ZC”f Lcratio +

The quadrature expression is the same, witbplaced byp +7z/2. In these expressions, the

fitting parameters are the central frequefigythe resonator capacitancethe stray shunt

! C, also incorporates a small stray capacitance coniibfrom the tuning fork itself.
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capacitanceC, = C, - C,,,= ¢* C,,, (which is zero when compensation is perfect, and

which can be negative when over compensated)Qtfector, the dephasing due to cables
and amplifiers, and a smaiffsetthat slightly improves the fit and can be seem dsakage
resistor in the setup in the range of 10-3Q.M he last two parameters arise from the setup
and measurement technique, while the first foucriles the system shown on Fig. 2.23.

When the lock-in phase is correctly set (i.e. witetbmpensates for dephasing in amplifier
and cables)p =0 and the cos term (resp. sip term) of equation (2.7) describes the real
(resp. imaginary) part of the impedance of thertgriork.

Such a fitting procedure yields a very high qualityand provides an accurate determination

of the parameters. An example of fit is shown an Bi27.

Chi"2/DoF  =4.7693E-10

fo 32630.06525 +29.59751 T

capa 1166E-11  +21313E-12 L - --- \ +0.015
cratio 47.45365 2715886 | | ~—"777 \ @
q 3888.99617  +8.71374 L N e -40.010
offsetX 0.00307 5,6981E-6 N-mT
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N 0.005 N EEEEFTEE 0000
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Fig. 2.27 Fit of the resonance curve and adjustment of the rasenparameters: (a) A resonance
curve fitted with the model presented above. The resonargl®wn in the in-phase (X) out-of-
phase (Y) representation, with different scales. Takimg account all setup parameters, the
impedance Y(w) at resonance is ~5® (b) Plot of resonance curves obtained with three
different values of the compensation capacitance: (Iptareed when the compensation is quasi
perfect, (2) when the stray capacitance is under corafmehs(3) when the stray capacitance is
over compensated. For low quality factors, the compemwséias to be accurate: curves shown
here are obtained by a displacement of the order of efl{ffe adjustable capacitance.

2.4.3 Force measurement

I now discuss the nature of the interactions wechlly detect in our experiments, and

describe how we perform their measurement in AFMienaising the tuning fork.
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2.4.3.1  Typical forces on the atomic scale

| consider here the general case of a metallionig metallic or insulating sample. When the
tip approaches the surface, atoms of the tip anttieosurface interact. Detailed descriptions

and measurements of these interactions can be faws®leral articles [64, 67, 68].

In the following, | assume there are no magnetiostiateractions so that only electro-
magnetic interactions between charges in the tipth® sample are to be considered, all other
physical forces being neglected.

At infinitely large tip-sample distances, the tiped not interact with the surface, and the force
is thus zero. The potential energy of the tip mfikld of the sample is taken to be zero.

When lowering the tip, one encounters severalatia or repulsive forces which come into
play at different scales [69].

If the surface is conductive, and if there is aectic potential difference between tip and
sample, charges of opposite signs accumulate dngfaectrodes. This leads to a “long

range” attractive force between the two electrotiieg depends on their shape, since the

electrostatic potential energy writ¥s,. = }/ZC( z) U?, U being the applied bias voltage, &bd

the capacitance between the electrodes. We arelymasensitive to this force since we
normally keep a low bias voltage. However, varyihg applied voltage would be a way to
characterize the tip aspect ratio [69, 70] by maaguhe capacitance (within e.g. a sphere-
cone model, presented in ref [71]) or to perforarsting capacitance measurements [72].

An electrostatic force can also occur on a metaificabove a charged insulating surface. |
assume that the insulating parts of our samplesa@treharged, which seems to describe well
the experimental observations.

In absence of a voltage applied to the tip and sthic charged sample, the dominating force
at large tip-to-sample distance is the Van der Wake. This is a net attractive force due to
the polarizability of the materials. It is alsoandj-range tip-shape dependent force, with an
approximate d dependence, where d is the tip-to-sample distance.

At some point, the foremost atoms of the tip bdgiexperience a shorter range “chemical”
interaction with the atoms of the surface. This barseen as overlapping of orbitals at large
distances and becomes eventually Coulomb repwgien the atoms of the tip try to “enter”

the sample. When both the tip and sample are mekadsinteraction can be approximately

described by the energl = -E, (1+ x) €*, with x=(d~-d,)/A, whereEg is the binding
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energy,dn is the separation &= Eg, andA is a scaling parameter that gives the range of the

metallic interaction [64].
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Fig. 2.28 From variations of the central frequency of the tunov fvith tip to sample distance, one
can extract several pieces of information. The lowevecuepresents the actual variation of the
spring constantk, assuming a small perturbation on a spring of stiffnless1800 N/m (see
discussions above: 2.4.2.4.b and 2.4.2.6.d). From that cume catulated the force and the
potential by successive integration. Integration tams are chosen to cancel both quantities at
large distances. Note this procedure is only qualitativalme we do not account here for the
finite amplitude of oscillation of the fork. The regiorghiighted on thék plot is important when
performing images with a feedback mechanism, as will beamaa in 2.4.3.5.

The lower plot of Fig. 2.28 is a typical experimanturve recorded by either approaching
towards or retracting the tip from the sample: apph and retract curve do not always
superimpose due to tip sticking to the sample dutine lift. From this data one can deduce
the potential experienced by the tip close to thmie as well as the interaction force
between tip and sample. The potential measuredriexpetally resembles the well-known
Lennard-Jones potential describing interaction betwtwo atoms.

A dip is usually present on the force gradient,neae O voltage bias. It depends on the tip
shape: it happens there is no dip at all wheniphis sharp. When the tip gets rounder, the dip
becomes deeper. This dip is due to the competigiween an attractive Van der Waals force

and a short-range repulsion.

2.4.3.2 “"Force” measurements: sensor stability and sensitivity

As discussed in 82.4.2.2, tracking the change$ienrésonance frequency of a tuning fork
excited with vanishing amplitude allows in pring@gb measure the force gradient felt by the

tip at the sample surface. This simple principlevéeer contains “built-in” limitations:
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First of all, measuring the frequency of the resonaequires a finite
vibration amplitude. During an oscillation, the -tgpsample distance
changes and hence, the actual frequency shift qooynels to an average
force gradient. When the amplitude used is largapared to the scale of
variation of the gradient at the surface, the festuare smeared out.
Notably, the measured dip in the frequency shisngared and reduced
[75].

A simple stability criterion of the tip-to-samplésthnce prevents to have
the tip at rest, at distances where the force gradient is such that

dF(2)
dz

effective spring constant of the tip holder. Ingbeegions, the tip cannot

<-k, whereF(z) is the total tip-to-sample force ardsx the

be held at rest (neither with vanishing excitatiabg fixed distance from
the sample and jumps to the nearest stable pogmgla sensor with high
stiffness avoids such instability, which is mandgatofor STM
measurements. In this respect, the use of a tdarkgs much better than
standard AFM cantilevers [77]; on most contac@llidtws to measure the
whole tip-to sample distance range, with a very xitation amplitude,
without the jump-to-contact usually observed witEM\cantilevers.

Other stability criteria can be formulated in dynamscillation: since the
force gradientk(z) is non constant ia (anharmonic potential), there may
be several stable oscillation modes at a givenaaeedistance, each mode
having a different amplitude [68]. This resultstire hysteretic behaviour
(as a function of amplitude and frequency), encenatt with soft standard
AFM cantilevers. Non-conservative interaction farocan also induce such

dynamic instabilities. However, when using a tunfark, the interaction
non-linearities weakly affect the dynamics of thecithator (5k(z) < k)
which is mainly determined by the high spring canstand, as a
consequence hysteretic behaviours are not observed.

The ability of a resonator to measure frequencitssta ultimately limited

by the intrinsic thermal noise due to dissipatieetp in the resonator. One

can show [73, 74] thatéwmin = ZszT B where ks is the Boltzmann
, KA o Q




constant,T the temperature of the dissipative part of thellasar, Q the
quality factor,k the spring constanf\ the mechanical amplitude of the
oscillator, andB the bandwidth of the frequency measurement. Flos t

expression, and given that the frequency shifi of the oscillator in

response to a force gradiefitis dw, = ok w,/4k (see 2.4.2.6.d), one can

estimate the minimum detectable force gradienetoly,, = /%(
@,

From the above analysis, one sees that the chbmeeasonator is a balance between greater
stiffness which gives better stability of operatiand lower stiffness which gives better
overall sensitivity. Quartz tuning forks being mustiffer than conventional cantilevers, they
are very stable and convenient to use in AFM: @r®ynot easily prone to jump-to-contact or
hysteretic behavior upon a change of amplitude.r&ed development on dynamic AFM
have shown thak values exceeding hundreds of N/m provide adegsatssitivity and
stability [75]. The tuning forks we mostly used Had 1800 N/m, and are among the softest

(i.e. thinnest) available. Those tuning fork tygligayield a sensitivity to a force gradient:

dw, 1 5k =7 = 2.3Hz/( N/m), which is a standard value [74].

Furthermore, for a given sensitivity, lower exdaat amplitudes can be achieved by using
higher Q-factor or higher resonant frequenciescé&well balanced tuning forks can have
high Q-factor (see discussion above), they candrg good AFM sensors, yielding atomic
resolution [75].

In our setup, the above minimum detectable foreglignt is not reached, by far, due to extra
sources of noise introduced in the measuremenhefsénsor. Indeed, the above predicted
ultimate frequency resolution we should be abladbieve with our tuning fork with, say, a
1 nm amplitude of the sensor and a 100 Hz (respytil kHz) bandwidth should be of the
order of 0.15 mHz (resp. 0.5 mHz) whereas the dutmise of the PLL alone is already
2 mHz rms (resp. 40 mHz rms) when fed with a neselsignal. In actual measurements of
the resonator, the PLL frequency measurement acgusafurther degraded by the noise

coming from the amplifier.

2.4.3.3 “Force” measurements: detection schemes

The easiest operation mode of a resonator is ¥ drat a fixed amplitude and frequency, on
the side of the resonance peak, and to measuaenjpfitude. This was the first mode used in

dynamic AFM. In this mode, known as AM mode, whiea tip-to-sample interaction changes
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in a step-like manner, the central frequency of diseillator changes and its amplitude

experiences a transient which damps exponentiaitly the characteristic time =2Q/« .

For a 32 kHz oscillator with a Q-factor of the ardé?, this transient, also known as the
ringing-down (or up) of the oscillator amplitudesasiated with changing the energy of the
oscillator, can last several seconds and makesigable as a practical AFM detector.
Still, high Q-factor oscillators can be used as Allgtectors by tracking the resonance
frequency of the oscillator [76]. This frequencadking mode is also called FM mode and
can be implemented in two ways:
* In the first method, the oscillator is placed ifoap with an effective
negative resistance around the resonance frequeacyan amplifier with
~nt phase shift) so that it enters self-oscillation.
* In the second method, the oscillator is inserted iphase-locked loop

(PLL) controller, such as described below. Thiselaimethod is somewhat

more flexible than the first one in terms of coliing the resonance, and it

has the advantage of directly providing a signadpprtional to the

frequency shift of the oscillator. This is the made used.
In either of these FM modes, when applying a stgmge in the interaction, there is no time
penalty associated with changing the energy storélde oscillator, like in the AM mode. In
FM mode, one indeed tracks the change of the résor@arameters themselves that
effectively occur at the sound velocity [77], ratlitban measuring the rate at which the
oscillator absorbs (looses) energy.
In the self-oscillation mode the change in freqyeisahus as fast as the resonance frequency
itself.
In the PLL case, which is of interest to us, thepomse time is limited by the speed at which
one can measure the changes in the phase of tilatast[73, 74, 77]. Of course, this speed
has a tradeoff with the stability of the frequenapnd therefore with the sensitivity and the
accuracy of the force measurement. The actual acgwand speed of the AFM sensor then
depends on details of the setup, and in particolarthe signal-to-noise ratio in the
measurement of the oscillator. In practice, withr etup which uses standard room-
temperature amplifiers and PLL electronics andaeable excitation amplitude, it is possible

to track the resonance frequency within a bandwidtbthe 100-1000 Hz range, i.e. much
faster thanr ™ = & /2Q ~ 0.2 Hz, which allows reasonable scanning rates in AFMgimg, in

the 0.1-1 Hz range.
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2.4.3.4  Phased locked loop detection

In the following, | describe more in details thesagition of the tuning fork in FM mode with a

PLL detector. The block diagram of the PLL is shawirig. 2.29.

0| SO |,
signal(t FLL -
G X LP > PI »VCO
\ fm
~n/2 >

O e
I
] Amp Dissipation

drive(t)

Fig. 2.29 Block diagram of a PLL detector (yellow path) with autamamplitude control (pink
path). VCO stands for Voltage Controlled Oscillator,f&l Proportional-Integral, LP for Low
Passx for multiplier, A for differencep for dephaser, G for amplifier. The input control signal
for the PLL are the amplitude set point Amp, the cént@O frequencyfy and the dephasing
anglegp. The output monitoring signals are the frequency sf(iff and the amplitude of the drive
signal “Dissipation”, which is proportional to the sufthe sensor dissipation and the dissipation
due to non-conservative tip-sample interaction.

Its principle of operation is the following: the \@Cis set with a central frequen&yclose to
the experimentally determined resonance by fitting resonance curve. It delivers a sine

oscillation at a frequency = f, + A fm, wherefm is the voltage at the VC@n input and. a

constant giving the frequency sensitivity of the @ CThis signal, multiplied by the amplitude
control signal is sent to the sensor, amplified anches back at the PLL input. There, it
enters a phase comparator, composed of a multiptidra low pass filter to remove thé
component. The PLL dephaser can be tuned to accdatmér dephasing in the amplifier. It
is set such that it delivers a signal with/a phase lag signal with respect to the input digna
right on resonance, so that the phase comparajpalsis zero on resonance. This way, on
resonance, the system is at a fixed stable pdmet:integrator output is constant and the
frequency remains fixed. On the other hand, wherMB80O frequency does not correspond to
the sensor resonance, the response of the sensof iis phase with the drive and the phase
detector gives a non-zero phase shift, with a megadign (resp. positive) if the drive
frequency is above (resp. below) the resonanceiémexy. This phase shift is integrated by the
Pl resulting in a change in the drive frequencyiluhe phase detector signal drops to zero,

when resonance condition is met again.
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This phase-locking mechanism has a single (stalgle)ation point when the resonator output
is such that the signal component in quadraturk wspect to the drive goes through zero in
the frequency range of the VCO. This condition igtnonly when the parallel stray
capacitance is perfectly compensated (see Fig.l§.2Khen the capacitance compensation is
imperfect, there may be zero or two solutions.ha first case the system cannot phase lock
on resonance and the VCO oscillates either at @zimum or minimum frequency. In the
second case, one solution corresponds to an uastibation, and the other to a metastable
phase locking. In the latter case, operating an As-pbssible although risky, as the PLL can
unlock when scanning over large steps on the sample

Our PLL further controls the amplitude of the draeethat the output signal remains constant.
The amplitude (in fact, the power) of the inputnsitis determined by squaring it and filtering
to remove th&f component. This filtered value is compared tosdtpoint and the difference
is integrated to obtain the amplification factor lie applied to the drive. This way, the

difference between the setpoint and the detectguditaiche eventually drops to zero.

This implementation of a PLL actually consistswotparallel loops:
» A first loop that feeds a correct frequency to thaing fork, to avoid
detuning from the resonance. This one is the fagies 2.4.3.3).
* Another loop that compensates for energy losségredue to a detuning
of the excitation, or to damping in the tip-sampieraction. Energy loss

has a time constant=2Q/«; , as discussed above. Amplitude regulation

is essential to prevent from loosing signal whesm@hkfactor drops while
scanning the surface. This loop should not be catkegulate at a rate
higher thart™, to prevent amplitude oscillations.
We use a commercially available PLL system to adritre tuning fork: the Nanosurf Easy
PLL system. This system is partly analog, and patijital, which is convenient to interface
and control the PLL from within a program. Howevdre analog multipliers used in the
system are noisy components which make the PLLMJeelss than optimally regarding the

sensitivity and frequency stability. A well desigin&ully digital PLL should outperform it
easily.
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2.4.3.5 Feedback loop in imaging mode

Once the PLL is locked, image in AFM mode is perfed by closing the feedback loop
which controls the average tip-to-sample distafmte. Block diagram of this loop is shown in
Fig. 2.30.

of setpoint
v Pl
s | Z control
c
Q
O .
. of lfo setpoint
kS :
- signal
| support PLL
]
_ tuning fork pE— )
tip drive

Fig. 2.30 The feedback loop operated for AFM imaging is cosgabof the following elements: the
quartz tuning fork (TF) whose resonant frequen@ymseasure of the tip-sample distance, the PLL
that both drives the TF at its resonant frequemcyraeasures the erréfrin frequency signal, and
a controller that adjust the piezo scanner volsmgas to keep a constant tip-sample interaction
(=distance). What is important to notice here is #abasically have two imbricate loops: one for
the excitation at resonance of the fork, havindchlpresponse up to 1 kHz, and another one for
the tip-sample distance adjustment, which has a tesponse of ~1 Hz. Speed limitation of the
feedback on position comes from the noise onsth&gnal which imposes inserting a low pass
filter (120 Hz). Given this limitation, an optimizan of the scanning speed is done by choosing
appropriate feedback parameters (see text).

When the tip-to-sample distance is varied, themasoe of the oscillator changes as shown in
Fig. 2.28. In regions of the curve wheifevaries with the distance, this signal can be ueed
maintain the distance at a fixed value. Given thegpe of the curve, different imaging modes
exist:
* The so-called “tapping mode” is operated closeshéosample surface in

the negative slope region (6k(z), where coulomb repulsion dominates

all other contributions. The feedback is then setniegative” direction,

meaning that it will react to an increase of gratligy retracting the tip.

The tapping mode, though oscillating, operateslarigito the "contact

mode" in non-dynamic AFM.
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* The non-contact mode is operated in the regionositpe slope, where
either electrostatic or Van der Waals force dongnathe feedback is then
set to “positive” direction.

It is clear that the region in-between (emphasizgda red line on Fig. 2.28) is subject to
ambiguous and slow behavior of the feedback looptedver when imaging in non-contact
mode, one has to be very careful in order notdspiass the cross-over region or the tip will
crash. For this reason, it is better to image neaisly flat surfaces or at higher distances in
this mode. When imaging is performed in contact epddere is no unstable behavior. This is
why we preferred this mode. In this mode, howethar,cross-over region is responsible for a
slower feedback response to an increase in timtopte distance (a “down” step on the
sample surface) than for a decrease (up step)rderdo compensate for this asymmetric
behavior, we found convenient to use logarithmedfeack control, similar to what is used in
STM mode [78].

To operate in tapping mode, we set a positiveetpoint, typically 1 Hz. Alternatively, we
could set the VCO center frequency below the fesmmance frequency. The piezoelectric
tube voltage is adjusted by the Pl element of tharoller to keepf at the setpoint. Hence,
the sign of the feedback is set so that an increaee resonant frequency yields a retraction
of the piezotube.

While imaging, the tube is deflected laterally hg tontroller to scan the sample, at a typical
rate of 1 line per 5 seconds; (v1.6 um/s), while maintainingf at the setpoint. One line is
8um wide for our tube, at 30 mK, and the numberlimés (depending on the desired

resolution) is typically 100. Thus it takes aboi&(8to record an 8x8 pum image.
2.4.3.5.b Optimizing AFM imaging

Good performance of AFM imaging requires tuning ¢laéns of the Pl elements in the feed-
back loops properly, for optimizing the desired releteristics (scanning speed, topographic
resolution...). Several articles have addressedpibiist both experimentally and theoretically
[59, 68, 79-81]. Theoretical analysis enables deiteng the feedback settings for optimal
dynamic performance. These analyses however rtakédyinto account the adverse effect of
noise on imaging and stability. In practice we dwieed “optimal’ feedback parameters by
tuning the step-response of the AFM loop of Fi§02to a small voltage step added to the

piezo tube polarization Vz (in both directions),igfhsimulates a topographic step.

98



%
{H.

Py Yoleahoda |

4000

3000

2000

A 000

i

0 2000 000 BEOO0O M
o R
0 100 Mk Scanned ). —

Fig. 2.31 Full range (8x8 urf) image of a sample studied during this thesis ¢beter 4). Here, the

resolution is limited by the number of recordedefsx fixed to 64 pts/lines. The maximum step
height on this sample is 60 nm. This image wasrsshat 2 pm/s.

99



CHAPTER 3

EXPERIMENTAL

TECHNIQUES

100



In this Chapter, | will give an overview of the expnental techniques involved in the
environment and operation of the AFM-STM built dgyithis thesis work. | will give details
regarding:
» the special type of dilution refrigerator we hawveed, and the problems
encountered,
* the requirements on wiring and filtering for vergwl temperature
experiments in general, and how we implemented tihethe present case,
« data acquisition and experiment control,

« fabrication techniques for tips and sample.
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3.1 A dilution refrigerator well adapted for a local probe

microscope

3.1.1 Functioning of the inverted dilution refrigerator

To cool our microscope down to the 50 mK tempemmange we use a speciie-*He
dilution refrigerator, designed by Alain Benoitthe CRTBT (Grenoble) and called Sionludi.
It has an “inverted” geometry, in which the coldpkite is topmost (see Fig. 3.1), contrary to
most dilution fridges. This is very convenient fan application like ours, which requires
good accessibility to the experiment, to be ableifistance to work comfortably on the
microscope with binocular lenses. The microscopssiimsply laid (and screwed) on the
Sionludi top plate. No additional setup is requitedhold it, and it is easily removable. This is
required because the mounting of the tip on thentufork, for instance, cannot be done in
place: it requires removing part of the microscapework on it on a workbench under
binocular lenses (see Chapter 2).

Another specificity of the fridge is the absenceadfielium bath, ensuring a steady stage at
~ 4.2 K in ordinary dilution fridges (see Fig. &afd Fig. 3.2). Instead, the cryogenic liquid is
contained in a Helium dewar placed underneath tidge, which one slightly pressurizes
(~0.1 atm) to obtain a cooling'He circulation inside a dedicated circuit of thielde. Liquid
reaches a box anchored to the “4 K stage”, evaperatthat box and circulates downwards
into a continuous exchanger. The output goes dyreztthe helium recovery. Helium flow is
regulated by a Bronkhorst EL-FLOW® digital masswil@ontroller. The flow is set large
enough to provide a steady 4 K stage temperatuhéle vkeeping a reasonable helium
consumption of about 12 L of liquid per day. Thevdward“He flow is used in permanent
regime to thermalize the incoming cooling mixtuse, the “main exchanger” is properly
dimensioned to recover the enthalpy of the outgditey Temperature fluctuations on the 4 K
stage can cause fluctuations of the mixing chartémaperature, either because the mixture is
not properly cooled when it reaches the diluti@ges, or due to radiations.

The Sionludi has a second separate circuit, cdntpithe *He “He mixture with an
approximate atomic ratio 30%-70%. Capillaries pagsnside the 4 K exchanger bring the
mixture up into the fridge. One of them is a lowp&dance bypass circuit that brings the
mixture to the mixing chamber without passing tlylo@ny impedance. This bypass circuit

lets cold mixture gas circulate with a large flogr precooling the upper stages from room
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temperature down to 4 K. Such a circuit is necgssathis design since, as a consequence of
the absence of a Helium bath, one cannot use egelgas in the vacuum can to cool down as

in ordinary fridges. The other capillary brings tope to the impedances at the input of
dilution exchanger.

Fig. 3.1 Photograph of the Sionludi where the principal cormgnts are indicated.
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Fig. 3.2 Schematic of the principle of gas flows in the $idn (see text). The fridge’s enclosing is
shown by a dotted line, corresponding to the vacoamrepresented on Fig. 3.3.

dllnd cabinet

Fig. 3.3 Ensemble view of the lab. From left to right: thasghandling system, the vibration
isolation table, on which is laid the fridge (ersgld in vacuum can here) and the helium Dewar
attached under the table, the shielding cabinkédirto the fridge by metallic shields, and finally
the electronic cabinets and the operator in frétii® command computer.
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To reach such low temperatures, one must take gagatto avoid thermal leaks through
radiation and conduction. To limit them, our fridgeenclosed in a vacuum can and a set of
copper thermal radiation shields arranged like Rmsdolls and tightly screwed to stages of
the refrigerator, to ensure their good thermalzatiln this way, each stage receives
radiations only from a stage close in temperatargl the inner stage (the coldest) is well

separated from the outside room temperature radmti

When this thesis work started the refrigerator @isg completely refurbished at the CNRS
Grenoble, because the main heat exchanger had bdeaky due to defective materials, and
the dilution heat exchanger had completely plugdéts reparation lasted much more than
anticipated. During this phase | participated istitgy and debugging the refrigerator on
several occasions. Even after we recovered a wprkidge in Saclay, we made some
modifications, aiming at reducing liquid helium somption and oscillatory instabilities in

the 4K stage temperature.

3.1.2 (not so good) Vibrations in dilution refrigerator

Vibrations are a major problem in STM experimenisce the tunnel current varies
exponentially with the tip to sample distance, watltharacteristic scale of ~ 0.1 nm. Many
setups try to compensate, or eliminate vibratiaeching the microscope, which introduce
noise in the measurement. As already mentioned hapC 2, the general strategy for
decoupling from external vibrations is to desigmiaroscope that is as stiff and as light as
possible to increase the resonance frequencideafttucture, and to embed it into a low-pass
mechanical filtering system with a cut-off frequgras low as possible, typically <1 Hz. In
our case, this system consists of an air-suspewuibedtion isolation table onto which the
fridge is mounted (the Dewar being suspended béhevable) to isolate the microscope from
the vibrations of the building (see Fig. 3.3However, this setup does not fully eliminate

vibrations from the environment of the microscageexplained below.

In usual dilution fridges, the incoming mixturedendensed at ~100 mb by thermal contact

on a 1.5 K pumped liquitHe bath called the “1 K pot”. Another differenceween Sionludi

! However the table does not protect well againstistic vibrations transmitted by air. For instandapping
hands induces vibrations which are easily deteaiti the STM. Efforts could be made to further eme
acoustic isolation.
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and more standard dilution fridges is the absefi@loK pot. The initial condensation of the
mixture is thus operated on the 4 K stage, whichrmaehat it is necessary to pressurize above
atmospheric pressure, using a compressor. Oncelilimgon is started, condensation is
achieved by exchanging heat with cold gases imta@ pumping line (see Fig. 3.2), and one
should normally be able to switch off the compressw work with an injection pressure in
the 500-700 mb range which can be delivered byrtiary pump alone. In our Sionludi,
however, this is not the case, and we can only vioik steady state with a pressure of the
mixture injection line permanently above 1.5 bas, with the compressor permanently on.
This generates some acoustic pressure and a stddskawel of vibrations, both of which are
a nuisance for the microscope operation. Even wadise mixture flow itself becomes
turbulent and generates a lot of vibrations, preglynwhen it flows through the impedances,
at a stage that is tightly linked to the experimgaate.

We diagnosed this problem and somewhat measurelg\bEeof vibrations in the fridge by
putting a microphone on the experiment plate, nexthe microscope. The microphone is
made of a piezoelectric multilayer stack PICMA® &80 from PI glued vertically, at the
end of which a ~ 6 g copper block is attachgske Fig. 3.4). When vibrations arrive on the
microphone, the copper block provides an "inefbate" proportional to its mass, which the
stack converts to an electrical signal. This eledignal is amplified by a fixed-gain (x100)
low noise amplifier LI75A by NF-Electronics and femthe input audio line of the computer.

Note that the setup is sensitive only to vertichtations of the experimental plate.

! The model we use has a bare structural resonequiéncy of 90kHz, and a stiffness of 68N/um. Wit t

copper block, the resonance frequency is 17 kHz.
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Fig. 3.4 Photography of the microphone used to detect vidmratnside the refrigerator. The electric
signal produced by a stress (induced by vibratasrtee plate) is collected on the electrodes of a
piezoelectric actuator, amplified and fed to thdiainput of the computer.
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Fig. 3.5 Audio trace of vibrations of the fridge, recordedree base temperature. Top: spectrum of
the signal from ~DC to 11 kHz. The color indicatae amplitude of the Fourier component
relative to the maximum amplitude, in dB. The slgpectrum presents the characteristic resonant
frequencies of the fridge structure. Bottom: Cquoesling wave signal, in arbitrary units.
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We have recorded several tracks in different catioh regimes of the refrigerator.
Sometimes it sounds more or less like a contindorsilent flow, and sometimes it sounds
more like metallic pings on pipes or bells (Figh)3.We do not understand the differences
observed between the various regimes. In all cabedevel of vibration is too high to allow
stable spectroscopic measurements in true vacuumeling. It would even hinder
performing STM imaging of a clean metallic surfab®te however that these vibrations do
not seriously affect AFM mode operation.

We have checked that when the return line pressureduced by diverting the mixture
momentarily, the fridge becomes indeed much quidikere is no fundamental reason why
our refrigerator could not operate with a loweuratline pressure, like other Sionludis. We
believe that the high return line pressure is doesame defective part, (likely a heat
exchanger), and it will eventually be fixed, whdw fproblem is precisely understood. This
will certainly require a few trial-and-error runs/olving modifications to the dilution circuit,
and it is hardly predictable how long this can ta&mce we were still able to perform stable
tunneling spectroscopy in spite of the vibratiosse( below), we decided this needed not be

done during this thesis work.

3.1.3 Living with vibrations

In spite of this annoying level of vibrations, wave found a way to perform stable and
accurate local electronic spectroscopy with our SThce our setup is too unstable to
perform tunneling through a vacuum gap (as in nd8id operation), we instead put the tip

in mechanical contact with the sample and tunneluiph a thin oxide barrier covering the

sample. This way, the distance between the two Imitavell defined and remains fixed, in

spite of the vibrations. In some sense, we mimie liee fabrication of planar tunnel junctions
in situ, during the experiment.

Of course this requires the presence of an ap@tepoixide layer on the sample. Such oxide
spontaneously grows on aluminum films exposedrtd-mwever, noble or semi-noble metals
do not naturally form a good oxide layer approgrifair tunneling. In this case, one can still
obtain a good tunnel barrier by covering the nahketal by a thin aluminum layer (i.e. a

couple of nm thick) which will completely oxidiza air and form the barrier.

We can let the STM tip stand on this oxide layed aerform stable spectroscopy, with

contacts lasting for hours without any changeangmission, in spite of the vibrations.

108



3.14 Possible improvements

For increased immunity to vibrations, most locadk@ microscopes used at low temperature
are suspended by springs [82, 83]. We did notailjtichoose this option because of the
coarse motion mechanism which changes the baldnt® enicroscope when displaced, and
because it complicates wiring and thermalizing sample. If much better stability becomes

necessary for some future experiment, this chascddcbe reconsidered.
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3.2 Wiring a microscope for very low temperature

experiments

Connecting a 30 mK experiment with room temperategeipment requires fulfilling a

number of requirements which are detailed below.

3.2.1 Thermal load

The most basic requirement for the installationaolbow temperature setup is to properly
thermalize all the elements, without warming up rigieigerator. Wires need to be thermally
anchored at each temperature stage, and one fajust the necessary length in between
stages such that thermal flux that can be compedsat the available cooling power. As one
goes down in temperature, the cooling power isecedubut thermal conductivity of materials
as well.

Estimating the thermal load brought by the wiresd(aptimizing their length) is done by
using tables of temperature dependent thermal abivity of typical materials used (steel,
Cu-Ni, copper, manganin®, superconducting wiredsistive matrix...) and by calculating
the thermal flux as a function of their cross-smttand temperature difference between
stages.

Our fridge has a cooling power of ~50 pyW at 100 mijch means that if we feed a total
power of 50 uW down to the mixing chamber, its terapure will establish at 100 mK.

The steady state temperature of a dilution fridggiven by the balance of the cooling power
Q=84T?h (T is the temperature of the mixing chamber, the pasvexpressed in Watts and
n is the®He throughput, in mole™, and the heat load brought by:

» radiation from hotter parts of the fridge,

» conduction through the materials,

e convective heat brought by the incoming fluid, doeimperfect heat

exchangers.

Our bare fridge had a base temperature of ~20 m&mRhe measured cooling power at
100 mK, one can then estimate that the residual lbeds listed above are of the order of
2 UW in total. When installing the wiring for theperiment, this obviously increases the
conduction heat load and the final base temperatilldoe more or less affected depending

on how this additional load compares with the farfigure.
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We installed a total of 50 shielded wires from asnbitemperature down to the mixing
chamber. They are divided as follows:

* a 15-wire line for the thermometry of the experitmen

e a21l-wire line for the control of the microscope,

* atwisted pair line for a small superconducting,coi

* 4 twisted pair cables

 and 4 coaxial lines for transport measurementshenseample or other

purpose.

Most lines are home made with common cryogenic rnad$ée having low thermal
conductivity. For the shielding, we employ staisleseel or Cu-Ni tubes. Because of their
cross-section, the thermal conductance of the dhgl capillaries is the dominant
contribution, so we diminished as much as we coldr diameter and wall thickness: for
instance, we fitted 24 50 pum-diameter wires in &®7 mm CuNi capillary to make the
multi-wire line from 4 K to 30 mK.
Inner conductors are chosen depending on theirthedines through which large currents are
fedwere made of superconducting wires which do dissipate, and are good thermal
insulators. For current feeding of the coil we 188 um-diameter Cu/Mn down to 4 K and
50 um-diameter Nb/Ti in Cu/Ni matrix insulated vartom 4 K to 30 mK. Lines where high
currents are not needed (DC transport, thermomeigmael and tuning fork measurement)
are made of resistive material: for those we ugeeirO pm-diameter insulated manganin all
along, or commercial 0.5 mm diameter microcoax®denaf stainless steel both for the inner
conductor and the shielding. Finally for the (2Xes) control lines of the microscope we use
70 um manganin down to 4 K and then NbTi in CuNirmalown to 30 mK; the latter choice
is done to minimize the thermal load brought bg thulti-wire line.
The multi-wires lines are assembled by pullingladl wires along with silicon glue into a tube
of adjusted length and minimal diameter. Glue sou® improve the thermal contact between
the inner conductors and the shielding, to enswatdonductors are well thermalized. It also
prevents vibrations, which are sources of microphontriboelectric noise. Prior to inserting
the wires, the inside of the tube is polished bgspay through it a coiled tungsten or steel
wire, to prevent wearing the wire insulation on thee wall asperities which could cause

shunts to ground.

! In addition to these wires going to the mixing rob@r, other unshielded wires are installed for lanyi

thermometry and microphony (See previous sectian)gse at higher temperatures.
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Before the installation of the wires, our fridgedha base temperature of 20 mK, and the
whole wiring raised the temperature to 30 mK, cspomding to an additional load of

~ 2.5 uW. Given the large number of lines instaltbd is satisfactory.

3.2.2 Low level signals and low noise requirements

As explained above, all the lines reaching the BDptate are shielded. This is necessary to
prevent electromagnetic noise from the outsideefards, power supply, cell phonekto
couple to the experiment, which would prevent osnfimeasuring low level signals. It is also
integral part of the filtering strategy describesidv.

To reach a high signal-to-noise ratio, it is algmessary to avoid cross talk between some
lines, in particular between low-level and highdegignals. There are two kinds of wire
geometry that can be used: when one wants to measwll voltages differential signals, it is
necessary to minimize magnetic flux picking by timig two wires all along. When one needs

large bandwidths above 100 MHz, the coaxial geoyristthe best solution.

Finally, in low-noise measurements, the groundirfgtle signals has to be carefully
considered to avoid ground loops in which uncotedblflux pickup from the lab ambient
magnetic noise harshly affect measurements. Grdoogds can generally be avoided by
selecting a proper wiring topology with a uniquesliwocalized, voltage reference point. In
low temperature experiments, however, good growgngiractice sometimes conflict with
cable thermalization, and compromises have to kemehis topic is further discussed in the
article on the tunnel current amplifier published Review of Scientific Instrumentg?7,
123701 (2006), reproduced below (3.2.4.3).

3.2.3 Filtering

The last requirement for setting up properly thengiis to filter the high frequency noise in
each line. This is necessary to ensure that theerempnts are performed in thermal
equilibrium at the fridge temperature. During mysis we have developed microfabricated
filters to fulfil this requirement. We have publesh this work in Review of Scientific
Instruments77, 115102 (2006). Below | give detailed explanatisagarding these filters

which did not all fit in the article. The articlself is reproduced at the end of this section.
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3.2.3.1  Necessity of filtering

Black-body radiations emitted by dissipative eletaenan propagate inside the fridge,
especially on the coaxial lines which are good wgwides. They are absorbed and re-emitted
by electrons all along the lines. These radiatiextend in a frequency range up @ -hKksT,

as stated by Planck’s law, where T is the emittertgperature.

When a photon emitted from a distribution at terapae T is absorbed by a metal at a
temperature 7 an electron of this metal may go out of equilibniwith the distribution at oI

if T1> T,. Its only way to relax is either to exchange egesgth the surrounding electron
bath, to reemit the radiation, or to give the exreergy to the phonons of the lattice. The
latter process has a temperature-dependent rateodkh temperature, electron-phonon
coupling is so strong that difference between edgctemperature and phonon temperature is
hardly ever measurable. But the coupling decreasesemperature decreases, so that at
T < 1K, electrons can be easily out of equilibriwith the phonons [84]. In particular, if one
does not take great care to cut the black-bodyatiadis from wires at 300 K, it is unlikely
that electrons in the lines ever get as cold asdfgerator.

In order to perform high resolution tunneling spestopy with a normal probe (see
chapter 1), it is important to take appropriate soees to ensure that electrons are in
equilibrium at low temperature. In many other tymgsmesoscopic physics experiments a

good filtering is also necessary to protect fromanted photon assisted processes [85-89].

3.2.3.2  Why filtering all the lines?

One could think that by filtering properly the Idewel signals connecting the sample, one
would obtain the desired electronic temperaturtdénsample.

However, any unshielded cable acts as an anterataabsorbs from the environment and
radiates on the experiment. It is therefore mangatbat all the lines entering the
experimental environment are properly filtered ahiklded all along so that they do not bear

thermal radiations from 300 K.

Most STM experiments performed in dilution refrigrs did not filter all the lines (or not
sufficiently), including the controls of the mickmpe, which may partly explain why they
could not reach the desired low effective electraeimperatures [90-92] (see Chap. 1 and

below).
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3.2.3.3  Propagation of thermal noise in networks

When setting up an experiment that aims at perfognow noise measurements at low
temperatures, one needs to know the effective tlele@gnetic temperature” of the lines
connected to the sample. Assuming the instrumemtadiideal, the minimum noise reaching
the sample is due to thermal noise propagating dthen lines and emitted from all
impedances connected in the setup, from 300 Kado#ise temperature. The question for the
experimentalist is to know whether the noise dgnsidching the sample can be expressed as
a thermal noise at base temperature, i.e. as enlft@n impedance at a temperature close to
the fridge’s.

In the following, | present a general treatmentto problem, and derive useful formulas to
evaluate the effectiveness of a filtering setup.

The first goal is to find which amount of the nom®duced by an impedance in the system is
radiated on the sample. One basically uses The'sathisorem.

As seen from any two connections of the samplewtih@g connecting it to the outside can

be modeled by an arbitrary network of impedandestle one described on Fig. 3.6.

We assume here that the network is sufficientlydsutled that each impedan& of the
network is at equilibrium at its local temperaturie The non-symmetrised thermal noise
spectral density, distinguishing emissienX 0) and absorptiony < 0), across impedan

is given by Planck’s law:

S, (@) :%%Zi@) (3.1)
el —1

One can obtain the contribution to the noise gdadrat the sample port due to each source in

the following way (see Fig. 3.6 and Fig. 3.7 fquietorial description):
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Fig. 3.6 As seen from the sample, the wiring is modeled metvork of impedances at different
temperatures. To know the thermal noise spectruen by the sample, one may evaluate the
contribution to noise at the sample from one paldic impedance Z and then sum all
contributions from allzis. For eacly, one can reduce the rest of the network to anvabpuit
transfer matrix.

(b)

Fig. 3.7 Any impedance of the network can be modeled asiselees element in series with a
voltage noise sourag having a power spectrum given by (3.1). Each naisecey; contributes to
the output with an attenuatiap that has to be determined. (a) Thevenin theorédmus that the
network viewed from the sample port is equivalenfd in series with a voltage sourbg. The
relation betweer¥s and thezs is known from the network theory (see text). Tb) know the
relation betweernVs and theus, one switches off all the noise sources except @), and

calculates its voltage transfer at the sample ‘p)soﬂul :
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An individual impedanceZ; is singled out from the rest of the network. Thetwork in
betweerZ; and the sample is linear and can be modelledsbyl itmatrix. The sample load is
not included in this picture. Following the conviens of Fig. 3.6, transfer equations between

input port (indices i corresponding #) and output port (indices s for Sample) quantities

write
V. =a\, + bi
{. | a S bg (3.2)
i =CVs +dis
The total equivalent impedanZe seen from output is defined by the ratid, /i . From (3.2)
one gets
7z, =R*4d (3.3)
a+7¢

Thermal noise generated By can be represented by a random voltage saurp&aced in
series withz. Let’'s estimate the contributions of to the output voltage, with no load
connected (see Fig. 3.7). Sinde=y - Z |, one has
Vs 1
U a+ez

(3.4)

From the observation that
0Zg _ 1 o,

%z (a+ez)

one sees that the transfer coefficient @piis readily obtained from the network's output

impedance function, as seen from the sample. Ubmguperposition theorem, the voltage

at output port, due to all voltage noise sourges each arnz; is:
Vs =Y ay, (3.5)
The power spectral density radiated at the samgiely source writes:
2
Sy (0) =le[' S, (@) (3.6)
with |ai| the voltage gain calculated above, a{nqlz the power gain from sourdeto the

outpuit.

! Since a reciprocal network verifigs d - b ¢| = 1, there exists a reversed similar relation betwaements:
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All noise sources are uncorrelated so their coutioins add quadratically at the output

(powers add):

S, (o) (3.7)

%whﬂﬁ%WFZ%f

If we first imagine the whole network to be at amfogeneous temperatufg, the noise at

the sample is a perfect thermal noise at tempexrdturS, (w) given by

2 hoReZ. (w
S, (0) = 2 10ReZs ) (3.8)
S |

using (2.2), (3.7) and (3.8), and simplifying thes® factors, one then obtains the following

relation of general validity

Reg, ) (3.9)

Re(Z, )= Z“’és

0

However, in the general situation when the netwsrkot at a single temperature, the noise
does not have the simple (3.8) form with a fixechgierature. Instead, to easily quantify the
thermal character of noise at the output, we exgBg®) as in (3.8), but with an effective
frequency-dependent temperatlitg(w):

S, ()= % ReZhSw(a) Y

ekBTeff (w) _ 1

(3.10)

_2 o z%‘é?%ReZi(w)

ho

T heTun (@) _q

Making use of (3.7) and inverting the latter raatiwe get the effective temperatiig(w)

of electrons at the output port:

L . . L 0Z . .
L A similar relation exists linking not only the tq@arts ofZs and all thez;: Z = z = Z . This latter relation
oz,

is an expression of Euler's relation for the impeda.. Euler's relation applies to homogeneous functans
classk, defined by f (tx,...tx ) =t f(x,..,x ). Any impedance is thus a homogeneous functiorasscl.

This general result for networks is not directlgfus for our situation but it is nonetheless renadilk.
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1z
“ =

(3.11)

ekBT\

-1
As could be expected, this noise is in general equivalent to the noise of a single

impedance thermalized at an intermediate temperatur

To sum up, knowing only th&;, their individual temperatures, and the topolodytlwe
network, one can calculate the output impedafiaes a function of th&;, and subsequently
using (3.1) and (3.7) the exact total output ndisesity as seen from the sample. With (3.11),

one can finally check the efficiency of the filtagisetup at each frequency. In a real setup the

question is: how far i3 (a)) from the temperature of the refrigerator?

We made use of these results, combined with theuledéd characteristics of our filters to

predict their performance for thermalizing the &ledines (See below, section 3.2.3.8).

3.2.3.4  Filtering technique

Filtering the lines and thermalizing electrons e using dissipative low pass filters, which
attenuate the electromagnetic radiations receiwedn fhotter parts above their cutoff

frequency, and reemit a thermal spectrum at thain demperature. Room temperature

blackbody radiation extends up to frequenoies(kB / h) 300K = 6THz. In order to properly

thermalize photons at 30mK the filters have to cthe spectrum above

v~ (ks / h)30mK = 600MHz, and all the way up to 6 THz with very high attation. In

particular, there must be no “hole” in the stop<bahhus, one has to be particularly careful
when designing the filter to avoid transmissionoresices. This is why we always prefer
dissipative rather than reflective ones, which widably present complicated resonances

above their cutoff frequencies.

The filters usually consist of distributed RC lin@®viding better high frequency attenuation
than a cascade of discrete R and C elements vatkaime total values. Indeed, for a cascade
of discrete RC elements, the attenuation slope aloe cut-off is given by the number of

poles. In a distributed line, the attenuation stambre slowly but its slope keeps increasing
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with frequency. Furthermore, at very high frequeftgpically a few GHz), discrete elements

like surface mounted resistors get shunted by tpairasitic parallel capacitance and

attenuation decreases.

Diverse methods have been successfully applie@tdcate such devices: resistive coaxial
cables [87, 88], and powder filters based ess@nbtal the skin effect in small metallic grains

[89].

During this thesis work, we have redesigned miefdaritated meander filters that had been
developed in the Quantronics group in 1994 [86F Tibw design has an improved geometry
to get a better attenuation, in particular to avblitiand TM transmission resonances [93]. It
also involves new materials, fabrication process packaging with the goal of getting more

robust filters than those of the old version, whigdre fabricated on silicon substrates, and for
which the insulator was SiN which cracked afteew thermal cycles and provoked shunts to
ground. The design of our distributed RC lineshigven in Fig. 3.8.

signal___,
ground plane (c)

insulating layers . .
glay signal line

metallic substrate

(@)

ground plane

insulating layers . .
glay signal line cracks

Fig. 3.8 Cross section view of the micro-fabricated filtdfer readability, height and width are not
to scale. (a) New design. (b) Former design. (beBwtic top view. The new design is equivalent
to an on-chip coaxial resistive line. The line isandering on the chip to increase the available
total length, to reach a sufficient attenuatiorhvétsingle chip. The resistance and capacitance are
distributed along the line, like in the old designt no cross-talk can happen between two parts of
the line since the line is fully encapsulated byugd.
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3.2.35 Fabrication

We have chosen the various materials by payingiapattention to differential thermal
contractions, which, in the old version of theéiilt, were responsible for failure either by
shunt to ground or open circuit after a couple ldrinal cycles. Filters are mounted in
metallic shielding boxes made of brass, and we el@odrass substrate for the meanders
accordingly.

As can be seen in Fig. 3.8, the meander is contplet&losed by ground, in a “coaxial”’
geometry. To make this geometry requires 4 fabdoasteps, to pattern each layer: the first
insulating layer, the meander, the second insgakityer, and the top ground plane. All
patterns are done by lithography of photo-resistsgua UV mask aligner MJB 3 UV 400 IR
from Karl Suss.

All fabrication parameters are given in the arti®ev. Sci. Instrum77, 115102 (2006)

reproduced below. Here | just add schematic vieftbeprocess, and detailed comments.

Insulating layers (Fig. 3.9)

The insulating layers consist of Cyclotene® 402848benzoCycloButene (BCB), a photo-
sensitive polymer from Dow Chemicals. Their thickmecan be adjusted at will from a few
hundreds nanometers up to a few microns, by prppambosing the viscosity and the
spinning velocity of the resist. This is useful ffiters since, depending on the desired
application, this tuneable thickness allows to v@gacitance to ground without changing the
filter layout. In our case, we had an additionatstoaint on the dielectric thickness since the
filters need to withstand the high voltages neags$ar the piezoelectric actuators. To
withstand 400 V with BCB (nominal electric fielddakdown of 300 V/um), we need at least
1.3 um. This sets a lower limit to thickness, kaggh mind that sharp defects will enhance
the field and may provoke breakdowns at lower gata To be on the safe side, we planned
twice that thickness, i.e. between 2.5 and 3 pre. firkt step of the process is schematically

pictured in Fig. 3.9.
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polish spin
BCB 5 um

Brass substrate 400 pum
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exposure /
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‘ BCB 3 um |

bake 200C /

=

Fig. 3.9 Fabrication of the filters: step n°1, insulatingda A BCB layer of 5 pm is spinned onto a
polished brass substrate, to yield a final thicknes3 pm. It is then UV exposed through a mask.
BCB cross-linking is initiated where it is exposgabgative resin). After development, a 200°C
1 hour cure is done in vacuum oven to yield ~75%ssiinking of the BCB. This step allows
BCB to endure the following fabrication steps whelghancing subsequent layers adhesion onto
the BCB, in comparison to a fully cured BCB (98%).

Meander (Fig. 3.10)

* Design
The control lines used for inertial piezoelectracse motion of the microscope must allow
fast (~us) charging of capacitances (~10nF). Timpoises an upper limit of the order of
~100Q for the series resistance of the filters. Givers ttesistance, and the dielectric
thickness already mentioned, the geometry of titer fivas chosen to provide a suitable cut-
off frequency. After considering several designs,faund that the layout shown in Fig. 3.11,
was satisfactory: it presents parts with a smatissrsection, intended to procure series
resistance, and pads with a large cross-sectionding with capacitance to ground. It is thus
an intermediate design between a uniform crossesedistributed RC line and a cascade of
discrete RC elements. For the same total R antl&ven provides a steeper cut-off than the
uniform cross-section line, due to reflectionsmap@dance (cross-section) discontinuities.
Besides electromagnetic propagation, another impbrtonsideration in the design of the
meander is the total volume of resistive matergcause large volumes are needed to

thermalize well electrons at the lowest temperatdtee to weak electron-phonon coupling.
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For a given layout, the volume of the resistive enat can be changed by using materials
with different resistivities.

» Fabrication
We fabricated the meander with a 50% atomic cordepper-gold alloy.
The reason to choose an alloy is to introduce ashrdisorder as possible so that the ratio of
residual resistance (RRR) at 4 K would be as césspossible to 1, in order to have rather
constant filtering performances over the tempeeatange.
The alloy was deposited by co-evaporation in aelavaporator. Since gold and copper
evaporate at different rates, we prepared eachdifnesh load that was fully evaporated, so
that reproducible properties were achieved. Inxadfigeometry, one can tune the total
resistance to the design target by varying therlagekness. We obtained 75-9Dtotal
resistance by evaporating a full load of 0.4 g @pper and 1.2 g of gold, at an initial rate
~1 nm/s, yielding a total thickness of about 350 nm
A 5 nm-thick Ti layer was deposited as an adhekiger for the alloy on BCB. However, the
adhesion remains poor, and the final yield is & ¢inder of 50%, in good part because of
pealing of the meander which causes open circuitBoa shorts to ground. To improve
adhesion, a process is described in the BCB teghdata. It consists in a short time ion
milling with 1 keV argon ions prior to depositioin,order to create carbon radicals that would
make chemical links to titanium. We have not tribé process since we do not have the
available ion gun in our joule evaporator, but thigl hopefully solve most adhesion
problems encountered in the process.
We have tested an alternative solution to solvedhadhesion issues, consisting in plasma
etching the surface of BCB with a mixture of @hd Sk in a Reactive lon Etching machine
just before introducing the sample in the evapardathis has improved slightly the results but
progress needs to be done to improve the yield.
Fabrication step n°2 is explained in Fig. 3.10.clinsists in patterning a mask in a
photosensitive resist soluble in acetone througichvbne evaporates the meander. The mask
is then removed leaving only the patterns of thamder on top of the BCB. To obtain a neat
lift-off, we harden the resist skin (the first ~1066) in chlorobenzene prior to development,
to make an overhang. It is also possible to sgmia bilayer, using LOR 30B as a first layer
(see 3.3.2.2).
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Fig. 3.10 Fabrication of the filters: step n°2, meander ditjoos For masking the alloy evaporation
we use positive photosensitive resist soluble etame. The surface of the resist is hardened in
chlorobenzene to make a “crust” that does not bissduring development. This yields an
overhang which eases the lift-off. Otherwise, sitiee flanks of the resist are smooth the metal
layer can be continuous, and lift may result inisipg of the edges, and sometimes complete
removal of the circuit, since adhesion is poor.

Ground plane and shielding (Fig. 3.11)

The final ground plane is made of a 1 um-thick daiger. This film is made thick enough to

be a perfect reflector in the whole relevant freguyerange, hence providing good isolation of
adjacent arms of the meander.

Filters are batch processed on 75 mm diameter syatezy are subsequently cut into chips of
8 mm per 4 mm, and mounted in the boxes as depictéid. 3.11. The chips are contacted to
the connectors by 100 pum-diameter insulated copres. These wires are glued to the chip
bonding pad with conductive silver epoxy Epotek BZom Politec PI, and soldered to the
connector. The empty space around the chip igifiléh H20E, to shield as well as possible
the input from the output.

We chose this one because it is of convenient wdh a reasonable polymerisation

temperature (~100°C), and a long life (up to ong)dat room temperature once the

ingredients are mixed. However, its thermal conioacis higher than that of brass. To our
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knowledge, there is no conductive epoxy whose théwgontraction is matched to brass (or
copper). Despite this we observed only a few pérfalures after about ten brutal cycles in
liquid nitrogen. We do not have yet much statisbesthe ageing of these filters, but they
have proved quite reliable until now, over thetfirsar of experiment (4 out of 76 failed at the

first cooling, and none since then).

Au 50 ym 20 ym
1 um

AuCu

BCB 2 un|

AA' Cross-section :

Fig. 3.11 (a) Photo and cross section view of a filter. Thenecting pads are laid on a layer of BCB.
There are two pads in series (second not showmephotograph) to insert, if desired, a CMS
component like a ferrite. (b) Scheme of the mountihe chip is installed in a tightly adjusted
housing. A brass part comes above the filter: #léstrically contacted to the ground plane and
shields the input from the output. To avoid micreedeaks, electrical continuity is ensured by
filling the vacuum intervals with silver epoxy. Rilty the box cover is glued with silver epoxy as
well. (c) The smallest boxes are 12x10x8moontaining one filter connected with SMC
connectors. The largest box is 34.5x30.1x13’ oamtaining 28 filters out of which 25 are used.
Its connectors are micro-SubD from Cinch. We alse 13x22x8 mrhboxes containing 2 filters
connected by miniature triaxial Fischer series dfrinectors. All the boxes have a male connector
on one side and a female on the other so theyeaadily inserted or removed from the lines.

By design, the filters are not matched toh0and the connection by bonding pads provides
as well a poor impedance matching. If necessaifgrtefcould be made to perform for
instance high frequency experiments in the 100 MHzHz range, by making use of

appropriate 5@ microstrip design and launcher connectors.
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3.2.3.6  Electromagnetic simulations of the filters.

250 pm »‘425 um
T e'. 5 __\e o0

3mm«j2 5

=]
<3
*
=]

—»| —100 um

Fig. 3.12 The picture shows the design file used for elecagmetic simulation with Sonnet®
software. The green areas represent the resiste@ndger and the red rectangles are vias
connecting top and bottom ground planes (not shewvigolate adjacent arms. In the bottom part,
a 3D view is shown, with a 40x magnification intieal scale.

Electromagnetic simulations were carried out tockhthe design and performance of the
filters. For this purpose we have mostly used Sgran2.5D simulator well adapted for planar
circuits. In these simulations, we used the exdtdrflayout shown in Fig. 3.12. This
technique relies on finite elements subdivisiornthe structure. As the frequency increases,
the size of elements is reduced too so that irmagplEM simulation software as we use, in
worse cases, the size of the memory requiremetessaa fa’ , and the computation time as
foa. As a result, these simulations are rapidly commomally demanding and intensive.

Indeed, above 100 GHz it became impossible to marfull simulation of a filter on our PCs
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within a reasonable time (because memory swappingroed). Moreover the accuracy of the
simulation is challenged even before one runs éuh@mory, since already at 12 GHz the
noise floor of the calculation is reached due te tlery high attenuation of the filters
around~ -150dB.

| | (10elements
U inall)

Fig. 3.13 In order to reduce the computational size of tineutation, to be able to reach very high
frequencies, we have subdivided the filter in semdthidependent parts and cascaded the resulting
S matrices as depicted in this figure.

To extend the simulation at very high frequencied still obtain meaningful results, we have
subdivided the simulation in smaller parts whosen&rices are subsequently cascaded to
obtain the full behaviour of the filter. These sivilons require less memory and time to be
simulated and, since their attenuation is smatlee is no problem with accuracy anymore.
The subdivision we made is shown in Fig. 3.13. Vdgehchecked that, in the range where
both the complete simulation and the subdivideduition are possible, they give the same
result. In this way we were able to perform simola up to 6 THz. We have checked that
the hypotheses on which the simulation is baseth¢hathat the propagation effects in the
films thicknesses are not important) are stilldat such high frequencies. In particular, we
have used a quasi-optical progratDE, from Lumerical Inc.) to check whether TE or TM
waveguide modes could propagate in the narrow @es$ons of the filters (in contrast to the

TEM coaxial mode we are simulating with Sonnet)] ave found that no such mode can
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propagate below ~20 THz, and even then, they pripagith very large losses (data not

shown).

Using the exact geometric and material (dieleatnostant) parameters, and the measured
total DC resistance of the meander to get the raategsistivity, the simulations give the
results shown on Fig. 3.15, with no adjustable patar.

Of course, when predicting attenuations in the hedsl of dBs, one must be very careful as
there is absolutely no way to check such predisti@ne can even be sceptical because leaks

in connectors, for instance, can easily producehnaigyer transmissions.

We have compared the predicted performance of thsept filter design with that of the
former generation [86] where the adjacent arms wetasolated. To do this, we have simply
removed the vias connecting top and bottom grodadepin Fig. 3.12. When doing so, we
see that the attenuation of the filters saturatesiral -90 dB above 5 GHz, and shows
transmission peaks around 50 GHz, due to TE m&lesh simulations cannot be performed

above 100 GHz, because here we cannot subdividendtweork into independent smaller

pieces.
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Fig. 3.14 Simulation of the filters using Sonnet, up to vaigh frequencies (1.2 THz) in order to
check their theoretical efficiency. The transmissturve obtained with the actual geometry of
filters is plotted in red. The transmission of foemer design filters, where the adjacent arms are
not isolated is plotted in green. This shows themtktical expectation is far better for the coaxial
type filter, since no transverse electric or maignabde can be transmitted directly from input to
output in this version, whereas with no encapsatit is easy to find transmission resonances,
even at about ten GHz.
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3.2.3.7 Filter attenuation

Figure (Fig. 3.15) shows transmission measurentem #0 MHz to 65 GHz of one of the
filters (connected with coaxial SMC connectors)e3d data are taken at room temperature,
using a 65 GHz vector network analyzer (Anritsu3/m2).

From DC to 4 GHz, the measured filter attenuatioliows very closely what is expected
from simulations (see 83.2.3.6). Above 4 GHz, wendbmeasure any transmission above the
noise floor of the analyzer, which suggests thasharp resonances are present. The finite
attenuation at low frequency comes from the dcstasce of the filter which makes a divider
with the 50Q port of the analyzer.

SMC connectors are specified to pass sighals fr@nup to 12 GHz. They introduce 3 dB
reflection at 12 GHz. The measurement was done 3N to SMC transitions and thus does
not give access to the filter attenuation alond, rather to the full assembly including the
adapters. The noise floor for ambient temperatugasurements was around -100 dB. It was
worse for 4 K measurements, due to losses in calbilegrinciple, it would be possible to
reach a ~ 20 dB lower noise floor by using a ldsgedwidth amplifier, but we had none with

an appropriate bandwidth.

O i oo
— ‘ | measurement '
M 20 TSN simulation —
S S NS Y B calibration floor | 1
R e e
2 I R =770 C_,,=80 pF
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Fig. 3.15 Transmission of a coaxial meander low pass filtegunted in a shielded case, and
connected with SMC connectors. Data (red curveaken at room temperature with a Anritsu
37297D 65 GHz network analyzer. On the same plotshhawv the noise floor of the network
analyzer (grey dots). These data are to be compardtie simulations done under Sonnet
electromagnetic simulation software (blue curvejoukd 5 GHz, the curve crosses the noise
floor, but the prediction states that it shouldtoare to go down. The peak in the data around
9 GHz is a calibration artifact (also present oe talibration floor). The small discrepancy
between simulation and data between 2 and 6 GHmlzbly due to the connection to the filter
which introduces reflection not included in the siation with direct 5@2 ports connection.

128



3.2.3.8  Analysing the full setup

We chose to install 2 sets of filters for each ;linee is anchored at 4 K and the other at
30 mK. First, in order to have an idea whether filtsring setup is appropriate, one can plot

the expected spectrum of a black body radiatiorttechiat 300 K and filtered by the setup.
The resulting spectrum is plotted in Fig. 3.16.
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Fig. 3.16 Graphical analysis of the thermal noise filteri@me can calculate the thermal noise power
spectrum received by the sample at the end oftexdd line, using the simulation results. The
setup envisioned here consists of abesistor at 300 K and a line that includes twgesaof
filters: one at 4 K, and one at 30 mK. To obtaia tbtal noise at 30 mK, one has to sum up the
contributions from all impedances, with the corpegping attenuation provided by the filters.
Contributions are plotted at different stages &grfing: full lines correspond to the effective
radiations seen by the sample, which consist of30i&K black body (BB) spectrum attenuated
twice, the 4 K BB spectrum filtered once, and tieniK BB spectrum. The dot-dashed curve
shows the 300 K BB spectrum filtered once. Dashwedes show the 300 K and 4 K BB spectrums
not filtered. For clarity, all curves are referethd¢e the noise power spectrum Sv(0) @30 mK (cf

equation (2.2)). From this picture one can gragpwiry large attenuation needed to filter the
300 K radiation for proper 30 mK thermalization.

Sonnet simulations also provide theor T impedance model of the filter at all simuthte
frequencies. We can use this output, together with analysis performed in 3.2.3.3, to
calculate the effective frequency dependent ramhatiemperature as seen from the
experiment, given by (3.11). The outcome of thikwation is shown in Fig. 3.17. In this

calculation, the role of the lossy coaxial line wecting the filters is neglected, for
simplicity’.

It is in principle possible to include these losisgs in the noise analysis of the network. Tdtds, one has to
take into account the temperature gradient (whahtb be calculated), and to subdivide the line g&veral
sections assumed at thermal equilibrium. Howevecesthese lines have a higher cut-off frequeney ithe
microfabricated filters, the full analysis wouldtrahange much the results presented here.
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From this result, one sees that the effective phdwmmperature is equal to the fridge
temperature from 1 GHz to 50 GHz. At low frequesciadiations are out of equilibrium, but
are not too dangerous since they correspond toopbatlready present in the spectrum of a
dissipative element placed at 30 mK, with a higbeel though (equivalent to that of a high
impedance). This could be solved by increasingnatiBon in that range, using discrete
elements as mentioned in the paper. At higher &eqy the effective temperature of the

noise reaching the sample is also out of equilibribut sincehv > kT, the corresponding

photon flux density is negligibly small. To fix ids, the flux is plotted on Fig. 3.17, assuming
that the sample is a %0 resistor. The number of photons reaching the samgh be found
by integrating this curve over the bandwidth of se¢up; the integral from 10 MHz to 6 THz

corresponds to one photon every®l€
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100E IO effective temperature
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Fig. 3.17 Solid lines: effective temperature of the radiagie@mitted by elements at 300 K with a
single stage of filter at 30m K (red curve), anttafwo stages, one at 4 K, the other at 30 mK
(black curve). The effective temperature is cal@daising the expressions of the network theory
given in 3.2.3.3 and the results of the numericaukations. Dashed lines: the photon flux density,
given by the noise power spectrum absorbed bydiitopedance of 5@ at 30 mK (the sample),
divided by the energy of one photbin. This tells us for instance that one photon readhe
sample every 0 s in the total energy interval shown here.

These results give us confidence that the electmnshe sample can be brought to
equilibrium with the phonon distribution at 30 mKs already mentioned, no microwave
network measurements can check in detail thesacpost. The only possible check comes
from real experiments: for instance tunneling smscopy, or josephson junction switching
probability measurement.
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3.2.3.9 Experimental validation of the filtering setup

To demonstrate the effect of filtering the line® wompared conductance curves of an N-S
tunnel contact obtained in the two different coafagions: first using the bare lines with no
micro-fabricated filter installed, second with #lé micro-fabricated filters installed. The data
obtained are plotted in Fig. 3.18. Data are takezach case on a 25 nm-thick aluminum film,
with a tungsten tip, at a fridge temperature arcthadK.

) e data T fridge = 40mK
A Qata T frldge =40mK fit BCS + tip @ 45mK
fit BCS +tip @ 1.27K —fit BCS + tip @ 60mK

|
DOS DOS with filters

with no filters

e ——

1 1 ] k 1 J |
0 -A :) A 0 -A 0 A=182peV
() energy (ueV) (b) energy (ueV)

Fig. 3.18 Comparison of tunneling density of states measuntsra# a superconductor with a normal
tip. (a) with no microfabricated filters installegh) with the filters. In the first case, the meaasu
density of states is convoluted with a Fermi distiion at 1.27 K, indicating that the electrons are
very poorly thermalized. In the second case, thasored density of states can be fitted using an
electronic temperature in the tip of about 50 mK.

These measurements completely validate the fifjesietup, since electrons of the tip are
thermalized to a temperature very close to theg&'sl when all lines are filtered. The
effective temperature obtained in our experimenthe best electronic temperature achieved
with an STM until now: our setup enhances by adfact3 results obtained in former
experiments, and allows to envision several expariswhere a high resolution is needed.

3.2.3.10 Atrticle reprint: microfabricated filters

The article published in Rev. Sci. Instrur, 115102 (2006) is reproduced hereatfter.
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Microfabricated electromagnetic filters for millikelvin experiments
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In this article we report on the design, fabrication and tests of micro-fabricated broadband filters
suitable for proper electromagnetic thermalization of electrical lines connected to sensitive quantum
electronics experiments performed at dilution fridge temperatures. Compared to previous such
miniature filters, the new design improves on performance and reliability. These filters can be
packed in space-saving cases with either single or multi-contact connectors. Measured performance
in the accessible range compares well to simulations. We use these simulations to discuss the

effectiveness of these filters for

10.1063/1.2370744]

INTRODUCTION

A number of quantum electrical experiments need to be
operated at millikelvin temperatures for optimum
performance. One can think for instance of solid-state
qubits or of tunnel spectroscopy experiments (in which
energy resolution 1is directly proportional to the
temperature). If cooling a sample down to the mK range is
rather easy, ensuring that an experiment is performed at
full thermal equilibrium is not. The reason is well known :
leads connecting the sample to room temperature apparatus
feed in electromagnetic noise which may directly couple
with the device under test (e.g. in the case of a qubit)
and/or heat up the electrons of a small device above the
temperature of the crystalline network. Indeed, many
experimental results in the field of low temperature
quantum electronics can only be interpreted with an
electronic temperature greater than that of the refrigerator.
The noise generated by room temperature instruments is at
the minimum the Johnson thermal noise (the electrical
equivalent of Planck's black body radiation) extending in
frequency up to 300 K.kkg/h ~ 6 THz, in the infrared
frequency range. One thus needs to insert in the leads
connected to the sample filters able to absorb this very
wide band noise and to reemit a thermal spectrum at the
experiment temperature which corresponds to a bandwidth
of a fraction of 1 Ghz. This problem has been investigated
theoretically, and the stringent requirements this imposes
on noise attenuation have been evaluated for operating
Coulomb blockade devices [1,2].

Unfortunately, there exists no ready-made commercial
filters with such wide stop-band and sufficient attenuation.
This is why in the last 25 years many custom filter designs
have been proposed in order to effectively thermalize
experiments at mK temperatures. Most solutions rely on
the use of shielded lines (usually coaxial lines) and
shielded distributed RC filters. These filters being
dissipative, they must themselves be placed at the lowest
temperature so that their own thermal noise is at
equilibrium. A popular solution (easy to make and use) is
to combine both the line and the filter by using a lossy
coax such as Thermocoax [3,4]. One drawback with this
approach is that the length required for a low enough cut-
off frequency is often of the order of meters, which is

electromagnetic

thermalization at 30 mK. [DOI:

impractical to install in many dilution fridges where space
is often scarce. Moreover, when such a line is running
between two or more different temperatures, estimating the
resulting output noise temperature is not easy. Other
popular filters are powder filters based on skin effect in
metallic grains [5]. These are very effective filters, but once
again they tend to be rather large and their performance is
not reliably predictable at design time.

Some ten years ago, in the need for space-saving filters for
Coulomb blockade experiments, one of us was involved in
the design and fabrication of miniature filters, as reported in
Ref. [2]. These filters were based on microfabricated chips
made by optical lithography which consisted of a resistive
meander line sandwiched between two insulating layers and
ground planes, implementing a distributed RC filter. These
filters had a predictable performance in the 0-20 GHz range
which could be tailored at design time. They had several
weaknesses, though : a limited and poorly predictable very
high frequency attenuation due do shortcomings in the filter
chip (coupling between adjacent meander lines) and casing
designs, and reliability issues upon ageing and thermal
cycling attributed to differential contraction of the various
materials involved in the filter assembly. Critically
reviewing these problems, we came up with a new design of
microfabricated filters which corrects all these problems.
We now consistently obtain much better stop-band
attenuation together with other desirable characteristics :
less DC resistance, less total capacitance, better ageing and
high-voltage capability. In this article we describe this
design, along with the fabrication, packing and performance
of the corresponding filters.

DESIGN

When designing a filter such as we need one can
imagine that very high frequency electromagnetic waves
(hereafter microwaves for short, but extending in fact up to
infrared) will sneak into the least metallic hole, slot or crack
and propagate through vacuum (or dielectric) much like a
fluid would : If there is a dielectric path between input and
output, microwaves will find their way. Thus, designing an
efficient filter is much like making the device leak-tight to
fluids. The key step towards electromagnetic “hermeticity”
in our new design is the use of a brass substrate for the
microfabricated filter chip in place of the more standard
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Fig 1. Picture of a microfabricated filter chip, and cross-section of a
meander arm with materials and respective thickness (note different
vertical and horizontal scales).

silicon substrate used in the old design. This way, not only
we suppress the dielectric substrate which is difficult to
seal perfectly and which behaves as a wave guide, but we
also suppress differential thermal contraction of the filter
chip with respect to the brass case which ensures that no
cracks will appear upon thermal cycling. The design of the
filter chip itself is shown in Fig. 1. It consists of a resistive
meander line connecting the input pad to the output pad.
The meander line alternates narrow parts and large pads.
This provides a steeper cut-off than a meander with
uniform width having the same total resistance and
capacitance, due to reflections on impedance
discontinuities. The meander line is completely surrounded
by an insulating material and a ground sheath, which
provides decoupling of adjacent arms of the meander at
high frequency. Apart from the different sections, it is like
a miniature distributed resistive coaxial cable. Its behavior
is thus somewhat similar to that of Thermocoax-type
filters, but its waveguide modes are rejected at higher
frequencies due to the smaller cross-sections of the
dielectric.

FABRICATION

Fabrication starts from 0.4 mm-thick brass sheet out of
which we cut 75 mm diameter wafers. Each wafer is
mechanically polished down to a 1/4 pm grain size to
yield a fair optical polish. Then we deposit the bottom
insulating layer using spin coating. This layer consists of
Cyclotene 4024  bisbenzocyclobutene-based (BCB)
negative photoresist from Dow Chemicals. For our
requirements we chose a spin speed of 6000 rpm, thus
obtaining a resist thickness of 2.5 um. By varying the
dilution of the photoresist or/and the spin speed we can
tune this thickness reliably down to 500 nm, and change
the filter capacitance accordingly. The resist is then
patterned using UV photolithography. The wafer is
subsequently immersion-developed and submitted to a
moderate cure at 210 °C under inert atmosphere, to convert
about 75% of the resist into the final polymer. This hardens

the layer, which can then handle further microfabrication
steps, and enhances subsequent layers adhesion. In this step,
the BCB looses ~10 % thickness. Then, following the
manufacturer recommendation, the wafer is submitted to an
SF¢/O, Reactive Ion Etching plasma to eliminated resist
residues and enhance subsequent layer adhesion on BCB.
This plasma etching further reduces the resist thickness by
about 100 nm. Next, we spin on a 1.3 um thick layer of
Shipley S1813 positive photoresist. The meander pattern is
then exposed, aligned onto the previous insulating layer.
Prior to develop, the wafer is immersed 30 s at 30°C in
dichlorobenzene to obtain after development an over-
hanging resist profile needed for a good lift-off. The
substrate is then placed in a Joule evaporator and we deposit
a 5 nm-thick titanium adhesion layer followed by a 100 -
400 nm thick copper-gold alloy at 50% atomic content with
a resistivity of ~1.3x107 Qm, to form the resistive meander.
The thickness of the layer is chosen to obtain the desired
total resistance of the meander and filter characteristics. As
copper and gold evaporate at different rates, we prepare a
fresh load at each pump down and evaporate it completely
to obtain a reproducible alloy. After deposition the resist is
lift-off in acetone. In a third lithographic step, we pattern a
second BCB layer to terminate encapsulation of the
meander in the central part of the chip while leaving
uncovered the substrate between arms of the meander. This
second BCB layer differs from the first in that the
connecting pads of the meander are not covered and it is
10 um wider than the first layer in the rest of the structure
(see figure 1). The BCB is finally hard cured 1 hour at
250 °C under inert atmosphere to achieve 98% polymer
conversion and bring it to nominal electrical and
mechanical characteristics. In the last lithographic step,
another layer of Shipley S1813 is used to evaporate a
~1 pm-thick gold sheath on top of the meander to terminate
encapsulation and electrical shielding of the meander.
Finally, the brass wafer is diced into 3x8 mm chips for
individual filters. For multi-line filters, several adjacent
filters are left attached together.

ASSEMBLY

Filter chips are then mounted in cases. In Fig. 2 we
show the design of a case for a single filter equipped with
soft-soldered SMC connectors. The goal is to mount the
filter chip in between two perfectly separated chambers.
The two chambers are defined by a small metallic barrier
running across the meander. Perfect electromagnetic
separation of the chambers is reached by filling all
machining gaps with silver epoxy. In each chamber we
establish a connection from the connector pin to the filter
pad using thin insulated wire and silver epoxy. Finally, we
close the cover applying here also silver epoxy to make it
electromagnetically leak-tight. Following the same design,
other cases with different connectors can be made. In
particular, double filters for shielded twisted pair lines are
assembled in cases fitted with miniature triaxial connectors
(Fischer series 101), and up to 25 filters can be packed in a
34.5 x 30.1 x 13 mm case equipped with two 25 contacts
shielded micro-subD connectors.

TESTING
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1cm

Fig 2. Exploded view of a single filter case equipped with SMC coaxial
connectors. Connections between connector pins and filter pads are made
with thin insulated wire and silver epoxy (not shown). All machining gaps
and joints are filled with silver epoxy to achieve perfect electromagnetic
separation between input and output connector chambers. Screws can be
used to thermally anchor the case.

Fig. 3 shows the measured attenuation of a single filter
equipped with SMC coaxial connectors. These
measurements were performed using a 65 GHz two 50 Q
ports vector network analyser (Anritsu 37297D). The S,
forward transmission data show that the filter has a steep
cut-off reaching an attenuation greater than the ~ -100 dB
noise floor of the analyser at 4.5 GHz, and remains below
the noise floor up to 65 GHz. Attenuation measurements
carried out at 4.2 K (data not shown) show little change in
the response of the filter, essentially due to a ~20%
reduction of the resistivity of the alloy we use. However,
due to losses in the cables running form the network
analyser into the liquid helium dewar, the sensitivity of this
low temperature measurement is much lower than that of
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Fig 3. In the main panel, transmission of an assembled filter having a dc
resistance of 77 Q and capacitance to ground of 80 pF. The data were
measured using a microwave network analyser up to 65 GHz. Above ~
4.5 GHz the noise floor of the analyser is reached (the peak at 9 GHz is
also noise and is due to a calibration artefact). We also plot the results of a
microwave simulation with no adjustable parameters (see text). In the
inset, results of the microwave simulation at higher frequency and
predictions for the transmission of the same filter if the meander arms
were not screened, as in Ref [2].

the room temperature measurements shown in Fig. 3, and
thus it is less suited to test for proper attenuation
performance. Repeated thermal cycling of the filter showed
no measurable change in properties. Since one application
for these filters in our laboratory will be to filter high
voltage lines connected to piezo elements in a low
temperature scanning probe microscope, we further submit
all assembled filters to a 30s 400V test between the
meander line and ground. A significant fraction of the filters
do not pass this test, developing a permanent short to
ground. According to the specifications, the BCB break
down field is greater than 300 V/um. Given the BCB
thicknesses used, 400V should not exceed the breakdown
voltage of the dielectric. We think the lower breakdown
voltage observed in many filters is due to the field
enhancement occurring on sharp defects. The overall yield
after assembly and high voltage test is of the order of 50%,
which could likely be improved by a better control of
process parameters and cleanliness. Note that given their
rather low resistance, these filters are acceptable on lines
driving ~10 nF piezo elements used for inertial stick-slip
motion, where a large instantaneous current is needed.

SIMULATIONS

We now compare the measurements shown in Fig. 3 to

the expected behaviour of this filter. For this we have
modelled the full filter chip using a 2.5-D planar
electromagnetic simulator (Sonnet). Given the feature sizes
and aspect ratios used, approximations made in such a
simulation are valid throughout the whole frequency range
we consider [6]. The data input in the geometrical model
were the nominal dimensions of the meander line and the
measured thickness of both BCB layers (1.6 um for the
bottom layer and 2.2 um for the top layer) obtained using
a thin film profile meter. The sheathing of the meander is
modelled using vias between metallic layers above and
below the dielectric layers. Electrical data for the BCB are
taken from the manufacturer : g, = 2.5, the relative dielectric
constant and a loss tangent of 21107, These inputs yield a
81 pF capacitance to ground of the filter at low frequency,
in remarkable agreement with the 80 pF measured value.
The conductivity of the meander is adjusted to reproduce
the 77 Q dc resistance of the filter. Given these inputs, the
calculated forward transmission also shown in Fig. 3 is in
very good agreement with the measurements.
The small discrepancy showing up above 2 GHz might be
due to the fact that we do not take into account the circuit
outside the filter chip. For instance, the small wires
connecting the chip to the connectors introduce some
inductance in series with the filter which increases
attenuation as frequency rises. The connectors also
introduce losses in the transmission above 10 GHz. These
simulations also show the superiority of the present design
compared to the former one [2]: if we remove isolation
between adjacent arms of the meander, the filter
transmission remains between -85 dB and -95 dB in the 5 to
100 GHz range.

Given the good agreement obtained, one can wish to
push this simulation up to higher frequencies to get insight
on the behaviour of the filter in ranges where it would be
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extremely difficult to measure. However, it turns out that
the full chip simulation remains at the simulator noise floor
(between -150 and -170 dB, depending on the frequency
[6]) above 12 GHz, and furthermore becomes too large to
be performed on an average workstation for frequencies
larger than ~100 GHz. In order to go beyond these
limitations one needs to recourse to subdividing the filter
into smaller parts and to cascading the resulting S matrices.
Note that this assumes that the subdivided parts are
independent otherwise than through their connecting ports
(i.e. no coupling through the sheathing, which is what one
expects from a bulk metallic shield). Doing so, we can
push the simulation up to 6 THz without excessive
complications (See inset of Fig. 3). We find that above
50 GHz oscillating features appears with a 95 GHz period,
corresponding to standing waves in the 1 mm-long features
of the meanders, and a second one at ~ 400 GHz
corresponding to a standing wave in the width of a large
pad in the meander. To sketch the filter behaviour, we can
say that after the initial cut-off, the transmission curve
forms a quasi-plateau between roughly 20 and 400 GHz
with a maximum transmission of ~ -220dB and
subsequently falls rapidly again with an overall
exp|-+/f dependency, due to skin effect losses [7]. Note
that these simulations do not take into account a number of
effects which might be important at very high frequency
such as increase of the loss tangent of the dielectric,
surface roughness of the conductors and which likely
would further increase filter attenuation.

DISCUSSION

Based on these simulations, we can evaluate the
effectiveness of these filters for experiment thermalization.
To do so, we calculate the effective temperature seen by a
device connected to a line comprising a 50 Q source at
300 K and either a single filter anchored at 30 mK or two
filters respectively placed at 42K and 30 mK. This
frequency-dependent  effective  temperature is the
temperature that an impedance equal to the output
impedance of the line should have to have the same noise
level than that reaching the device connected to the line at
30 mK at a given frequency. The equivalent noise source at
the output of the line can be evaluated exactly taking into
account the contributions coming from the various parts of
the line at different temperatures with the corresponding
attenuation provided by the setup [8]. The result is
displayed in Fig. 4 and shows that by using two filters,
effective 30 mK thermalization is reached in the 1-30 GHz
range [9]. At higher frequencies, the photon flux at the
output of the line is larger than that of a 30 mK impedance
but remains in absolute so low that it's probability to spoil
an actual experiment is negligible. On the lower end of the
spectrum, the effective temperature is also above
equilibrium but corresponds to photons present in the
thermal spectrum at 30 mK. Further reduction of noise in
this part of the spectrum may be desired, in particular to
protect the experiment against electromagnetic
interferences (EMI) in the laboratory ambient. In this
frequency range, this can be done using carefully
assembled discrete elements. In this goal, the connecting
pad of the filter chip were made to accommodate 0805-size

Effective Temperature (K)

100 §

Single fiter

at 30mK
10 F

Photon flux density (Hz'1 s'1)

E T oa2ka
L 30mK filters
01k
30mK} . . .
0.01 0.1 100 1000 10

10
f (GHz)
Fig 4. Calculated effective temperature (full lines, left axis) seen by a
device connected to a line comprising a 50 Q source at 300 K and either a
single filter (red curves) anchored at 30 mK or two filters (black curves)
respectively placed at 4.2 K and 30 mK and photon flux density (dashed
lines, right axis) at the output of this line on a 50 Q load.

surface mounted components such as readily available lossy
inductors sold for EMI filtering with good attenuation in the
0.1-1 GHz range.

At low temperature, Joule effect in such a resistive filter
can easily heat the electrons of the filter out of equilibrium,
due to the poor electron-phonon coupling [10]. Therefore,
care should be taken no to drive excessive currents through
these filters. For a given allowed relative increase # of the
electronic temperature, we can evaluate at lowest order the

maximum to flow in the filter as

i =\5 UVT;h(n—l)/R where ¢~ 1 nW/um*/K>
is the coupling constant, V" is the volume of the resistive
material volume where electron-phonon coupling takes
place, T, is the phonon temperature and R the resistance of
the filter. To fix ideas, if one takes the whole volume of
resistive material of the filter measured above,
V=1510°um® and a 5% increase in the electron
temperature (7 = 1.05) above 7,,=30mK, one gets a
maximum allowed dc current 7,,,, = 0.34 pA.

POSSIBLE IMPROVEMENTS

As mentioned above, the resistivity of the copper-gold
alloy we use depends on temperature. This alloy was chosen
mainly for its ease of use in our Joule evaporator as it yields
a relatively low-stress film. This alloy could be replaced by
another type of resistive alloy less dependent on
temperature, provided maybe another deposition technique
was used. Possible choices could then be Ni-Cr, Cu-Ni or
Cu-Mn.

CONCLUSION

In conclusion, we have developed and fabricated new
miniature filters for proper thermalization of electrical
experiments performed in dilution fridges. In the range
where they can be measured, these filters behave as
predicted. Calculations show that using two such filters on
each line should permit to effectively thermalize
experiments at 30 mK above 1 GHz.
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3.24 Tunneling spectroscopy

3.2.4.1  Tunneling spectroscopy measurements

The first step in local spectroscopy is to identtyere the measurement will take place in the
circuit under investigation. This is done visuallyn an AFM topographic image (see
Chap. 2). Once a satisfying image is taken, thestietracted, the tuning fork is stopped, and
the microscope is switched to STM (current) fee&tbaode.

Then, we choose the position at which we want tfopa spectroscopy on the AFM image,
by just clicking at the desired location on the gmaln response, the control software deflects
the piezoelectric tube at the designated poinhefitnage, by applying the appropriate static
voltages to the tube’s outer electrodes. Afterwaves only change the tube elongation by
varying the inner electrode’s potential, to closeopen the contact at will, so that the tip
remains at the same position over the sample.

When first closing the contact, we apply a constaas voltage between the tip and the
sample, large enough to ensure that a currenfloxw when the desired contact transparency
is reached (if a superconductor is probed, the Wdtsage should not be in the gap of the
superconductor). We typically used a few mV for thgeriments performed so far on
aluminum. Then we tune the contact transparenagxtsnding or retracting the tube to reach
contact resistances in the range from the hunarekiQ to a few M2. This can either be done
manually, or by setting a current setpoint and ipgtthe STM in closed loop. These
resistance values are used because they are wedd sfor tunneling spectroscopy
(R>>h/2é~13 k) while still providing currents which can be measliwith a good signal-
to-noise ratio. Indeed, the tunneling spectrosaopthod presented in Chapter 1 is based on
the assumption that the tunnel coupling of theestah both electrodes is only a weak
perturbation of these states, and that tunneling loa treated at the lowest order in
perturbation theory. This is the case only if trenmal state tunnel resistance of each
conduction channel in the contact is much larganth/2é~13 kQ. On clean surfaces the
contact resistance can be made much lower if dediteé such measurements cannot be

interpreted simply as spectroscopy measuremerds(epter 1).

Once a stable contact established, we perform rgsecipic measurements which consist in
measuring the differential conductance of the tbuooetact. This can be done in two ways:
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(i) the first one is to recorifV) curves, and perform numerical differentiation wigispect to
voltage. Better results can be obtained by avegegpweral such curves to reduce the noise.
(i) The second method is to measure directly tleivdtive di(V)/dV using a lock-in
technique: a small sinusoidal signal is added & QK voltage and the corresponding AC

response current is measured synchronously. Inauskasurement, the energy resolution is

given by ~ VX +VZ ., whereVyoise iS the equivalent total RMS noise including both

instrumental contributions and intrinsic thermatithi of the Fermi distribution in the tip (See
reprint in section 3.2.4.3, page 143), afad is the AC drive amplitude. Hence, to preserve
the resolution it is best to work at low AC driayt it reduces the signal to be measured. In
our experimentsVnoise Was a couple of pVv (See reprint). We normally apsat with

Ve D[l— 3] uV, which means that the typical magnitude of the A@ent to be measured

was of the order of 1 pA, and much less in theajapsuperconductor.

The main advantage of this synchronous detectitim igspect to the previous one is that it
picks only noise in a narrow band around the fraqu®f the modulation, resulting generally
in @ much better signal to noise ratio. In pardcuine can avoid this way the 1/f noise which
cannot be averaged with the first method. The lackequency is optimally chosen where
the signal-to-noise ratio at the output of the lrourrent amplifier is optimum. Given the

amplitude of the signal measured, it was importamtptimize this point, as well as the tunnel
current amplifier sensitivity (See reprint, in 3.3).

A high qualitydl/dV spectrum with very low noise required long lockawveraging time for
each voltage point, and was typically taken ovezoaple of minutes. This makes those
measurements very sensitive to mechanical drifsumiden reconfiguration in the contact
transmissions. Fortunately, as already mentiongdplkerating in contact on a thin oxide layer
we could often measure reproducible spectra orstiales of a few hours.

When for some reason a good stability cannot behesh it is often worth to use the first
method, which, however also requires some cautih&n successivlV) characteristics
deviate too much from each other, averaging therkemao real sense. So it is more a
guestion of how to accept or reject the data, arwdn become more subjective in the end,
even though objective rules have been tentatiiydlated [94].
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In the following | discuss the data acquisitionupetind more specific details regarding the

current measurement.

3.2.4.2  Data acquisition setup

A schematics of the setup is shown in Fig. 3.19

The DC voltage source is a programmable DC soué&d from Yokogawa. It allows to
voltage bias from -30 V to 30 V, with 5 digits pigon, down to 100 nV increments using the
appropriate range.

The lock-in is a Stanford Research SR830 DSP digick-in amplifier. It has internal AC
source, providing AC excitation, from 4 mV to 5 Wdafrom 1 mHz to 102 KHz.

......................................... 9f0l|md fridge
EMI shielding case P
: Pre-amplifier —-—l tip
7651 | Vv - : : cold
L : DS summing : : | feedback :
Y| Yokogawa : differential : ) bias \ : e :
: s : +1000 ) : Vaias , resistor
amplifier : r ﬂRSWItCh + :
® : :
: : ok CcvC :
SR830 fy g e | z
[———=| stanford —5+10 : eeeeerereenenenenseseened :
Research
7y differential Vour
| : amplifier :
! filters |
: t_gain_: |

Fig. 3.19 Block diagram of the density of states measuremsetup. Via the GPIB bus, a computer
controls a DC source and a lock-in amplifier to ;m8IC voltage ramps of desired speed and step

size, and record the differential conductanﬂgde (v) of the contact. Voltage bias is applied to

the tip and the current flow is pre-amplified bygustom current to voltage converter (CVC) we

have developed (see §3.2.4.3, p 143). The inputcamtylit connections to the preamplifier are
made through a home made instrumentation amplifiat,decouples the experiment ground from
the rest of the electronics. On the output it pitesi if desired, another stage of amplification and
filtering, with adjustable parameters. Its outmuted through a differential connection to the inpu

A-B of the lock-in.

Both the AC excitation delivered by the lock-in smiand the DC voltage enter a battery
powered differential low noise summing amplifierdecouple the experiment ground from
the rest of the electronics (PC etc.). Additiondlys differential amplifier divides the AC
signal by a factor 100, and adds it to the DC bldss composite signal is then sent to the
current preamplifier to be applied as the tip b@gtionally, the preamplifier can further
divide again this signal by a factor of 1000, wHew level bias are required, as when
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measuring the superconducting gap of aluminium. Simeaming differential amplifier is
situated in a so-called "Electro-Magnetic Intenfees’ (EMI) shielding case. This shield also
contains all the batteries that power the pre-dimpland the differential input and output
amplifiers. The pre-amplifier is mounted right ke toutput connector of the refrigerator, to
avoid for extra noise and stray capacitance (sge3R20). It contains the heart of the current
amplification system, and was carefully optimizedléeliver minimal back-action noise on the
tunnel contact, high current sensitivity and labgadwidth. A complete description of the
pre-amplifier and its performances was done inraioley, which is reproduced below (see
reprint, 3.2.4.3), so | will not discuss this piarther here.

The output signal of the pre-amplifier is again &fga by a home-made low noise
differential amplifier. The gain of this stage da@ chosen from 1 to 1000, and filters can be
applied from DC to 100 kHz, either low, high or Hapass. This amplifier is also battery
powered and situated in the EMI shielding case.

The signal coming out of the differential amplifisrfed to the input of the lock-in, used in
differential mode (A-B) to avoid ground loops. Ingmarameters of the lock-in were typically:

AC coupled, normal reserve, 300 ms integration.time
In our setup, the tip is polarized, though one damagine polarizing the sample instead,

while setting the tip to ground. However, this dsowas made to allow independent sample

transport measurements, requiring sample biasing.
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Fig. 3.20 Picture of the tunnel current pre-amplifier, witbver and shield removed. It is plugged
right at the output of the refrigerator.

Fig. 3.21 Details for the installation of the low noise etedtics
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Fig. 3.22 Block diagram of the setup of the AFM-STM microsedp the dilution refrigerator. A
computer controls all the electronics through bu$ks tuning fork is connected to the PLL which
gives the information of the frequency shift to tfeedback system. The tip is electrically
connected to our home-made amplifier, which give®rmation on the tunnel current. The
feedback can be set to control either frequencguorent, depending on the desired operating
mode. The high voltage electronic drives the pilebec tube for precise motion of the tip. All
quantities can be recorded by the computer. Synmbalspresent the microfabricated filters; an
additional low pass filter stage consisting of tiée RC elements is set at room temperature on
the high voltage lines. All setups pictured hereansdready presented in the previous sections (see
chapter 2 for the AFM control).

As already mentioned, the EMI shielding case caostall low level signals amplifiers, and
their batteries. It is laid on the vibration isadat table, and is a through-route to all
connections to the fridge. High level signals entgthe cabinet, like high voltages for piezo
elements go through feed-through low-pass filtAtkconnections between this cabinet and

the refrigerator are completely shielded with fldgimetallic p-metal EMI shielding tube, as
can be seenin Fig. 3.21.

Data are acquired by a personal computer that comsnidne different apparatus through the
available 1/0 ports (GPIB and RS232). These instmisiare interfaced by a program | have
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developed using Testpoint® from National Instrurserthat performs the simultaneous

operations necessary for a good control over ticeastope, and data acquisition.

Many modules are used to control the microscope:

-Coordination of stick-slip actuators & capacitp@sition sensors

-Tuning fork control: resonance measurements, Rititrol.

-Interfacing with the standard Molecular Imagingcrascope front-end program, for
controlling approach and withdraw of tip, changbegween AFM and STM mode...
-Interfacing with remote refrigerator temperatur@nitor.

For dl/dvV measurements, the program sets the instrumenmpsres and subsequently
controls the DC voltage sweep and data acquisifidie DC voltage sweep is done by
changing the Yokogawa source output stepwise. &fheh step, the program waits five times
the integration constant of the lock-in and theadeethe lock-in measurement over the GPIB

bus before performing the next DC voltage increment

3.2.4.3  Atrticle reprint : Tunnel current pre-amplifier

The article published in Review of Scientific Instrents,77, 123701, (2006), is reproduced

below.

143



REVIEW OF SCIENTIFIC INSTRUMENTS 77, 123701 2006

Room-temperature tunnel current amplifier and experimental
setup for high resolution electronic spectroscopy in millikelvin
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The spectroscopic resolution of tunneling measurements performed with a scanning tunneling
microscope is ultimately limited by the temperature at which the experiment is performed. To take
advantage of the potential high spectroscopic resolution associated with operating an STM in a
dilution refrigerator we have designed a room temperature tunnel current amplifier having very
small back-action on the tunnel contact and allowing to nearly reach the predicted energy
resolution. This design is a modification of the standard op-amp based tip-biasing current-voltage
converter which implements differential voltage sensing and whose back action on the tip voltage is
only ~2 pV rms for a 14 MV/A transimpedance and 22kHz bandwidth. [DOI: 10.1063/1.2400024]

INTRODUCTION

Scanning tunneling microscopes (STM) operated in

spectroscopy mode provides valuable local information on
the energy dependence of electronic mechanisms in the
sample. For this purpose, low temperature STMs are in
particular widely used to investigate recently discovered
superconductors, or proximity effects. In this tunneling
spectroscopy technique, when one of the electrodes is non-
superconducting, the energy resolution is ultimately limited
by the temperature at which the experiment is carried out.
Indeed, the most precise results in this field are obtained
using STMs in dilution refrigerators [1-7] with which one
can commonly cool experiments in the 10-100 mK range.
However, in these experiments the energy resolution
usually achieved is in practice significantly less than the
thermal fundamental limit. There is thus a need for better
instrumentation allowing to fully exploit the potential of
these low temperature measurements.
In this article we discuss the required characteristics of the
experimental setup in order to achieve optimal
spectroscopic  resolution and we present a room
temperature amplifier optimised to have a back-action
noise on the tunnel contact low enough that the energy
resolution is close to the temperature limited value in an
experiment carried out at 40 mK.

TUNNEL SPECTROSCOPY BASICS

For a perfect voltage bias between two electrodes made
of good metals, the tunnel current can be expressed as

17)=2TL f (et )-nmylepye-er)

Xpgl€e)de
where n; r(€) are the occupancies of the electronic states at
energy € in the left or right electrode, p.x(¢) are the
densities of states in the electrodes and t is the tunneling
Hamiltonian matrix element between the two electrodes,
assumed here to be independent of energy. When one
knows the density of states and the occupation of the
energy levels in one of the electrodes, the measurement of
the I-V characteristic of the contacts allows to extract

information on the electronic state of the second electrode.
For instance, if the left electrode is a normal metal in
equilibrium at zero temperature, p, can be assumed nearly
constant near the fermi level and #; is a step function at the

dl(V)
dv
measurement of pg(el). If the temperature T is finite, the
step function becomes a Fermi function, i.e. a rounded step

fermi energy. Then, the derivative , gives a direct

. . e dl(V)
function. In this case, the differential conductance
is given by the convolution product p, ur I
dv)_ -
——0 [ pple) fileV-¢|de (1)
L el silev-

where /', is the derivative of the Fermi function f; of the
left electrode which is a bell-shaped function having a
width k7. Such a convolution product smears out the
details in pg, limiting the energy resolution to ~ k7.

In real life experiments the bias voltage cannot be perfectly
fixed, however. It has fluctuations characterized by a
distribution function P(¥) and what is actually measured is
the average value [8]

dl \ | = L dl\V
= (V)=JMP(V)dV @)
dv %

where V:JVP (V) dV is the average voltage. By
inserting (1) into (2) and permuting integration orders, Equ.
(2) can rewritten under the same form as (1) with the
convolution product PU ﬂ in place of f .. Thus, not

surprisingly, noise will further blur the resolution and
appear under most circumstances as an excessive
temperature. If P(V) is Gaussian with an rms width V,, the
effective ~ temperature = can  be  evaluated as

T, =\T" +3(eV, /kx)’ 191
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Figl. Simplified schematics of the amplifier and connection to the tunnel contact. The tip and sample « cold ground » are connected to the amplifier
through a shielded twisted pair with filters (not shown). The « cold ground » signal is sensed by an LT1028 ultra low voltage noise op-amp and used
to offset the desired tip bias voltage. This sum is then used as the voltage reference of the current voltage converter. The first difference amplifier
(Diff. Amp. 1) is made using high precision resistors (0.01%) to accurately subtract the bias voltage from the output of the CVC. The two other
circuits (Diff. Amp. 2 and Cap. Comp.) compensate the ac currents flowing to ground in the stray capacitance Csyy~200 pF. For best current
sensitivity, the 14 MQ feed-back resistor of the CVC is placed at low temperature and connected through a coaxial cable. Bandwidth of the CVC is

adjusted to 22 kHz to limit noise peaking by the use of Cgw~1pF.

EXPERIMENTAL CONSIDERATIONS

Following the above discussion, in order to reach the
highest level of spectroscopic resolution in a tunneling
spectroscopy experiment it appears necessary to perform
the experiment at the lowest possible temperature, which in
practice means in dilution refrigerator. It also appears
equally important that the electromagnetic noise reaching
the tunnel contact through the connecting wires has both a
distribution and a spectrum compatible with the energy
resolution sought. To reach such a low noise level in an
experiment one must act at three levels. At the first level,
the wires reaching the tunnel contact must be properly
thermalized, so that the contact really “sees” an
electromagnetic temperature equal to that of the
refrigerator. This is achieved by careful shielding and
filtering of the cables connected to the tunnel contact so
that thermal radiation coming from room temperature
apparatus is removed [10]. At the second level, the wiring
of the experiment must follow well established low-noise
techniques to avoid stray pick-up of electromagnetic
signals in the laboratory ambient (mains, radio signals...)
by the wires connected to the tunnel contact. In particular,
if not using a magnetic shield enclosing the whole
experimental setup, one has to select a proper circuit
topology and grounding strategy to avoid noise due to
inductive coupling in so-called ground loops [11]. At the
third level, the intrinsic voltage noise of any instrument
connected to the tunnel contact must be considered.
Contrarily to the output noise of voltage generators which
can usually be reduced to appropriate levels by using
simple voltage dividers, the input noise of amplifiers is
generally fully present on the tunnel contact in the
bandwidth of the setup and can be seen as a back-action on

the tunnel contact. Thus, in order to reach the ultimate
energy resolution, one must use an amplifier with rms input

voltage noise ¥, such that V, << kT'/e. As experiments

are performed at lower temperatures, this puts more
stringent  requirements on the amplifier noise
characteristics. Yet, in the low-temperature STM literature,
this back-action is seldom considered and the current
sensitivity (i.e. output voltage noise density divided by the
transimpedance ) is often the only figure of merit given to
characterize the measurement chain.

IMPLEMENTATION

In our installation of an STM in a dilution refrigerator
we have followed systematically the above considerations.
The electromagnetic thermalization of all the wiring
connected to the STM is achieved using shielded lines and
custom microfabricated low-pass filters described in Ref.
[10]. Besides this, we realized that having a very good
control of the effective bias voltage applied to the tunnel
contact is almost impossible when one uses a standard
current-voltage converter (CVC) because such a circuit
does not follow the good practice of having a single voltage
reference point in a low signal level circuit. Namely, the
voltage reference (“ground”) of the CVC usually sitting at
room temperature is physically separated from the electrode
of the tunnel contact which should be precisely at the same
potential. This makes the system prone to ground-loop
noise problems. To overcome this problem we designed a
modified CVC which allows differential sensing of the
voltage on the tunnel contact. A simplified schematics of
this amplifier in shown in Fig. 1.

In this design, the tip and sample « cold ground » are
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connected to the amplifier through a shielded twisted pair.
The « cold ground » signal is sensed by an LT1028 ultra-

low voltage noise op-amp and added to the desired tip bias
voltage. This sum is then used as the voltage reference of
the CVC. This design allows to cancel tip voltage
fluctuations due to magnetic noise pick-up from the lab
environment at low frequency which cannot be easily
shielded. The current-voltage converter is made with an
OPAG627 which offers a good combination of current and
voltage noises and bandwidth. Given the ~200 pF total
capacitance to ground of the tunnel current line in the
twisted pair cable, the 14 MQ feed-back resistor and a
~1pF capacitor which limits output noise peaking at cut-off
frequency [12], the OPA627 delivers a 22 kHz bandwidth,
sufficient for STM imaging. The noise coming from the
LT1028 is also limited by reducing its bandwidth using a
100 nF over-compensation capacitor and RC low-pass filter
(neither shown). The operational amplifiers used in the rest
of the circuit are low noise op-amps (OP27 or similar)
which add negligible noise to the signal.

The amplifier is constructed using surface mounted
components and fits easily on a 45 x 50 mm printed circuit
board. The circuit board is mounted in a small metallic box
which plugs directly into the socket of the twisted pair
cable at the output of the refrigerator to avoid adding
further cable length and stray capacitance. The amplifier is
battery-powered and ground loops with other instruments
are strictly avoided by using differential instrumentation
amplifiers both in front of the bias input and following the
output of the amplifier. The batteries and the
instrumentation amplifiers are placed in an EMI shielding
cabinet and a continuous metallic shield between the
refrigerator and the cabinet completely encloses the
amplifier and its connections to the batteries and the
instrumentation amplifiers.

AMPLIFIER PERFORMANCE

We used Spice [13] simulations extensively during the
design stage to optimize the level of noise of our amplifier

and its dynamic behavior. Spice simulations offer a rapid
and simple way to evaluate several design options and
particularly regarding the choice of the op-amps to use, as
most manufacturers provide Spice models for their op-amps
and many of these models include noise characteristics. In
Fig. 2 we show the predicted frequency dependences for
key properties of our amplifier. The ac response to changes
in the tunnel contact resistance and in the bias voltage are
flat up to a -3 dB bandwidth of 22 kHz and 30 kHz
respectively. The input impedance of the amplifier as seen
from the tunnel contact is 14 Q at very low frequency and
then rises linearly with frequency up to a maximum of
10 kQ at the cut-off frequency of the amplifier. The CVC
thus delivers a good voltage bias at all frequencies for a
tunnel contact in standard tunneling conditions (tunnel
resistance >> i/ e°~ 26 kQ ). We have also investigated
the efficiency of the differential voltage sensing scheme
implemented in the amplifier at different frequencies. For
this we simulated an ac voltage difference between the cold
ground and the room-temperature ground and looked how
much of this voltage was present on the tunnel contact bias
(Fig. 2D). This shows that this setup can efficiently
suppress low frequency noises due to currents flowing in
the ground, and thus, provided the twisted pair wiring
avoids picking up flux, it should be effective against pick-
up of mains power and its harmonics.

In order to make accurate noise calculations, we need to
properly take into account the noise due to the dissipative
wires and filters sitting at different temperatures in our
setup. Even though Spice normally has a single temperature
for all elements in the model, it is fairly easy to make a
model for resistors at different temperatures for this purpose
[14]. What the noise calculations show is that the input
voltage noise of the amplifier, i.e. the back-action of the
amplifier on the tunnel contact, is essentially determined by
the input voltage noise of the CVC (OPA627) and resistor
noise in the twisted pair and its filters [15]. The input noise
of the amplifier does not depend on the input current noise
of the CVC, nor on the Johnson noise in the feed-back
resistor which both only appear in the output noise of the
OPA627 owing to the low input impedance of the CVC
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Fig 3. Noise performance of the amplifier. Dash-dotted
curve : Predicted input noise voltage density on the tunnel
contact. The input noise is independent of the feed-back
resistor temperature in this range. The integrated noise
gives ~2 uV rms. Thick top curves : predicted output noise
with the feed-back resistor at room temperature (dashed
line) or at low temperature (solid line). Thin gray line:
measured output noise while experiment was at low
temperature. No adjustable parameters are used. The
discrepancy above 10 kHz is attributed to an additional
stray feedback capacitor on the OPA627 in parallel with the
Cpw=1 pF installed capacitor (see Fig. 1).
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provided by feed-back loop. It does not depend neither on
the LT1028 voltage sensor because its noise at the non
inverting input of the OPA627 is negligible compared to
the intrinsic voltage noise of the OPA627. For this setup,
Spice simulations predict that when running the experiment
at 30 mK, the amplifier and wiring make a ~ 2.0 uV rms
back action noise on the tip bias voltage. The smearing of
the spectroscopic resolution due to this voltage noise has
the same rms width than a 13 mK Fermi function, and its
broadening of a 30 mK fermi function is similar to a
2.6 mK increase in temperature. Since this noise level is
essentially due to the input voltage noise of the OPA627, it
could be reduced by narrowing the bandwidth or by
substituting it by an op-amp with less voltage noise. For
this purpose one could use for instance an AD745, but its
greater current noise would adversely affect the output
noise of the CVC, i.e. its current sensitivity. As stated
above, the output noise also depends on the Johnson noise
of the feed-back resistor of the CVC. In fact, for the large
resistor value we use, at room temperature this is the
dominant output noise contribution at low frequency.
Consequently, the sensitivity of the amplifier can be
significantly improved by reducing the temperature of this
resistor [16], as shown in Fig. 3. Using one extra coaxial
line in the refrigerator, we placed the feed-back resistor at

-
m
[+2]

the temperature of the microscope (see Fig.1) but it could
also be placed at 4 K with no change in performance. This,
together with the twisted pair cable, makes a total of three
lines for the tunnel contact bias and measurement. In this
configuration, the output noise of the amplifier is peaked
around the cutoff frequency of the amplifier, typical of an
optimized CVC [12]. At low frequency, it rises due to 1/f
noise. In between, around 100 Hz, the output noise has a
flat minimum corresponding to a current sensitivity of
4 fA/Hz"*. This minimum is the most favorable frequency
range for lock-in measurements of differential conductance
since it provides the highest signal-to-noise ratio for the
weak ac current one needs to measure when using an ac
bias voltage well below k77/e which is necessary to preserve
the spectral resolution.

EXPERIMENTAL RESULT

In Figure 4, we show a differential tunnel conductance
measured with this amplifier. In this experiment the STM
was equipped with a tungsten tip and the sample was a
25 nm-thick evaporated aluminium film deposited on an
oxidized silicon substrate. The data were recorded at a
temperature of ~40 mK, well below the superconducting
transition temperature of the aluminium film, but above that

—— T=45 mK, ac=1 v
— T=40 mK, ac=0.5 pv
—— Theory T=40 mK

- -—-Theory T=45 mK
"""" Theory T=50 mK
£=182 eV

20 -

difdv (4S)

| J

Fig 4. Experimental differential conductance taken on a 25
nm thick aluminium film with a tungsten tip for two different
temperatures and ac excitations, and comparison with the
prediction for Normal-Superconductor tunnel spectrum at
different temperatures, with a gap A=182 peV. On the right
panel, a close-up on the right hand side peak. In spite of the
unexplained discrepancy, the aspect ratio of the peak and its
dependence on ac amplitude and/or temperature in this range
indicate that the effective temperature of the measurement is
close to the refrigerator temperature and proves that the
back-action of our amplifier is not larger than expected from
the simulations.
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of tungsten (15 mK). In this case, theory predicts that the
differential conductance should be simply proportional to a
convolution product of the BCS density of states of the
film with the derivative of the fermi function of the normal
state tip. The only adjustable parameters in this curve are
the superconducting gap of aluminium [17], the asymptotic
value of the conductance at large voltage and the
temperature of the tip. Fitting the data with theory should
thus give access to the effective temperature of the tip,
including all noise contributions. In our case, for a reason
not presently understood, a precise fitting of the data within
this model is not possible. Nevertheless, the peak height in
the differential conductance of such normal metal-
superconductor contact gives a good indication of the
effective temperature of the normal metal. Based only on
the height of the peak, the effective temperature would be
around 45 mK for a measurement performed at 40 mK. The
fact that the peak height still varies when temperature and
ac excitation are lowered confirms such an estimate and it
also proves that the amplifier input noise is close to the
predicted value. Thus, the spectroscopic resolution of this
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CONCLUSION

In conclusion, we have discussed the requirements for a
high resolution, low temperature tunneling spectroscopy
setup. We have shown how to fulfill this requirements by
designing a new low noise current voltage converter which
implements differential voltage sensing. Measurements
performed with this amplifier in a thoroughly filtered setup
show that we indeed reach a spectroscopic resolution only
limited by the fundamental thermal noise.
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temperature, the ultimate resolution is fixed by the width of
the singularities in the density of states, and not by the
temperature. However, the actual energy resolution is still
affected in the same way by the bias voltage noise, and the
amplifier we present here will also help improving these
measurements.
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3.3 Fabrication techniques

3.3.1 Tip fabrication

The preparation of the tip is essential to obtaimha same time a good spatial resolution
using the Atomic Force sensor, and good tunnebsglts.

The first point is obvious: lateral resolution aslad with a force sensor depends on the tip
shape and the sample local topography. Ideally;gédect tip” should have, at large scale a
high aspect ratio, and at small scale, an apex avémall radius. However, tips that are too
thin are very fragile and should be avoided in tewperature experiments where there is no
way to interchange the tip.

The second point deals with tunneling spectroscegy:need a well characterized metallic
tip, with a known density of states around FermeleThis requirement is worth mentioning,
as most metals tend to spontaneously oxidize jraatd some of these oxides (mixed valence
oxides of Nb, for instance) may have “exotic” eleaic properties. Also, obviously, the
oxide should not be so thick as to prevent tungedihall. In most cases it is preferable to
clean the tip from its oxide prior to attempt tulnmg

Materials commonly used for STM tips are thus peddly stiff, not too reactive metals, either
normal or superconducting depending on the apmitaand easily machined to form high
aspect ratio tips. Those are typically Tungsterd@ad Iridium or Platinum / Iridium alloys
for normal tips, and Niobium for superconductingggn

3.3.1.1  Electrochemical etching

The simplest yet effective way to fabricate tipsigists in cutting a wire with a blade. This
works for STM images on rather flat sample typicalted in STM surface studies, where tips
with high aspect ratios are not needed: there iatam of the tip which is closest to the
surface, and tunneling occurs from this atom. Sipshare not suited for our needs, as there is
little hope that they would have the desired higibeat ratio shape needed for AFM. The need
for sharp, high quality tips has fostered strongeagch effort during the past years (for
reviews on the subject see [95-97]), and a largebeu of methods are now employed in the

field of microscopy to fabricate local probe tips.

Among the possibilities to fabricate AFM-STM tipslectrochemical etching is one of the
simplest and most reproducible method. Its maiwdaak is the sequential processing of
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tips, contrary to parallel procedures where mapy &éire processed together out of the same
wafer, which has long been done for e.g. siliconMARProbes [98]. In contrast,
electrochemical etching is "craftsmanship": eaghigdifabricated individually out of a thin
wire of the desired metal. The wire is cut to dasilength and dipped into an adequate
electrolyte. Either DC or AC voltage polarizatia applied to the setup until the wire is
sufficiently etched to display a sharp shape.

We usually process tips in small batches. Afteriabion, each tip is subsequently observed
in a Scanning Electron Microscope (SEM) to deteemwrhich tips of the batch are the best
suited for the experiments, taking into accounhbgility (i.e. aspect ratio), and sharpness
(i.e. apex radius).

The setup for electrochemical etching of tips isadibed in Fig. 3.23. The principle is to etch
the metal of the wire (oxidize it) and benefit frahe differential mobility of ions in the
solution to get a differential etch rate, and thsigkd final shape. Indeed, near the surface of
the solution, ions are less mobile than in the Khullue to confinement. Consequently the
wire will be preferentially etched in the bulk olfiet solution, and with a decreasing
effectiveness as reaching the surface. In tungsine is an additional effect enhancing the
latter, called the necking phenomenon [99] thategponsible for such accentuated concave
profiles most valued by AFM users.

This setup has originated from a very well knowtugdor etching STM tips, actually derived
from the first makings of field emission electroncrascopy (FEEM) and field ion
microscopy (FIM) tips ([100-103]) and modified byulkkwik et al[104] to provide easy
control over the end of the chemical reaction. &ajen an electrochemical etching process it
is mandatory to turn the reaction off when theroptisharpness is reached. If the reaction is
prolonged after this optimal point is reached, tipeonly gets blunter, and one might not get
the desirable overall shape either [105]. The kiwaatage of the specific setup shown in
Fig. 3.23 is to automatically (and simply) stop ttleemical etching when the tip is well-

formed, and the apex is sufficiently thin for theeato break under its own weight.
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electrolyte \
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Fig. 3.23 Setup used for electrochemical etching of tips. The gold electrodes soaked with a
different solution. The wire to be etched linksctlieally the two electrodes: at one end (the
anode) the wire is oxidized, at the other end (thtnode), water is reduced. Here the wire is
oxidized on the top gold ring, in which the etch@éctrolyte) is held by capillary forces; charges
produced by oxidation flow to the bottom electrgdessing by the wire, and into the conducting
solution. When the wire is completely oxidized s inode, it breaks under its own weight, thus
opening the circuit, and falls in the bottom beakenere one can collect it. The upper part can
make good tips as well (see Fig. 3.24).

3.3.1.2  Tungsten tips

Tungsten is the most widely used material to fotecteochemically etched STM tips for
several reasons:

* High stiffness:
It is among the stiffest materials with a Young miad of 4.16" N/n, about 7 times more
than quartz for instance (cf Chap. 2). This conieasm appropriate behaviour for controlling
contacts of atomic size: for instance tungsten agrexnot prone to the so-called “jump to
contact” usual for gold and other ductile materididdeed the dynamics of the jump is
governed by a competition between bonding forcesedastic forces in the material [106]. In
tungsten, the stiffness is high enough to prevanhfa jump to contact in a Mechanically
Controlled Break Junction (MCBJ) [107] experiment.
In our case tips made of tungsten are interestewalse they are more robust than tips of
other materials suitable for STM, and, if short @gjio their (elastic) resonance modes do not
interfere with the use of the tuning fork.
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» Electrical properties of tungsten:
Tungsten is a non-magnetic normal metal with gaatactivity (~1.8.10Qm?, ~4 times
less than gold) down to very low temperatures, l@wbmes superconducting with a variable
Tc from ~ 15 mK for the crystalline form alpha up3.5 K for the beta form. Experimental
studies on the diverse crystalline forms of tungdtave shown that the critical temperature
can be tuned at will by varying the proportionstludse phases in a polycrystalline system
([108-110]).
We have tried several diameters, starting withre 90 pum-diameter drawn wire from an old
stock, a 25 pm-diameter pure (99,95%) and a 10 jameter gold-coated (~1 um) both
bought from Goodfellow®. All the types tried showaarmal densities of states at 30 mK.

» Drawbacks:
The main drawback of tungsten for STM applicatisrthe formation of an oxide layer which
hampers correct tuning of the contacts conductdnc8TM applications this requires in-situ
cleaning of the tip before making measurements.tNesitu cleaning techniques require
very high temperatures or intense electric fieldsl].
Another technique consists in covering the tip waitthin inert gold layer, after removing the
oxide by ion-milling for instance (see below)

» Simple etching procedure:
A key advantage of Tungsten is the ease with witican be electrochemically etched: it is
very simply oxidized in a basic aqueous solutidke IKOH, NaOH, at low chemical

potentials, and its most stable oxitwof‘ forms a soluble complex witloH™, easy to

remove by dipping the wire in deionised water. bhsic oxydo-reduction reactions involved
in the etching process are [99]:

Cathode: 6H,0+6e - 3H9 + 60H
Anode: W® +80H - WO,” + 4H, O+ 66
Actually, a correct description would involve theeation of intermediate chemical species

like tungsten trioxideWQO,, which is not soluble. Furthermore, the reactiorth@ anode

involves the formation of bubbles, which is not t@med in the reaction above. The
formation of an oxide layer during electrochemietdhing is discussed in several papers
[99, 112, 113], though none of them really conctuda the dependency of its thickness on
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the applied external parameters like the bias geltaurrent densityOH™ concentration etc.
It is usually a few nanometers thick, and has teui#gsequently removed using either of the
techniques described in literature [111].

We have tried to improve several aspects of thactiion. First of all, the curvature radius as
well as the aspect ratio are thought to depend anlahe thickness of the meniscus in which
the reaction takes place [99]. This parameter istroled by the surface tension of the
electrolyte, and that is the reason why one gelgeadlds to the etchant (in our case KOH
4M) a significant proportion (20%) of ethanol, awet [114], or isopropanol which lowers
surface tension. We use a setup in which a drageatrolyte is held in a gold ring, which
also requires in itself a low surface tension. Beiumg those points, we decided to
incorporate soap in the solution. In that manriex,alectrolyte film held in the gold ring can
be almost as thin as desired.

In our application, the need to connect the tigteigally and to unbalance the tuning fork as
little as we could (see chapter 2), made us optafeery thin 10 pm-diameter wire, and
several millimetres long, to ensure electrical canty from the tip to the big gold pad (see
tuning fork setup). Thus, because of its thinnggs,prone to be stuck by capillary forces in
the electrolyte film, instead of falling. We thusaagh at the bottom end a small copper chip,
which smoothly stretches the wire, and helps liniglwhen the reaction is over.

The wire we use is ~ 1 um gold coated to prevemtuhgsten from oxidizing. The presence
of gold does not prevent the reaction to take place

After etching, tips have to be cleaned in deionms@der using ultra sound to remove some
chemical reaction by-products. Some of them areeasily removed [112, 115, 116] so a
subsequent step of ion milling mechanical cleasergy be necessary [113]. After having done
several experiments using non ion-milled tips, weided it was preferable to process this
second step, to avoid in-situ tip cleaning, whicé Baot really controlled, and result in tip
blunting, and/or damage to the sample.

The ion-milling consists in exposing the tips ~Bid to a 1 keV Ar ions beam. We have
verified, according to [113], that the tip radiusther decreases when submitted to ion
milling, but we have not experienced double tipsriiog or other non desirable effects due to
crystalline structure of tungsten. However, werakable to draw ferm conclusions based on
our few tests since we had no tool to investighgecrystalline structure. A subsequent gold
layer of 10 nm is deposited in-situ after ion-migjj to protect tungsten from oxidation, and
hopefully enhance the tunneling behaviour.
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Parameters of tungsten tip etching processes #nergd in the following figure together with
illustration of the results obtained. We quite ogjucibly obtain ~ 10 nm radius of curvature
directly after etching, and an etching length af00% of the original diameter. As already

noted, the 10 um diameter wire is more difficuletoh using this setup due to its lightness.

AccV SpotMagn Det WD ———— 20um

2560kv 10 2182x SE 160 6.10

®=10pm V=10V Pup.dowr10NM
{KOH(AM) ,3g+ soap, 0.2]g

®=10pm V=10V —— ,
H {KOH 0. 35+ 502, 0.9 p~200nm +ion milling Ar, 1.1keV, 35’ + Au 10nm  p~25nm

0 SQ12 jumeau haut centre
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pup=15nm
{KOH o), 80%+ ethanol, 204 Paour=100N

— ~6nm
o=20um . V=10V Pup ®=90pm V=10V py=10nm
{KOH 4uy,39+ s0ap,0.2h Paowr=20NM {KOH 4wy, 39+ s0ap,0.2h Paowr=30NM

Fig. 3.24 Parameters used in this thesis work for the fatoicaof tungsten tips, and the
corresponding results photographed in a scanniagireh microscope (SEM). The measured
curvature radius of the apex is nofgdvith a subscript up for the upper part and augsdown
for lower part of the etched wire. The best tipfiee (see text) were obtained using a 90 pm
diameter wire. We could reproducibly obtain goguapex with the 20 pm diameter wire, though
the profile was less predictable. The 10 um diamgire gives the worst results, both concerning
shape and curvature, because we have to attachrsasseto it, and this is hot much reproducible
from one batch to another. Wigles observed on thatgst magnifications are due to mechanical
noise in the SEM, enhanced by the fact that wires-almm long.
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3.3.1.3  Niobium tips

We have not used so far superconducting tips ferggndistribution function measurements.
However we have tried making some either by elebemical etching or by RIE. Niobium
reacts mainly with Fluor based chemicals, so aeteting would imply Hydrofluorhydric
acid (HF), and a dry etching &Br CF,. It is also possible to attack niobium using a wiix
Nitric, sulphuric and acetic acid.

A major problem with niobium, also encounteredhmtfilms fabrication is the formation of
badly conductive oxides. These oxides may changestlperconducting gap amplitude,
provoke losses in resonators or quasiparticles timsingle electron devices. These oxides
are of course also annoying for STM use, and neé&eé removed before tip use.

3.3.1.4 In-situ tip cleaning

Our experiment is very different from high vacuuetups, in which all devices are fabricated
under extreme cleanness conditions, and never eaposir before being measured.

Indeed, the first time we want to form a tunneltaot it is necessary to remove the oxide
layer formed on the tip, which is too thick to tehmhrough. Moreover, some parts of the
sample might present thick enough native oxidertayand/or ice, to prevent tunneling as
well. We found this in particular on bulk aluminunvhere the native oxide is of a few

nanometers (~ 5-10 nm).

To do in-situ cleaning, we apply a relatively higbitage to the tip (~ +5 to +10 V), and
extend the piezoelectric tube manually (i.e. noteedback mode) at low speed towards the
surface until a current flows. Then we quickly gzl to lower bias voltage (~ a few mV) and
try to tune the conductance and get stable contaftsr performing such “cleaning”, the
conductance is higher than before at the same Eigpsndicating that oxide layers have
been removed either from the tip or from the sample

The mechanism likely to be involved in such clegn@electron sputtering: a bias voltage of
up to 10 V is applied over distances of the ordet om. The resulting field of #®V/m is
therefore intense. Electrons are thus much acteteiand can leave the metal more easily
[111]. This may allow some contaminants to be gpatt from the tip, or from the sample,
depending on the polarization.

If the sample cleaning is too long, one might reencompletely the oxide layer on the sample

so that a stable contact is not any longer posaiitlee same place.
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3.3.1.5 Tip damages and tip reshaping

Depending on the nature of the local oxide layet ahthe tip apex, it may be necessary to
press the tip down on the sample to obtain theretbgunnel conductance for tunneling
spectroscopy.

How hard one needs to press can be estimated mgribe difference in Z position of the
piezoelectric tube between the two modes AFM ani1 S the same (X,Y) position.
Knowing the amplitude of excitation of the tuningrik (see chapter 2), one can roughly
deduce the actual tip position and determine winathis harshly pushed in the sample or
not'.

Under such stresses, the tip may bend or deforognieg blunter. This can in principle be
diagnosed by checking that the feedback in AFM misdthe same before and after the
contact has been established. Also, after theagpleen laid on the structure to make tunnel
contacts it is likely to be contaminated with som&terial unintentionally collected from the
surface (ice, oxide...). After having establishddwa contacts, we often observe that the AFM
imaging resolution is much worse than initially.

Since changing a rounded tip requires a completerial cycling for the refrigerator, we have
investigated possibilities to re-sharpen the tipubsing the procedure described in [117] (also
applied in [118]) and consisting of pulling a snmaktallic neck out of a metallic electrode on
the sample. Using this method, we were able to mokess restore sharp tip apex from badly
rounded tips. The procedure is not fully reprodiggiior example when the tip is bent, but it
has had a good yield until now.

! This is only an estimation since the positionhaf tube recorded in the AFM mode is not the avepagéion
of the tip, but depends on the tip-sample potestiape, and on the amplitude of oscillation ofttimeng fork

(see Chap. 2). Therefore, one cannot simply sutittadork amplitude to deduce the rest position.
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In practice, the following reshaping procedure \@ase with the tungsten tip over a silver
electrode:
* The tube is extended roughly a few nanometers attw/surface (found
from the force mode feedback position), and thdldaek is turned off.
* The feedback gains are set to very low valueshabthe maximum tip
velocity obtained is around ~0.5 nm/s.
» Current setpoint is set to 80 nA, which is the maxn signal one can
measure with the cold feedback resistor. The settpe amplifier allows
us to plug a different resistance at room tempegatBy switching to
lower resistance, one could reach higher curréntisye found the actual
current flow convenient.
» Tip voltage bias is setto ~-10 V.
* Feedback is turned ON. The tube extends towardssdineple until it
reaches the setpoint value, and the feedback #gertates current.
» Then voltage bias is set to lower absolute value$ . The tube further
extends towards the sample.
e Some back and forth movements of low amplitude nf\2 are done
slowly with the tip to enhance sticking of the nh&tato the tip.
» Current setpoint is now reduced to ~2 nA, so the netracts, very slowly.
Since the feedback is slow, the actual current resnat the maximum
value (~80 nA) during a few nanometers while tpeigirising, indicating
that the tip-to sample contact is submitted to deé&tion (preferably
plastic). Current now diminishes by steps, corredpwy to new
configurations in the tip shape.
« The current setpoint has to be increased once mnioraepeat the
procedure.
One stops the procedure when the current remagswiiile retracting over large distances,
approximately equal to the thickness of the metddlyer: this is roughly the best one can
hope to do. Of course this depends on mechaniopkepiies of the material in which one dips
the tip: a ductile, low melting temperature mateig preferable. Fig. 3.25 shows the
mechanism of tip reshaping.
Capillary forces exerted by plunging the tip inke telectrode may not alone be responsible
for tip sharpening: the same typical applied vatagave been reported elsewhere [119] to
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provoke tip sharpening while keeping the tip awayrf the surface. Atomic migration under
a high electric field is likely to be involved irugh procedure. It may also be part of the

process of in-situ tip cleaning described abovackvhmounts to reorganizing the tip apex.

(©) (f)

0

Fig. 3.25 When one plunges the tip in a ductile material,estlfe forces may overcome elastic
deformation of the material, so that it can stickhe tip. If the two materials can melt, sticking
can be enhanced by flowing a current meanwhileinlipine tip. When the tip is retracted, a neck
forms. This neck should ideally form as late assjbs during the retraction. The neck goes
thinner as the tip moves back and finally breaksiteg a fine tip apex.

Finally, the type of metal used to reform the tgs o be compatible with the spectroscopic
measurement carried out. That is to say if the isipnormal, one should not use
superconducting metal...

In Fig. 3.26 we show an example of how the imagaliyucan be greatly enhanced after
performing such a reshaping procedure. The samenred a sample is shown before and
after a tip was reformed. The maximum height ofg@ple is ~ 60 nm, and the tip has been
reshaped in a 30 nm silver thin film.

The edge of the 60 nm features are well distinguishndicating the procedure was

successful over expectancies: indeed, this imphestip had been refined over a length at
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least equal to 60 nm. On other trials to reshapdifh the features walls were not as distinct
as on Fig. 3.26, though small features could kendisished on the flat parts.

) aluminum 60nm il
silver 30nm silicon

500 1000 1500 rum

0 50 100 | (C) SM
(a) before ! = e
(b) after
where the tip has been reformed
(2 spots)

Fig. 3.26 (a), (b), Two images taken with the microscope FiVAmode at 40 mK, on approximately
the same region of the sample, comprising a sidyer of 30 nm, and one of aluminium of 60 nm
as indicated on the images. The left image (agkiert after the tip had been damaged by laying on
the sample to make tunnel contacts through theedaiger (see 3.1.2, p105). The right one (b) is
taken just after having reshaped the tip in theesifilm located on the left. (c) Scanning Electron
Microscope image taken after the experiment washed.

3.3.2 Sample preparation

Samples were prepared using standard lithograpthnigues: e-beam or UV patterning of
sensitive resists, dry or wet etching, joule oce@n gun evaporation for the deposition of
thin films... | describe here the different pro@ssased during this work.

3.3.2.1  Position encoding grid

As briefly mentioned in the introduction chapteuyr samples were designed so that it is
possible to find easily a particular nanostructofe few microns wide in the middle of a
sample of a few millimetres. Since our imaging emwgth the piezoelectric tube at low
temperatures does not exceed 8 um, this wouldreegqay too much efforts in trials-errors, if
no means of locating the tip with respect to thaa were included.

The microscope possesses its own relative positmeter, owing to the capacitive
measurement (see chapter 2), but it does not giwesa to the absolute position over the
sample.
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This drawback has several origins:

» The sample is glued by hand on the sample holéagennot reproducibly,

* The tip does not always have the same length, aredbes the sample

have the same thickness,
» Finally, stray capacitances are sensitive to thaildd arrangement of the
cables, humidity levels, etc, which change from ameto another.

All these typically change the capacitance measenetoy ~0.1 pF from one run to the other,
which corresponds to a fictitious displacement@d um.
One then has to tackle the problem differently, amcbde directly on the sample a coordinate
system relative to e.g. the center, which can ba as a local map of the sample.
Since the full range of our scanner is 8 um, wéepata coordinate code every 16 pum, such
that wherever the scanner lands on the samplecsuyittae first image contains at least a part
of a code. After having deciphered the positionngishe motors combined to capacitance
measurements, the desired nanostructure can bbetkat only a couple of images and
displacements. The whole procedure of finding aosancture thus takes generally less than
Y% hour.
The binary code is presented in Fig. 3.27. EachXxand Y is encoded on 8 bits spread over
two lines. The first two lines encode the X positithe last two the Y position. The first line
left bit of each axis is the sign bit, and the otheits stand for powers of 2. The full code
tells the position from the center in the form ahaltiple of 16 pm.

22
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...............

Fig. 3.27 Binary code patterned all over the surface of ammmes to ease the location of the
interesting structure. This is the local map ofshmple.
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It is encoded as bumps or dips in the sample seirfaach like the Braille alphabet for blinds.
This technique of patterning the sample with recapie shapes is standard in near-field
microscopy (as opposition to far field, where thesaof interest can be accessed at a glance).
The true innovation in the form presented heré¢has information is everywhere so that it is
impossible to miss it, and it is unique so thatehs no ambiguity. This lightens very much
the efforts to reach the interesting point, as e to other techniques, and it is not too
difficult to design. Note however that the desigrntlee encoding grid must not disturb the
fabrication and the functioning of the structu@$¢ studied. For this reason, we leave intact
a square of 100 um side at the center of the saomplehich we fabricate the finest patterns.
Within this area, there are usually enough recajmézobjects with small designs (connecting

pads etc...) so that if the tip lands there, it isdifficult to locate.

Fabrication of the encoding grids was done usumilgptical lithography, prior to fabrication
of structures on the sample. This way, it can bé&mparocessed, using photolithography
masks.
* One starts from a standard Si/S&dbstrate, on which one spins Shipley®
S1805 photoresist at 4000 rpm during 45”. The tesithen dried 1'30 at
110°C, and cooled down at ambient temperature.thic&ness yield of
the film is about 500 nm.
Resist should not be thicker than the minimal pattze which is 1 um, because of light
diffraction by the edges of the mask. A 1 um resmtuis commonly achievable with most
photosensitive resists and UV mask aligners, lyires some care: in particular the contact
between the mask and the wafer has to be very tight
« The resist is exposed at 100 mFaming a MIJB3 UV Aligner from Karl
Suss § = 365 nm), with hard contact using a vacuum chiitle exposure
dose is ~ 10% lower than recommended, to avoidgntaof the patterns.
* The resist is developed 35" in MF319 Shipley® depel, ODI rinsed and
dried.
The substrate is subsequently engraved with reawiv etching using fluor based chemicals
adequate for Si.
 We used a flow of SF6 at 28 cc/min, in a chambesgure of 10 pbar. RF
power is set to 50 W, which results in ions beicgeterated at 170 V.
These parameters yield an anisotropic etchingrateaof ~ 1 nm/s.
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We generally etched ~ 70 nm down in the substoapgdvide clear contrast on AFM images.

Fig. 3.28 shows the aspect of samples with an emgaplid.

Fig. 3.28 (a) large range SEM image of the sample once tdéggengraved. The center is bare to let
some room for fine structures. Large pads can pesited without problem over the grid: one can
still see the code, and the pads are continuousinp SEM zoom on three consecutive patterns.
The dots represent a one, and the absence of ddtdchby red dashed circles) stands for a zero.
(c) AFM image taken just after the landing; theipas with respect to the center is known
immediately from the code: (1+4)x16 um to the I@ft bit on) in X and (1+8)x16 um to the
bottom (£' bit on) in Y.

With this engraving recipe, the codes appear asidifhe topography of the sample.
It is also possible to evaporate material throunghresist mask, which would result in bumps
on the topography. This technique is applied fetance when the grid cannot be patterned

before the fabrication of structures.

3.3.2.2  Multiple angle evaporation

Metallic circuits we measure generally consist mltiple metallic layers of various shapes,
which are deposited one after another. These laygrsbe deposited by metal evaporation

through a mask of resist, or they can be etchedfawtiform layers.

Whenever possible, it is convenient to evapordt¢hal different metallic layers under the
same vacuum, using a unigue resist mask.
This is true for several reasons: first, when smatllictures are patterned, it is technically

challenging, and time-consuming to carry out sehigh@graphy steps aligned on each other.
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Second, when one needs to control the contactpimemscy between two layers, it is better to
evaporate them in a controlled environment, withbrgaking the vacuum. It is possible
though to circumvent the latter problem by machgnithe surface of an air (water)
contaminated sample using argon ion beam millieg &3.1.2).
Suspended masks are used to evaporate multipldliom&tgers of different shapes without
having to break the vacuum, as depicted on Fi§. 3:Bey are formed with a bilayer of resist,
either photosensitive or electro-sensitive, depenadin the size of patterns required. The top
layer has less solubility in the developer than bloétom layer so that one can form an
undercut in the mask. The top layer should alsstifieenough so that it does not collapse
when the bottom is evacuated.
Finally, the height of the bilayer and the angledlemwhich one evaporates define the
displacement between the patterns.
For electron beam lithography, we use a bilayerdated in the following way:
e spin of MMA 8.5 MAA EL10 from Micro Chem at 1500mp60”,
» bake on the hot plate for 2’ at 170°C,
« wait for thermalization at ambient temperature,
e go through the procedure from step 1 to 3 oncenadai increase, if
needed, the thickness of MMA (caution: one hagdd she spin as soon
as the resist is dispensed on the wafer to avedissolution of the first
layer)
e spin PMMA A3 from Microchem® at 5000 rpm for 60"
* bake 20’ at 170°C
These yield a bilayer thickness of ~ 1 um MMA, &tdnm PMMA on top. MMA is more
sensitive than PMMA to electron exposure so itasgible to expose the MMA with low
doses without breaking the PMMA layer. This is bally how one can do undercut, and
overhang masks as shown in Fig. 3.29.
For optical lithography, we use LOR30B from Micrdné@n as the under layer, and S1800
from Shipley® as the top layer. LOR30B is not anicgly sensitive resist, it can be made
very thick and it does not disolve into S18 develo@ll this makes fabrication less tricky
than using MMA/PMMA bilayers.

164



. b

cross section

(4

PMMA ~70nm

—

OO

Q%

OQ
>

MMA
layer 2 layerl ~1um

Fig. 3.29 The suspended mask is formed by a a first thickrl@f resist, and a thin top layer of
another resist that is less soluble or less seesfiine can form circuits with two different matall
layers as pictured on the scheme, by simply evépgranaterials through the same mask under
different angles.
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CHAPTER 4

M ESOSCOPIC

SUPERCONDUCTIVITY
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4.1 Introduction to proximity effect

The superconducting order parameter is a subtlatigpiavhose space and time variations
present a great richness of behaviours. It descthm pairing correlations between electrons
with opposite spins occupying time-reversed orlstates. The pairing potential that drives
the superconducting order only occurs in superoccimay materials, and originates in BCS

superconductors from the electron-phonon couplidg. [

The interest of mesoscopic superconductivity is ctimbine materials with different

properties, and to probe the superconductivitylbtha@ relevant scales.

Proximity superconductivity occurs when a non-sapeducting (N) material is placed in

contact with a superconducting (S) one. Pairingeatations leak from the S side into the N,
and the order parameter of the S is reduced clogbet interface. Some superconducting
properties are transferred onto the N side: thetridefield is excluded close to the interface,
diamagnetism occurs [120], the density of statemaoslified and may sometimes acquire a
true gap [121, 122], and a supercurrent may flonwsscan SNS structure [123]. However, the
resistance of an N wire connected on one end t8 afectrode is equal to its normal state
value at zero temperature, despite a reductiontatmediate temperatures [124]. Proximity
superconductivity is thus not simply a reduced stgreductivity, and its investigation, started
in the years 1960s, is not yet completed.

A key element in our understanding of proximityeetf is the Andreev reflection process
[125]: when an electron incoming from the N sidgimges an NS interface with an energy
smaller than the superconducting gap energy,nbissimply transmitted to the S side, but is
retro-reflected as a hole, with an extra pair tiemned to the superconductor. We will exploit

this very physical point of view whenever possible.

An SNS structure in which an N wire is connectedb@th ends to S electrodes is a model
structure for probing proximity superconductivityp to now, most experiments measured
only the maximum supercurrent in such structured, tae theoretical predictions have not
been fully probed. Our aim was to exploit the space energy resolution of our AFM/STM

machine to investigate proximity superconductithyough the local DOS in a model SNS

structure in which the phase difference is corgtbéxternally.
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4.2 Theoretical description of Proximity Effect

4.2.1 Inhomogeneous superconductivity

The investigation of proximity superconductivity sveitiated by the Russian school around
Bogolubov [126- 128], and by the Orsay group leddbyGennes [129]. From the theoretical
point of view, proximity superconductivity is paof the wider field of inhomogeneous
superconductivity. In metallic structures contagnsuperconducting materials, the quantum
states of quasiparticles obey the celebrated Bbgehde Gennes equations [130]. A solution
for the treatment of inhomogeneous supercondugtwis derived by Gor’kov [131] using
guantum field theory methods for calculating elecit Green functions. This formalism was
further simplified by Eilenberger [132] using theatder averaged Green function technique.
In the case of diffusive conductors in which theceonic mean free path is short, Usadel
[133] derived a set of equations sufficiently simpd be handled. Other important situations
have also been addressed. In particular, the toanppoperties of fully coherent proximity
effect structures were calculated by Beenaker [#8#¢rms of their scattering matrix, which
allowed to make predictions using the Random Mathgory (RMT).

4.2.2 The Bogolubov — de Gennes equations

The formation of pairs is described in the BCS thday the exchange of virtual phonons
[14], but it can be equivalently formulated as ameraction between time-reversed
conjugates, without specifying the nature of thaptiog. In this point of view, the electron
and hole quasiparticles of the normal metal ar@leouby the pairing Hamiltonian. Thus, the

eigenstates of the system no longer corresponig¢tr@n or hole-like quasiparticles, but to a
superposition of them. The two corresponding ammpdis u(r) and v(r) obey the

Bogolubov-de Gennes equations [130]:

v ljiied) =

where H, is the usual electronic Hamiltonian containing kiveetic and potential terms, and

A(r) is the pair potential, to be determined self-cdesity. A way to solve a system is to

determine all eigenstates of Eq. (4.1), and totli# states up to the Fermi level. In most
circumstances, this strategy is however too diffttuhandle.
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4.2.3 Theoretical description of the proximity effect in diffusive

systems at equilibrium

The Green function formalism does not require tieieine the solutions of the Bogolubov-
de Gennes equations. Here, the formalism is odilia&d the main results pertaining to
diffusive conductors are presented.

Symbols employed in this part follow the followingles:U is a scalarJ is a vector\ is

a 2x2 matrix,(...) is an averagd,..,..]a commutator, anfl.,.} an anti-commutator.

4.2.3.1 Electronic Green functions
Different types of electronic Green functions aeéirted. The retarded one write:
G (r.tlr t) ==i0(t=t )y fw, (r ) w ("t )Hw)
where |y,,) is the ground state stationary wave function efsfistem,6(t) the Heaviside

function, andy, (r) (resp.y; (r)) is the annihilation (resp. creation) operatoadérmionic

guasiparticle with spi at positionr . The advanced Green function writes:

GA(r,tIr ") =i0(t =t) (i l{w, (r ) wi (0 £ )}Hw)

The retarded Green function contains the full infation on equilibrium properties.

4.2.3.2  Green functions in the Nambu space

Due to electron-hole coupling, superconductors @escribed by a richer set of field
correlators, represented by a 2x2 matrix in theadted Nambu space:

v ()i () {0 ) w ()
i () ()} vl ) v b))

where diagonal elementg%,y/;}% represent the conventional occupation numbers or

M (r,t]rt)=

0

“normal” correlations, while anti-diagonal elememeasure the so-called “anomalous” pair

correlations,<{y/1 ’WT}>0 or the amplitude for creating or annihilating ar fleom the system,

( >O being a statistical average over the state obylseem. Since in the following we only
discuss equilibrium situations, we limit the dissios to the retarded Green function:

GR(r,tIrt)=-io(t-t)M(r tt 't) (4.2)
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4.2.3.3 Quasiclassical Green functions in the dirty limit - Uadel

equation

The above Green functions obey the microscopick@erequations [131]. They oscillate
with the differencer - r' at the scale of the Fermi wavelength, which is imsicorter than

characteristics lengthscales occurring in superectimy devices, such agv. /A, the

coherence length in a clean superconductor. Bytat®g over the relative coordinate one
obtains the quasiclassical Green functions, whadlbw the Eilenberger equations [132, 135].
Usadel [133] showed that a further simplificatioancbe carried out when considering
diffusive conductors, in which case one needs oalysidering isotropic Green functions of

the type
G (rit=t) ==io(t-t)(M (r.tlr 1))
where( )Dis_ denotes disorder and statistical averaging owesti#ite of the system. By taking

the Fourier transforn¥ over the time coordinate one obtains the posiioergy retarded

Green function in the diffusive cdse

A

R(r, B) =7 (& (r, t- 1)
R obeys the Usadel equation :
nD0, (RO, R =[ =i M, +4,6 R ,R] (4.3)

whereD is the diffusion constant of the materig], is the spin-flip scattering rate and

'q":[iA*E(r) iA—(Er)]'

where E is the energy referenced to the Fermi le&=0) andA(r) is the mean-field
effective pair potential of the BCS theory, whiahpriori depends on space in a proximity

system. We discuss it further below.

4.2.3.4  Properties of the Green function elements - Physical

guantities

The R matrix can be written as

! The advanced Green function can be expressd@ias-,R'G ,, with &, the third Pauli matrix.
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R(r, E):('i _2]

where F, the anomalous Green function, a@d the normal Green function, are complex-

valued functions of space and energy, and T denotesreversal. The Green function is
traceless {r R= 0) and normalized Féz = f), so that

G’+FF'=1.

Expressed in terms éfandG, the Usadel equation becomes:
nD (GU?F - FU?G) = ~2iEF - 2AG+ 41T, GF
. (4.4)
F(#DD?F"+2A") = F' (nDOZF +24)

All the equilibrium physical quantities can be ab&al from these Green functions. For

instance,

* The quasiparticle density of states is given by
p(r,g)ZpN ReG(r ,8), (4.5)

where p,, is the normal state density at the Fermi level.

* The supercurrent writes

th

IdEtan?-(ZZ ]Re{FDFT FTDF)

where s, = p,€° D is the normal state conductivity of the electrode

* The superconducting pair potential (also knownrdgioparameter) is

A(r) = pNV( hTDdEt n?-(zkET](F(r E)-(F'(r ,E))*) (4.6)

B
whereV(r) is the phonon-mediated interaction potential,calihis zero in normal metals and

finite in superconductors [136].

The last equation (4.6) explains why solving theadlé&d equations in proximity effect
problems is generally hard. Indeed, solving (4o4)H andG is “only” a non-local problem in
space which can be treated energy by energy. Equ@ti6) however transforms the problem
into a much more complicated energy-integral pnoblsince the solutions fdf andG at a

given energy then also depend on the solutiont ather energies!
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One can express the pair potential as the product
A(r)=pV (r)P(r) (4.7)
of space-dependent material properties with the @anplitude function P(r). This

distinction between the pair potential and the pamplitude is important: in NS
heterostructures for instance, the discontinuity@f at interfaces will show up in(r),
resulting inA(r) = 0 in normal metal regions, Whereﬁér) is generally non-zero even in the
normal metal regions and varies smoothly acrosanclieterfaces (for an illustration see
below, Fig. 4.10). The pair amplitude function deself be expressed as the integral of an

energy-resolved pair amplitude functigm@E, r) :

howp

P(r)= [ dEp(Enr), (4.8)

where

p(E,r)= tan){ZKEBT](F(r E)-(F'(r ,E))*). (4.9)

4.2.3.5 Boundary conditions

Deep inside reservoir electrodes at equilibriumtha absence of supercurrent flow, the

gradient terms in (4.4) vanishes and the Greertifumcassume their bulk values. In a normal

metal R= g, . In a superconducting electrode
. Sign(E+[A])(E iA
RS :—2 s .
= -|A| A -E
At an interface between two metals, one needsnergto take into account scattering due to
an imperfect interface. The (dis)continuity of t@geen functions in this case has been
worked out in Refs.[137- 140]. Introducing the dpalccurrent density

j(r,E)=0ROR, (4.10)

the Green functions (dis)continuity relations cae bxpressed as a spectral current

conservation equation across the interface
.[sd S j1: |12:_Isd821'j2 (4.11)

where the subscripts 1,2 denote the side of tlexfade, &; an elementary surface element

pointing from side i to side j, and with the cuitren
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. T.|R.R]
E _G°;4+Tn (%Tr{ R.R} —2) '

In the latter expressionG,=2¢€/h is the conductance quantum and fRe are the

transmissions of the channels across the interGmwesidered as a scatterer for electrans,
Landauer.

Following Nazarov [139], we re-write

<~ _ra 271Gy o, n

ho=[RuR ]2 24T R R}) (4.12)
where G, = GOZ'I'n is the normal state conductance of the interfaeZ4u) is a function

characterizing the distribution of the interfaceuchel transmissions:
G, 2T

4 =__0 ___=n
(u) G, 5 2+T,(u-1

which is such that for any interfag(u=1) =1.

For various known probability distribution funct®rP(T) of transmissions across the

interface,Z(u) can be evaluated as

uniform - ———
2+t(u-1)
1
J‘ 2iTTP(T)l 47 |tunnel- 1
2 =22 T pistc 1+i
j TP(T)dT !
° dirty |2
1+u
. . arccosi
diffusive -
V1-u?

Above we have considered several distributiongHei,
 Uniform stands for an interface having all channelgh identical
transmissiond =t.
 Tunnel and ballistic are sub-cases of the abové wikland, t=1
respectively.

« The “dirty” case assumes the universal Schep & Baokannel

transmission distribution valid for disordered nféees [141]
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26, 1

G, TYA-T

* Finally, the “diffusive” case assumes the Dorokhdigtribution [142]

P(T)

found in diffusive conductors.

®

P(T)=

1
N
G, TV1-T

Note however that the latter case is given justifdmrmation: it cannot correspond to a
physically realistic interface since the Dorokhowstdbution is valid only for transport

through a thick diffusive medium.

4.2.4 Parameterization of the Green functions

The retarded Green function matrix is a 2x2 matiith the following constraints:

TrR=0

R2=1< G2+FF'=1
Hence, the four elements of the matrix are notpedeent; only two independent parameters
need to be specified to construct the matrix, sékieral possible choices. In the following |

present two common parameterizations of the retle@teen function.

4.2.4.1 0, ¢ parameterization

The most widely used parameterization in the litemis thed-p parameterization:
R(r, E) :L

where 6(r,E) and ¢(r,E) are generally complex functions. This parametétiznaprovides

cosd sirg e
sinde™ -co9 |

an intuitive geometrical representation of the @rection at the Fermi level, when bath
ande are real angles, allowing picturing the statenefdsystem on a sphere (see Fig. 4.1):

0 is the “pairing angle”, withd =0 for a normal metal at the pole of the sphere and
6 =x /2 for a BCS superconductor at the equator.

¢ is the phase of the superconductor, corresporiditite “longitude”.

In this representation, the density of states afitations is given by(E:O): Reco9,

corresponding to the projection of the point onvbgical axis of the sphere.
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Fig. 4.1 Geometrical representation of the state of a pribxisystem at zero energy in thgg
parameterization.

In absence of a magnetic fiellandy satisfy the coupled second order differential ¢iQua:
4iE sing + 2co®) (€A + &A') + 21 DY =sin 29( ar, +1D(p )2)
S ip " (4.13)
oA — A9
2000009 + sy =1 S LA
KD
derived from the Usadel equations (4.4), where shimbol prime denotes the spatial

derivative.
4.2.4.1.b Nazarov's Andreev circuit theory

Based on this geometrical interpretation, Nazarag described an elegant mechanical
analogue way of solving the Usadel equations atRéweni energy in arbitrary proximity
effect networks [137]: he showed that the state pfoximity system can be found by solving
the mechanical equilibrium of a set of springs o surface of the sphere, where the springs
represent the links of the network with strengtiegpprtional to their conductance.

As a simple example, one can determine the Ferml @ensity of states of a system schemed
on Fig. 4.2, representing a T-shaped normal meaiahecting a normal reservoir and two
superconducting reservoirs to which a phase diffezas applied. One can guess that, if short
enough, the normal wire connecting the two supeafgotors may sustain supercurrent,
though since it is attached to a normal reserusigensity of states will be finite at the Fermi

energy. We are in the presence of what is callgdpless” superconductor.
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Fig. 4.2 Left: Sketch of an SNS system where the normaloregs gapless, but can sustain a
supercurrent. Right: circuit representation onuhi sphere: one finds a finite density of states a
Zero energy.

4.2.4.2 Ricatti parameterization

An alternate parameterization scheme of the Graantibn is the Ricatti parameterization
[143, 144, 146, 149]:

- 1-7y 2
R= {( v ] (4.14)
+pp\ 2y -1

wherey andy are also complex functions ofand E.
The Usadel equations (4.4) expressed in termsegfahd j functions are:
\ 7-1 : .
2iE5 ~ A7 + A +4hrsff%+m(—i~(f ) +7 ]:o

1+
7 7 (4.15)

i . ~—1) 27 N2 .
Sy — A7 + A+ 4T\ nD| - =0
By =Ay" +A+anl gy 14,7 + 1+yf(y) +y

the prime still representing the spatial derivati@me notes here the symmetry between the

two equations, which yields the general relation:

7(E)=y(-E)*, (4.16)
related to the electron-hole (or time reversal) syatry. In general, this symmetry does not
simplify the task of solving the system, exceptsituations whereA can be taken real

throughout the system (i.e. no phase differencprésent). In this case;=7 and has an

energy-even real part and an odd imaginary pad tl@ Usadel equations reduce to a single

differential equation.
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4.2.4.2.a Advantages of this parameterization

Compared to th&-¢ parameterization, the two parameter functionshere treated on the
same footing, and they are only algebraically combiinstead of through transcendental
functions. As a consequence, Equations (4.15)arewhat more easily handled numerically
than (4.13).

On a more physical ground, the Ricatti parametexsiaeply related to the Andreev equations
[125] themselves derived from the Bogolubov - den&s equations (4.1). This link is
particularly obvious if one considers the cleanecas which the impurity scattering is
neglected [143] (i.e. the Eilenberger equationgha clean limit). In the diffusive case, this

formal link is still visible in the boundary coniibhs for y andj, deep in the

superconducting reservoirs (see below).
4.2.4.2.b Ricatti parameters in reservoirs

Deep into reservoirs, the gradient terms in (4VEBlish. For a normal reservoir the solution is
then trivial: y=7 =0. For a BCS reservoir with a pair potentisd’ (with A real positive),
assuming there is no pair-breaking,(=0), y andy verify

2(Ej = A€’5° —Ae™

2iEy = Ae™"y% —A€”

whose solutions are given by either of the follogvéquivalent expressiohs
T E
Y(E) = ys(E) = exp( i + IE_I Sig{A-E) ArccosA—]

-Sign(A+E)
:iei¢£E+\/E2_A2]

A

:e¢£iE—Sign(A+ E)m]

(4.17)

A

Expressions foly are the same with replaced bye. The physical solution is retained by the

argument that correlations must tend to zero fghhenergies. These expressions coincide

with the Andreev reflection amplitudes [125] and plotted in Fig. 4.3.

! Here, the principal determination of square robtsegative number are always takgm = +i\/m .
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Fig. 4.3 Ricatti parameter(E) of the retarded Green function in bulk supedtaror with real
pairing potential¢ = 0), as a function of energy. In this cages y. These functions coincide with

the Andreev reflection amplitude at a perfect Nw@riface. In the inset, the modulus squargisf
plotted as a function of energy. It coincides vitik Andreev reflection probability which is unity
below the gap of the superconductor.

4.2.4.2.c (Dis-)Continuity of Ricatti parameters at interfaces

Expressing Green functions in terms of the Ricprameters, Equations (4.11)-(4.12)

transform to

Gy n-r)1+yp) (vi-v.) (7= 7)
Ao, (1+y7,) Z£1 (1+V]y1)(1+yiz)]
V)

=G (171-72)(1+J71y2)2£1 2(y,- (Vl-f/z)] (4.18)

2 (1+y#) (1 y 7))
whereGy denotes the conductance of the interfa#gethe area of the conductor on side 1 of
the interfacg andos; the normal state conductivity of electrode 1. Bbeve expressions are
symmetric by exchanging tilde and non-tilde teramg] similar terms are obtained on side 2,
by permuting indices 1 and 2, and changing sige (€ell)). These equations link the
derivative of the Ricatti parameters on either safethe interface to the jump of the

parameters across the interface.

4.2.5 Spectral quantities in the Ricatti parameterization

Following from (4.5), the normalized density oftsawrites

p(r.E)=py Re{lzi] (4.19)

! In the 1-D approximation discussed below, theedifiice between cross sections of the electrodbstbrsides
of a contact can be accounted for by the t&m
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the order parameter is expressed as the integealemergy of the pair amplitude:

howp

__ EN .y (7))
A(r)=-ipyV(r) ! tanhLZKBT]LHW (1+W) ] dE (4.20)

4.2.6 A word on the non-equilibrium theory

In non-equilibrium situations the retarded and adeal Green functions need to be
supplemented with the Keldysh Green function whgdntains the electron and hole
distribution functions. In this non-equilibrium foelism the equations are very similar to
those presented here. In spite of this formal sy, solving numerically the non-
equilibrium equations [144] can be much more coogpd than solving the equilibrium

situation, which is already not so easy, as wilekplained in the next section..
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4.3 Solving the Usadel equations numerically

As explained above, for a given diffusive proximigffect structure at equilibrium, all

physical properties can be obtained from the fidlthe retarded Green function, which is the
solution of the Usadel equation in the whole strtgt with the appropriate boundary
conditions. However, since the Usadel equationcauo@led non-linear differential equations,
it is not possible to obtain analytical solutioesdept in rare limit cases [145]). Hence, one
needs to recourse to some numerical method to sobae equations. Many fields in physics
(hydrodynamics, plasmas...) face problems of smtylpe and generic Finite Element engines
have been developed to solve for multi-dimensiamai-linear differential equations. One

could in principle use these tools for proximityeet too, as they allow for arbitrary shapes

and easily make use of distributed computing aechitres.

4.3.1 Reduction of the problem dimensionality

However, up to now, all numerical work on Usadeli@ipns was done using specifically
written code applicable only to idealized reducedanhsionality problems, mostly 1*DThis
approach allows reducing the number of geometpeaameters, maintaining better control
on the numerical process and having much shortsoluion times. This approach is
particularly well suited to model large translationariant systems like planar junctions
made of different stacked materials. It is alsoliapple for small systems having a typical
"wire" geometry with transverse dimensions smatilagh to assume the Green functions are
homogeneous in any cross-section of the wire, wahying along the wire. In practice, this

1-D approximation is a good assumption for diffesivires if the diameter of the wire is

small compared to the diffusive coherence Iength\/m, whereD is the diffusion
constant of the material and the relevant order parameter in the structure.gfoximity
structures made with Aluminum as the superconduetmat standard diffusive metals, is of
the order of a hundreds of nm. Hence, one canyeaditicate a quasi 1-D structure using e-
beam lithography.

We have used the 1-D approximation of the Usadelaggns for modelling the SNS
experiment we have performed and which is preseint&d.6. In the following we assume

and discuss only this case.

! Notable exceptions are 2D resolutions in [146]tier diffusive limit and [147] in the ballistic @s
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4.3.2 Specifying the 1-D problem

From now on we consider the resolution of the SK&lem shown in Fig. 4.4, in the 1-D

approximation. We thus have to solve the Usadeh&gos to obtain the set of functions
(% E),7(x,E),A(X) wherex is the coordinate along the system and these ifinscbbey
(4.15) in the bulk of the electrodes and (4.18)tla interfaces. Far enough in the
superconducting electrodes we assume the superctondeaches the bulk Green functions.
Hence at the left and right boundarigsi(L/2+ LS) where isLs taken large enough, we
impose the bulk Green functions (4.17) as boundanditions, with the appropriate phase
difference. Assuming an exponential relaxationhaf $superconductor towards its bulk Green
function, Lg ~5¢ should make a negligible difference with an iriBty long system. Note
that the problem is not necessarily symmetric du¢he possibility of specifying different

interfaces.

Interface discontinuity

relations
/ \

L L X

2 2

Fig. 4.4 1-D SNS system to be solved using Usadel equatidthsthe Ricatti parameters. In each
electrode we must solve for a pair of coupled epargl space dependent functions, plus the self
consistency equation giving the order parametethéteft and right of the system we assume the
electrodes recover the state of the bulk BCS sopercctor, with possibly a phase difference
between them, while at the imperfect NS interfaaediscontinuity relation links the derivatives of
the functions on both sides with the jump in thactions. The initial profile of the order
parameter is plotted in the bottom part: the maslalithe order parameter is assumed constant in
the superconductors and zero in the normal part.
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4.3.3 Solving strategy - self-consistency

As a starting point to numerical computation, inecessary to impose a profile for the order

parameterA(x). The simplest starting assumption is to takéx) as a step function,

assuming constant values inside the superconduetmdszero inside N, for the phonon-

mediated attraction doesn't exist in normal metd|s=0 (See Fig. 4.4).

From this point, corresponding(x, E) and 7(x, E) are then found by solving (4.15) and

(4.18) energy by energy in a large enough enengyegfromE =0 to many times\) so that
we can subsequently compute an updated profildeforder parameter using (4.20). The
procedure is then iterated until consistency ished. An example showing the convergence
of such iterative calculation is shown below, iotgn 4.4.2.2, Fig. 4.10.

In inhomogeneous phase situations, we will assunweak supercurrent density in the
superconductors so that the phase drop occursammnbss the normal wire. Otherwise, the
boundary conditions we consider for the extremites not suited. Note further that self-
consistent magnetic effects may need to be takenaiccount if the supercurrent is large. In
the present treatment we neglect the effect ofnlagnetic field, except maybe through a

spin-flip scattering rate [146, 148].

4.3.4 Implementation details

The interface boundary conditions introduce pdke-Idiscontinuities iny(x),7(x) at

X=%L/2. Such discontinuities cannot be handled by stahdasmerical integration
algorithms which assume smooth functions. It i¢dveb splity and j into distinct functions
having different domains:

n(x), 7 (x) for  x<-1/2,

7(%),7(X) = 7. (x),7.(x) for —L/2<x< L/ 2,

1,(X),7,(x) for x>/ 2,
so that these functions are smooth and have boyrmdenrditions only at their ends. These
functions need to be solved simultaneously evenghdhey are now on distinct intervals. In
order to solve them in a single differential int&gyn, and not sequentially, we apply a trick
which consists in “folding” them onto a single intal, as schematized in Fig. 4.5. We thus

need to solve a set of 6 second-order differeetiplation (DE), on a single interval. These
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equations are coupled 2 by 2 (by setggf) along the interval and re-coupled altogether at
the extremities (by the boundary conditions).

-L/2-Lg -L/2 L/2 L/2+Lg

X

yéyé S

S EVS, ys

S, (flipped & scaled) VsL , ,7; Interface
discontinuity

relations

"Folding"

YR, PR Sk (flipped & scaled)

Fig. 4.5 To numerically solve the equation for boundary dtiois in the SNS system, it is
convenient to fold the system as described, soahatoundary conditions are brought at the
extremities of a single interval, a standard siturafor which algorithms exist.

The Usadel equations to solve for each electrogl@@n linear differential equations (NLDE)
with boundary conditions given across an intervdlere are no efficient algorithms for
solving this kind of NLDE; they all basically wokky trial and error, trying to find the initial
value of the derivatives on one side of the intemaich allow meeting the boundary
conditions of the function on the opposite sideesehso-called "shooting" algorithms may
converge badly, for instance when the DE has aroreqial sensitivity to its initial
conditions. In contrast, fdmear DE, deterministic algorithms exist to solve suciutdary
condition problems. We can thus use such an alfgoiiy linearizing the Usadel equation. To

do so, we express each of the above 6 Ricatti aeasasy(x, E)=7y,(x, E)+dy(x,E)
where y,(x, E) is a trial function andsy(x, E) is a corrective term (assumed small) to be
determined. By performing a first-order expansinnﬁjv(x, E), one obtains a linear DE for

oy(x, E):
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(written here forT, =0, for simplicity) which can be solved efficientlyielding a calculated

first-order correcting function. If the computedriezting function is indeed found small

everywhere, it is added tg, while if it is large at some places, only a snfi@ttion of it is
added toy, to obtain a new function closer to the real solutiThe process is iterated until

sufficient convergence is reached. Finally, eactoiseé order DE is transformed to two
coupled first order equations for numerical resotut

We have first implemented such a numerical reswiutising Mathematica, which allows
flexible and compact programming of complex proldesnd immediate visualization of the
results. In particular, in numerical integratiorfsDi problems one does not need to spend
much effort about numerical details such as theréigzation of the equations. This
implementation worked, but was too slow to realaty perform self-consistent gap profile
calculations, or to explore many interface pararset@hen trying to reproduce the
experimental data presented in the second paniso€hapter.

With the help of Juan Carlos Cuevas (D.F.T.M.C.\drsidad Autonoma de Madrid), and
based on one of his programs which solved the SiSlgm in N with rigid S boundary
conditions, we implemented this calculation in FG®N code. This code makes use of a
very efficient algorithm from Numerical Recipes,okn as the “relaxation method”. The
algorithm is based on computing a large matrixifiginite differences i@y and inverting it
with a highly optimized routine. Filling the matrpoefficients necessitates ~ 800 lines of
algebraic FORTRAN code. Since producing such aelamgce of code error-free (or even
debugging it) is clearly beyond possibilities ofredaumans, we generated this FORTRAN
code automatically. Starting from the Usadel eaqueti all the required algebraic
manipulations were carried out using Mathematigaally the FORTRAN syntax itself was
output using theFort ranFor m function. For nearly interactive use, we still IcHie
FORTRAN program from within Mathematica and vismalits results with Mathematica.
Parameters and results are passed through text Tikee resulting FORTRAN code is about
two orders of magnitude faster than the correspandperhaps not fully optimized)
Mathematica program. Using the FORTRAN code, Gffeentions of an SNS structure at a
hundred points in each electrode (i.e. 300 in @) be calculated for 1500 values of the
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energy in ~ 60 s on a regular PC. Self-consistapt @alculation, if needed, requires further
iterating this whole calculation, usually less tlH&ntimes. Note that if gap self-consistency is
not necessary, one can much reduce the numbereajies to sample while still obtaining

accurate Density of States (DOS) profiles in thlmacstre in only about ~10 s. Hence, a self-

consistent DOS calculation can be 60 times loriggn tts non-self consistent counterpart.

_.» initial guess of order parameterA (X)

e ForE fromE,,, to E .,

’; choose a trial functiony™ (X, E)

] solve Usadel equation for the errody(X)
iterateC
\ y < ytoy

‘.\ converged solutiony(x, E)

.
~ -
~

T~ lcul h — e d 2y (x,E)
~ - - calculate the newA(X) = p V¢ IO E ImW

Fig. 4.6 Steps for the numerical resolution of the Usadeh&gns. First a profile of order parameter
is guessed. Then for each energy, we first guedsita value for they functions, and use a
linearized Usadel equation to compute a corret¢tium which we add to the guess function. This
step is repeated until convergence is reached, thennext energy is evaluated. Once the
correlations are found at all positions and ensrgime can deduce the corresponding profile of
the order parameter and iterate the procedurdylf self-consistent calculation is desired.
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4.4  General results on proximity effect in SNS structues

In this section, | present the known proximity efféeatures encountered in SNS structures.
To illustrate these features, | show results obthifrom the numerical resolution of the

Usadel equation presented in the previous section.

4.4.1 “Minigap” in the DOS

Fig. 4.7 shows the normalized density of states SPfr the simple case of a 1D SNS

structure withL =2¢ (& is the superconducting coherence length), ancegemterfaces

(i.e. no discontinuity of the Green functions at $iterfaces).

Far away from the normal metal, the supercondud@@® DOS is recovered, as expected (it
is the imposed boundary condition, after all).

The most striking feature in this DOS is the preseaf an energy band smaller than the
original gap of the bulk superconductor with exaaéro DOS. This so-called minigap is
present throughout the structure (even in the Grelges), with a uniform value. The minigap
is a salient generic feature occurring in any pruotyi effect structure with finite-size normal
metal parts [121], not only in 1D SNS structures.

N el A
minigap

Fig. 4.7 Normalized Density of States (DOS) predicted by lienerical resolution of the Usadel
equation in an S-N-S geometry with perfect intesfazero phase difference and uniform cross-
sections in S and N electrodes. In this image anthé following, the part of the 3-D graph
corresponding to the N electrode is made darker i@ rest.
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4.4.2 Inverse proximity effect — Pairing amplitude and pairing

potential

From Fig. 4.7 it is clear that the DOS is also rfiedi inside the superconductor. This
modification can be seen as the evanescent pdtieofvavefunction of normal electrons
undergoing Andreev reflection at the N-S interfatlee evanescent wave has a characteristic
decay scale of. A consequence of this modification of the DO% ishange in the energy
resolved pair amplitude Eq. (4.9) which is showrrig. 4.8, at zero phase difference across

the structure, and in Fig. 4.9, forghase difference.

zero phase difference

energy-resolved
pair amplitude

Fig. 4.8 For the same system ideal model system as in thaopis figure at zero phase difference,
we compare here side by side and at the same #HoalBensity of States (DOS) and the energy-

resolved pair potential (Eq. (4.9), at zero temjueed.

T phase difference

energy-resolved
pair amplitude

Fig. 4.9 Same figure as Fig. 4.8, farphase difference.
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Both of these phenomena occurring on the supercbmdside of the contact are known as
the “inverse” proximity effect.

We see that the amplitude of the energy-resolvad gaplitude function bears many
resemblances with the DOS: it displays the sameiyap” feature, and peaks at the same
positions. However, it falls to zero at high enevgyere the DOS goes to 1. In the case of the
n phase difference, there is no minigap (or its widtzero). Here the pair potential changes
sign across the structure (corresponding to fheeen of the phase shift), and exactly in the
middle of this symmetric structure, one recovermanal state metal (i.e. constant DOS and
zero pair amplitude).

4.4.2.2  Self-consistency

The pair potential is obtained according to Eq7)44.9), by integratingn(E,r) to obtain

the integrated pair amplitude. As previously exmdi (see 84.3.3), this calculation involves
iterating the numerical resolution of the Usadealapns to reach self-consistency. Fig. 4.10,
shows the iterated calculation of the pair poténtiathe structure shown in Fig. 4.7 to
Fig. 4.10. One observes the reduction of the patierial in the S electrodes on a length scale
of the order of¢ , a manifestation of the inverse proximity effdctthe system we consider
here, with high transparency interfaces and equaddSN area, the inverse proximity effect is
particularly important, which makes reaching fudlfsonsistency difficult. Here, it can be
considered reached after 10 iterations. In mangsagen quantitative predictions are not
needed, the first iteration already qualitativetggicts correctly the behaviour of the system.
This can be seen for instance in Fig. 4.11, whexeeampare the self-consistent value of the
minigap to the non-self-consistent value obtainédirat iteration assuming a step like
potential, and the result of a calculation notrgkinto account inverse proximity effecie(
assuming rigid bulk superconducting Green functigms$o the interface) [144]. In this figure
we can also check the accuracy of our numericalteeby comparing the predicted minigap
in SNS system with clean interfaces as a functibthe N length, to previously published
results. We more or less recover the results ozigeét al. [143], but the observed
discrepancy is presently not understood

1 A careful examination of our numerical resultsvgfidhat the calculated solutions for symmetricalctires
are slightly asymmetric (See e.g. Fig. 4.10), foreason not yet elucidated. This could explain the

discrepancy.
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Fig. 4.10 lterated pair amplitude and order parameter pofileng the S-N-S structure. The curves

in the bottom panel are obtained by multiplying tieves in the top panel by the pair interaction
potential depicted in the middle panel. Hence,d@ghe normal metal the pair amplitude is non
zero, while the order parameter is zero due t@bsence of pairing interaction. The pair potential

is reduced in the superconducting electrodes, altieetinverse proximity effect. One sees clearly
that the typical length scale is of the ordegof
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Fig. 4.11 Predicted values of the minigap in SNS structuriés alean interfaces, as a function of L,
the normal metal length. Green and red curves laergsults of our calculation, taking into
account the inverse proximity effect. Green isribe-self-consistent obtained at first iterationd an
red is the converged result at iteration 10. Thee ldurve is taken from Fig. 1 in [144] and the
open dots, from Fig. 3 in [143]. In the inset, #ane data are plotted in a log-log scale, showing
an asymptotic 2 dependency of the minigap at large L.

4.4.3 Role of interfaces

Imperfect interfaces reduce the strength of theiprity effect: the minigap is reduced, and
on the S side, the inverse proximity effect, whk associated reduction of the pair potential
is weaker (See Fig. 4.12). This can be easily wtded in terms of scattering : at a dirty
interface, an electron coming from the normal meéga, in addition to the Andreev reflection
process, a finite probability to experience a ndrreflection, which does not induce pair
correlations in the N part. For a detailed investin of the role of the interface parameters
see Ref. [149].

Even with perfect interfaces, the 1D model can siibw discontinuities in the derivatives of
the Green functions at interfaces if the electrattesiot have the same cross-section (while
sill staying in the 1D approximation). In this caffehe superconductor is much larger than
the normal metal, the inverse proximity effectl®aeduced (See Fig. 4.13).
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perfect interfaces scattering interfaces

Fig. 4.12 Comparison of the DOS in the same ideal SNS streiciiith perfect interfaces as in
Fig. 4.7 - Fig. 4.8 (left) and same structure withsistive interfaces (right), at zero phase
difference. In this latter plot we assume the fatms contribute to the total normal state resigtan
by the same amount than the wire.

uniform cross-section larger S cross-section

Fig. 4.13 Comparison of the DOS in SNS structures with pérfaterfaces but different cross
sections in S and N parts. On the left, N and ®&egual cross-section (Fig. 4.7 - Fig. 4.8), whil
on the right, the S cross section is ten timesefatgan the N cross sections. In this case, the
superconductor appears more “rigid”: the inversexionity effect is reduced, and the minigap
increased.

4.4.4 Dependence of the minigap on N size

Fig. 4.11, shows the dependence of the minigapliB &NS structure with clean interfaces,
as a function of the length of the N part. In the log-log inset, one sees #idargelL, the

minigap varies ak™. This dependence can be traced to the diffusiaeacker of the problem:

an electron in the N part has a characteristic kiveéz = /D, which defines the Thouless

energy scale ET=h/r=hD/L2, frequently encountered in mesoscopic systems. The
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proportionality noted above shows that the miniggs proportional to the Thouless energy

when E; < A [143]. The precise proportionality factor dependsthe details of the system,

and, in particular, on the interfaces, as showthénprevious section.

4.4.5 Phase modulation of the proximity effect

The originality of the equilibrium SNS system istlone can impose a fixed superconducting
phase differencé across the structure. Experimentally, this caradi@eved by closing the
system in a loop and threading a flux in the los@e(below) or by driving a supercurrent
though the system. This phase difference affeetBS of the whole structure in a periodic
manner [150]. We show the evolution of the DOS fSNS structure witlhh in Fig. 4.14.

When the phase is varied, the minigap evolves rbugh|cos§|, pinching off linearly at

o=z mod 2.

Fig. 4.14 Evolution of the DOS of an SNS structure (samenabig. 4.7 - Fig. 4.9 ) for a phase
difference between the superconductors varying émtw0 andr (the behavior is even,n?
periodic in phase difference).
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4.5 SNS systems viewed as scattering structures

Pioneered by Landauer, the description of quantoiner@nt structures in terms of scatterers
for electronic conduction channels has proved aepfmlvway of understanding mesoscopic
devices. In particular, its formal simplicity oftatlows intuitive insights on the behaviour of
the systems. For proximity effect structures, itaiscomplementary tool for the Green
functions approach which gives its predictions otfisough the “black box” of numerical
resolution of the Usadel equations.

The scattering approach of SNS structures is wgllained by Beenakker in Ref. [134]. In
this approach one combines the ordinary electrecattering matrixs of the N part with the

Andreev scattering matrim(g,go) describing the NS interfaces and which couplestielr
and hole motions in the N part of the structureisThatrix a(a,q)) depends on both the

energy and the phase of the superconductor antdecarpressed with thg, given in (4.17).

Working out the scattering matrix of the whole stue, one finds resonant conditions at well
defined energies|KA, given by the roots of

Det| 1-a(e,~¢) s(¢)a(e ;) s(e) |= C (4.21)
where 1 is the unity matrix [134]. These resonances cpoed to quasiparticle states for
which after an Andreev reflection at each extrertikgy particle interferes in phase with itself
(Fig. 4.15), giving rise to a localized state iesithe N part, called an Andreev Bound State

(ABS). Such a structure can be viewed as a FahbmtPesonator made with phase-
conjugation mirrors, and the ABS are the modes@ftésonator.

a(z.9,) a(s.9,)
o/
?, ESCW%) =7
S, N S,

Fig. 4.15 Sketch explaining the formation of Andreev boundtest in an SNS structure. At well
defined energies, when following a trajectory sashdescribed in this figure, the particle can
interfere constructively, giving rise to a localiizetate with the particle confined mostly inside th
normal metal.

All the properties of the system can be obtainedhfthe global scattering matrix, provided
the statistical properties of the constituents kmewn (and, in particular, their energy

dependence) [151]. This is where this approach esemgth the field of Random Matrix
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Theory [152]. In particular one can predict the D&@i$he structure, which, at energies below
A, is the distribution of the roots of (4.21).

I M
[

e

m

Fig. 4.16 Sketch showing the link between a discrete cobectdf Andreev bound states (top)
obtained in the scattering formalism, and the D®@&ined from the Green functions formalism.

This approach can be simply and completely workadirothe case of short SNS structures
(L<), for which the energy dependence of the N paattagng matrix can be neglected and
assuming “rigid” BCS superconducting reservoirs. @ssuming no inverse proximity effect).
The Andreev bound states are then completely detedvand one predicts their energies to

be [134]:
& =*A |1- sin’ (é] :
\ 2

where § = ¢, — ¢, is the phase difference across the structure{and.,z;,...r,} is the set of

eigenvalues of's, i.e. the normal state transmission probabilities ofaleetronic channels

in the N part. The ABS come in pairs, symmetricudlibe Fermi energy, hence the * sign.

In this latter short contact limit with rigid BC®servoirs, the fact that the pair interaction
potential is zero or finite does not change theperbes of the system (seey blue curve in
Fig. 4.11), and hence, this description applieszelsto fully superconducting systems with a
short constriction. This scattering approach ofasespic superconductivity has indeed been
thoroughly tested in atomic contact experimentsylmch the number of channels is small
and their individual transmissions can be deterthirj@53- 157], and spectroscopic
measurements of transitions among ABS using micvewmradiation are now being

attempted.
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4.6 An STM experiment on the proximity effect

Although the proximity effect in various structurbas been investigated for many years
[158], no experiment could investigate it in detBdany predictions were found in agreement
with the theoretical predictions, though a compnsihvee comparison is still lacking. The main
results obtained are:
» The tunneling density of states was measuredew alistances away from
a NS interface using a few fixed tunneling proldez?|.

* The maximum supercurrent of an SNS structure wesmeed [159].

In order to probe the proximity effect in greatetail, we have fabricated a series of SNS
structures of various sizes and measured the fanakling DOS at many different positions

in the structure. Our aim was in particular to stgate the dependence with the length of the
N part, and the dependence of the proximity effatit the phase difference between the two
S electrodes. Here, an important goal was to panldemeasure the minigap in the local DOS
predicted to occur for short enough N wires.

Last but not least, this experiment provided ushvatreal test-bed for the experimental

system.

4.6.1 Sample geometry

Our aim is to investigate quasi-1D S-N-S structuresvhich the phase difference can be
controlled externally. For this purpose, we hawerited an N wire in a superconducting loop,
which allows to control this phase difference by applied magnetic field. On the same
sample, we designed many wires with different leagtovering all the different regimes of
the proximity effect (84.4.4): the long junctiorgnme equivalent to two independent S-(semi-
infinite N wire) systems and in which the local D@&es not vary with the phase difference,
and the short junction regime in which proximitypstconductivity develops all along the N
wire and in which the local DOS varies with the gdhaifference as explained in 84.4.5. The

samples fabricated using electron beam lithograpéyshown in Fig. 4.17.
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Fig. 4.17 Our samples consist of an array of SNS structurgs avloop geometry, the normal wire
being inserted in a superconducting loop. The nbierggth, ranges from 300nm to 3pm. The
labels (number or letters) allow to identify theusture using AFM imaging. Leads connect all the
structures to a common ground, necessary to siektifh current in tunnel spectroscopy
measurements.

4.6.2 Implementation of the experiment

4.6.2.1  Achieving a good phase bias

We discuss in this section the conditions for dadle control of the phase difference across
the N wire. The flux of the magnetic field deterssrthe integral of the phase gradient around
the loop. We designed our experiment so that tlaseklifference across the N wire is given
by the flux applied externally. Two correcting effe have to be considered:
» A part of the integral arises from the S part @ Wire due to its non-zero
inductance.
« The applied magnetic flux is modified by the sciegncurrent that

develops in the loop.
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4.6.2.1.a Kinetic inductance correction

At a given flux, the ratio between the phase ddfee accumulated along the S wire and

along the N wire,0® /6™ | is also the ratio of their kinetic inductancdstheir geometric

inductance is relatively small. The kinetic industa of an S wire writes [160]:
1 h
=R 2
“ R A

where R® is the normal state resistance of the (S) wirmil&ily, the kinetic inductance of

the N wire subject to proximity effect takes, umtaumerical factdr a similar expression:
ny 7

b
&

LYORS

with ¢, the minigap energy. One thus obtains the relation:

(S) (S)
0~ _ &

5N K Rl(\lN)

This ratio is small for all our samples. It dece=agom about Iin the shortest wire down

to 10° in the longest one.
4.6.2.1.b Circulating currents correction

The geometric self-inductanc€ of the loop brings a correction to the externalpplied
flux, due to the circulating currents (see Fig8}. Bince those currents depend themselves on
the phase bias, this gives rise to a self-congisigumtion for the true phase bias

o =(%7:(<Dext -L:1(9)). (4.22)
whose solutions are a reduced phasdor flux @, <®, and an enhanced phase above
[161, 162].
When the productL i. of the inductance and the critical current of W®ak link is not
small compared to the flux quantum, this causesehstic behaviour and a jump of phase
bias arounc (see Fig. 4.18) [163].
However if the geometrical inductance term of E§22) can be neglected, this effect does

not show up. The geometrical inductance is at @irder £, O p,l with | theeffectiveloop

! From [148] and [159], one can evaluate the kinietittictance of a diffusive normal wire subject toximity

superconductivity, assuming, ~ 3.1, [143].
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radius (for the short wires the loop is almostuac, whereas for the long wires, the shape is

ellipsoidal - see Fig. 4.19). For all wireg,, is lower thanZ{ (see 4.6.2.1.a).
Since the critical current of the N part is e, /(eR}’) [159], the maximum phase
correction isé, = 2mu e, /(@ eR,’). This correction is negligible for all samplesgliding
the shortest N wires. Numerical estimates arearfalowing ranges:
L0[1-2] pH,
L£P0[3-9] pH,
L£0[25- 530 pt,
& O[1.5- 94 peV,
ic 0[0.04-17.5 u#,

yielding in the worst case (the smallest loop) angetrical flux (£L;i.) around 1% ofd,.

(Dext o 4
2 |

Fig. 4.18 Currents in the wire contribute to the total flimdugh the loop, which affects the phase
difference across the N wire. In our experiments ttorrection is small since the geometric
inductance is small compared to the total kinetiductance of the loop. The phase difference
accumulated along the S part is also small comp@arédat along the N part because its kinetic
inductance is smaller. Right: red curve: when tle®ngetric inductance of the loop is not
negligible the S-N-S junction exhibits an hysterdéihaviour, and there is a jump of phase around
w; blue curve: in our experiment, the geometric otdnce is negligible, and we can achieve phase
biases continuously from 0 10

4.6.2.2  Sample fabrication

We have fabricated SNS structures made of alumiramd silver. Aluminum is a
weak-coupling superconductor well described by B&S theory, and silver a metal with
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good electronic coherence properties due to thigy @ magnetic impurities in the sources
Furthermore, the Al-Ag interface can have a goaddparency, which is essential to obtain a
sizeable proximity effect. The interface quality iddeed of great importance for the
propagation of electronic correlations into themalrmetal (see 84.4.3 p 190).

For that reason, one has either to fabricate thgpleaby evaporating both layers without
breaking the vacuum, or to mill the surface offirst layer before depositing the second one.
Both techniques are described in Chapter 3. We bated for the first one, using shadow-
mask deposition at two angles, with a bilayer sfsteforming a suspended mask.

This method faces the difficulty that two distinelectrodes (the normal and the
superconducting ones) have to be deposited, wiihtao connections, and no overlap at any
other place. This imposes both small structures lange deposition angles through a
suspended mask with a large height. To put numb&rgmployed +17° deposition angles on
a~1um/ 70 nm thick MAA / PMMA bilayer, whichefds a ~ 600 nm lateral displacement
sufficient to avoid overlap between the patterrize Toops are half ellipses, with one radius
defined by half the normal length from 150 nm t6 im, the other radius being at most 1 yum
for the largest and 0.6 um for the smallest. Thethmd also faces the challenge to deposit
thin and narrow wires (nominal width of 50 nm) atgle angles. Indeed, the deformation of
the suspended mask due to stresses results in wigles than expected (up to 70 nm), and
with a poorly defined shape.

Avoiding overlaps between N and S in another pthea the wire edges ensures that the
superconducting region remains genuine, which al@ansidering a bulk superconductor
away from the interface, and investigating the ieggroximity effect in the superconductor.

46.2.3 Overview of the measured SNS structures

Some of the structures of Fig. 4.17 which we measuturing the experiment are shown
below with their dimensions. Those photographs viaken in a SEM after the experiment
was completed.

'Fe is often the dominant impurity in Au, and coppeide is magnetic.
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AR ARCHNC)

400 | 600 | 1000 | 2800
405| 575 | 975 | 2810
300 | 500 | 900 | 2700
307 | 430 | 870 | 2550
59 | 65 61 64

220 275 | 240 | 220

175 ( 300
300 | 360

Table: dimensions (nm)

Fig. 4.19 Scanning electron micrographs of the S-N-S proyimsituctures. The darker material is
aluminum, and the lighter is silver. Silver (norinaires of different lengths are connected across
a loop of aluminum (superconductor). The total targ, of each wire (indicated on the table) was
measured from the maxima of the overlap regiont) an AFM. Both nominal and measured
length are mentioned. Other dimensions were medswuith the SEM; in particular the “free”
length (a) of the wires, difficult to obtain witheé AFM due to tip size effects. The wires were
designed to be 50nm wide but they come out slighter. Marks on the different structures
come from the tip reshaping procedures (see chagoBe to recover a good tip shape in situ.
From place to place, the normal wire is enlargedsibly due to mask deformation.

4.6.3 What do we measure?

During this experiment we have first used our ARMdcate the systems, and image them.
Once a satisfying image was obtained, we turnetheffAFM mode (see chap 2), positioned
our tip above the desired place, formed a tunnetmgtact between the tip and the sample
with a resistance in the 100 k-1{Mrange, and recorded the conductance of the coasaat

function of voltage, flux through the loop....

We first present the complete set of data taketh@rour systems shown in Fig. 4.19, and we
draw the main conclusions that can be inferred filo@m. The longest wire (#4) in which the
proximity effects developed at both ends do noerfete in the middle of the wire is
described first; we then present the strong inteniee regime that occurs in the short wires #1

and #2; the intermediate regime found in wire #Bi&n presented .
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Throughout the whole data presented in this chagiterpositions at which the spectra were
taken are indicated on an AFM image, with arrowsddferent colours labelling the
corresponding curves. All plots presenting the oosidependence follow this format. All
spectra are normalized to the high voltage conduetaalue, for the ease of comparison, and
usually offset by integers for clarity.

4.6.4 Density of states in a long SNS structure

The first measurements | will present here wereedan the longest wire of length
L, =2.8 uir labelled 4 in Fig. 4.19. The density of statessuead at various positions in the

normal wire #4, and at zero magnetic flux, is showifrig. 4.20. The DOS differs from its
normal state value only close to the NS interfarel no effect is observed in the center part

of the wire. At 30 mK, the thermal length, =./AD/k.T is ~2 um for D =170cnf /s,

roughly equal to the N wire length. In this reginm#e expects a small reduction of the
density of states in the central part of the winterface imperfections can further reduce the
proximity effect.

dl
dv

0 i 1 1 1
-200 0 200

V (V)

Fig. 4.20 In a normal wire of total lengthL =2800nm the density of states exhibits strong

modification close to the interface with the supeductor, and recovers the shape of a normal
metal density of states (i.e. a flat one) as ores gavay from the superconductor. On the right is
shown the AFM picture of the structure, on which edicated the various contact points. On the
left are plotted the normalized conductance ddtentat each contact point. Curves are offset by
integers for clarity.

The proximity effect decays with the distance te thterface at all energies. At the Fermi
level, proximity effect has the longest extensiorthe normal region. In Fig. 4.21 is plotted
the evolution of the DOS at the Fermi level asrecfion of distance from the interface. We
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find that the recovery to the normal DOS is clogseah exponential, with a characteristic
length of 240 nm.

In absence of proximity effect in the central pafrthe wire, no effect of the phase difference
is expected. This will have to be checked in the e&periment since it was not done during
the present one. When these data were taken, W@ woudrive enough current in the coill,

and this wire was not measured again once we Haeldstihe coil issue.
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Fig. 4.21 Normalized conductance at the Fermi level as atiomaf distance to the interface. The
density of states recovers progressively its norstele value, with a characteristic distance of
240 nm. The positions are indicated with an ereordf 50 nm (see 8§4.6.7).

4.6.5 Density of states in a short SNS structure

4.6.5.1 position dependence

We consider here wires with total length 400 nm) @id 600 nm (#2), and with an overlap
region of ~ 50 nm for #1 and ~ 70 nm for #2 at eawth (see discussion in 84.6.7).
Local DOS data are presented for the two wiresign 422 and Fig. 4.23. In each structure
the density of states was measured at variousi@usiin the normal wire and in the
superconducting electrode.

* Wire #1 (length: 400 nm)
One observes on those plots the presence of &mergy gap independent of position in the
N wire: this is the predicted minigap. On the sgpeducting side, and close to the interface,
one notices the existence of states between thgapirand the superconducting gap. This
phenomenon, called the inverse superconductingirpityxeffect (see 4.4.2), had not been
observed before.
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These measurements of inverse proximity effecteaienically challenging, because the DOS
is small, which requires a high current sensitiygge chapter 3). The measured currents were
of the order of 20 fA in the minigap region, and 18 in between the minigap and the gap,
with a noise of ~5 fA. Data B shown on a logaritbrecale in Fig. 4.22 allows to estimate the
measurement noise: an apparent conductance of %#20s measured in the minigap with
an AC excitation of 3 uV, and the peak to peak dss2 1G puS. We take the value of

7 10° uS to be the offset of our measurement in thas:diss was the typical value that we

read when the tip was away from the sample, whachbe seen as a leak resistor in the setup.
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Fig. 4.22 Local DOS in the shortest wire measured, with té¢algth 400 nm and “free” length
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around 300 nm. The spectra are recorded at vapiinss in the structure, both in the normal and
the superconducting regions. Data are plotted engtlaph (upper left), and the corresponding
positions are shown on the AFM image (upper rigintthe normal wire, we show three contact
positions labeled C, D and E. Tunneling data asehpoints exhibit a true minigap around the
Fermi level, with a width independent of positiofhe density of states varies nevertheless
strongly with position, as shown in the lower-rigltaph. The tunnel spectroscopy has also been
recorded in the superconducting region at positiahsled A and B, A being far from the normal
region, and B close to it. Data taken at thesetp@re shown on the lower-left graph: the density
of states at position B is non-zero below the gegggy. To make it clear, data at position A and B
are also shown using a logarithmic scale, on theedaight graph. Unfortunately, data were
noisier at pos. A due to less averaging, and thegpoiled by a high noise level, compared to pos.
B. A non-zero DOS is observed below the supercairtyigap, but not below an energy close to
the minigap energy, observed in curves C, D, EBand



* Wire #2 (length: 600 nm)
Similar observations were performed in this slightinger wire. The main difference is a

smaller minigap energy, as expected.

T T T T T

N
o
o
IS N
o
o
N

di/dV (normalized)

Fig. 4.23 Local DOS in the wire #2 (600 nm). A minigap is eh&d again, smaller than in wire #1.
The graphs have the same formatting than in F&.4The spectra on the S side that were not
taken with enough sensitivity to display them igddthmic plot. Positions in S close to the
interface (G, M) still show a characteristic enevgyich coincides with the minigap, above which
a non-zero DOS can be seen (contrary to what hapipethe bulk at pos. F). As in Fig. 4.22
positions A and B, F should exhibit a larger gegntis and M. The variations of superconducting
gap between these different positions may arisa fitickness variations of the aluminum wire
(the thinner, the higher the gap). Even though Bhwecloser to the normal wire than G on the
image, the DOS at G is not less affected by invBEehan the DOS M (see bottom-right panel).
In fact, G is on top of the N-S overlap (see toppdry). Adjustements of the data (see 84.6.7.2)
showed that the interface near G is cleaner thawotimer interface, which explains why the gap is
more reduced at G.
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4.6.5.2 phase dependence

At each position presented on Fig. 4.22 and FEB,4he phase was modulated by applying a
magnetic flux. Fig. 4.24 shows how the minigap etoas the phase goes throaghs well as
the appearance of features in the DOS shape.

Noticeably, a peak emerges on the minigap edgelasita the BCS coherence peak in a true
superconductor. This is what one would naively ekpe a superconductor with an order

parameter equal to the minigap. Since the minigaes with the phase difference, the peak
is displaced and its shape evolves with the phéfesehce.
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Fig. 4.24 Normalized conductance for different values of entrin the coil; each graph represents a
different positions in wire #1, labeled by the saeiters as in Fig. 4.22. For clarity, curves are
displaced by integers on all graphs except forptbstion B in the superconductor where data are
shown on a logarithmic scale, for there is onlynsals amount of states that are modified by

inverse proximity effect.
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Fig. 4.25 Same as in Fig. 4.24 for wire #2. Positions G andrivthe superconducting side were not
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4.6.5.2.b Phase calibration

In order to obtain the coil current to phase cosieer, we determine the flux which
corresponds to a phase difference. We find 78+1 mA in wire #1, &3t1 mA in wire #2.
All data plotted as a function of the phase asstnmse values calibration values.

phase difference

-Inm In 3n
T T T T !
10— On  Ir o ow  Ar
%\ _w?ren:1 Y
(D) wire n°2
N
'©
S
S
O 0.5¢f
c
N’
Q)
0.0 : —

-100  -50 0 50 100 150 200 256 300
Coll current (mA)

Fig. 4.26 Normalized conductance at the Fermi level, as atiom of coil current, at one position in
the two wires presented in this section. Sincesibe of the loop is not constant, one has to apply
higher magnetic field to thread one flux quantunotigh the loop, so the period is not a constant
function of cail current. The X axis is shown eitlire direct coil current values (bottom axis) or in
phase value (top axis), assuming the aforementicalegs of the current forrmphase bias. When
the coil current is too high, one can observe depgiin the superconductor, resulting in an
increase in the Fermi level density of states. Thi®bserved above 180 mA at the position
presented here in wire #2. The data were not tekedire #2 for 1>125mA.

4.6.5.2.c minigap as a function of phase

The criterion employed to determine the amplitufiéhe minigap should rigorously detect
the value of polarization at which the density tatss begins to be non zero, with a threshold
as small as the accuracy in the DOS measurementeVén, due to finite energy resolution of
the density of states measurement (see Chap.i8)kriterion yields a zero gap value over a
whole phase range aroundTo go beyond this limitation, and show data awinole range

of phase bias, we define the minigap amplitudeedahe position of the maximum of the
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derivative of each curve, obtained numerically frma data. Gap determinations obtained
with this procedure are shown in Fig. 4.27.

. * C wire #1
70 F a J o K wire#2

60 |- S i

i
&
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40 F

gap (1V)
>

30k @ _
20 |

10 2% .

-Tt 0 ! 21

phasi

Fig. 4.27 In wires #1 and #2 the gap amplitude has beenedl@ts a function of phase bias. One sees
a diminution of the gap amplitude as the phasecas®s towards, and an increase aftat
Considering all the data, one can see this beh&isymmetric around 0 and For each wire,
data are shown for various positions, and the abémce between data show that the minigap
amplitude is independent on position.

4.6.5.3 Isthe Al electrode affected by the applied field?

The phase modulation data that we have presentiedtedo apply magnetic fields not small
compared to the critical field of the Aluminum fémOur current to field calibration, derived

from the flux calibration using the loop area,d$5 Gauss/m.. The field applied in the

phase modulation experiments, up to about 50 Gasis®t small compared to the critical
field of Al wires. The depairing due to the fiekldharacterized by the depairing energy [148]

um:%&gw, (4.23)

with B the magnetic field anal the width of the superconductor.

The predictions of this model were found in quatiie agreement with experiments
performed on Al wires with similar widths [148, 164
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The DOS measurements taken in the Al electrode/@fpbsitions close to the NS interface
show an effect of the magnetic field over the coifrent range (70 mA) explored in phase
modulation experiments. These data, presentedyirdk28, point out that the depairing effect
is larger in the region close to the current-sigkiire (see Fig. 4.17) with a larger width of
500 nm, than on the narrower opposite side, whesedepairing is smaller. Fits with the
Skalski model [165] are consistent with the esteédawidth variations.

Note however that the simple wire model yielding28} is not rigorous for our structure
whose geometry varies on the length-scale of tine width. These results also indicate that a

symmetric design of the S electrode at the two erfdkie N wire would have been more
appropriate.

G (normalized)

G (normalized)

—

00 A 1 1 1 1 1 1
140 150 160 170 180 190 200 210 220 230
I (mA)

coil

Fig. 4.28 Left: Local DOS at two positions in the Al S elexte, for different coil currents
(0.65 G/mA). The gap reduction is slightly more ortpant at position M than at position G
because of a larger depairing energy in M, duewidar electrode. Bottom right: Variations of the

zero energy DOS with the coil-curren, in the bufikhee sinking wire. The critical field here is
about 120 Gauss, for a wire of 500 nm-width.

211



4.6.6 Density of states in a medium-size SNS structure

4.6.6.1 Intermediate regime

When the length of the normal wire is increaseg@estonducting correlations are expected to
be present throughout the structure, till it exsetdek thermal length. From the experimental
point of view, the picture is however less simpérduse, when the minigap becomes too
small, the resolution achieved with the tunnelingtimd (see chapter 1 and 3) does not allow
to observe a zero DOS inside the minigap, but ardyp. Note that this was already observed
in the phase dependence of the minigap araund

In the 1 um-long wire #3 the minigap, estimatedekirapolating the values obtained on the
other wires, is 9 pV. Given the 10 pV resolutioroaf microscope, we indeed cannot expect
to observe a true gap.

Data taken in wire #3 are plotted on Fig. 4.29s€lto the interface, the curves distinguish by
pronounced features just belotv on the N side, and by a peakEt A on the S side. As

one goes towards the middle of the wire, featupgear at lower energy: states aggregate at
the minigap edge.
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Fig. 4.29 Left: Local DOS in the 1 pm long wire #3. Spectreravtaken at positions very close to the
N S interface, as shown at U on the S side, and®,ihe N side. The spectrum evolves from a
near-BCS spectrum at position U (see Fig. 4.7 tmpless spectrum at position T still on the S
side. Other positions display some of the featshesvn in Fig. 4.22 and Fig. 4.23. An estimated
minigap can be obtained from the width of the cantauoce dip (dashed lines). Position T is noisy
partly due to mechanical instabilities of this @mtf and partly to the very low conductance of the
contact: we did not achieve more than ~0.04 pBisiposition and could never again observe this
kind of data.

4.6.7 Comparison with theory
We now compare the above results to the predictidribe quasiclassical theory presented
above, using the the technique described in §4.3.

4.6.7.1  Parameters entering the theory

(i) For the superconducting aluminum electrode, we oeed to know the value of the gap of
aluminumA. This value is obtained from a separate DOS measemt in the bulk, i.e. “far
away” from the normal region and at zero magneeicif As discussed in chapters 1 and 3,
the conductance is the density of states convoWwitll the electronic energy distribution
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function in the tip. From the fits, one obtainstbtte temperature of electrons in the tip, and
the gap of the superconductor. This valueAofshould be constant on all the samples, but
actually, the apparent gap near low resistancefates needs to be reduced by a few percent,
to take into account inverse proximity effect whismot calculated self-consistently here, for
simplicity (cf. Fig. 4.22).

(i) For the N wire, we mainly need to know the diitusconstanD. It is assumed to be the
same for all wires, fabricated in the same depwsistep. The diffusion constant in the S
electrode also enters the theory, but we noticatl ttre predictions are weakly sensitive to
this value, due to interface parameters (see POI so we took the same value as for silver.

(i) Geometrical parameters and positioning accuradbg 1-D approximation used in the
numerical calculations requires making some simiplf assumptions on the geometry and
defining effective lengths (See Fig. 4.30). In joaitar, the effective lengthi of the wire is
taken intermediate between the “free” lengtand the total lengthy. Even in the absence of
positional uncertainty relative to the sample image position of the tip in the model also
needs to be redefined: in the model, what is relkeia the distance to a sharp interface,
whereas in the experiment, the position of thegipot at a well defined distance from the
interface. Furthermore, the tip-to-interface dis&Rr. entering the 1-D model is different
from the distance to the apparent interface in the AFM image. Indhedest approximation,
we consider, in the N wire,

/—a

Xe = X+

We stress here that this is not to be taken asast enapping: such a mapping does not exist.
On the S side also, a similar redefinition is reegi since the Al thickness has to be taken
into account.

Once this mapping done, one expects the discregmrmtween the 1-D model and the
experiment to be in relative most important for shertest wires and close to the interfaces.
Additionally, the experimental tip positioning acaay, mainly limited by tip deformations, is
estimated at +25nm in worst cases. Hence, smalsadgnts of the positions were allowed

for a few curves in order to obtain a predicted DOBetter agreement.
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Fig. 4.30 Top: relevant geometric and material parameterdeszribe the overlap junctions in the
SNS structuresiag 4, are the nominal cross sections of the struc@Bo&om: in the 1-D model,
we introduce effective parameters discussed itietkie

(iv) As discussed in the theory section, the interfeamesparency is an important parameter,
which, experimentally, is not well controlled. Imet model we have to provide the

transmission distributiorP(T) of the conduction channels of the interface (s¢£.8.5,

p. 172). While attempting to reproduce the expeni@le measurements, we found the
depression just abova found in some data could only be reproduced byirasgy the
channels transmission is close to unity. For sicitpli and to reduce the number of
parameters, we assumed all transmitted channelsalhstic channels {=1). This is
consistent with the fabrication procedure wherdnlvoétal are deposited in the same vacuum,
thereby ensuring interface relatively good cleasn&oing so, we are left only with the
number of interface channels as a free paramehas. also is reasonable since the effective
overlap between the electrodes can vary due tadigmersion in the fabrication process,
which is clearly seen on the scanning electron agi@phs of the structures (Fig. 4.19).
Moreover, as already mentioned, the cross-sectiem differs from one side to the other side
of the interface. Thus, some channels belongirtpeésuperconductor are not coupled to the
normal region, which weakens the inverse proxinaffect in the superconductor. For
convenience in the dimensionless numerical equakioreach interface we rather specify the

resistance ratiod =R, /R, where R, = G =(N C%)_lis the normal state resistance of the

contact andV the number of transmitted channels, and
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R:g: g
¢ Ao, Ap, €D

is the resistance of a lengftof the N wire,A being its cross-section, apg, the density of
states.

Finally, in the parameters describing the intergaire(4.18) enters the product of the cross
section with the conductivity of the material. Sinwe assumeiif D is the same in both

materials, and knowing the density of states of At the Fermi energy,

Py =2.15x10" J nfand of Ag, p,,=1.03x 10" J n¥, we expect a conductivity about

twice as large in Al. According to the nominal gestrital parameter8a = 8Ang. Hence, in
the calculation we take the prodégica =X\ Aagoag, With A = 16.

4.6.7.2  Comparison with theoretical predictions

4.6.7.2.a Determination of the parameters

Determining appropriate model parameters was dom itrial and error process in order to
obtain a good overall rendering of the data. First, diffusion constant is fixed and then the
left and right interface resistance ratins: are adjusted for each wire in order to try
reproducing the width of the minigap, and, if pb&sithe individual shapes of the curves. In
spite of the apparent large parameter space, pinglavith the numbers one rapidly acquires
the feeling of the direction in which to adjust tfeious parameters.

Indeed, initially the parameters space was everhrtarger since we were also adjusting the
average transmission of the interface channels éaea trying other distributions), before

realizing that the optimum was consistently fountlydor high transmissions, at which point

we decided to freeze this parameter to unity fontdrfaces.

In the following table are summarized the set shp@eters we have converged to.
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wire #1 wire #2wvire #3wire #4
Effective lengthy (nm) 350 | 550| 950 2750

Diffusion constanD (cnfs?) 170
Gap energy (ueV) 165 170;17375 | 170
averager 1

Left interface

r_ ratio 0.7 4.0 0.5 1.0

average 1
rg ratio 0.5 0.05 2.0 0.6

174

Right interfac

Table. 4.1 Sample parameters used for the calculated res@lsemted in this section. In wire #2, the gap
energy differs between the two superconductingrelées: the first given value corresponds to tfieolee.

One can check whether these parameters are retsdraim the diffusion constant, one can
calculate¢ = 250 nm, andR: = 3.7Q, corresponding to a resistance per squye 0.7Q

qguite reasonable for this kind of films. From themnal cross-section of the wires
(30x50 nnf), and the silver Fermi wavelength= 5.24 10°m, one arrives to a number of

N~22000 channels in the wire corresponding to a mum interface resistance
Rmin =(V Go)* = 0.6Q. Hence the interface resistance ratio could be las as

Rmin/ R:= 0.015. The values obtained are globally largagticating either a deviation from
clean interfaces, or a variation in the number rahgmitted channels from the simple
estimation above. Since we obtain a better agreeméme fits by assuming ballistic channels
rather than a disordered interface, we concludethigaactual overlap between aluminium and
silver is responsible for the observed variatiofisis is checked by having a look at AFM
images, where the overlap can be roughly evaludied. method is not really sensitive, and
only allows checking whether interface parameteesreasonable or not, especially for wire
#2 where there is a huge variation between leftrayid interfaces. In next figure are plotted
the cross sections measured parallel to the siwrer on AFM images, for both wire #1 and
wire #2. On this figure, one can observe tlpbg wire #1 the overlap is quite equivalent for
both interfaces, wich is consistent with the valgesnd g for this wire, andi{() on the
contrary, in wire #2, the right interface overlapclearly observable whereas the left one does
not appear at all, which once again backs up ttiadivalues r and g. On wire #3 and #4,
the left and rigth overlaps look similar (data sbown).

These observations allow us to infer that the numlb&ansmitted channels is not limited by

the wire cross section, but rather by the overlaps.
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Fig. 4.31 Cross-section views of wire #1 and wire #2. Lefhgla AFM images, on which are
indicated by a straight line the locations whereanaeken the height data. Right panel: height data
along the line. One can see that on wire #1 thelawes balanced between left and right
interfaces. On the contrary, on wire #2 one carttseeverlaps are really asymmetric.

Finally, regarding the value of the gap used farhewire (to avoid doing self-consistent
calculations), we see that indeed these gap valmslate somewhat with the quality of the
interfaces we consider: lower gap values are fdondvires with clean interfaces. A finer
analysis would have required taking two gaps tce teko account the asymmetry of the
contacts. Indeed, careful examination of the cuvesd M in Fig. 4.23 shows that the gap is
larger on the “left” side of the wire (M curve) thaon the “right” side (G curve),
corresponding to the interface resistances we fiidce by construction the model cannot
capture all details of the experiment, we thougktas a bit pointless trying to refine further
this particular aspect. In principle, though, aglaixed in the theory part, such details on the
order parameter should be captured by performitigeeasistent calculations, which are only
a matter of patience.

Using the above parameters, the calculated DOSgw@it6=0 for the four wires are shown
in Fig. 4.32.
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Fig. 4.32 Calculated DOS profiles @t=0 for the four wires. The interface parameterssir@vn in
Table. 4.1 and have been chosen to obtain the dwestll fit at all the measured positions,
presented hereafter.

4.6.7.2.b Position dependence

The theoretical predictions for the conductancdaiabd by convolving the DOS with a
thermal rounding function taken at 60 mK, are pdttin Fig. 4.33 together with the
experimental data for the 4 wires measured. Alltjmrs are labeled with the same letters as
in Fig. 4.22, Fig. 4.23 and Fig. 4.29.
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Most features of the conductance curves are gatwéty accounted for, except at a few
positions such as C and E in the shortest wireHgte, we attribute the discrepancy to the
failure of the 1D model, which is corroborated bg better agreement obtained for the longer
wires. Note that some small position adjustmentghinvthe estimated position accuracy,
have been made for fitting some curves.

The dip predicted at zero voltage at positions AR, AC is not observed experimentally. A

possible explanation for this effect is the preseoica small depairing process in the N wire.

More calculations are needed to test this hypathesi
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Fig. 4.33 Comparison of data with theory at zero phase hiaslf wires (top left: #1, top-right: #2,
bottom-left: #3, bottom-right: #4) presented intssts 4.6.4 to 4.6.6. Each curve is labeled by a
letter corresponding to the position labels.
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4.6.7.2.c Phase dependence

We have then compared the data with the predidtadepvariations for the conductance. Data
and predictions are compared in Fig. 4.34 for tvesitppns on the two sides of the NS
interface in wire #1.

The important result demonstrated here is thatrtimgap is observed unambiguously on the
S side: the minigap measured in the N part andskeciated feature observed on the S side
have the same phase evolution.

The presence of the same energy scale (the minifgjpighout the SNS structure is an
important characteristic of the influence of theté N electrode on the S side, which is well
reproduced by the theoretical predictions.
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Fig. 4.34 Comparison between tunneling conductance data esdicfons at two positions on the
two sides of the NS interface in wire #1. Experitabdata (left) and theoretical predictions (right)
at position C on the normal side (top), and attjsB on the S side (bottom). The minigap in the
N part and its associated feature in the S sideWidhe same phase variations.
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4.6.7.2.d Length dependence

The different S-N-S structures were fabricated g@tber on the same chip. In these
conditions, one can hope to get the most similgrfamce parameters and metal properties.
Although interfaces are not identical (see Tablg),4he dependence of the minigap with the
N wire length could be approximately checked duthmgexperiment.

Tunneling spectra are shown in Fig. 4.35 in thdre¢positions of the four wires measured.

The measured minigaps are in agreement with theuleééd ones. On Fig. 4.35 are also
shown theoretical curves presented in a paper &@nCuevas et al. [144].
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Fig. 4.35 Top: tunneling spectra in the middle of four wi(é4-4) with different lengths, expressed
in units of ¢ . Bottom: theoretical predictions for the DOS ie thiddle of the N wire for different
lengths, assuming perfect interfaces, and negtpativerse PE. This figure is reproduced from
FIG. 1 of Ref. [144]. The dependence of the measuniigap is not easily comparable to
theoretical predictions because the interface petens vary from one wire to another. However,
our measurements already qualitatively resemblertbdictions.
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4.6.7.3  Summary of the fitting parameters
Position X x/a Xe OXet
(nm) (nm) (nm)
E 41 13% 62
Wire 1 D 154 50% 175
C 266 87% 287
B 338 110% 420
M 0 0% -66
L 67 16% 127
K 255 59% 315
Wire 2 J 304 71% 364 -31
| 324 75% 384 -40
H 421 98% 485 -73
G 516 120% 660 110
U -19 -2% -1
T 26 3% 66
S 52 6% 92
Wire 3 R 131 15% 171 -21
Q 191 22% 231 -44
P 261 30% 301
O 348 40% 388
N 435 50% 475
AC 1352 53% 1402
AB 2066 81% 2116
AA 2193 86% 2243
Wire 4 Z 2346 92% 2498 -102
X 2499 98% 2549
w 2547 100% 2677 -89
Vv 2576 101% 2597

Table. 4.2 Parameters used for the fits presented in Fig. &.BR). 4.34.x is the effective apparent position
of the tip from the AFM image, whil& is the effective position using the crude mappiisgussed in
84.6.7.1. The last column are shifts which werdieggo the listed effective positions to improve fits.
The most important corrections were needed in @jine which the geometry of the wire was not norhina
(See micrograph in Fig. 4.19)
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4.6.7.4  Experimental limitations

Some experimental limitations were already disalisgethe beginning of the experimental
section. We discuss here several aspects of treximgntal realization of importance for the
comparison wit theory.

4.6.7.4.a Positioning accuracy

AFM pictures were usually taken just before theussition of the spectra. Whenever it was
necessary to take more extra image(s), they weqrerisoposed with the reference image, in
order to show all points on the same image, an@dlde to compare the position of the
different contacts. Although this superimpositiorogedure is accurately done on visual
appreciation, it induces a small inaccuracy indheolute position of the tunneling contacts
measured, because the imaging resolution genechiyges from image to image. Note
however that an extra uncertainty on the tip posiarises from tip deformations during the
establishment of a tunneling contact with suffitigfarge conductance (see chapter 3). The

overall positioning accuracy is estimatedtas nm.

For this reason, some conductance curves may ber titted by theoretical predictions at
slightly different positions.

4.6.7.4.b Energy resolution

A standard issue in STM spectroscopy is the eneegplution linked to the electronic
temperature in the tip, when using a normal tigl tanthe external electromagnetic noise. The
broadening of the DOS by these effects hindersotiservation of too small minigaps, as
discussed in 84.6.4, p. 201.

To reproduce the data, we convolved the calculdie®S with a thermal broadening
function at an effective temperature of 65 mK, irgd from tunneling experiments on the S
electrode.

We could, in principle, take the problem the othesly around, and deconvolve the
experimental data from this broadening to allow aremaccurate determination of the
minigap. However, we did not try this procedureswese it does not work well on noisy data,
with non-monotonic shapes.
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46.7.5 Model limitations

Here are presented some points that could be eethdanche theoretical treatment used to

reproduce the data.
4.6.7.5.a Depairing

At low energies, on the LDOS of wire #4 (Fig. 4,38nd far in the normal region, one
predicts a dip in the density of states at low gyevhich is not observed.

The thermal broadening introduced in the calcumatiehich accounts well for the other data,
and in particular for the rounding of the DOS & thinigap edges, does not account well here
for the data at small energies.

A possible explanation for this discrepancy isekistence of a small depairing process in the
N wire.

This can be handled theoretically in the quasiadas$ormalism, by setting a non zero spin-
flip rate term in the Usadel equations (4.15).

However, the source of silver was specified witveay high purity (1 ppm impurity), which

does not favour this hypothesis.
4.6.7.5.b Self consistent treatment of the proximity effect

As mentioned above, the order parameter in therScjmse to the NS interface is reduced.
This implies in return a reduction of the inducedximity effect. An iterative calculation has
to be performed until the process converges (se€&2 p. 188) and yields a stable order
parameter profile (see Fig. 4.10). Note that thigrse proximity effect is small because the
superconducting electrode has more channels tleamatinow normal wire.

4.6.7.5.c 1-D model of the NS interface

In our 1-D model, the geometry of the NS interfacaot taken into account. In our samples,
the superconducting electrode is deposited on fofhe N wire, over a 50 nm nominal
overlap length, comparable to the width of the MewBince this overlap length is smaller

than the coherence length,, .., <<¢, a 1-D model is roughly justified, but may yield

guantitative differences. Note however that thdapske of the suspended mask, observed
sometimes, may have resulted in a larger overfapny case, the precise position of the N-S
interface is not known with a better accuracy thiae overlap length, comparable to the

positioning accuracy.
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A simplified analysis of a 3-D system, neverthelessturing some of changes brought by the
3-D geometry [166], yielded a modified profile tetorder parameter, with two steps instead
of a single one as shown in Fig. 4.36. This ptemic could not be checked in our
experiments. The full self-consistent solution &B model, and the detailed investigation of
an N-S overlap junction, constitutes a real chgiem the field.

S dg

10 :
ARAs o5 \
0.0 : \

Fig. 4.36 Model of the overlap junction considered in [16&]two step profile is predicted for the
order parameter.

| dN N

4.6.7.5.d Transverse extension, sample geometry

In our case, another, and probably more criticatueption is the 2-D character of the
electrodes.

The 1-D model applies when the transverse dimeasaa much smaller thafi. In our
situation, & =hD/A =250nm for the assumed vali@=170cn? /<. The diffusion constant

in aluminum was not measured in the samples, Ihar &xperiments have given values in the
range D =100- 300cm /.. The width of the aluminum wire is thus not snwdimpared to
the coherence length, and lateral inhomogeneities to be expected in the contact area.

A more symmetric design between the wide curramkisg side and the other one would also
avoid a dissymmetry in the boundary conditionstifier superconducting gap. Indeed, when a
magnetic field is applied for varying the phasdedénce, the width dependent depairing
affects both sides differently: the gap on the witlerent-sinking side is more depressed than

on the other side (see Fig. 4.17).

4.6.8 Article reprint: proximity effect in S-N-S structures

We reproduce below an article published in PhydRealiew Letterd.00, 197002 (2008).
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Phase controlled superconducting proximity effect probed by tunneling spectroscopy

H. le Sueur, P. Joyez, H. Pothier, C. Urbina, and D. Esteve
Quantronics group, Service de Physique de I’Etat Condensé (CNRS URA 2464), CEA-Saclay, 91191 Gif-sur-Yvette, France
(Dated: April 15, 2008)

Using a dual-mode STM-AFM microscope operating below 50 mK we measured the Local Density
of States (LDoS) along small normal wires connected at both ends to superconductors with different

phases.

We observe that a uniform minigap can develop in the whole normal wire and in the

superconductors near the interfaces. The minigap depends periodically on the phase difference.
The quasiclassical theory of superconductivity applied to a simplified 1D model geometry accounts

well for the data.

PACS numbers: 74.45.+c, 07.79.-v, 74.78.Na, 73.20.At

The proximity effect at the interface between a normal
metal (N) and a superconductor (S) consists in the weak-
ening of electron pair correlations on the S side and in
their appearance on the N side, which can then acquire
superconductor-like properties (for a review, see [1]). In
the case of diffusive metals, the quasiclassical theory of
superconductivity [2] provides a powerful framework to
describe this proximity effect. It predicts that if the N re-
gion is smaller than the electron phase coherence length,
it then behaves as a genuine superconductor, i.e. it can
carry a supercurrent and there is an energy range [—6, +9]
around the Fermi energy in which there are no available
states for quasiparticles. As § is smaller than the gap
A of the bulk superconductor, it has been dubbed the
“minigap” [2]. A remarkable feature is that this minigap
is the same everywhere in the structure, i.e. both in the
N and in the S electrodes. In particular, this implies a
non-zero Local Density of States (LDoS) in the super-
conductor between § and A. This additional density of
states, which can be seen as the evanescent tail of nor-
mal electrons undergoing Andreev reflection [1] at the NS
interface, dies exponentially when moving into the super-
conductor. These predictions are illustrated in Fig. 1a for
the case of a one dimensional SNS structure in which §
is furthermore predicted to depend periodically on the
phase difference ¢ between the order parameters of the
two superconductors [3] and vanishes at ¢ = wmod 2,
as shown in Fig. 1b. Although spectral properties of
proximity structures have been partially probed in spa-
tial measurements of the LDoS [4-8] and in transport
measurements (refs. in [1] and [9-12]), neither the exis-
tence of a uniform minigap nor its phase modulation have
been reported. In this Letter we present high resolution
measurements of the phase and space dependence of the
LDoS on both sides of the interfaces of SNS structures,
and compare them to the theoretical predictions.

In a Scanning Tunneling Microscope (STM), the de-
pendence of the tunneling current I on the tip-to-sample
voltage V directly probes the electronic states available
at energy eV in the electrode just underneath the sharp
tip. Variations of the LDoS over small distances can
therefore be accessed taking advantage of the high spatial

3 _‘
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FIG. 1: (color online) (a) LDoS in a 1-D SNS structure,
obtained by solving the Usadel equations of the quasiclas-
sical theory of superconductivity in diffusive metals, taking
into account scattering at interfaces and geometrical parame-
ters [15]. A is the gap of the superconductor. A uniform
minigap J, defining a range of energy 20 in which the LDOS
is exactly zero, appears across the normal region and in the
S electrodes. In the latter, the finite conductance between §
and A decreases exponentially away from the interfaces, and
the BCS DoS is eventually recovered. The color scale was
chosen to enhance the visibility of the minigap. (b) Predicted
27-periodic phase modulation of §.

resolution of the STM. In a measurement with a normal
metal tip, the differential conductance dI/dV (V') at small
energies is simply proportional to the LDoS of the elec-
trode, broadened by an instrumental function which is
ideally the derivative of the Fermi distribution function
of the electrons in the tip at temperature T, [13]. This
sets a limit to the energy resolution of such tunneling
spectroscopy at about 3.5 kgT., which can be neverthe-
less small enough to resolve the features due to the prox-
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FIG. 2: (color online) Measured (thick grayed lines) differential conductance taken for zero flux through the loop at various
positions (indicated by the arrows and labeled by capital letters) of the four SNS structures shown by the AFM images (taken
at 35 mK). The length of the silver wire is respectively (a) 300 nm, (b) 500 nm, (c) 900 nm, (d) 2700 nm. The curves are
normalized to 1 at large voltage and are shifted by integer numbers for clarity. The thin black solid lines correspond to the
model based on the quasiclassical theory of superconductivity introduced in the text and described more in depth in Ref. [15].

imity effect, provided the electrons in the tip are cooled
well below the temperature §/k .

In order to perform such measurements on nanocir-
cuits, which contain large insulating areas on which
STMs cannot be operated, we have designed and built
a cryogenic dual mode STM-AFM (Atomic Force Micro-
scope) [14, 15], operating with a single metallic tip. This
local probe sensor consists of an electrochemically sharp-
ened tungsten wire [16] glued on one prong of a miniature
piezoelectric quartz tuning fork. The latter is a high qual-
ity factor electromechanical resonator, which here serves
as the AFM transducer [17]. Other dual mode instru-
ments are being developed and used elsewhere [18, 19].
The AFM mode is used to acquire detailed topographic
images of the samples which later on allow for accurate
positioning of the tip for STM spectroscopy. The mi-
croscope is mounted in a table-top dilution refrigerator
with a base temperature of ~35 mK. By itself this is not
sufficient to ensure a low electronic temperature T, and
therefore a high energy resolution: it is of critical impor-
tance to also shield and filter all the electrical lines needed
to operate the microscope, and to measure the tunnel
current with a low back-action amplifier. For these pur-
poses, we developed microfabricated cryogenic filters [20]
and a custom low-noise, differential-sensing current am-
plifier [21]. After cooling down, the tip is moved on the
sample substrate towards the structures of interest, us-
ing a 3-axes capacitance-indexed coarse-positioning sys-

tem based on stick-slip motion. During this stage, the
microscope is operated in AFM mode, and recognition
of superficial patterns etched in the substrate is used to
locate the structures. Once a satisfactory AFM image
is recorded spectroscopy measurements are performed in
STM mode at several positions along the mapped struc-
ture.

AFM pictures of four of the SNS structures that were
measured are shown in Fig. 2. They consist of a loop
formed with a nominally 60 nm-thick, 200 nm-wide U-
shaped superconducting aluminum (Al) electrode and a
nominally 50 nm-wide and 30 nm-thick normal silver
(Ag) wire. The Al film is designed to overlap the Ag
wire at both ends over nominally 50 nm. Several struc-
tures were fabricated simultaneously on the same insulat-
ing substrate chip with Ag wire lengths ranging from 300
nm to 3 um (for details on the fabrication see [14, 15]).
The aspect ratio of the structures was chosen such that
a magnetic flux ® threading the loop imposes a phase
difference ¢ ~ 27® /P, across the silver wire [22], with
@y = h/2e the flux quantum. To sink the tunnel current
when performing spectroscopy, the Al electrode is con-
nected to ground on one side. The visible part of the Ag
wires is covered by a fully oxidized 2 nm-thick aluminum
film. By putting the tip in mechanical contact with this
oxide layer, one can obtain nearly drift-free tunnel con-
tacts with conductance of the order of 1 uS. This allows
to take reproducible, high resolution spectra, by measur-



ing the differential conductance as a function of the DC
tip-sample bias voltage, using a lock-in amplifier with
typically a 1 uV AC excitation.

When the tip is placed on top of an Al electrode far
away from any contact to the Ag, the differential con-
ductance (Fig. 2a curve A, and Fig. 2b curve F) dis-
plays the well known behavior of a Bardeen—Cooper—
Schrieffer (BCS) superconductor, with an energy gap
and its characteristic singularity at the gap edge. These
curves are well fitted with a BCS DoS, with an energy gap
A =170 peV for Al, and an effective electronic temper-
ature T, = 65 mK. This is higher than the temperature
of the refrigerator during the measurements (35 mK),
probably because of a still insufficient reduction of the
electrical noise. The corresponding energy resolution of
20 peV is nevertheless, to our knowledge, the best ob-
tained so far in STM spectroscopy.
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FIG. 3: Differential conductance dI/dV (V) versus voltage
measured in the middle of the 300 nm-long Ag wire (posi-
tion D) for different values of the phase difference across it as
shown by the phase-clocks (¢/m = 0.06, 0.32, 0.57, 0.83; 0.96,
1.00, 1.08; 1.21, 1.34, 1.46, 1.59).

In Fig. 2 we also show the LDoS measured at zero flux
for several positions along each of the four normal wires.
Both in the 300 and in the 500 nm-long Ag wire, the dif-
ferential conductance vanishes around zero voltage, on
an energy range independent of position, which is the
signature of a minigap in the DoS. The minigap is larger
for the shorter wire. In the 900 nm-long wire, the con-
ductance is strongly reduced on a smaller energy range
around zero, but remains always finite. Finally, in the
middle of the 2.7 um-long wire, dI/dV (V) is nearly con-
stant, i.e. unaffected by the proximity effect. Yet, in this
long wire, the LDoS is strongly affected near the ends of
the wire. When the tip is placed on the Al near a contact
to the Ag wire, a small finite conductance is observed at
subgap voltages (see e.g. curve G in Fig. 2b, curve T
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FIG. 4: (color online) Differential conductance versus voltage,
for different values of the phase difference ¢ across the 300 nm-
long Ag wire. Left quadrants : measured; Right quadrants :
calculated. Top : on the N side (position C); Bottom : on
the S side, close to the interface (position B - Note that the
scale is linear up to 0.02 and logarithmic above, to magnify
the variation for small subgap conductance). This shows that
the minigap is also present on the superconductor side with
the same value as on the N side. Dashed lines are guides to
the eye.

in Fig. 2c and curve B in Fig. 2a and the corresponding
close-up in the bottom part of Fig. 4). In structures dis-
playing a finite minigap in the N wire we find that the
same minigap is also present on the S side, despite very
different overall shapes of the LDoS. Correlatively, the
order parameter is slightly reduced close to the interface
as shown by a shift in the position of the peak in the
density of states (160 'V at position B wvs. 170 puV at
position A in Fig. 2a). Farther from the normal metal
(positions A and F in Fig. 2), the subgap LDoS vanishes.

The variations with the phase difference ¢ of the LDoS
in the middle of the shortest wire (position D) are shown
in Fig. 3. As ¢ is increased, dI/dV (V') gradually deforms
and § disminishes. Around ¢ = 7, the minigap vanishes,
and the LDoS approaches that of the normal state: su-
perconductivity is then maximally frustrated in the wire.
This behavior is ®p-periodic with the applied flux [15],
which provides the phase calibration for each structure.
The left quadrants of Fig. 4 show the measured variations
of the subgap conductance on both the S and N side (po-
sitions B and C respectively), establishing further that
for all values of ¢, the minigap is the same in both the S
and N part of the structure. A similar phase modulation
is observed in the 500 and 900 nm-long wires.

The above measurements can be compared with the
predictions of the quasiclassical theory of superconduc-



tivity in diffusive metals. This theory is based on the
evaluation of the quasiclassical retarded Green func-
tion which, for a superconductor, is a 2 x 2 matrix of
disorder-averaged correlation functions in electron-hole
(or Nambu) space. This matrix depends on position
and energy and obeys a diffusion equation, known as
the Usadel equation, with boundary conditions at the
interfaces [23]. Finding the LDoS in our structures re-
quires, in principle, to specify their full 3-D geometry
(including the interfaces and their properties), a com-
plex task which, as far as we know, has never been done.
For simplicity, we restrict here to solving a crude one-
dimensional SNS model involving geometrical and ma-
terial parameters common to all structures (as they are
fabricated simultaneously), and per-structure parameters
characterizing the NS interfaces [15]. Due to the finite
extent of the overlap interfaces of N and S in the sam-
ples, one cannot define exactly the tip-to-interface dis-
tance. Hence, for simplicity, in the model the effective
position of the tip along the effective N wire length is
crudely mapped to the apparent position of the tip on
the AFM image, with an offset roughly equal to half the
overlap length (see [15] for further details). Finally, in
order to account for the effective temperature of the tip,
we compare the measurements with the outcome of this
model convolved with the derivative of Fermi function
at 65 mK. In spite of the simplifying assumptions of the
model, an overall agreement is obtained for the phase,
space, wire length and energy dependence of all the con-
ductance curves, as shown in Figures 2 and 4. Devia-
tions are most pronounced in the shortest wire at posi-
tions near the wire ends (e.g. positions C and E), for
which the 1D approximation neglecting the finite extent
of the overlap junction geometry is relatively more im-
portant. Also, a narrow dip in the conductance predicted
near V = 0 at the middle of the 2.7 ym-long wire is not
observed (see Fig. 2d), which may point to some uncon-
trolled depairing mechanism not taken into account in
the model.

In conclusion, we have measured with unprecedented
energy resolution the spatial and phase dependence of
the superconducting proximity effect in a series of dif-
fusive structures. In particular, we have shown that an
identical phase-dependent minigap is present in both the
N and S electrodes. This works complements our under-
standing of the proximity effect and supports its descrip-
tion by the quasiclassical theory. These findings are a
first illustration of what can be achieved with this low
temperature AFM-STM. There is a large variety of hy-
brid nanocircuits, which combine for example magnetic
materials, semiconductors or even molecules such as car-
bon nanotubes, that should also give rise to a number
of interesting short range “proximity effects” at inter-
faces. In addition, the capabilities of this new instrument
can be extended in various ways. For instance, a super-
conducting tip would allow probing the superconducting

condensate [24] or the electronic distribution functions in
nanocircuits driven out-of-equilibrium, providing insight
on local electron dynamics in the samples [25]. One could
also use spin-polarized tips [26] to resolve spin order, or
use the sensor for local gating or electrostatic force mea-
surements [27] on the circuit. This combined AFM-STM
cryogenic microscope is thus a versatile tool that opens
broad perspectives in mesoscopic physics.
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Animation S1. This animation shows the evolution of the DoS plotted in Figure 1 of
the Letter when the superconducting phase difference across the structure is varied. This
shows the periodic behavior of the LDoS and the vanishing of the minigap around ¢ = 7.
Each division along the position axis corresponds to a coherence length &.
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4.7 Conclusions

There is an overall excellent agreement betweenctheluctance data taken at various
positions in SNS structures with different lengémsl the predictions based on the theory of
inhomogeneous superconductivity in diffusive condwg; using a 1-D model, and
supplemented with tunneling theory.

Many aspects of the superconducting proximity éffaca diffusive system were observed.

Noticeably the normal length dependence of the gais,, as well as its modulation with

the phase bias, were observed and found in quiargitagreement with the predictions. The

inverse proximity effect, i.e. the existence ofzeable DOS in the S electrode in the energy

range [gg —A] was investigated for the first time. Remaining Brdescrepancies with the

predictions can be attributed to a combination ®peeimental problems, and of an
insufficient modelling of the complex sample 3-Dbgetry.

From the experimental point of view, a more dethitesestigation of the N-S interface region
would allow to probe the validity of the 1-D modahd of more advanced 3-D calculations.
Solving Usadel equations self-consistently in a 84D geometry with finite element

methods, and boundary conditions (see 84.2.3.52)pis7 worth only if an appropriate

pavement of the system allows to limit the amodmadculations to be performed.

4.7.1 Further experiments

Some interesting experiments follow from those gmésd in this thesis.

4.7.1.1  Out of equilibrium proximity effect

A full derivation of the out-of-equilibrium proxiny effect in diffusive S-N-S structures was
performed recently [144]. ThEV) characteristic and filling factors of a long SIN@ction
were predicted, as a function of the normal wirgyte.

The investigation of this well defined non-equilibn situation is important because even its
transport properties, i.e. tH€V) characteristic, has not been probed yet. We m®go
perform a combined investigation of the local DO af transport properties. Note that the
present theory does not take into account the severoximity effect, which was shown to be
important in our experiments. In particular, we @enhow the subgap density of states is
modified in out-of-equilibrium situations.
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4.7.1.2  Gapless superconductivity

Proximity SNS structures in which the N electrodeaiso connected to a normal reservoir
have a zero minigap, but can still carry a supeetiir This gapless superconductivity still
deserves more detailed investigations (see 84.B,&. 4.2).
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