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Chapter 1

Introduction

"The interactions of all other elements, even noble gases, is too large, therefore Helium will stay the only superfluid" writes H. Vogel in "Gerthsen-Physik" [1], a not-so-old introductory physics textbook. Nowadays it is a standard procedure in the laboratory to create superfluid dilute gases of various alkali metals. This shows how unbelievable and groundbreaking the work on cold atoms was over the last years. A superfluid is a liquid of vanishing viscosity, a situation that strange that Richard Feynman quotes John von Neuman of having it called "Dry Water" to underline how unthinkable such a state is [2].

It all started from a rather unconventional root, atomic physics, a field so unfamiliar to the general public that it is often confused with nuclear physics. It was the invention of the laser, which made this field possible. Suddenly, precision spectroscopy improved drastically and found a new use: the cooling of neutral atoms and ions. A masterpiece of this field was the invention of the magneto-optical trap, proposed by Jean Dalibard and first realized by Raab et al. [3], which made it possible to take over a hitherto independent field, the struggle to create a quantum gas and especially a Bose-Einstein condensate (BEC), attempted for decades in Hydrogen [4] but finally carried out first in 1995 with laser cooled atomic gases [5][6]. The ado was not about nothing, as the founders of this field, Steven Chu, William D. Phillips and Claude Cohen-Tannoudji, were awarded the 1997 Nobel prize in physics. The first creators of Bose-Einstein condensation in dilute gases, Eric A. Cornell, Carl E. Wieman and Wolfgang Ketterle, followed in 2001.

This enormous success led to an explosion in the field. Cold atoms are nowadays studied in many laboratories around the world. Shortly after the first realization of BEC, physicists started to ask: but what will happen with fermions? Answering this question opened a large field of
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research, which is still growing.

Cold atoms are a wonderland for theorists: nowhere more than here can physical principles be reduced to their purest meaning. We can study fermions which are just that, and we can tune their interactions – using a Feshbach resonance – at will. Thus, cold atoms can be seen as a model system, having essentially the same behavior as superconductors, neutron stars or the quark-gluon plasma [7], to name a few, without the downsides of impurities as in solid state systems.

All the mentioned systems can be put under one universal umbrella: a phase transition to superfluidity occurs below the critical temperature $T_c$. As mentioned above, superfluidity is a state in which the particles flow completely frictionless. If the particles carry a charge, one speaks of superconductivity. Microscopically, this effect can be described by the particles forming pairs. These pairs are bosonic, and below $T_c$ the pairs start to occupy the ground state in macroscopic numbers, forming a Bose-Einstein condensate.

The nature of these pairs is very different in the various types of superfluidity. In the case of superfluid He-4 and the mentioned BEC in cold bosonic gases, the pairs consist of the ion core and the valence electron. The binding is sufficiently strong to treat the atoms as bosonic particles on their own. On the other hand, in superconductors, we have weakly bound Cooper pairs, described by a theory by Bardeen, Cooper and Schrieffer [9], which is termed BCS theory, after their inventors. The advantage of working with cold atoms is that we can smoothly change between all these behaviors, from very weak to very strong interactions.

A very good illustration of this universality can be found in an article by M. Holland et al. [10], shown in figure 1.1. The different kinds of superfluidity span a range of six orders of magnitude in their critical temperature. Nevertheless, they can all be described by the same theory. This theory is based on a binding of fermionic particles to bosonic pairs. The binding energy spreads over 15 orders of magnitude. Our experiments on cold fermionic atomic gases are located in the center of the graph, on the border between the two different extremes. On the left in the graph, the weakly bound particles that can still be seen as single fermionic particles, and on the right the strongly bound compound bosons.

The situation is even richer for cold atoms: We do not only have a

\footnote{The equivalence of superfluidity and superconductivity was already realized by F. London [8], long before any microscopic description was available.}
Figure 1.1: The critical temperature and the pair binding energy of various superfluid fermionic systems. The two bosonic systems in the graph (He-4 and alkali BEC) are considered as composite boson consisting of the ionic core and the valence electron for alkali, and of the ionic core and one electron for He-4. Our experiments are marked as ×. Figure modified from reference [10].
crossover from weak to strong interactions, but instead, looking at it from a mean-field standpoint, we have weak attractive interactions in the BCS limit, and weak repulsive interactions between the strongly bound pairs, which we call molecules. This is important, because this enables us to condense the molecules into a BEC, it would implode if the interactions were attractive. In between these two weakly interacting limits lies a zone where the interactions are sufficiently strong to form stable pairs, but not yet strongly bound enough to be considered particles on their own. This region has drawn large attention to theorists, because the approximations usually used in many-body theory do not hold anymore, as the parameters around which the approximations are performed are not small.

At the 10th International Conference on Recent Progress in Many-Body Theories [11], a challenge was posed by George Bertsch:

> What are the ground state properties of the many-body system composed of spin-1/2-fermions interacting via a zero-range, infinite scattering-length contact interaction.

What was thought of as a toy model to describe the behavior of neutron stars, started a large discussion in the field. Furthermore, as a rare exception for neutron star theorists, an experimental realization was possible [12]. In the very center of the crossover that we just described, the fermionic atoms fulfill, at least as a very good approximation, the conditions of this challenge. This means that the crossover forms a link between different parts of physics.

It is this transition, from a bosonic to a fermionic gas, that this thesis is devoted to. As this transition is smooth, it is known in the literature as the BEC-BCS crossover.

The pioneering work in the field of fermionic gases started around 1997. The group at JILA had reached quantum degeneracy of $^{40}$K [13] in 1998, while the groups at Rice [14] and our group [15] used $^6$Li and reached quantum degeneracy in 2001, followed by the groups at MIT [16] with $^6$Li and Florence [17] with $^{40}$K. The most important tool to manipulate the atoms, the Feshbach resonance, was found and characterized [18, 19]. The next important step was the creation of weakly bound molecules in such a resonance [20]. Our group showed that these molecules are surprisingly long-lived in $^6$Li [21]. Together with an exact calculation of the scattering length between molecules [22], this laid the foundations for the creation of molecular Bose-Einstein condensate at Innsbruck [23], JILA [24], MIT [25] and our group (see the article in appendix A.1). The condensation of fermion pairs on the BCS side has been shown at
JILA, where they use magnetic field ramps to project these pairs onto molecules on the BEC side [26]. The same group also determined the condensation temperature throughout the resonance region [27].

Various properties of fermionic superfluidity have been studied. In this thesis, we show that the expansion of a cold gas close to zero temperature in the crossover follows the hydrodynamic equations typical of the superfluid phase. The momentum distribution of the particles shows the smoothing predicted by BCS theory. At the same time, the other groups were not lazy: The Innsbruck group reported on the pairing of atoms using a radio frequency spectroscopy technique [28]. In another experiment they showed that collective excitations behave as predicted for a hydrodynamic gas [29]. In precision measurements, they were able to distinguish the basic mean-field BCS theory from more advanced Monte-Carlo simulations [30]. The thermodynamics of a gas in the BEC-BCS crossover was studied by measuring its heat capacity at Duke University [31]. At MIT, the creation of vortices, seen as the first direct proof of superfluidity, was shown [32].

There are other important work carried out besides the BEC-BCS crossover. After the group at JILA localized Feshbach resonances with p-wave symmetry in $^{60}$K [33], the group at MIT [34] and our group found them in $^6$Li as well. This is interesting to compare with superfluid $^3$He, which also shows p-wave symmetry [35], and not an s symmetry like the Feshbach resonance used in the crossover. This might someday lead to a new BEC-BCS-p-wave-crossover physics. Resonances between different isotopes, described in this thesis, provide a straightforward extension to the field of Feshbach physics, and is nowadays used in many research groups.

A rather different experiment on cold fermionic atoms has been presented by the group at Amsterdam. They performed the Hanbury-Brown and Twiss experiment, which showed photon bunching in light, with metastable, fermionic $^3$He. In close cooperation with the Orsay group which had performed the same experiment on bosonic metastable $^4$He [36], they were able to show an anti-bunching effect in fermions [37].

This thesis consists of six chapters: In the current introduction, we gave a general overview of the field. In chapter [2] we present an introduction to the theory of the presented subject, giving a broad overview while focusing on details necessary to understand and interpret the experiments. We will begin with a description of scattering by cold atoms and discuss the Feshbach resonance. Afterwards, we will present a many-body theory of the crossover mostly based on BCS theory. During my thesis, we realized that many experiments were nearly impossible...
to perform using our previous experimental setup. We decided to do a major reconstruction of the setup. Chapter 3 will describe these efforts. Chapter 4 is devoted to the techniques needed to interpret our data, which is not always easy as experimental constraints often do not fit to theoretical concepts. The above mentioned reconstruction is still underway, therefore, the results presented in chapter 5 were not performed with the new setup, but still date from the old setup, an exhaustive description of which has been given by my predecessors [38,39]. We will conclude this thesis in chapter 6.
Chapter 2

Theory

Da steh' ich nun ich armer Thor!
Und bin so klug als wie zuvor
– J.W. Goethe, Faust I

The theory of cold atomic gases is a very large field, already covered by entire textbooks [40,41]. Here, we want to present the parts that are necessary to understand our experiment. We start with a general introduction into fermionic gases, presenting the most important formulae. We then consider the scattering between atoms as this forms a basis for all the effects we want to study, going more into the details of Feshbach resonances, the main tool used in tuning the scattering properties. Afterwards we will look at the big picture, trying to understand superfluidity using the BCS theory.

2.1 Fermionic gases

In quantum mechanics, all particles can be classified as bosons or fermions, depending on whether their spin is integer or half-integer, respectively. In our experiment we study gases of fermionic $^6\text{Li}$. They can be seen as generic representatives for many kinds of fermions, since, as we will see, their interactions are tunable to match those of other fermionic systems. The choice of Li was not a complicated one: due to their simple electronic structure, alkali atoms are the easiest to cool optically. The only fermionic alkali isotopes with a non-negligible natural abundance are $^6\text{Li}$ and $^{40}\text{K}$ (where the latter is already very rare with a natural abundance of around 0,01%). The choice between the two is a matter of preference, both atoms have their specific advantages. We
chose Li because the large abundance of a bosonic and a fermionic Li isotope was appealing, as we can obtain the best of both worlds with only one cooling laser system.

The Li gas we study is very dilute, around $10^{13}$ atoms/cm$^3$, and can be described by an ideal fermionic gas whose properties we want to recall in the following. The low density is necessary, since at the temperatures we work, the ground state of our atoms is not gaseous but solid. The gas can relax into this absolute ground state by inelastic collisions. The art of cold atom gases is to stabilize the gas in the metastable state by inhibiting these inelastic collisions. We need at least three atoms in a collision to form a bound pair to conserve energy and momentum. The three-body collision rate increases quadratically with density, this is where the low density comes into play. We can decrease the collision rate further if we bring the atoms into spin states where selection rules forbid collisions.

An ensemble of indistinguishable fermions without interactions follows the Fermi-Dirac statistics, meaning that the probability to occupy a state with energy $E$ is

$$f(E) = \frac{1}{e^{\beta(E-\mu)} + 1} \quad (2.1)$$

where $\beta = 1/k_BT$ is the inverse temperature and $\mu$ is the chemical potential needed to fix the number of particles. Looking closely at this distribution, we note that at zero temperature the fermions will occupy all the states below $\mu$ and none above. At zero temperature, this $\mu$ is called the Fermi Energy, $E_F = \mu(T = 0)$. Likewise, we define a Fermi wave vector $k_F$ by $E_F = \hbar^2 k_F^2/2m$, where $m$ is the fermion's mass. In phase space, there is on average one state per volume $(2\pi\hbar)^3$. If all states below $k_F$ are filled, we can thus calculate the density of the gas as

$$n = \frac{k_F^3}{6\pi^2} \quad (2.2)$$

The simplest way to describe a fermionic gas is the homogeneous case, when there is no potential, and the fermions are just free particles in space. In the experiments, we need to confine the atoms in the minimum of a smooth potential well, which we call a trap. Such traps can, for example, be generated using magnetic fields, or lasers, or both, as we will see in the experimental chapter. In practice, we usually approximate the trap by its Taylor expansion around its minimum up to the quadratic term, leading to a harmonic potential. It is the experimenter's duty to ensure the validity of this approximation.
2.2. A reminder on scattering theory

We normally describe a gas in a harmonic trap using the local density approximation (LDA). In this approximation we assume that the gas locally behaves like a homogeneous gas. We assume the chemical potential $\mu_0$ to be constant over the trap, meaning that

$$\mu_0 = \mu(n(r)) + V(r)$$

where $\mu(n)$ is the equation of state of the homogeneous system. In the case of a (polarized) noninteracting gas, we can calculate the Fermi energy in the center of the trap as $E_F = \hbar \bar{\omega} (6N)^{1/3}$, where we define $\bar{\omega}^3 = \omega_x \omega_y \omega_z$. Likewise, we can calculate the Fermi wave vector as $k_F = (48N)^{1/6} / a_{ho}$, where $a_{ho}$ is the harmonic oscillator length, $a_{ho} = \sqrt{\hbar / m \bar{\omega}}$. At other points in the trap we can define a local Fermi energy and wave vector, calculated from the density at this point. To avoid confusion, we label them $\tilde{E}_F$ and $\tilde{k}_F$, while we use $k_F$ and $E_F$ always in the sense that we just defined.

We normally use traps where two of the trapping frequencies are nearly the same and higher than the third one. In this case we can assume cylindrical symmetry. We call the radial frequency $\omega_z$ and the axial frequency $\omega_\perp$. The cloud will have a cigar-like shape, and we call the ratio between the two frequencies the ellipticity $\lambda = \omega_z / \omega_\perp$.

2.2 A reminder on scattering theory

Naively, one would expect that for the low densities we work at, scattering should become negligible. But the opposite is true: the discovery that cold alkali gases do scatter only made quantum gases possible. Experiment and theory heavily depend on it, both positively and negatively. It starts with basic problems: the scattering of cold atoms with a background gas for example can be a major loss process, which calls for an ultra-high vacuum apparatus. It is elastic scattering that makes atoms loose energy during evaporative cooling, while inelastic scattering leads to unwanted losses of the atoms. In theory, all the models we want to realize, like the forming of pairs in a molecular BEC or BCS superfluidity, are directly based on the elastic scattering problem. This is why it is important to understand scattering theory.

A very good description of the theory can already be found in textbooks (see for example references [43, 44]). We will, therefore, concentrate on key parts that are essential to the understanding of our experiments.
2.2.1 The stationary scattering problem

We will start by posing the problem in the form of a Schrödinger equation. Later, we will present a general ansatz for its solution and discuss its general properties. At this point we will focus on the differences between bosons and fermions at ultracold temperatures.

We want to solve the problem of two particles, in our case atoms, scattering against each other. The interaction potential for such a two-body system can, at least in our case, be written as $V(|\mathbf{r}_1 - \mathbf{r}_2|)$ since it depends on the distance between the two particles only. It is convenient to describe the problem in the center of mass frame, where the relative position of the two particles $\mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2$ is the only variable.

We are now left with the problem of solving the stationary scattering problem, that is the time-independent Schrödinger equation $H\psi = E\psi$, with the Hamiltonian $H = \frac{p^2}{2\mu} + V(r)$, and the reduced mass $\mu = \frac{m_1 m_2}{m_1 + m_2}$ where $m_1$ and $m_2$ are the masses of the atoms. We can now separate out the angular momentum component by invoking the ansatz $\psi(\mathbf{r}) = \chi(\lambda) P_l(\cos \theta)$, ($P_l$ are the Legendre polynomials) leaving us with the radial problem

$$\chi'' + \left(\frac{2\mu}{\hbar^2}(E - V) - \frac{l(l + 1)}{\lambda^2}\right) \chi = 0 \quad (2.4)$$

The third term in this expression, the angular momentum term, can be considered to be part of the potential $V$. This means that an angular momentum $l > 0$ forms a centrifugal barrier. The height of this barrier is a few hundred mK. In experiments on cold atoms we reach much lower temperatures, such that normally we have nearly no contribution from partial waves with $l > 0$ and we are limited to $s$-wave scattering.

The wave function that we wish to calculate is a two-particle wave function. For two identical particles, this wave function has to be symmetric under the exchange of particles for bosons, or anti-symmetric for fermions. If the two particles are in the same internal state, this means that the wave function must be even for bosons or odd for fermions in the center of mass frame. From the properties of the Legendre polynomials, we know that they are even for even $l$ and odd for odd $l$. This implies that for bosons we only have a contribution from the even waves $s, d, \ldots$, while for fermions we only have the odd waves $p, f, \ldots$. Therefore, indistinguishable ultra-cold fermions hardly scatter, which can lead to problems. As an example, it makes evaporative cooling impossible. One should not forget that there is a simple way to overcome this problem: if the two particles are in different internal states, we can treat them like distinguishable particles. This means that we only have to
bring the fermions into two different internal states, very often different spin states, and there is no reason for them to refrain from scattering.

2.2.2 Scattering at low energies

Here we want to treat the special case of scattering at low energies, as this is the interesting case for cold atoms. A good understanding can be given by comparing the scattered wave function to the case when there is no potential, thus no scattering. In free space, we can describe a moving particle using plane waves $\psi(\mathbf{r}) = \exp(i \mathbf{k} \cdot \mathbf{r})$. We choose the particles to propagate along the $z$-axis. The scattered particles can leave in any direction, which we describe using spherical waves. At large distances, we can describe this situation using the wave function

$$\psi(r, \theta) = e^{ikz} + f(\theta) e^{ikr}/r$$

(2.5)

where we can ignore the azimuthal angle $\varphi$ since the problem is symmetric around the axis between the two atoms. $f(\theta)$ is called the scattering amplitude, it is 0 if there is no scattering. Integrating $|f|^2$ over a sphere gives a measure of the scattering strength known as the scattering cross section $\sigma$.

For large distances compared to the range $r_0$ of the potential, where we can assume the potential to be 0, the wave function can be written as

$$\chi(r \gg r_0) = \sin(k(r - a))$$

(2.6)

Comparing this with equation (2.5) (see also Landau and Lifshitz, §123 and §132 [43]), where we expand the plane wave in spherical waves, we can calculate the scattering amplitude [45]. We only take the $s$-wave term of the expansion, as we just saw that this is the only contributing partial wave. Then we find the scattering amplitude to be

$$f = \frac{e^{-2ika}}{2i k} - 1 \approx -a \quad \text{for small } k$$

(2.7)

This means that the scattering amplitude is constant for small $a$. Integrating over $\theta$, one obtains a scattering cross section of $\sigma = 4\pi a^2$. $a$ is called the scattering length.

The scattering length is a good tool to "hide" the details of the interatomic potential. However, there are situations in which the shape of the potential does matter. Here we present one rather specific example,
a shape resonance. The treatment is very generic and holds for many scattering problems.

If there is a bound state in the scattering potential very close to the dissociation limit, the scattering length can take on very large values. This is called a shape resonance and the situation is sketched in figure [2.2.2] For large distances \( r \) we can neglect the potential \( V \). In this case, a bound state wave function takes the form

\[
\chi(r \gg r_0) = A e^{-\sqrt{2m|\varepsilon|/\hbar}r}
\]

where \( \varepsilon \) is the binding energy. At small distances and for cold atoms, we can neglect the total energy \( E \) in the Schrödinger equation

\[
\chi'' + \frac{2m}{\hbar^2} U(r) \chi = E \chi
\]

since the potential energy is much larger. As we have neglected the total energy, all wave functions of low scattering energies are the same, including the bound state. The solutions to this equation must be connected to the solution for large distances at some point, and since this solution does not change much as \( r \to 0 \), we can do this formally at \( r = 0 \). We match the logarithmic boundary condition \( \chi'/\chi \) at \( r = 0 \) for the two limiting cases, equation [2.6] and [2.8] and get

\[
\cot ka = -\sqrt{|\varepsilon|/E}
\]

where \( E \) is the energy of the incoming particles, \( E = \hbar^2 k^2/2\mu \).

Here we see that the scattering length can become very large once the binding energy \( \varepsilon \) gets small. Our approximation performed in equation [2.7] does not hold anymore, it would lead to infinite cross sections, which has no physical meaning. Instead we can write that [46]

\[
f = -\frac{a}{1 - \frac{1}{2} r^* k^2 a + ika}
\]

where \( r^* \) is called the effective range of the potential. The effective range term does not follow from equation [2.7] but it is introduced to explain better the behavior at high momentum \( k \). We can use it to explore the limits of our approximations: the effective range is very small in our experiments, and there is a natural cut-off for the momenta, the Fermi momentum \( k_F \), such that the effective range term is normally negligible [47]. However, there are two noteworthy exceptions to this rule. Firstly, the group at Rice University studied the formation of molecules in the narrow Feshbach resonance [48], see the next section, where the effective range is large and negative, which complicated the interpretation of their data.
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Figure 2.1: A sketch of a shape resonance. A bound state with binding energy $\epsilon$ is located just below the dissociation energy in the potential (thick solid line), its wave function is drawn as a grey dotted line, it exponentially decays for large distances $r$. The free state symbolized by the solid line is very close to the bound state, for large distances it will become a sine function with a very long wavelength. One extends the bound state exponential and free state sine function to the origin, as if there was no potential, drawn as dashed lines, and connects them there (The lower dashed line is not a straight line but the beginning of a sine with a very long wavelength). The distance where this extended wave function crosses zero is the scattering length $a$. 
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Secondly, before the gas is evaporatively cooled, the atoms also have a large momentum \( k \). In \(^7\)Li, the scattering cross section \( \sigma \) vanishes for energies around 6,6 mK, making evaporative cooling difficult to achieve as described in the thesis of Florian Schreck [38].

Such a bound state close to resonance exists for some atoms, like Cesium. It even exists in Lithium, but there the situation is more complicated, as we will see in the next section. There, we will also see that there is a way of artificially moving a bound state close to dissociation.

The treatment shown here thus far is very generic. The “bound state” could be above the dissociation limit, meaning that there is actually only a virtual bound state. While the physical notion of a bound state is incorrect in this situation, the presented calculation is still valid, as we abstract completely from the scattering potential, replacing it by a simple boundary condition at the origin.

We can artificially construct a pseudo potential, which imposes this boundary condition:

\[
V(r) = \frac{2\pi \hbar \alpha}{\mu} \delta(r) \frac{\partial}{\partial r} r \tag{2.11}
\]

This pseudo potential is often used in many-body theory [49]. It leads to the same results as those presented in this thesis, see for example reference [50].

2.3 Feshbach resonances

In the last section it was mentioned that in order to get the fermionic atoms to scatter in the first place, we have to put them into two different internal states. For most of our experiments, we chose the two lowest Zeeman sub-levels of the atoms. In figure 2.2 we see that \(|F = 1/2, m_F = 1/2\rangle\) and \(|F = 1/2, m_F = -1/2\rangle\) are the lowest energy states at zero magnetic field. At high fields, this notion looses its meaning, so we simply use \(|1\rangle\) and \(|2\rangle\) as names for these two states. This mixture is stable against losses through inelastic collisions. As we have to conserve the total spin during the scattering process, the resulting pair after an inelastic collision would have an angular momentum \( l = 1 \), which is suppressed by the centrifugal barrier.

When two atoms are far apart, we can treat them as independent particles. We normally sum the angular momenta and spins of all the electrons and the nucleus, and consider the atom as a single particle with
a total angular momentum. Nevertheless, as the electrons of both atoms are indistinguishable, we have to anti-symmetrize their wavefunctions. When they are far apart, this hardly changes anything: the wavefunction of the two electrons overlap only negligibly, such that we can neglect the changes due to anti-symmetrization. During the scattering process, however, the atoms sufficiently approach each other for the electronic wavefunctions to overlap. This calls for a different treatment of the electrons, we would like to sum their spins, leading to singlet and a triplet state. Therefore, we introduce two different interaction potentials between the two atoms, one for the singlet, one for the triplet state, which is the antisymmetric or symmetric spin-wavefunctions, respectively. The two potentials coincide at large distances, as there the exchange and spin-spin interactions vanish, as described above.

Nevertheless, the electrons are still coupled to their nuclei. This means that the singlet and the triplet potentials are also coupled. Whenever a scattering process couples internal states of the scattered particles, this, in general scattering theory, is called coupled channels. We can treat such coupled channels by defining one scattering potential for each channel and say that the scattering particles are in a superposition of their internal states at every distance. In our case, the energy of the atoms is sufficiently low that the internal states of the atoms will not be changed while scattering. This means that at large distances the atoms are only in the lowest energy state and we call such a channel open as opposed to the closed channels, which only have an importance during the scattering process.

In our case, there are two different channels: the singlet and the triplet state of the electrons, shown in figure 2.3. As the singlet state has a total spin $S$ of 0, only the triplet state can have magnetic quantum number $M_S \neq 0$, therefore, only the triplet state can couple to a magnetic field. For the lowest Zeeman states, the states we use for our experiments, the Zeeman effect will shift down the state with $M_S = -1$. In our case this is then the lowest energy state and the only open channel.

The singlet potential contains a bound state which is close to the dissociation limit. Using a magnetic field, we can shift down the triplet state until the continuum is at the same level as the weakly bound state in the singlet channel. The energy of the bound state and its dependence on the magnetic field is shown in figure 2.4. The existence of a bound state close to the dissociation limit drastically changes the scattering length of the atoms. From the theoretical standpoint, we have a bound state coupled to a continuum of scattering states. This was treated independently in nuclear physics by Feshbach [53] and in atomic physics
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Figure 2.2: The energy levels of Lithium-6. For low magnetic fields we have a Zeeman effect, the total spin $F$ of the atoms couples to the magnetic field. For high magnetic fields we are in the Paschen-Back regime, where the nuclear spin $I$ and the total electron spin $J$ decouple. In the center, we show the usual convention to give a number to each state.
2.3. Feshbach resonances

Figure 2.3: The two scattering potentials involved in the Lithium-6 Feshbach resonances. $^3\Sigma_u$ is the triplet, and $^1\Sigma_g$ is the singlet state. The singlet state contains bound states. The triplet state can be shifted using a magnetic field. Here, we show a shift down such that the dissociation energy of the triplet potential coincides with the bound state in the singlet state. This is what happens close to a Feshbach resonance. The binding energy $E_b$ is not to scale, in reality the bound state is so close to dissociation that the difference would not be visible in this graph. The insert shows the overall picture at zero magnetic field. Data adopted from references [51,52].
by Fano [54], and is known in cold atoms as a Feshbach resonance.

The bound state in the singlet potential exists in different flavors. The total nuclear spin $I$ leads to an energy shift, splitting the singlet potential into two, resulting in two Feshbach resonances. The same bound state exists also in the $p$-wave scattering potential, where it is shifted because of the centrifugal barrier mentioned above. As $p$-wave scattering is allowed even for fermions in the same internal state, they couple to all possible combinations of two atoms in the shown states, as shown in the inset of figure 2.4.

The different couplings call for a rather complicated coupled-channel treatment, as found in reference [47]. Here we choose a more simplified model potential [55, 56], which we can actually calculate analytically. For the open channel, we choose a spherical potential well of depth $\hbar^2 q_0^2/m$ with an interaction range $r_0$, while we use a spherical box for the closed channel, where the bottom of the box is at $\hbar^2 q_0^2/m$, as depicted in figure 2.5. We assume a coupling term $\Omega$ between the two potentials. This is much weaker than the short range potential between the atoms, so we can suppose that $\Omega \ll q_0^2$. This gives the Schrödinger equation

$$\frac{\hbar^2}{m} (-\nabla^2 + V) |\psi\rangle = E |\psi\rangle \quad (2.12)$$

with $V = \begin{cases} -\left(\begin{array}{ccc} q_c^2 & \Omega \\ \Omega & q_o^2 \end{array}\right) & \text{for } r < r_0 \\ \left(\begin{array}{ccc} 0 & 0 \\ 0 & \infty \end{array}\right) & \text{for } r > r_0 \end{cases} \quad (2.13)$

In the limit of zero scattering energy $E = 0$, and setting $\psi(r) = \frac{\chi(r)}{r}$ as above, we can write the general solution to this problem as

$$|\chi\rangle = (r - a)|o\rangle \quad \text{for } r > r_0 \quad (2.14a)$$

$$|\chi\rangle = \cos \phi \sin(q_r r)|+\rangle + \sin \phi \sin(q_- r)|-\rangle \quad \text{for } r < r_0 \quad (2.14b)$$

$a$ is the scattering length, $q_\pm$ are determined by inserting equations (2.14) into the Schrödinger equation. $\phi$ is fixed by the boundary conditions. $|o\rangle$ denotes the open channel, as $|c\rangle$ will denote the closed one. $|\pm\rangle$ are defined by

$$|+\rangle = \cos \theta |o\rangle + \sin \theta |c\rangle$$

$$|\rangle = -\sin \theta |o\rangle + \cos \theta |c\rangle \quad (2.15)$$
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Figure 2.4: The bound states and the continuum state. The solid line is the Zeeman shift for two atoms, where the atoms are in the two lowest Zeeman states. The curves are essentially the sum of two curves of figure 2.2, the notation corresponding to that figure. The dashed lines are the bound states in the scattering potential. The total electronic spin is $S = 0$, as it is the singlet state. This is why the energy is independent of the magnetic field. The two lower states are the s-wave ($l = 0$) bound states. They differ in the orientations of the nuclear spins. Due to a coupling of the atomic state to the $I = 0$ s-wave state, close to the crossing, the states shift in energy. The same effect exists for the $I = 1$ state, but is much smaller, invisible on the scale of this figure. The p-wave ($l = 1$) states correspond to a higher rotational state of the same molecular bound state.
Figure 2.5: The potentials of the model described in the text. The dotted line is the bound state in the closed channel.

Inserting this into the Schrödinger equation gives \( \tan 2\theta = 2\Omega/(q_c^2 - q_o^2) \). As the coupling \( \Omega \) is small, the mixing angle \( \theta \) will be small as well. We do not want any atoms outside the box in the closed channel, giving the boundary condition \( \chi(r_0|c) = 0 \), which enables us to calculate \( \phi \) as

\[
\tan \phi = -\tan \theta \frac{\sin q_+r_0}{\sin q_-r_0} \quad (2.16)
\]

For the open channel, we need to connect the two wave functions. We do this by setting the logarithmic derivative \( \chi'/\chi \) equal on both sides of the equation to give:

\[
\frac{1}{r_0-a} = \frac{q_+ \cos^2 \theta}{\tan q_+r_0} + \frac{q_- \sin^2 \theta}{\tan q_-r_0} \quad (2.17)
\]

The last term is usually small, as \( \theta \) is small, but it can become very large if there is a bound state in the closed channel near the continuum of the open channel\(^1\). If this bound state has a binding energy of \( E_c \), then its wavefunction vanishes at \( r_0 \), such that \( n\pi = \sqrt{q_c^2 + \epsilon_c r_0} \approx q_c r_0 (1 + \epsilon_c/(2q_c^2)) \), where we have defined \( \epsilon_c = 2mE_c/\hbar^2 \). The small coupling \( \Omega \) leads to \( q_- \approx q_c \), and we can approximate the denominator of the last term of equation (2.17) as \( \tan q_-r_0 \approx \tan q_c r_0 \approx \tan(n\pi - r_0 \epsilon_c/2q_c) \approx -r_0 \epsilon_c/2q_c \).

At the same time, the middle term of equation (2.17) can be considered constant, since \( \theta \) is small. It can be identified as a background scattering length \( a_{bg} \). These simplifications lead us to the important equation

\(^1\)We are indeed talking about the bound state in the closed channel – the two channel molecular states of the atoms, also known as the dressed state, will be discussed later.
relating the scattering length with the energy difference of the bound state:

\[
\frac{1}{a - r_0} = \frac{1}{a_{bg} - r_0} + \frac{\gamma}{\epsilon_c},
\]

where \(\gamma = 2a_c^2\theta^2/r_0\) is a constant that contains the details of the potentials, i.e., the Feshbach coupling strength.

As described above, we can shift the energy levels by varying the magnetic field. We do so by replacing \(E_c\) by \(E_c + \mu B\), with \(\mu\) being the difference of the magnetic moments of the singlet and triplet state. In our case, \(\mu = 2\mu_B\) [55]. The scattering length can then be written as

\[
\frac{a}{a_{bg}} = 1 + \frac{\Delta B}{B - B_{res}}
\]

where the resonance position \(B_{res}\) and the resonance width \(\Delta B\) are

\[
B_{res} = -\frac{E_c}{\mu} + \Delta B \frac{a_{bg}}{a_{bg} - r_0} \approx -\frac{E_c}{\mu} + \Delta B
\]

\[
\Delta B = -\frac{\hbar^2}{2m\mu\gamma} \left(\frac{a_{bg} - r_0}{a_{bg}}\right)^2 \approx \frac{\hbar^2}{2m\mu\gamma a_{bg}}
\]

From the first formula, it can be seen immediately that the resonance is not at the position where the bound state crosses the continuum but at a magnetic field of \(\Delta B\) higher.

The situation in lithium is certainly more complicated than the model just presented. It turns out that there is not only a bound state close to dissociation in the singlet channel, our closed channel, but also one in the triplet channel, our open channel. This leads to an unusually large background scattering length \(a_{bg}\). As a surprise, just next to the predicted Feshbach resonance, another very narrow one was found at 54.325 mT [19]. The two resonances correspond to different values of the total nuclear spin, as shown in figure 2.4. It was intensely studied at Rice [48]. Our group normally uses the large resonance around 83 mT. We can describe both resonances with the presented model by using different parameter sets for each resonance. The parameters are shown in table 2.1 A complete treatment of the Feshbach resonance including the open channel resonance can be found in reference [57]. Figure 2.6 shows the dependence of the scattering length on the magnetic field.

Historically, experiments using the Feshbach resonance as a tool were often clouded by the uncertainty of the scattering length in the Feshbach resonance. However, recent precision measurements have cleared the situation: the group in Innsbruck claims in reference [58].
Table 2.1: The parameters of our model for the broad and narrow Feshbach resonances, from reference [55]. $a_0$ is the Bohr radius, $a_0 = 0.53 \cdot 10^{-10}$ m, and $\mu_B$ is the Bohr magneton, $\mu_B = 9.3 \cdot 10^{-24}$ J/T.

<table>
<thead>
<tr>
<th>resonance</th>
<th>$r_0/a_0$</th>
<th>$B_{res}/\text{mT}$</th>
<th>$\Delta B/\text{mT}$</th>
<th>$a_{bg}/a_0$</th>
<th>$\mu/\mu_B$</th>
<th>$\gamma^{-1/3}/a_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>broad</td>
<td>29.9</td>
<td>83.415</td>
<td>30</td>
<td>-1405</td>
<td>2.0</td>
<td>101</td>
</tr>
<tr>
<td>narrow</td>
<td>29.9</td>
<td>54.326</td>
<td>-0.1</td>
<td>61.6</td>
<td>2.1</td>
<td>400</td>
</tr>
</tbody>
</table>

Figure 2.6: The scattering length $a$ (solid line) and the molecular binding energy $E_m$ (dashed line) by the magnetic field. The large resonance is centered at 83 mT. The narrow resonance at 54.325 mT is depicted by the vertical bar; it is too narrow to be shown otherwise. The scattering length crosses zero at 52.8 mT [19].
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to fit the real scattering length with an accuracy better than 1% in the relevant range from 60 mT to 120 mT using the empirical formula

$$a = a_b \left(1 + \frac{\Delta}{B - B_0}\right) \left(1 + \alpha(B - B_0)\right)$$

(2.21)

with the fitted parameters $a_b = -1405 a_0$, $B_0 = 83.4149$ mT, $\Delta = 30.0$ mT and $\alpha = 0.0040$ mT$^{-1}$.

On the left side of the resonance, the existence of the bound state in the closed channel close to resonance leads to a molecular state of atom pairs. One should not get confused between the two: the bound state exists only in the closed channel. The molecular state which we are about to discuss, on the other hand, is a state that depends on both channels and is a stable state that can be occupied for macroscopic time scales.

Certainly, the molecular state is also a bound state in the sense that its wave function vanishes at large distances, leading to an exponentially decaying wave function

$$|\chi\rangle = e^{-\sqrt{\varepsilon_m} r}|0\rangle \text{ for } r > r_0$$

(2.22)

where $-E_m = -\left(\hbar^2 / m\right)\varepsilon_m$ is the binding energy of the molecule ($E_m > 0$), and the only change we have to apply to equation (2.14b) is to replace the wave vectors $q$ by $\tilde{q}_+ = q_+^2 - \varepsilon_m$, and the mixing angle $\phi$ by $\tilde{\phi}$. Hence, (2.17) becomes

$$-\sqrt{\varepsilon_m} = \frac{\tilde{q}_+ \cos^2 \theta}{\tan \tilde{q}_+ r_0} + \frac{\tilde{q}_- \sin^2 \theta}{\tan \tilde{q}_- r_0}$$

(2.23)

Using the same approximations as above, we can calculate the molecular binding energy as

$$-\sqrt{\varepsilon_m} = \frac{1}{r_0 - a_{bg}} - \frac{\gamma}{\varepsilon_c + \varepsilon_m}$$

(2.24)

plotted in figure 2.6. If the molecular binding energy is small, we can compare this to equation (2.18). This gives us a simple relation between the scattering length and the binding energy:

$$E_m = \frac{r_0^2}{ma^2}$$

(2.25)

This is the same result we get from a single channel calculation from equation 2.9. As long as the effective range $r_0$ is sufficiently short, we can use an effective single channel model in most cases.


2.4 BCS theory

When Bardeen, Cooper and Schrieffer (BCS) [9] presented their theory of superconductivity back in 1957, it was an important breakthrough for the microscopic description of superconductors. As a core of their theory they proposed a many-body ground state that incorporates pairing between electrons. They showed that it is this pairing which is the origin of superconductivity. Later, Eagles [59] and Leggett [60] realized that the BCS ground state is more general and can be used to describe more than just superconductivity. They realized that at large interaction strengths (compared to the Fermi energy), the diameter of a pair will become small and the pairs can be seen as independent bosons which may condensate into a Bose-Einstein condensate. As an important detail, this means that the condensation temperature and the pair binding temperature will not be the same as in the case in normal BCS theory. This also means that there is an intermediate region, a crossover between BCS-type pairing and Bose-Einstein condensation.

Large attention has been drawn on this subject after Randeria et al. suggested that such a crossover could be used to describe high critical temperature \( T_c \) superconductors [61]. They extended an older theory by Nozières and Schmitt-Rink, which treated the crossover for non-zero temperatures [62]. Shortly after Bose-Einstein condensation in cold atomic gases had been achieved, experimenters began working on obtaining a superfluid state also in fermionic gases, bearing in mind that the only ingredient necessary for BCS theory is an attractive interaction, which is easily achievable by means of a Feshbach resonance. Reaching low temperatures, however, turned out to be a bigger obstacle. Later, Holland et al. [10], following the theory by Randeria [61], predicted that the transition temperature in the crossover may become sufficiently high to be achieved in cold atoms, which created excitement in the community and hence the interest in this area.

2.4.1 The BCS ground state

The breakthrough of BCS was the realization that superconductivity can only be described using a theory that takes pair correlations between particles into account. Now we want to show the Hamiltonian they used to describe such a system and the ground state wavefunction they found.

We have fermions of two different spin states, which we call \( \uparrow \) and \( \downarrow \). They do not need to be spin-up and spin-down, any two different spin states will do. Atoms in these spin states interact via a potential \( U \). In
second quantization, this is written as

\[ H = \sum_{k,\sigma} \varepsilon_k \sigma^\dagger_k \sigma_{k\sigma} + \sum_{k,k'} U_{k,k'} \sigma^\dagger_{k\sigma} \sigma^\dagger_{k'\sigma} \sigma_{k'\sigma} \sigma_{k\sigma} + \sum_{k,k'} U_{k,k'} \sigma^\dagger_{k\sigma} \sigma^\dagger_{k'\sigma} \sigma_{k'\sigma} \sigma_{k\sigma} + \sum_{k,k'} U_{k,k'} \sigma^\dagger_{k\sigma} \sigma^\dagger_{k'\sigma} \sigma_{k'\sigma} \sigma_{k\sigma} \]  

(2.26)

where \( \sigma^\dagger \) and \( \sigma \) are the creation and annihilation operators, and the kinetic energy is \( \varepsilon_k = \hbar^2 k^2 / 2m \). The last term, the interaction term, contains pairing of atoms of opposite momentum. This has turned out to be a sufficient description in the limit of weak interactions, as it can be found in normal superconductors. For stronger interactions, it has shown to be useful to include pairs with a non-vanishing total momentum. This was used, for example, by Nozières and Schnitt-Rink to calculate the transition temperature in the case of strong coupling \[62\].

In a normal state, for example the Fermi sea, the interaction term is only a negligible contribution, as only the terms with \( k = -k' \) do not vanish. BCS deserve the credit to have found a state with an important contribution from the interaction term. Their idea is to construct a wave function which is a superposition of configurations where the atoms always occupy the momentum states in pairs, meaning that if there is one atom with momentum \( k \), there is also an atom with momentum \( -k \). This BCS ground state is

\[ |\psi_{BCS}\rangle = \prod_k (u_k + v_k \sigma^\dagger_{k\sigma} \sigma^\dagger_{k'\sigma}) |0\rangle \]  

(2.27)

The \( v_k \) and \( u_k \) are the probability amplitudes that a pair state is occupied or not. For simplicity, they can be taken as real \(^2\) and normalization yields \( u_k^2 + v_k^2 = 1 \). One notices that this wave function does not conserve the number of particles. We describe the system in the grand canonical ensemble. Efforts have been made to calculate the BCS problem without using the grand canonical ensemble, but it has turned out to be cumbersome at best and did not reveal any new physics \[63\].

2.4.2 The gap and number equations

Now we need to calculate the parameters \( u_k \) and \( v_k \). We do this by minimizing the free energy \( F = H - \mu N \), leading to \( 2u_k^2 = 1 + \xi_k / E_k \) and \( 2v_k^2 = 1 - \xi_k / E_k \), where we have defined that \( \xi_k = \varepsilon_k - \mu \), \( E_k^2 = \xi_k^2 + \Delta_k^2 \).

\(^2\)One can introduce a phase \( \phi \) by \( v_k = |v_k| e^{i\phi} \), which gives a macroscopic phase of the wave function and is needed to describe effects like the creation of vortices or Josephson junctions.
and \( \Delta_k = -\frac{1}{2} \sum_{k'} U_{k,k'} \xi_{k'} \). \( \xi_k \) is the energy of a particle measured from the Fermi level, which is the natural way to measure energies in the grand canonical ensemble. \( E_k \) can be understood as the energy of a quasi-particle (low-lying excited state of a system due to its response to an external perturbation). From its definition, we see that the minimum excitation energy is \( \Delta_k \). This is the excitation gap found in experiments.

Looking at the definition of the gap more closely, we realize that \( \Delta \) appears on both sides of the equation. The problem has to be solved self-consistently, leading to the gap equation

\[
\Delta_k = -\frac{1}{2} \sum_{k'} U_{k,k'} \frac{\Delta_{k'}}{\sqrt{\xi_{k'}^2 + \Delta_{k'}^2}} \tag{2.28}
\]

We also need to fix the number of atoms. We do this by summing over the occupation probabilities \( v_{k'}^2 \), leading to the number equation

\[
N = \frac{1}{2} \sum_k \left( 1 - \frac{\xi_k}{\sqrt{\xi_k^2 + \Delta_k^2}} \right) \tag{2.29}
\]

### 2.4.3 Renormalization

Let us now consider the potential \( U \). Certainly, it originates from our Feshbach resonance, but how is it related? Usually, this potential is taken to be constant, which on one hand allows for important simplifications in the calculations, but also leads to an ultraviolet divergence. In superconductors, one usually uses an energy cut-off at the Debye frequency to overcome this divergence.

Taking the potential \( U \) as constant is also a viable approach in our case. In real space the potential has a very small effective range, meaning that its Fourier transform, this is the \( U_{k,k'} \) used in the BCS Hamiltonian \((2.26)\), is nearly constant. In order to connect this potential to the theories we developed in the last sections, we calculate the scattering length of such a constant potential, and equate it to the one found for the Feshbach resonance.

In formal scattering theory, we use the \( T \)-matrix instead of the scattering amplitude, which is defined as

\[
-\frac{V}{4\pi} \frac{2m}{\hbar^2} \langle \mathbf{k} | T | \mathbf{k}' \rangle = f(\mathbf{k} - \mathbf{k}')
\]

where \( V \) is the quantization volume. The \( T \)-matrix can be calculated as

\[
T(E) = U + U G(E) U + U G(E) U G(E) U + \cdots \tag{2.30}
\]

where \( G \) is the resolving operator \( G(E) = (\mathbf{E} - \hbar^2 \mathbf{k}^2/m)^{-1} \). Since \( U \) is taken to have constant elements, the second term on the right side in
equation (2.30) can easily be calculated as

\[ \langle | k \rangle U G(E) | k' \rangle = \sum_{k'} \langle | k \rangle U G(E) | k' \rangle \langle | k' \rangle U | k' \rangle = U^2 \sum_{k} \frac{1}{E - \frac{\hbar^2 k^2}{2m}} \] (2.31)

The other terms can be calculated in a similar manner. This way, we can calculate the whole sum as

\[ \langle | k \rangle T | k' \rangle = U + U^2 \Sigma + U^3 \Sigma^2 + \cdots = \frac{U}{1 - U \Sigma} \] (2.32)

where \( \Sigma \) is the sum over \( k \) in (2.31). We can now calculate the scattering length in the limit of small energies. We set \( E = 0 \) in equation (2.31) and remember that \( f \approx -a \) for low energies and get

\[ \frac{2mV}{4\pi\hbar^2a} = \sum_{k} \frac{m}{\hbar^2 k^2} + \frac{1}{U} \] (2.33)

One sees that the sum on the right side of this equation does not converge, but this is intentional: it exactly compensates the divergence in the gap equation. This technique is called renormalization. It is also possible to use the pseudo potential introduced in section 2.2.2 [64]. That technique leads to the same result. One might also note that this equation has a very similar form to equation (2.18). This gives a physical meaning to the two terms on the right hand side: the diverging part is the contribution from the background scattering length, while the interaction in the BCS theory is nothing else than the Feshbach coupling term.

As we have taken the potential to be constant, the gap \( \Delta \) will be a constant as well. We divide the gap equation (2.28) by \( U \) and \( \Delta \) and equate it to equation (2.33) and get the renormalized gap equation

\[ \frac{m}{4\pi\hbar^2a} = \frac{1}{2V} \sum_{k} \left( \frac{1}{\varepsilon_k - \mu} \right) \left( \frac{1}{\sqrt{\varepsilon_k - \mu}^2 + \Delta^2} \right) \] (2.34)

When working with cold atoms, it is easier to deal with densities rather than with number of atoms. This is easily done by dividing by the quantization volume. The number equation (2.29) then becomes

\[ n = \frac{1}{2V} \sum_{k} \left( 1 - \frac{\varepsilon_k - \mu}{\sqrt{(\varepsilon_k - \mu)^2 + \Delta^2}} \right) \] (2.35)

We can now think about the physical meaning of the two equations. The gap equation gives a relation between the energy gap \( \Delta \) and the
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chemical potential $\mu$. Using this relation and the number equation we can then fix the chemical potential. Once we have calculated both parameters, we can go back to the BCS ground state $\mu$. We can now calculate the parameters $v_k$, and remember that this probability amplitude of the occupation of a momentum state. In the end we see that this is the same as removing the sum in the number equation $2.35$ which gives us the momentum distribution.

2.4.4 A closed form representation

The gap and number equations $2.34$ and $2.35$, respectively, are the key to the solution of the BCS theory. Several authors have presented solutions to these equations in closed form $2.34$. Obtaining expressions for these equations is an important step in facilitating the description of the BCS state. We want to present these efforts and apply them to the problem of the momentum distribution in a harmonic trap.

The first step in the treatment is to transform the two equations into their integral form

$$
\frac{m}{4\pi\hbar^2 a} = \frac{1}{(2\pi)^3} \int_0^\infty \left( \frac{1}{\epsilon_k} - \frac{1}{\sqrt{\epsilon_k^2 - \mu^2 + \Delta^2}} \right) 4\pi k^2 dk
$$

$$
n = \frac{1}{(2\pi)^3} \int_0^\infty \left( 1 - \frac{\epsilon_k - \mu}{\sqrt{\epsilon_k^2 - \mu^2 + \Delta^2}} \right) 4\pi k^2 dk
$$

By introducing the dimensionless variables $x^2 = \epsilon_k/\Delta$ and $x_0 = \mu/\Delta$, we can rewrite the equations in the form

$$
\frac{1}{a} = \frac{\sqrt{2m\Delta}}{\hbar} G(x_0)
$$

$$
n = \frac{1}{2\pi^2\hbar^3} (2m\Delta)^{3/2} N(x_0)
$$

where we have introduced the gap and number integrals

$$
G(x_0) = \frac{2}{\pi} \int_0^\infty \left( \frac{1}{x^2} - \frac{1}{\sqrt{(x^2 - x_0^2)^2 + 1}} \right) x^2 dx
$$

$$
N(x_0) = \int_0^\infty \left( 1 - \frac{x^2 - x_0}{\sqrt{(x^2 - x_0^2)^2 + 1}} \right) x^2 dx
$$

$^3$The square in the presented substitution is purely technical, it later brings the equations into the form of an elliptic integral.
Using the substitution $\xi = \frac{x_0 + \sqrt{1 + x_0^2}}{2\sqrt{1 + x_0^2}}$, we can write these integrals in the closed form

$$G(\xi) = \frac{\sqrt{2}}{\pi ((1 - \xi)\xi)^{1/4}} (2E(\xi) - K(\xi)) \quad (2.41)$$

$$N(\xi) = \frac{1}{3\sqrt{2}((1 - \xi)\xi)^{3/4}} ((2\xi - 1)E(\xi) + (1 - \xi)K(\xi)) \quad (2.42)$$

where $K$ and $E$ are the complete elliptic integrals of the first and second kind, respectively. They are readily available in most computer algebra systems.

### 2.4.5 Results

The BCS theory gives a good qualitative description of the whole crossover. In figure 2.7, we show the behavior of the chemical potential $\mu$ and the gap $\Delta$ at zero temperature in the crossover. While for a deep BCS state with weak interactions the chemical potential coincides with the Fermi energy, it decreases while crossing the resonance and even becomes negative on the BEC side, and eventually becomes asymptotically equal to the binding energy of the molecules. The Fermi edge washes out, as can be seen in figure 2.8, and once the chemical potential crosses zero it disappears completely. This illustrates that the pairs are not governed by the Fermi-Dirac distribution anymore, but follow the Bose-Einstein statistic and thus can be considered bosons. The gap, normally small in superconductors, opens up.

The critical temperature can also be deduced from BCS theory, usually by calculating the temperature $T^*$ at which the gap vanishes, see references [65, 66]. This is the dashed curve in figure 2.9. As we already stated, the pair creation and condensation do not coincide for strong interactions [59]. This becomes clear once we are on the BEC side of the crossover: the molecules exist even at higher temperatures and only condense into a BEC below a critical temperature $T_c$ [60]. A similar effect is seen in high temperature superconductors and is known as the pseudogap [67, 68].

This critical temperature was first studied by Nozières and Schmitt-Rink (NSR) [62]. They realized that the BCS approximation to only take pairs with zero momentum into account will fail at strong interactions, and considered thermal motion of bound molecules. A recent theoretical calculation, which agrees well with NSR, is shown in figure 2.9 together with experimental measurements. Further studies, which took beyond
Figure 2.7: The gap $\Delta$ (dashed line) and the chemical potential $\mu$ (solid line) in the BEC-BCS crossover. The small dash-dotted lines are the approximations that we will discuss in section 5.1.3. The lower line corresponds to the binding energy of a molecule. In the experiment the parameter $1/k_Fa$ decreases with increasing magnetic field, therefore, we introduce the minus sign in the abscissa to give the graph the same orientation as the graphs of the Feshbach resonance.
mean field fluctuations into account, revealed that the maximum visible in the figure should not exist, but the condensation temperature should increase steadily [69].

2.4.6 Beyond BCS theory

The use of BCS theory throughout the whole BEC-BCS crossover by Leggett was a bit adventurous, since the BCS approximations only hold for small attractive interactions. Nevertheless, his approach was justified later as his theory is a self-consistent theory which predicts experiments at least qualitatively.

This success had raised the bar for further theoretical research. The problem is indeed challenging: with the interactions being strong, we
Figure 2.9: The transition temperature in the BEC-BCS crossover (solid line). The data in the background is a measurement taken in $^{40}$K of the condensate fraction. Above the curve the gas is in the normal state, while we have a superfluid phase below. We note that there is no phase transition between a superfluid BEC on the left side and BCS superfluidity on the right. Both theory and data is by Chen et al. [27]. The colors correspond to a condensate fraction between 0 (dark) and 15.5% (bright). The curve is higher than the data since they could not measure a condensate fraction below 1%. The dashed line shows the transition temperature usually used to describe superconductivity in metals, it is the temperature below which pairing begins.
loose the last small parameter and approximations that hold on one side of the crossover not necessarily do so on the other.

The center of the crossover, where the scattering length diverges, is the best studied part. In general we can say that the chemical potential is proportional to the Fermi energy, where the proportionality depends on the scattering length, such that \( \mu = f(1/k_F a)E_F \) with some function \( f \). At the center of the resonance \( a \) diverges, and we are left with a constant which is traditionally called \( 1 + \beta = f(0) \).

This \( \beta \) is independent of BCS theory, thus \( \beta \) is a meaningful constant even without BCS theory, in this meaning it can be considered universal. Therefore, it can be used as a test for BCS or beyond BCS theories. Furthermore, the definition does not contain any details on the interaction potential. It is thus valid even outside atomic physics, and indeed it is used in other fields, like the physics of neutron stars [11] or the quark-gluon plasma [7]. There has recently been a large effort, both theoretically and experimentally, to determine the value of \( \beta \).

A first approximation is to calculate \( \beta \) from BCS theory by solving the gap equation, which results in \( \beta = 0.41 \). In our group, in order to determine \( \beta \), we measured the energy released by a gas while expanding. The energy can be calculated from the size of the cloud. In a harmonic trap, the released energy is then \( E_R = \sqrt{1 + \beta E_R^0} \), where \( E_R^0 \) is the value for a gas without interactions. The square root comes from averaging over the trap, as described in the thesis of Julien Cubizolles [71]. The resulting values for \( \beta \) are described in the thesis of Thomas Bourdel [65], as well as in the paper in appendix A.1. There, we find a result of \( \beta = -0.64(15) \). This value was based on a resonance position of 82 mT. Later, the position was more precisely determined to be 83 mT [58], such that we obtain a more accurate value of \( \beta = -0.59(15) \), as written in the paper in appendix A.5. Similar to our work, the group in Innsbruck studied the size of the atomic cloud in the trap without releasing the atoms [72]. This is also a measure for \( \beta \) and after a correction similar to ours they obtained a value of \( \beta = -0.73^{+12}_{-09} [73] \).

The same experiment was performed at Duke University and resulted in \( \beta = -0.49(4) \) [31], while \( \beta = -0.54(5) \) was found at Rice [74]. The group at JILA measured the potential energy in the trap for \( ^{40} \)K. They carefully studied temperature effects and where able to extrapolate a zero temperature value of \( \beta = -0.54^{+10}_{-12} [75] \). This nicely illustrates that \( \beta \) is universal, as it has the same value measured for both atoms.

Quantum Monte Carlo simulations predict values of \( \beta \) that fall into the same range as the experimental values. The theories are not immune to errors, as Carlson et al. also had to correct their value from \( \beta = -0.56 \)
to $\beta = -0.58$ [77], obviously not due to more precise knowledge of the resonance but because they simulated a larger number of atoms to achieve the latter value. Extending BCS theory by taking into account pairing fluctuation effects, Pieri et al. calculated a value of $\beta = -0.545$ [78].

Using Monte-Carlo simulation, Carlson et al. [76] studied the unitarity limit, where they calculated the chemical potential and the momentum distribution. Astrakharchik et al. [79] studied the whole crossover, calculating the energy per particle. They found that their results agree with the equation of state of a repulsive gas of molecules with a molecule-molecule scattering length of $a_m = 0.6a$. This is in direct contradiction to BCS theory, which predicts a molecule-molecule scattering length of twice the atom-atom scattering length. By direct calculation, BCS theory was shown wrong before by Petrov et al. [22], who solved the molecular scattering problem and found the exact result of $a_m = 0.6a$.

Astrakharchik et al. [70] also used a Monte-Carlo simulation to calculate the momentum distribution of a Fermi gas in the crossover. Their results are shown in figure 2.8.

In this chapter we have shown the scattering properties of fermionic gases, and presented and introduction into the BCS theory. In chapter 5 we will use the results from these theories to develop a description of the experiments that we have performed.
Chapter 3

Experimental setup

This chapter gives a brief introduction to our experimental setup. As it is already described elsewhere in detail \([38,39]\), I will give a brief overview and make emphasis only on the parts that have been changed.

First I want to give a quick overview of the experimental procedure, to help in the general understanding of the following sections. Our experiment starts with the atoms in an oven, which is heated to create a gas jet. The atoms are slowed down in a Zeeman slower, after which we capture both isotopes, \(^6\text{Li}\) and \(^7\text{Li}\), in a magneto-optical trap (MOT). Using a magnetic elevator, we transfer the atoms into a Ioffe-Pritchard trap, in which we perform forced evaporative cooling on the bosonic isotope \(^7\text{Li}\), at the same time sympathetically cooling the fermionic isotope \(^6\text{Li}\). In the end, the atoms are transferred into an optical dipole trap to enable us to study them in the states that are not magnetically trappable. After another evaporative cooling stage in the optical trap we can perform our experiments, which normally take place in a magnetic field around our Feshbach resonance at 83 mT. As a last step, we switch off the optical dipole trap and let the atoms expand, taking an absorption image at the end.
3.1 The vacuum chamber

As Lithium is a metal with a negligible vapor pressure at room temperature, the first step to make an atomic gas of it is to heat it. We do this in an oven which consists of a vertical stainless steel tube into which we put a few grams of Lithium. The oven is connected via a small tube to the vacuum chamber to create a collimated gas jet. Figure 3.1 shows the setup. A small metal mesh is installed in this collimator to recycle lithium into the oven via capillary forces. The oven is heated with an electric heating wire soldered around the tube. Originally, this wire had been only installed in the center of the tube, where the collimator leaves to the vacuum chamber. In order to have a more uniform heat distribution, we changed this design to heat the whole oven tube. This was a bad idea, since now there is no cold point in the oven anymore where lithium condenses. Instead, it will close the collimator albeit the mentioned recycling mesh. The solution to this problem was to also heat the collimator with a second heating wire, to temperatures comparable to the oven’s temperature.

The most important drawback in our old setup was the very slow loading of the MOT. During the reconstruction, an important part of our efforts was to improve on that aspect. The loading times were mostly limited by the low flux of atoms in the gas jet. The flux of atoms in turn was limited by the small differential pumping tube between the oven part of our vacuum chamber and the experimental chamber. The obvious way to increase the flux, which is to open this differential pumping tube a bit more, had shown to degrade the vacuum to a point that the magnetic trap had lifetimes too low to work with. A second differential pumping stage was the solution. A 6-way cross was introduced between the oven chamber and the Zeeman slower to install a 251/s ion pump. The 6-way cross has windows on all ends, very helpful when measuring the flux of the atomic beam.

Let us estimate the efficiency of the differential pumping. The vapor pressure of Lithium in the oven can easily exceed 20 mbar, which means that we are in the transition region between viscous and molecular flow \[80\]. This region is very hard to calculate, so we trust the reading of the ion pump in the oven chamber which gives a current corresponding to a pressure of \(10^{-7}\) mbar. The conductance of the differential pumping tubes can be calculated as \(C = 0,26\bar{v}d^3/l\), where \(\bar{v}\) is the average velocity of the particles, \(d\) is the diameter of the tube and \(l\) its length. The pressure ratio between the two ends of the tube that can be maintained is \(C/S\) if \(S\) is the pumping speed of the pump before the tube. Plugging in
3.1. The vacuum chamber

Figure 3.1: This is the beginning of the vacuum chamber, where the atomic jet gets collimated. A block of lithium is in the oven on the left, heated by the heating wire wound around the oven. The gas jet leaves the oven by the little tube between the oven and the chamber, in which we placed a metal mesh as described in the text. Afterwards the jet passes through two small collimation tubes, which also act as differential pumping stages. Here they are marked with their length and inner diameter. Each pumping stage has its own ion pump, one is shown and the other one is situated orthogonal to the represented plane, and indicated with the dashed circle. Between the oven chamber and the Zeeman slower is a 6-way cross with windows on all open ends and a valve to separate the oven from the main chamber in case we have to change the lithium. A bellow before the Zeeman slower allows for fine tuning of the gas jet's direction.
our numbers, using a very conservative average velocity of $\bar{v} = 2000 \text{ m/s}$, which is the average velocity of a lithium gas at 900 K (this is the highest temperature we could possibly reach with the oven, lower temperatures give better results), we get a ratio of 180 for the first tube and 9 for the second one. This gives a ratio 5 times better than the previous value of 270 for the smaller differential pumping tube we had before.

3.2 The Zeeman slower

In order to slow the atoms, a laser beam, detuned from the resonance, is shone counter-propagating onto the atomic gas jet. The momentum transfer to the atoms by the photons will slow the atoms down. This way, the Doppler shift of the resonance frequency changes, which we compensate using magnetic fields via the Zeeman effect. This is why such a setup is called a Zeeman slower.

From the technical point of view, the Zeeman slower consists of two cone-shaped coil wound around the vacuum chamber. This creates a decreasing magnetic field in the first coil, followed by an increasing field in the second one. As described in the thesis of Florian Schreck [38], the first coil consists of a cable which is wound in layers around the vacuum tube, held in place using a cement and cooled by water tubes, as illustrated in figure 3.2. The second coil is much smaller, it is a simple cable wound around the tube. As we did not change this second coil, we refer to Florian Schreck’s thesis for its design.

One of the factors lowering the atomic flux was that the Zeeman slower was not working correctly, since some of the electric layers stopped working, as the wire was broken. After having dismantled the coils, we found out that those layers obviously had burnt down in some parts, and since we were working on the vacuum, we decided to wind a new slower.

We designed the slower in a way that it gives a high flux but does not burn down during bakeout. The high flux was easy to achieve: the old slower would have had a nice flux if all the windings had been functioning properly. Just to be on the safe side we added 10 cm of windings, giving us a slower of 90 cm. We used a slightly thicker wire (cross section 2.5 mm$^2$, Garnisch GGCb250-K5-19), and added silicon carbide to the cement used before (Sauereisen No. 10) to increase its heat conductance. As a first layer we wound two coils that were only used for heating during bake out, since the burning of the coils had apparently occurred during that time. Should other layers of the slower
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Figure 3.2: The Zeeman slower while being wound. One can see the layer structure of the coils. The cables are held in place using a cement mixed with silicon carbide, which gives a grey color. On the right one can see the end of the two parallel water cooling tubes which are below the coils.

stop functioning with time, one could consider using this layer instead. For cooling, we wound a layer of two parallel copper tubes with an outer diameter of 8 mm around the first layer. The two parallel tubes should increase the water flux by a factor of four compared to a single tube. After seven layers of cables, we added another cooling layer, and another cooling layer at the end.

The light for the Zeeman slower enters through a window at the end of the vacuum chamber. This window is under constant bombardment from lithium atoms from the jet. After many years of operation, this window was slightly covered with lithium. Not that it had prevented us from working, but as the chamber was already open, we decided to replace it with an anti-reflection coated window, hoping to improve the efficiency of the Zeeman slower. We were surprised that after only a few weeks the window was completely covered, the anti-reflection coating had apparently reacted with the lithium, and we had to replace it by a non-coated window, which works fine.

Once wound, we characterized the performance of the slower by measuring the velocity distribution of the atoms at the end as follows: When we shine a resonant laser onto the atom jet, the atoms will fluoresce. From the fluorescence we can measure the flux of atoms in the laser beam. We do not adjust the laser beam perpendicular to the atomic jet, but leave a slight angle between the orthogonal of the jet and the laser beam. Then those atoms will fluoresce, whose Doppler
shift of the velocity component in the direction of the laser beam is exactly the detuning of the laser. As the atomic beam is collimated, the perpendicular velocity component is nearly negligible, which means that we directly measure the axial velocity of the atoms. Scanning the detuning of the laser, we can acquire the velocity distribution of the atoms. Figure 3.3 shows such a velocity distribution. The small peak on the left are the slowed atoms. Comparing to the distribution with the Zeeman slower switched off, one sees that there is less flux around for the velocity component of around 1000 m/s. It is those atoms which show up in the Zeeman slowed peak afterwards. This peak corresponds to a flux of about $10^{10}$ atoms/cm²s.
3.3 The laser system

Our laser system is divided into several distinct parts, shown in figure 3.4. We placed our master lasers on a separate table, not disturbed by the vibrations that the experiment creates, especially while switching the magnetic fields. The lasers are extended cavity diode lasers, locked using saturated absorption spectroscopy onto three lines: the $^6\text{Li} \, \text{D1 and D2 lines and the $^7\text{Li}$ D2 line.}$ The lithium level structure is shown in figure 3.5. Using two double-pass acousto-optic modulators (AOM) we can generate the two hyperfine lines in $^7\text{Li}$ used as principal and repump beams. Due to the coincidence of the $^7\text{Li} \, \text{D1 and the $^6\text{Li}$ D2 lines,}$ we repump $^6\text{Li}$ on the D1 line, otherwise the $^6\text{Li}$ light would disturb the $^7\text{Li}$ MOT. Therefore we need an additional master laser for this line.

The mentioned double-pass AOMs together with those installed after the $^6\text{Li}$ lasers allows us to tune the lasers in the needed range. The resulting beams are injected into optical fibers and sent to the experiment, where they are used to inject slave lasers. As the power of the $^7\text{Li}$ master laser was not sufficient to stably inject the slave lasers on the experimental table, we injected diodes with each beam. These acted as amplifiers. Since we exchanged the $^7\text{Li}$ master laser with a more powerful diode, the need for this amplification stage has disappeared, so we removed the amplifier for the $^7\text{Li}$ principal beam. The other amplifier might be uninstalled as well if the master laser turns out to be stable and powerful enough over a long time. In the meantime, the $^6\text{Li}$ principal laser has degraded to a point that we had to add an amplification stage to it.

After many years of successful operation, the tapered amplifier, used to amplify the light for the MOT, had died. The spontaneous emission background had raised to a level such that almost a third of the emitted power was not actually in the desired mode but formed a pedestal that was unfortunately too broad to be seen on a Fabry-Pérot interferometer. This resulted in an unstable MOT which became unusable. The replacement did not have a good fate: it died after only two weeks of operation. This left us with no tapered amplifier, since our model had gone out of production and no other model was available on the market (nowadays, Toptica produces tapered amplifiers for 670 nm). Fortunately, at the same time two models of high-power laser diodes became available. Both models (Mitsubishi ML101J27 and Hitachi HL6545MG) are specified for a wavelength of 660 nm and a power of 120 mW. For the Mitsubishi diodes, we managed to convince the distributor (Municom) to sell us diodes selected for a high wavelength, typically specified as 663 nm at room temperature. According to the
Figure 3.4: A bird’s eye view of the laser system. Shown on the left is the master table, while the experimental table is on the right. The light is transported via fibers (shown on the bottom) from one table to the other. Three master lasers are locked via a feedback loop. Eight AOMs enable us to independently tune the four frequencies for the MOT and the Zeeman slower. All beams have to be amplified on the experimental table, some even on the master table, symbolized by the boxes with a triangle.
Figure 3.5: The energy levels of $^6$Li and $^7$Li.
specification, they should get to around 668 nm when heated to 60 °C. In the experiment, we usually heat them up to 80 °C. Near a current of 280 mA the wavelength reaches 670 nm, and we can inject the diodes, giving us more than 120 mW of power. Both temperature and current are beyond the specifications of the diode.

The high current in combination with a high power is not easy to handle. Thermal isolation is crucial, as at high temperatures the losses by convection will be large, leading to an unstable diode. We glued rubber isolations on the inside of the laser housing, and closed it hermetically. Additionally, we used commercial diode mounts Newport Model 700 Series Temperature Controlled Mounts. Only the high price prevented us from using them for all diodes.

In case the temperature controller fails, the temperature drops rapidly and the diode will die, as the current is by far too high at ambient temperature. After having lost some diodes this way, we installed a temperature security system. We installed a temperature sensor LM35 into our own diode mounts and used the sensors AD592 in the Newport mounts to monitor the temperature. Once it leaves a predefined range, a relay installed in the current drivers will cut the supply to the diode.

During the evaporation of the atoms, it is imperative that we do not allow any light that resonates with the atoms, as even at low powers this leads to non-negligible heating. This is not easy to achieve if one has to block some 100 mW. In the old setup, we used to switch off the AOMs of the master lasers in order to disinject the lasers, such that they were not resonant with the atoms anymore. Unfortunately, some of the new lasers show an annoying behavior: while they are stable once injected, they will not re-inject after the injection beam has been switched off for a while. The diodes show a hysteresis behavior: one has to increase the diode current above the injection point and decrease it again for the laser to injection lock. As a first solution, we tried to constantly modulate the laser diode current. This made re-injection possible, but not to an extent that we could guarantee it. As this also affected long term stability on normal conditions, we abandoned this technique. Instead, we had to block the resonant light completely. This turned out to be harder than expected, as even after a switched off AOM and a shutter there was still enough light to decrease the lifetime of the atoms below a second. A shutter in front of a small aperture solved this problem.

Still, the tapered amplifier gave us about 500 mW of optical power, far from what the diodes are capable of. As luck would have it, this power is equally distributed over the four frequencies that we use. This means that we can use four lasers to generate the six beams needed for the
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Figure 3.6: The optical setup for the MOT

MOT. In order to achieve this, we mix the four beams on non-polarizing beam splitters and use all four outputs, three of them are split again to make up the six beams of the MOT, while the fourth one is sent to a Fabry-Pérot interferometer to monitor the injection of the slave lasers (see Figure 3.6). In the end, we have a beam with a diameter of 25 mm and an intensity of 6 mW/cm² per line.

The high power of the MOT lasers also enables us to take some of their power to inject the lasers of the Zeeman slower. This makes the injection more stable, since we can now use all the power of a fiber coming from the master lasers to inject one laser, and we always have enough power to inject the Zeeman slower slave lasers, even though they are behind an AOM (see Figure 3.7). One exception is the laser for the MOT $^7$Li principal line, since it has the highest need for power and we do not want to loose any without need.

In the old setup, the imaging beam used to be problematic. It was derived from the MOT lasers and mode cleaned in an optical fiber. After that optical fiber, the beam could be switched with an AOM, and was mode cleaned again using a pinhole. This design had several disadvantages: as the MOT lasers were disinjected during an experimental run, there was always a wait time of 20 ms to re-inject the lasers, during which time the experiment did nothing. The injection into the fiber was unstable, there was a high-frequency noise on the outgoing beam. We
found out that this was due to the fiber acting as a cavity. The beam was injected into the fiber on the experimental table that vibrated while the magnetic coils were switched off. The AOM which was installed after the fiber distorted the beam, such that we needed a pinhole to clean the mode again.

In the new setup we addressed all these problems. The AOMs to switch the beams are now placed on the table with the master lasers, with no vibrations from the coils switch-off, using beams coming directly from the amplifiers. This is shown in figure 3.3. A fiber cleaved with an angle on both ends eliminates the possible creation of a cavity, and the only optics after the fiber is a single lens which is placed directly after the exit of the fiber to collimate the beam, and some steering mirrors. This gives a virtually perfect Gaussian beam.

The Doppler cooling beam also had to be redesigned, as it was taken after the tapered amplifier, which does not exist anymore. We also simplified the beam path of the optical pumping beam.
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Figure 3.8: The setup of the MOT amplifiers and imaging lasers. The $^7$Li principal and $^6$Li principal beams are generated in a saturated absorption spectroscopy, tunable via an acousto-optic modulator. This is the beams entering into this picture. Two amplifiers give enough power for both the MOT slave lasers and the imaging. Three AOMs guarantee that there is always two AOMs switching the light, as stray light would be evil, and enable us to switch the to isotopes independently.
3.4 The magnetic traps

After the atoms have been trapped in the MOT, we have to transfer them into the Ioffe-Pritchard trap where we perform the evaporative cooling. As the MOT coils are not perfectly on the axis of the Zeeman slower, we have some current in the transfer coils in order to lift the center of the atoms a bit. When the experiment starts, we shift down the MOT to the center of the coils. Afterwards, we detune the lasers closer to resonance while lowering their power and the magnetic field to cool the atoms more and compress them. We optically pump the atoms into the higher hyperfine states, the only states magnetically trappable.

When trapping cold atoms, one must do a trade-off: a MOT should be as big as possible as to trap as many atoms as possible. Later, while doing evaporation, one prefers high magnetic field gradients to achieve high densities. This is especially important in lithium, as it has rather low scattering cross sections in low magnetic fields. A high gradient means high currents close to the atoms, contradictory to a large MOT volume. The solution adopted here is to spatially separate the two traps, and transfer from one to the other.

The final magnetic trap is a classical Ioffe-Pritchard trap \[81\], illustrated in figure 3.9. It consists of four parallel bars, commonly called Ioffe bars, arranged around a common center line, where they create a magnetic field minimum in which the atoms will be trapped. At the end of the bars, two coils are posed. They are not in a Helmholtz configuration, but further apart, thus they create a magnetic field minimum in the center. This traps the atoms also in the direction parallel to the bars. These coils also create a large offset field, which is eliminated using a pair of large compensation coils with a current flowing in the opposite direction of the pinch coils’ current. As the compensation is not exact, there is a small coil wound around the compensation coils connected to a different power supply used to fine-tune the offset field. The Ioffe-Pritchard trap is installed around a little appendix, which sticks out of the glass cell in which we make the MOT. The appendix is very small, enabling us to pose the trapping coils very close to the atoms, lowering the needed currents considerably.

We transfer the atoms magnetically. We ramp up a current in the transfer coils, centered around the Ioffe-Pritchard trap, and later lower the current in the MOT coils. This procedure moves the center of the quadrupole magnetic trap into the appendix. This technology, pioneered by our group, is used in many variations in several laboratories. While we use one pair of coils to transfer the atoms, the group in Munich
extended this concept by using many coils acting like a conveyor belt [82].

An important problem with the old setup was the fact that we lost most atoms during the transfer from the MOT into the magnetic trap because the little appendix on the glass cell was just too small. The atomic cloud has a 1/e radius of about 5 mm. As the inner diameter of the appendix was only 3 mm, we lose 90% of the atoms when transferring into the appendix. Increasing the inner diameter to 5 mm, the loss will decrease to only about 50% of the atoms, which can be easily calculated considering a cloud with a Gaussian distribution. This, admittedly oversimplified estimation, has been verified by a Monte-Carlo simulation by Andrea Alberti [83]. This means that we will be able to transfer five times more atoms into the Ioffe-Pritchard trap.

This change made a redesign of the coils around this appendix necessary. In order to reach the same confinement as before, the current in the Ioffe bars has to be increased significantly. In the old design we had three parallel wires for each bar, which we increased to four. This way, we can create a magnetic field gradient per current of $3 \text{ GA}^{-1} \text{cm}^{-1}$, close to the $3.9 \text{ Gcm}^{-1} \text{A}^{-1}$ in the old setup. Fortunately, we were driving a current of 400 A in the bars, well below their maximum
current, such that we can compensate for this decrease. We expect that a current around 600 A will be necessary. We tested that the water cooling will be sufficient for these currents.

3.5 The optical dipole trap

As we just described, only atoms in a low field seeking states can be trapped using a magnetic trap. We prefer to use the lowest states of the atoms as they cannot scatter inelastically, reducing the losses from the trap. Therefore we installed an optical dipole trap, which can trap atoms in all states.

An optical dipole trap consists basically of a focused Gaussian beam of a wavelength higher than the atomic transition. The atoms are attracted to high laser intensities, giving us a trapping potential which is proportional to the intensity.

We use two crossed beams to create the optical trap. This enables us to change the shape of the trap by changing the relative intensities of the two laser beams. Originally, we used a 9.5 W Nd:YAG laser from Spectra Physics, which was split on a beam splitting cube for the two beams. One AOM per beam enabled us to change the intensity of the vertical and horizontal trap independently.

After years of successful operation, the old laser for the optical dipole trap started to decrease in power. As a replacement, we bought a Yb:YAG laser “VersaDisk” from ELS. The manufacturer specified an output power of 30 W at a wavelength of 1030 nm. Using a birefringent filter and an etalon, the laser should be able to work in single frequency mode, while still lasing at 15 W. This was a major design goal, as we will use this laser to create an optical lattice.

This laser had a big surprise for us: when we first tried to replace the old laser with it, the laser failed to trap the atoms, but instead heated them until they left the trap. The reason for this was that the laser showed a distinct noise peak at 3.4 kHz with a relative intensity noise (RIN) of -93 dB/Hz, on top of a noise background of -115 dB/Hz. This was far above the specified -160 dB/Hz. Similar results had been found by the group in Innsbruck.

The heating of an atomic cloud with a laser that has intensity noise was studied by Savard et al. [84]. They reported that the average energy of the particles in a trap created by a noisy laser increases exponentially,

$$\langle E(t) \rangle = \langle E(0) \rangle e^{t/\tau} \quad (3.1)$$
The heating rate $\tau$ in this equation relates to the noise of the laser as

$$\frac{1}{\tau} = \pi^2 \nu^2 S(2\nu)$$  \hspace{1cm} (3.2)

where $\nu$ is the trap frequency and $S(\nu)$ is the power spectral density. Equation (3.2) shows that the most disturbing noise is around twice the trapping frequency, which we expect since parametric heating is the dominating process.

The laser was shipped back for repair. A feedback loop was installed in the factory, but this and various changes in the laser geometry had only minor effect, the peak noise did not drop below -100 dB/Hz. The good news was that the noise peak had moved to higher frequencies: the main peak was now at 32 kHz, see figure 3.10. The heating times calculated for the laser are shown in figure 3.11. Since we work at lower frequencies, the atoms see less of the noise. The noise is very different for single mode or multi-mode operation. The noise peak at 32 kHz is narrower, but the noise at low frequencies increases tremendously for multi-mode operation. This makes single mode the favorable way of operating.

The only way to use this laser was to install a feedback loop. A photodiode, installed after the trap, detects the intensity of the laser. We designed a PI controller, which feeds back onto the AOM installed after the laser. The electronic circuit is shown in figure 3.12. The photodiode's signal enters on the left. It get summed with the reference voltage using an operational amplifier. As the photodiode's signal is negative, and the reference positive, the sum of the two give directly the error signal. A potentiometer, wired as a voltage divider, determines the overall gain of the feedback loop. The core part of the controller is the integrator in its center. The gain $G$ of the shown circuit is proportional to

$$G \propto \frac{R_GR_\tau}{R_0} \left(1 + \frac{1}{i\omega R_\tau C}\right)$$  \hspace{1cm} (3.3)

where $R_G$ is the setting of the overall gain potentiometer and $C$ is the value of the capacitor in the integrator. $R_\tau$ is the setting of the variable resistor named time constant in the figure, and looking at the equation we note that it can be indeed used to set the time constant $\tau = R_\tau C$ of the system.

The output from this controller is connected to voltage controlled attenuators (PAS-3 from Minicircuits) which attenuate the radio frequency power sent to the AOM. As their working point is normally not around
Figure 3.10: The noise of the laser in single mode and multi-mode operation, after it had been repaired but before we installed the active stabilization. The reference is the noise of the electronics.
Figure 3.11: The heating induced by the laser noise from figure 3.10, calculated using equation (3.2)
Figure 3.12: The controller electronics for the intensity feedback. All the operational amplifiers are of the type OP27.

0 V, a last summing amplifier is installed in the electronics to add an offset to the output. The switch in the circuit can be used to disconnect the feedback loop, and the power of the RF can be controlled manually using the offset potentiometer.

In order to check the performance of the feedback loop, we studied the losses of the atomic cloud in the optical trap. Starting with $9 \times 10^5$ atoms at $20 \mu K$, we saw an exponential decay with a time constant of $2.8 \text{s}$ when the laser was feedback stabilized. This is much worse than the predicted value shown in figure 3.11, apparently we are not limited by the laser noise. Without the stabilization the losses were much higher, and especially very non-deterministic, so that we were not even able to trace a loss curve.

After a short while the laser constantly dropped in power. We found out that this was due to an accumulation of dirt burnt into the laser crystal. This problem could only be solved by realigning the lasing cavity to use a different spot on the crystal. As this procedure can only be performed by ELS technicians, this is not a long term solution. We tried to overpressure the laser with filtered compressed air to reduce dust, but the final solution was that we bought laminar flow air filters which we installed on top of the experimental table.

The standard operation for the experiments described in this work was that we used the ELS laser for the horizontal trap and the Spectra
3.6 The cooling strategy

In BEC experiments, the standard tool for creating quantum degenerate gases is forced evaporative cooling: one removes the most energetic atoms out of the trap and lets the remaining atoms rethermalize. Constantly lowering the energy above which one removes the atoms will cool the gas. It is elastic collisions which provide rethermalization, while inelastic collisions is the major limit of evaporative cooling, as it leads to heating.

As we have seen in section 2.2, s-wave collisions are forbidden for fermions. This decreases scattering to almost zero at low temperatures, which prevents the gas from rethermalizing. Two techniques are used to circumvent this: realizing that scattering is allowed once the fermions are in different internal states, the groups at Duke [85] and Innsbruck [86] are using the two lowest spin states of $^6$Li in an optical trap. At JILA, they do the same in a magnetic trap using $^{40}$K [13]. The other technique is to mix the fermions with a boson. One then cools the boson evaporatively, and as the bosons and fermions scatter, the fermions are cooled sympathetically. This technique is used in many groups, the pioneers were the group at Rice [14] and our group [15] for the combination $^6$Li-$^7$Li, the group at MIT for $^{23}$Na-$^6$Li [16]. Many groups use nowadays the combination $^{87}$Rb-$^{40}$K, pioneered at Florence [17] and JILA [87]. The obvious solution would be the combination $^{87}$Rb-$^6$Li, as Rb is the most simple atom to deal with and Li is easier to handle than K. This was tried by the group at Tübingen [88]. They reported on a very low scattering length between the two atoms of $20a_0$, which reduces evaporation efficiency to a point that quantum degeneracy is hard to achieve.

We are using both techniques in our experiment. We start by performing sympathetic evaporative cooling in a magnetic trap. In order to start evaporative cooling, we first have to perform a Doppler cooling stage, the principle of cooling used in a MOT. This is necessary as evaporative cooling does not work for Lithium around 6 mK, corresponding to the cancellation of the scattering length described in section 2.2. In the MOT we can cool below 1 mK, but when we transfer the atoms into the magnetic trap we adiabatically compress the cloud, thus heating it. Using Doppler cooling we can decrease the temperature again below 1 mK.
A magnetic trap is a minimum of the magnetic field in free space. Atoms can be trapped in such a minimum, if they are prepared in a low field seeking state, this is a state whose energy increases with increasing magnetic field. Atoms in a high field seeking state, the other possibility, cannot be trapped as there is nothing like a magnetic field maximum in free space [89]. The situation of $^6\text{Li}$ is shown in figure 3.15. We can trap the atoms in the highest state. In order to remove the highest energy atoms from the trap, we drive an RF transition which transfers atoms into the untrapped lower states. As the transition depends on the magnetic field, only the atoms at a certain isomagnetic shell are removed, thus only those which are sufficiently energetic to get there. One commonly speaks of a radio frequency knife which "cuts" the high energetic tail of the atomic distribution.

Another way of seeing this is to look at a dressed state picture. The radio frequency effectively shifts the lower state upwards until it crosses the upper states, as shown in figure 3.6. This creates an avoided crossing, and the atoms will be able to leave the trap once they manage to cross the magnetic field of the RF knife. One can also trap the atoms in the upper minima, symbolized by the small circles in the figure. This gives an eggshell like trap, that was proposed by Zobay and Garraway [90], and experimentally shown at Villetaneuse [91].

In the magnetic trap, we only evaporate $^7\text{Li}$, as this way we are able to cool sufficiently low without loosing any of the fermions we want to work with later. Historically, we were using a sequence of linear
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Figure 3.14: The evaporation ramp. The solid line shows the linear ramps used originally, while the dashed line shows the exponential ramp used later. One should note the little linear ramp at the end of the exponential ramp to eliminate all remaining bosons.

ramps for the RF knife, that were optimized independently. It turned out that by proceeding this way we converged to an approximation of an exponential function by linear pieces, as shown in figure 3.14. Thus we replaced the ramp by a simple exponential sweep which can be easily tuned as a whole. The exponential sweep is followed by a linear ramp which goes down below the hyperfine splitting in order to clear the cloud from any remaining bosons.

We can improve the evaporation if we increase the scattering length by making use of the Feshbach resonance. There is a Feshbach resonance between the lowest spin states, which are not magnetically trappable. With an optical trap on the other hand, it is not easy to create a potential sufficiently deep and large as to trap the atoms directly from the MOT with good efficiency. This is why we evaporate first in the magnetic trap\[1\] Once the atoms are sufficiently cold to be held in the

\[1\]The group in Innsbruck decided to build a cavity around the vacuum chamber,
optical trap, we transfer the atoms into it. Typical numbers are $10^6$ atoms at 15\,µK, while the optical trap depth is 500\,µK. We overlap the magnetic trap with an optical trap which is similar in stiffness to its magnetic counterpart, to minimize heating during the transfer. We ramp up the optical trapping laser in 1\,s. Afterwards, we switch off the magnetic trap in 1,1\,s only leaving some current in the pinch offset coils as a guiding field. At this stage, the atoms are still in the magnetically trappable higher hyperfine state. Using a RF transition we change from state $|6\rangle$ to state $|1\rangle$, as shown in figure 3.15. As this is the lowest state, inelastic collisions cannot lead to heating anymore, improving the stability of the cloud.

A rather complicated procedure follows to evaporatively cool the leading to a power buildup which enables them to load directly from the MOT \footnote{\cite{86}}\footnotemark, while the group at Duke uses a 140\,W CO$_2$ laser for the same purpose \footnote{\cite{85}}\footnotemark.

---

**Figure 3.15**: The atoms first get cooled down, and then get transferred to the lower spin states using an RF pulse. Then we ramp to high magnetic field where we generate the spin mixture using an RF sweep. On the right we show an absorption image where the two lowest spin states had been separated using the Stern-Gerlach effect.
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atoms in the optical trap, one may follow the description comparing the sketch in figure 3.6 to the setup shown in figure 3.9. The only coils which can generate the Feshbach field around the resonance and can be switched off rapidly are the pinch coils, as they are both small and close to the atoms. In the Ioffe-Pritchard trap they had been used to trap the atoms axially, and as we are now in a high field seeking state, the trap acts as an anti-trap, pushing out the atoms. The “anti-trapping frequency” is around 100 Hz at the Feshbach resonance point. We can avoid the expulsion of the atoms by shining a second trapping laser vertically onto the atoms, but evaporative cooling is more efficient in the horizontal trap only. Therefore we use the compensation coils to create the magnetic field. In 15 ms we ramp them close to the minimum of the scattering length left of the resonance at 28 mT. There we create the mixture of the two lowest spin states using another RF sweep.

The parameters of this sweep are very sensitive to magnetic stray fields, and has to be verified regularly in a separate experimental run. A small additional coil, not shown in the figure, enables us to apply a magnetic field gradient. The spin states of the atoms will separate as in the Stern-Gerlach experiment, and we can image this separation to check the equality between the two spin states. Such a check is shown on the right of figure 3.15.

After the spin mixture has been created, we wait 1 s for the atoms to thermalize, followed by an exponential ramp down of the optical trap to a fourth of its initial power in 5 s, to perform evaporative cooling. There is no RF knife necessary in an optical trap, as it is naturally limited in size and the atoms are not trapped outside the small focus of the laser beam. At this point we are left with $5 \cdot 10^5$ atoms at $3 \mu$K, meaning that we lost only half of the atoms while cooling down by a factor of five.

As we need to use the pinch coils to do experiments at the Feshbach resonance, we now have to ramp up a second, vertical laser that prevents the atoms from getting pushed out by the anti-trapping potential. This is the time to switch to the pinch coils. We want to cross the $p$-wave resonances at low field as fast as possible to avoid losses resulting from them. This is why we first ramp up the pinch coils, in 5 ms, before we switch off the compensation coils, again in 5 ms, as it is much faster to ramp the small pinch coils. We stop at the center of the Feshbach resonance, at 83 mT, from where we can ramp to the desired magnetic field.
Figure 3.16: The magnetic field ramps, as described in the text. On the left is a sketch of the scattering length for comparison, as in figure 2.6. The time is not to scale. The two coils generate a field opposite to each other, the magnetic field thus crosses zero where the pinch coils get ramped up.
3.7 MOT imaging

When optimizing the MOT, it is of crucial importance to know the number and temperature of the trapped atoms. The old MOT imaging system had long stopped working, mostly due to the fact that the frame grabber card to read the camera did not fit into new computers. Therefore we decided to install a completely new system.

As for the camera, we decided to buy a cheap and especially small camera, as we do not need precision measurements for the characterization of the MOT. We chose the uEye UI-1410-M from IDS, an eight bit CMOS camera, which is triggerable via a TTL signal and can be connected to a computer using the USB port, which at the same time is its power supply, limiting the number of cables on the experimental table. There was a problem with that camera. A glass slide, meant to protect the camera, created strong fringes on the camera, such that the images were destroyed by the interference fringes. Unfortunately, while breaking this glass slide we destroyed some pixels on the camera, but there were enough left over to work with the camera.

As with the main imaging system, we use absorption imaging, since this gives an absolute number of atoms. Assuming we correctly installed the imaging lenses, each pixel of the camera will “see” a column of the imaged cloud. If the cross section of this column is $A$, and the scattering cross section of a photon with an atom is $\sigma$, a photon traveling along this column has a probability of $\sigma/A$ to scatter with an atom. Considering many photons, there will be $1 - \sigma/A$ of the incident light intensity transmitted. For $N$ atoms $I_{out}/I_{in} = (1 - \sigma/A)^N$ will be left, calling $I_{in}$ and $I_{out}$ the incident and transmitted light intensities, respectively. In order to know the number of atoms, we take the logarithm, leaving us with $N = \frac{\ln(I_{out}/I_{in})}{\ln(1 - \sigma/A)} \approx -\frac{\ln(I_{out}/I_{in})}{A/\sigma}$. Note that $\sigma/A$ is normally sufficiently small that the last approximation is very good. The term $-\ln(I_{out}/I_{in})$ is called the optical density. The advantage of absorption imaging is clearly visible: the calculated number of atoms only depend on the ratio between two intensities, which can be easily determined by taking two images, one with, one without the atoms to be imaged, and we take the ratio of the two. Therefore there is no need to calibrate the calculated number of atoms. The formula for the scattering cross section is

$$\sigma = \frac{3e^2\lambda^2}{2\pi}(1 + 4(\Delta/\Gamma)^2)^{-1}$$

with $\lambda = 671 \text{ nm}$ the wavelength of the transition, $\Gamma = 5.9 \text{ MHz}$ its line width, $c$ the corresponding Clebsch-Gordon coefficient, and $\Delta$ the
detuning from the resonance. Special care has to be taken not to saturate the atoms: once the intensity reaches the order of the saturation intensity, the atoms absorb less photons, leading to a seemingly lower density. As a MOT usually has optical densities too high to be measured with the camera, we usually detune the lasers until saturation is sufficiently low. Figure 3.17 show examples of the MOT imaging.

3.8 Computer control

The whole experiment is controlled by an MS-DOS PC running a program written in Turbo Pascal. It commands an IO card which is multiplexed over a bus connected to two types of output boxes: a digital version with 16 outputs and an analog version containing 16 bit digital/analog converters. They had five address bits which we increased to six in order to double the number of boxes that can be connected.

Several other equipments are connected via a General Purpose Interface Bus (GPIB, IEEE754) namely the radio frequency generators, the function generator to generate the imaging pulses and a pulse generator.

Over the years, the computer control had grown chaotic to a point
where the code could not be maintained. We rewrote the whole experimental sequence, adapting it to the new setup and removing large parts that had become unnecessary. During this rewrite we optimized the code interfacing with the bus, cutting in half the time between commands to 5µs.

The cameras are connected to two different computers, which in turn are connected via serial ports to the control computer. We preferred to use two computers as the camera imaging the magnetic and optical traps is connected to the computer via an old PCI card and we feared that it would not be compatible with modern computers, while the MOT camera is connected via USB 2.0 which is not compatible with the old computer.

The data acquisition program controlling the cameras had become even more cumbersome. Many different data analysis tools had been introduced which we were not able to manage. This led to frequent crashes of the program. When the new MOT camera arrived, it was nearly impossible to adapt the old program to the camera, so it was decided to write a new program from scratch. We chose Python as a programming language, since it has an easy to understand structure and automatic garbage collection, eliminating memory leaks which we think was the problem causing the frequent crashes. Our design goal was to keep the program as simple as possible, making it understandable as a whole. To achieve this task we used readily available libraries from the Internet wherever feasible. Namely we used Qt4 and PyQt for the graphical user interface, matplotlib [92] for plotting the acquired images and SciPy [93] for fitting our data. We could thus decrease the size of the program from more than 25000 lines to below 2000 lines. The running program is shown in figure 3.18. An important problem of the old program was, that the calculation of the physical values were distributed over the whole program. After a while they did not correspond to the actual experiment anymore, but it was cumbersome to change the code appropriately. The new program contains all physical calculations in one single file, shown in figure 3.19 which can even be changed during runtime.
Figure 3.18: The data analysis program while performing a 2D Fermi fit. The program can show the optical density as well as absorption and reference images separately in the center of the screen. Left of the image and below integrals of a selected area are shown, with the fit superimposed. On the lower left the user can select the fitting method, and the fitting results are shown. On the very right is the selection of the images.
Figure 3.19: The calculation of physical parameters, as it is currently used in the experiment. *fit* is the fitting method selected by the user, *p* contains the settings of the experimental parameters, *r* will be shown on screen. The calculations are done in a "physical" way, one can find, for example, the scattering cross section (equation (3.4)) or the temperature from equation (4.5).
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Chapter 4

Data analysis

A correct data analysis is crucial to every experiment. In experiments on cold atoms, the raw data is normally the density distribution of the atoms acquired using absorption imaging techniques. Most often, the total number of the atoms and the extent of the cloud in the two directions is sufficient to interpret the data and can be achieved easily by performing an appropriate fit on the atomic distribution. Here we want to focus on a more advanced method of data analysis: firstly, the shape of the cloud contains important information about the temperature of the cloud, which can be extracted using appropriate fitting functions. Secondly, the cloud we see on the computer screen is only a two dimensional projection. Knowing that the original cloud has rotational symmetry, we can reconstruct the three dimensional distribution of the atoms.

4.1 Determination of the temperature of a fermionic gas

The temperature of a classical gas in a trap can be determined easily: after a time-of-flight expansion, the momentum distribution of the gas is known from which the temperature can be easily calculated. The case of a bosonic gas is very different: once the gas has condensed into a Bose-Einstein-Condensate, the fraction of the non-condensed atoms is directly related to the temperature of the gas. At very low temperatures, the condensate becomes nearly pure, and a temperature measurement becomes a task that is difficult to accomplish. The case of a fermionic gas is as tricky. At low temperatures, especially below the Fermi temperature, the momentum distribution shows no changes except that the smearing of the step in the Fermi distribution.
In order to determine the temperature of the gas, we release the atoms from their trap and study the momentum distribution. Since the gas is in the trap, this distribution will not have the shape of a Fermi distribution – the chemical potential varies in the trap. Instead, we obtain a bell-shaped distribution. At higher temperatures the width of this curve gives the temperature, while at low temperatures the width stays constant. This is an effect known as the Fermi pressure [14,15]. We determine the temperature of a fermionic cloud by fitting an image of the cloud to a theoretical function, which we want to develop in this section.

One of our former group members, Julien Cubizolles [71], has developed a fit based on the Sommerfeld approximation of the Fermi function. This fitting routine was useful, while limited, since he used approximations only valid in a certain temperature range, leading to a divergence of the fit once out of this range. A variation of the method we present here has been used in the group at Duke University. They claim that the fitting function developed here can also be used with a strongly interacting gas if one introduces and additional calibration parameter [31]. They developed a new technique to determine this parameter: they released the gas from the trap for a short while, recapturing it afterwards. The gas heats during this time in a controlled way. This way they created a reference scale using which they could determine the calibration parameter for their fitting routine.

Via absorption imaging, one measures the density of atoms integrated over the line of sight. Traditionally we integrate over a second direction to get a resulting curve which can then be fitted to a function. In case of a non-interacting Fermi gas, the density can be easily calculated. For fermions, the occupation probability follows the well-known Fermi-Dirac distribution

\[ f(E) = \frac{1}{e^{\beta(E-\mu)} + 1} \quad \text{with} \quad \beta = \frac{1}{k_B T} \quad (4.1) \]

\( \mu \) is the chemical potential. Using the local density approximation, the phase space density \( w(r, p) \) in a harmonic trap is given by

\[ w(r, p) = (2\pi\hbar)^{-3} \left( e^{\beta\left( \frac{p^2}{2m} + \frac{1}{2} \sum_j \omega_j^2 r_j^2 - \mu \right)} + 1 \right)^{-1} \quad (4.2) \]

As we want to use these functions to fit our data, we need to integrate over four or five dimensions, depending on whether we want to do a two- or one-dimensional fit. One should remember that we do not normally...
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see the spatial dimension of the cloud, but rather the momentum space since we do a time-of-flight measurement. Such an integration of two variables leads to:

\[ n_{2D}(p_x, p_y) = \int w(r, p) dr dp_z \]

\[ = (2\pi^3 \hbar^3 m \beta^2 \omega_x \omega_y \omega_z)^{-1} \int_0^\infty \left( e^{\frac{\beta}{m} (p_x^2 + p_y^2) - \beta \mu + u^2} + 1 \right)^{-1} 2\pi^2 u^3 du \]

\[ = \frac{1}{2\pi^3} \frac{\beta}{m} 6N \left( \frac{T}{T_F} \right)^3 F_1 \left( \beta \mu - \frac{\beta}{2m} (p_x^2 + p_y^2) \right) \]

\[ = \frac{N}{2\pi^3} \frac{\beta}{m} F_1 \left( \beta \mu - \frac{\beta}{2m} (p_x^2 + p_y^2) \right) \]

\[ n_{1D}(p_x) = \int w(r, p) dr dp_y dp_z \]

\[ = (\sqrt{2m} \beta^2 \pi^3 \hbar^3 \omega_x \omega_y \omega_z)^{-1} \int_0^\infty \left( e^{\frac{\beta}{m} u^2 - \beta \mu + u^2} + 1 \right)^{-1} 8\pi^2 \frac{u^4}{3} du \]

\[ = \frac{1}{\sqrt{2\pi}} \sqrt{\frac{\beta}{m}} 6N \left( \frac{T}{T_F} \right)^{3/2} F_{3/2} \left( \beta \mu - \frac{\beta p_x^2}{2m} \right) \]

\[ = \frac{N}{\sqrt{2\pi}} \sqrt{\frac{\beta}{m}} F_{3/2} \left( \beta \mu - \frac{\beta p_x^2}{2m} \right) \]

\[ F_j(x) = \frac{1}{\Gamma(j+1)} \int_0^\infty \frac{u^j}{\exp(\frac{x}{u})+1} du \]

with \( F_1(x) \) the complete Fermi-Dirac integral, which is easily available as a function in the GNU Scientific Library [94].

What information can we infer from such a fit? There are three parameters in the fit functions. The constant in front of the function will determine the height of the distribution and thus the number of atoms, while the two other parameters both contain \( \beta \), which is the inverse temperature. The argument of the function \( F \) contains two terms: the first one \( \beta \mu \) corresponds to the Fermi pressure. For high temperatures it is small, and the resulting distribution resembles a Gaussian, as the function \( F \) resembles an exponential. The width of the distribution at high temperatures is given by the other term in the argument, the kinetic energy term. Interestingly we only have one width parameter even in the two-dimensional case, resulting from the isotropy of the gas. At low temperatures, \( \beta \mu \) becomes important and leads to a much
broader distribution than what one would expect from the kinetic energy term. This parameter is already interesting in itself since it is a unitless physical parameter of the trapped gas. In addition, it is strongly related to the parameter this whole fitting was developed for: the ratio $T/T_F$. To see this, we integrate over all dimensions:

$$N = \int w(r, p) dp dr$$

$$= (\beta^2 \hbar^3 \omega_x \omega_y \omega_z \pi^3)^{-1} \int_0^\infty (e^{u^2 - \beta \mu} + 1)^{-1} \pi^3 u^5 du$$

$$= (\beta^2 \hbar^3 \omega_x \omega_y \omega_z)^{-1} f_2(\beta \mu) = 6N \left( \frac{T}{T_F} \right)^3 f_2(\beta \mu)$$

(4.5)

Meaning that $T/T_F = (6f_2(\beta \mu))^{-1/3}$. This is the parameter we are finally interested in.

Once we have calculated those functions, we use the least square fitting function “leastsq” of SciPy [93] to fit them to our data. Figure 4.1 shows a one-dimensional fit of $n_{1D}$ to the integrated optical density. One can see that the Fermi function gives a better fit than a Gaussian, especially in the wings, where the information about the temperature lies.

The quality of a fit is usually measured by means of the $\chi^2$ test. We calculate the sum of squares of the differences between the fitting function and the data points. For normalization, this has to be divided by the variance of a single datapoint. This is commonly divided by the number of datapoints reduced by the number of parameters, which is called the reduced $\chi^2$. Correctly normalized, one can thus compare different fitting methods. The lower the reduced $\chi^2$, the better the fitting function suits the data. A value of $\chi^2 = 1$ represents an optimal fit. Values significantly below 1 are usually caused by major mistakes during the data analysis.

In the the one-dimensional case, the reduced $\chi^2$ is 1.06 for the Fermi fit, but 1.16 for the Gaussian, for the sample in the figure. The two-dimensional fit has a typical $\chi^2$ of 1.2 for a Fermi function, while it is at 1.7 for a Gaussian function. The higher $\chi^2$ value for those fits first seems to make them unfavorable, but the higher difference in $\chi^2$ between a Gaussian and a Fermi fit shows that the two-dimensional fit is better suited to attain an information about the temperature. Nonetheless, the higher value for the two-dimensional fit is an artifact in most cases. Our images often show a fluctuating offset in the vertical direction. As we did
Figure 4.1: An example for a Fermi gas. The upper picture shows the optical density in a false-color plot. The lower picture is an integration over the vertical axis. The solid line is a fit with the Fermi-Dirac integral, while the dashed line shows a fit with a Gaussian for comparison. The parameters of the solid curve are $T = 0.7 \mu K$, $T/T_F = 0.2$ and $N = 1.4 \times 10^5$. 
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the one-dimensional fits in the horizontal direction, these fluctuations are simply averaged out for the one-dimensional fit.

While using the fit, it is important to check that the fitting algorithm correctly finds the baseline of the data, as the temperature information is mostly in the wings of the function which are just misplaced if the baseline is incorrect. It turns out that in most of the cases, the Fermi fit is much better at finding the baseline than the Gaussian fit. If this is not the case, the data is most likely too bad to give any information about the temperature, since the reason why the baseline could not be found is that the algorithm could not find the typical sharp wings of the Fermi function.

At very low temperatures, the shape of the expanded cloud shows no changes. This makes fitting problematic and casts doubts on its result. Thus, we tested the algorithm by letting it fit theoretical distributions where a Gaussian noise was added. The results are shown in figure 4.2. This shows that the one-dimensional fit is reliable below $T = 0.7T_F$, given reasonable noise levels. The error is around $0.1T_F$, and as this becomes slightly bigger for lower temperatures, we are not able to measure temperatures below $0.15T_F$, this is also where we stopped the simulation. At high temperatures, we do not have need for this fit, as we can take the size of the cloud as a measure for the temperature. The same simulation performed for the two-dimensional fit appears to be more stable at first sight, given the much higher noise levels the fit works at. This appearance is deceptive, since for the one-dimensional fit we average over one direction, giving us much lower noise levels than in two dimensions. In practice, the difference between the two fitting methods is negligible. The noise on the data is normally below 30% for the two-dimensional fit, and below 3% for the one-dimensional.

4.2 Three-dimensional reconstruction

In most of the experiments we have at least one axis of symmetry. This enables us to deconvolute the data to get the original distribution, not integrated over the line of sight. In the case of cylindrical symmetry, we have to cut the image into slices perpendicular to the axis of symmetry, and deconvolute each slice. In the case of spherical symmetry, we could do the same, since spherical symmetry is cylindrical symmetry with an additional symmetry axis. We can make use of this additional axis. We find the center of the distribution and integrate over same distances around this central point. This gives a one-dimensional distribution.
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Figure 4.2: The stability of the fit. The graph shows the fitted values for a distribution with a given value for $T/T_F$ with Gaussian noise added. On the left graph a one-dimensional fit is performed. The noise level is 1 % for the innermost, light, points, 2 % for the intermediate points and 3 % for the outer, dark points. The right panel shows the same for a two dimensional fit. Noise levels are 30 % for the outermost, dark points, 20 % and 10 % for the intermediate shades and 5 % for the light curve.

which is then to be deconvoluted.

Both cases can be treated with the same mathematical method. The one-dimensional distribution $\rho(k)$ is

$$
\rho(k_r) = \int_{-\infty}^{\infty} n(\sqrt{k_r^2 + k_z^2})dk_z
$$

with $k_r$ being the distance on the image from the symmetry axis for cylindrical symmetry or the distance on the image from the symmetry center for spherical symmetry. $k_z$ is the line of sight over which we integrate. We take a Fourier-transform of both sides and change to polar coordinates to obtain

$$
\hat{\rho}(r) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} n(\sqrt{k_r^2 + k_z^2})e^{ik_r r}dk_zdk_r = 2\pi \int_{0}^{\infty} n(k_\rho)J_0(rk_\rho)k_\rho dk_\rho
$$

$J_0$ is the zero order Bessel function. The last part of this equation is the Hankel-transform. This transform is its own inverse, which allows us to calculate the original distribution $n$ in terms of the measured distribution $\rho$ as

$$
n(k) = \frac{1}{2\pi} \int_{0}^{\infty} \hat{\rho}(r)J_0(kr)rdr
$$
In total, this gives us a good method for deconvoluting the data: we first Fourier-transform the data, which is easily done using the fast Fourier transform algorithm, and then use the Hankel transform. As the Hankel transform is linear, it is just a matrix multiplication whose coefficients can be calculated analytically [95].

We tried this deconvolution on both spherical and cylindrical symmetric data. It works well in the case of spherical symmetry and has been used to create the curves presented in chapter 5 for the momentum distribution curves, which are spherically symmetric. The cylindrically symmetric data, however, namely the hydrodynamic expansion later described in that chapter, is by far too noisy to be deconvoluted. This is because the summation over same distances done for the spherical symmetric data has an important smoothing effect, which is not possible for cylindrically symmetric data.
Chapter 5

Experimental results

Well roared, Lion.
– W. Shakespeare A Midsummer Night’s Dream

The heart of an experimental physics thesis is the presentation of the results achieved in the experiment. Our interest is to study superfluidity in the BEC-BCS crossover. The two main sections of this chapter are devoted to the study of the momentum distribution and the hydrodynamic expansion of a gas in the crossover region. An outline of similar experiments reported by other groups will be given. In addition, we developed a new analysis of an older experiment on molecular BECs. We accompany these experiments with measurements of the creation of molecules happening while crossing the Feshbach resonance. We extended the older experiments using slow magnetic field sweeps to high sweep rates.

Finally results on heteronuclear Feshbach resonances are presented, with initial measurements on this interesting extension of our current work.

5.1 Momentum distribution

One of the main ingredients to BCS theory is the prediction of the the momentum distribution for superfluid fermions: even at zero temperature, it does not follow a Fermi-Dirac distribution as one would expect but the step of this distribution is smeared out. At zero temperature, the momentum distribution resembles closely the Fermi distribution of a non-interacting gas at the condensation temperature. The momentum distribution is accessible in experiments (this is illustrated in figure 2.8).
If we switch off both the trapping potential and the interactions at the same time, the gas will expand freely and the momentum distribution gets mapped onto a distribution in real space which we can measure using absorption imaging.

In this section, we want to calculate the momentum distribution in the BEC-BCS crossover and compare it to experimental data. The momentum distribution is directly connected to the microscopic behavior of the atom, thus we can derive it directly from BCS theory. Wherever possible, we compare to more advanced theories.

From the gap and number equations (2.34) and (2.35), we can calculate \( \mu \) and \( \Delta \) for a given scattering length \( a \) and density \( n \). In our case, this is not necessarily a simple task as the density \( n \) is not constant since the atoms are in a harmonic trap. Therefore, we need to solve the equations at each point \( r \) in the trap. After the gas has expanded, we measure the momentum distribution, so we have to integrate the density at each point over the whole space,

\[
n(k) = \int \frac{d^3r}{(2\pi)^3} n_k(r) = \int \frac{d^3r}{(2\pi)^3} \left( 1 - \frac{\epsilon_k - \mu(r)}{\sqrt{(\epsilon_k - \mu(r))^2 + \Delta^2(r)}} \right) \tag{5.1}
\]

leaving us with the problem of determining the local parameters \( \mu \) and \( \Delta \). In order to determine \( \mu \) we use the local density approximation. We consider the "global" chemical potential \( \mu \) to be constant over the whole cloud, which is the sum of the local chemical potential and the external potential:

\[
\mu = \mu(r) + V_{\text{ext}}(r).
\]

### 5.1.1 Unitarity limit

Let us start with the distribution at the unitarity limit, where \( a = \pm \infty \). This has the advantage that the left side of equation (2.34) vanishes, and gives us a simple proportionality between \( \mu \) and \( \Delta \). As we have seen in section 2.4.6, the chemical potential can be written as \( \mu(r) = (1 + \beta)E_F(r) \), with \( 1 + \beta \) being a unitless proportionality constant.

The local Fermi energy is \( E_F = \frac{\hbar^2 k_F^2}{2m} \), and with the Fermi wave vector \( k_F^3 = 6\pi^2 n \) we can directly calculate the density as

\[
n(r) = \frac{1}{6\pi^2} \left( \frac{2m}{\hbar^2 (1 + \beta)} \right)^{3/2} \left( \mu - \frac{1}{2} m\omega^2 r^2 \right)^{3/2} \tag{5.2}
\]

and upon normalization (see also Appendix C of [71]) leads to \( \mu = \hbar \omega(6N)^{1/3} \sqrt{\Gamma + \beta} \).
Now we have all the ingredients together, we can just plug everything into (5.1) which leads to

\[
n(k) = \frac{1}{2\pi^2}(1 + \beta)^{3/4}k_F^3\alpha_{ho}^6 \\
\cdot \int_0^1 \left(1 - \frac{k^2/k_F^2 - \sqrt{1 + \beta(1 - r^2)}}{\sqrt{(k^2/k_F^2 - \sqrt{1 + \beta(1 - r^2)})^2 + \{1 - r^2\beta/(-\Delta/E_F)^2\}}^2}\right) r^2 dr \tag{5.3}
\]

with the harmonic oscillator length \(a_{ho} = \sqrt{\hbar/m\omega}\). Here we used also that the ratio \(\Delta/E_F\) is constant in the unitarity limit. Solving the BCS theory as described in section 2.4 it can be determined to be \(\Delta = 0.69E_F\).

## 5.1.2 The crossover

The problem becomes more complicated once we leave the unitarity limit. The relationship between the Fermi energy and the chemical potential is no longer linear. For simplicity, we use BCS theory, as it can be written in a closed form. More complicated treatments have been proposed \[97\], but the differences are not large enough to be seen in our experiment.

The integral describing the momentum distribution, equation (5.1), contains two functions which we need to calculate, the chemical potential \(\mu(r)\) and the gap \(\Delta(r)\). We determine the former using the local density approximation as \(\mu(r) = \mu_0 - V_{ext}(r)\). The latter can be determined from \(\mu\) using the gap equation (2.36). The closed form solution from section 2.4.4, however, is not well suited for solving for \(\Delta\), as it is contained implicitly in \(x_0\). To circumvent this, we substitute \(r\) by \(x_0\) in the integration, as

\[
\mu(x_0) = x_0\Delta(x_0) = x_0\frac{\hbar^2}{2ma^2}G^{-2}(x_0) = \mu_0 - \frac{1}{2}\frac{m\omega^2 r^2}{x_0^{\frac{3}{2}}}
\]

which follows directly from equation (2.38).

The determination of the limits of this integration gives an interesting physical insight. We begin the integration in the center of the trap, where \(\mu = \mu_0\). Using equation (5.4) we can determine the corresponding \(x_0\). In figure 5.1 we have plotted the dependency of \(\mu(x_0)\). One sees that each positive value of \(\mu\) corresponds to two values of \(x_0\). The left branch of this function corresponds to the BEC side of the resonance, while the right branch represents the BCS limit. When leaving the center of the
cloud, $\mu$ decreases. On the BCS side, $x_0$ increases, reaching infinity at the border of the cloud. The BEC side is more interesting: $x_0$ decreases and even crosses zero, so that $\mu$ is negative at the cloud’s border. As a negative $\mu$ leads to a bosonic behavior, we can thus have the situation that the center of our cloud behaves fermionic, while the border shows bosonic behavior.

From equation (5.4) we can calculate the dependences $x_0(r)$ and $\Delta(r)$, and substitute into (5.1). This leads to

$$n(k) = \int \left( 1 - \frac{\epsilon_k/\Delta(r) - x_0(r)}{\sqrt{(\epsilon_k/\Delta(r) - x_0(r))^2 + 1}} \right) \frac{d^3r}{(2\pi)^3}$$

$$= \frac{a_{\hbar}^6}{2a^3} \int_{x_0(\Delta(x_0)=\mu_0)}^{\infty} \left( 1 - \frac{a^2\hbar^2\mathcal{G}(x_0) - x_0}{\sqrt{(a^2\hbar^2\mathcal{G}(x_0) - x_0)^2 + 1}} \right)$$

$$\cdot \sqrt{\frac{4\mu_0a^2m}{\hbar^2} - \frac{x_0}{\mathcal{G}(x_0)} - 2x_0\mathcal{G}'(x_0) dx_0}$$

This function is plotted in figure 5.2 for different values of $k_Fa$. In the same graph, we show the distribution in the unitarity limit (equation 5.3) and in the limiting cases of a noninteracting gas, using the same equations as in chapter 4. Furthermore, we show the momentum distribution of a molecular condensate that we will discuss in the next section. One sees that the transition between the different parameter ranges are smooth, although they are derived from different formulae. The steepest curve corresponds to the noninteracting gas. It actually reaches zero at the Fermi momentum. The central density decreases while traversing the crossover, and the distribution broadens.

### 5.1.3 Molecular condensate

For weak repulsive interactions, meaning that $0 < k_Fa \ll 1$, the atoms form deeply bound molecules, as seen at the end of section 2.3. In this case the binding energy of the molecules dominates over the interaction energy, and the momentum distribution is determined by the molecular wavefunction. Here we want to show that this also follows from the presented theory.

In section 2.4.5, we saw that in the molecular regime, the chemical potential becomes negative and the gap becomes large, as shown in figure 2.7. In combination with figure 5.1, we see that in this case $x_0 = \mu/\Delta \to -\infty$. We can develop the equations 2.38 for $x_0^{-1} \to -0$ and
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Figure 5.1: An illustration of the gap equation. We present the normalized chemical potential as a function of the ratio $x_0$ of the chemical potential and the gap. The left branch corresponds to the BEC side of the resonance, while the right one corresponds to BCS.
Figure 5.2: The calculated momentum distributions in a harmonic trap. The curves are normalized to $\int_0^\infty n(k)k^2dk = 1$. The areas under the curves are not equal as the number of atoms is proportional to the density multiplied by the surface of the sphere with radius $k$. $k_F$ is the Fermi wave vector calculated for the noninteracting gas.
get \( n a^3 = \frac{3\pi}{16x_0^2} \) or \( \Delta^2 = 4\hbar^2k_F^2/3\pi m^2 a^2 \). Then from (5.4) we see that 
\[ \mu = -\frac{\hbar^2}{2ma^2} \]. This is exactly the molecular binding energy per atom that has been found in equation (2.25). Developing the summands in the number equation (2.35) for small values of \( \Delta/\mu \), in combination with the result from this paragraph, leads to

\[
n_{k_x} = \frac{4}{3\pi} (k_F a)^3 \frac{1}{(k^2 a^2 + 1)^2}
\]

This result is interesting as it is the Fourier transform of a molecular bound state. This means that the center of mass motion of the molecules is condensed into \( p = 0 \) and only the relative motion of the atoms in the molecule is relevant. This shows that in the BEC limit the BCS wavefunction indeed describes a Bose-Einstein-Condensate of molecules.

5.1.4 Experiments

We measure the momentum distribution at three different magnetic fields: at the unitarity limit at 83 mT, in the molecular regime and on the BCS side of the Feshbach resonance.

We perform evaporative cooling as described in section 3.6. At the end of this cooling stage we lower both trapping lasers to 10% of their initial power, leading to transverse trapping frequencies of 2 kHz in both the horizontal and vertical beam. The desired field is then ramped in 500 ms to the desired magnetic field.

At this point we would like to verify that we are indeed sufficiently cold to be condensed into the superfluid state. The easiest way to achieve that is to ramp the field to the BEC side of the resonance and let the gas expand in the presence of the field. If the expanded gas is elliptic, we know that the gas is Bose-Einstein condensed (we will go into more details on this in section 5.3). But this will only happen if the trap is non-isotropic in the observed plane, which is not the case. Therefore, we recompress the horizontal beam in 200 ms to a trap frequency of 5.5 kHz. Technically, it would not be necessary to recompress the horizontal beam for the momentum distribution experiments, but as it does not disturb the momentum distribution we prefer to keep the verified state as is.

At the end, we switch off the trap, which takes about 5 \( \mu \)s. The gas expands for 0.5 ms, after which we take an absorption image. In order to reconstruct the three-dimensional distribution, we perform an inverse Abel transform as described in section 4.2.
While taking these measurements, we realized that we were not imaging all the atoms. Instead, a non-negligible part of the atoms formed molecules during the switch-off of the magnetic field, which are invisible to our absorption imaging. We will discuss this in detail in the next section.

These lost atoms are the only unknown parameter that prevents us from comparing directly to theory. We determine this loss parameter by fitting the measured data to the theory in the BCS limit, as this is the region where our theory is most trustworthy. This is shown in figure 5.5. Once we know this factor, we can plot theory and experiment in the same graph for other positions in the crossover. Figure 5.3 shows this in the unitarity limit. From this figure, it is seen that the BCS theory slightly overestimates the broadening of the cloud. This was already predicted by Astrakharchik et al. We integrated their prediction (see figure 2.3) over the trap and included the result in figure 5.3. We see that their theory underestimates the broadening. Figure 5.4 shows the experiments in the BEC region at 78 mT. Again we see that BCS theory overestimates the broadening, as predicted by Astrakharchik et al. Unfortunately, in this case we cannot compare to their theory as the local Fermi wave vector $\tilde{k}_F$ varies over the trap, and they calculated the momentum distribution only for a specific value of $\tilde{k}_F a$.

Similar experiments have been performed by the JILA group [99]. They study the momentum distribution in a gas of $^{40}$K. They fit their data to an empirical function, which enables them to quantify the broadening of the distribution. There is an important difference between the two experiments: as the Feshbach resonance in $^{40}$K is shaped differently, there is no need to cross the Feshbach resonance in order to take absorption images and thus they have no losses from molecule formation. They use a more detailed theory which includes the ramp to zero field [97]. Similar to us, they find that the mean-field BCS theory underestimates the broadening of the distribution. In a second experiment, they analyzed the temperature dependence of the distribution [100].

5.2 Molecule creation

When measuring the momentum distribution of the atoms, we assumed that the magnetic field switch off happens instantaneously. Certainly, this can never be exactly true. With only 5 $\mu$s, the switch off of the coils is very fast and we expected this to be sufficient. Nevertheless, we found that in experiments where we switch off the coils after the expansions
Figure 5.3: The momentum distribution of a gas at the unitarity limit. The crosses are the inverse Abel transform of the cloud. The solid curve is the distribution at zero temperature as calculated in section 5.1.1. The dashed line is the prediction by Astrakharchik et al. [70]. The data is averaged over three images.
Figure 5.4: The momentum distribution of a gas in the molecular regime. \( k_F a = 3 \), with about \( 1,5 \cdot 10^5 \) atoms. The data (crosses) is averaged over three images. The solid line shows the theoretical predictions explained in the text.
Figure 5.5: The momentum distribution of a gas on the BCS side of the resonance. $k_Fa = -3.5$, with about $1.5 \cdot 10^5$ atoms, averaged over two images. The crosses are the experimental points, while the solid line shows the BCS predictions (see text).
systematically had higher optical density than the momentum distribution experiments, where the coils get switched off before expansion.

This convinced us that we were creating molecules while ramping the field, which cannot be seen in absorption imaging. If we leave the magnetic field on during the expansion, the density of the cloud decreases, down to densities too low to create molecules during the magnetic field switch off.

We did a systematic scan of this effect, since it could be crucial to the validity of our data. We let the atoms expand for a variable time $\tau$ in the magnetic field, switch it off and let the atoms expand for 0.5 ms more before imaging them. Figure 5.6 shows the detected number of atoms after this procedure. One can clearly see that for short expansion times, less atoms are detected than for long expansion times. During the expansion, the density of atoms drops and less atoms get converted into molecules.

We can fit this result to a simple Landau-Zener model [101,102]. In this model we treat the Feshbach resonance as an avoided crossing of the molecular and the atomic levels, similar to figure 2.4. When sweeping the magnetic field infinitely slowly coming from infinitely high magnetic fields over the resonance, the atoms should follow adiabatically into the molecular state. At faster ramping speeds, the atoms can change into the atomic state. This change is possible while they are in the resonance region, during a time $\Delta B/\dot{B}$, where $\Delta B$ is the resonance width from section 2.3, and $\dot{B}$ is the sweeping rate. The typical time for an interaction is the time $t_{\text{inter}}$, the atoms are close to each other in the open channel of the resonance, and is thus proportional to the density $n$. A detailed analysis by Góral et al. [103] leads to $t_{\text{inter}} = 4\pi ha_{bg}n/m$.

The presented model is only a crude simplification of the real process. We do not start the magnetic field sweep at infinite magnetic field, but instead from the center of the resonance. The sweep is also not slow, but actually faster than all relevant time scales, the fastest being the interaction time, which is about $t_{\text{inter}} = 10\mu s$. Using a mean field approach to calculate this time is also questionable given the strength of the interactions. Despite these problems, we will see that this model gives a good qualitative and even reasonable quantitative description of the observations.

According to the Landau-Zener theory, the probability of changing states is the exponentially suppressed ratio of the time to cross the resonance by the interaction time $t_{\text{inter}}$:

$$P = e^{-An/B}$$
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where $A = 4\pi \Delta B \alpha_{1b}/m$ is a parameter which contains the details of molecule creation. During the expansion, the radius of the cloud changes as $r^2(t) = r_0^2(1 + \omega^2 t^2)$, where $\omega$ is the trap frequency. Therefore, the density changes as $n(t) = n_0/(1 + \omega^2 t^2)^{3/2}$. We insert this into equation (5.7) and fit it to our data. This way, we can determine the molecule creation parameter $A$ as $A = 7 \cdot 10^{-15} \text{Tm}^3/\text{s}$. The same parameter has been measured by the MIT group, with the difference that their field ramp was slower. They measured $A$ to be much smaller, $A = 2.4 \cdot 10^{-15} \text{Tm}^3/\text{s}$ [104]. Calculating $A$ using the values from table 2.1 gives $A = 1.9 \cdot 10^{-15} \text{Tm}^3/\text{s}$. This agrees rather well with the experimental values, given the approximations explained above.

It should be mentioned that the fit is best when we take the time zero of the expansion to be $50 \mu\text{s}$ before the switch-off of the magnetic coils. This is of the same order as the time between two commands executed by the computer control, apparently the switch off of the coils and of the trap did not happen exactly at the expected time. In the future, special care should be taken to ensure that this does not happen.

5.3 Hydrodynamic expansion

While the momentum distribution presented in the last section is a good tool to test theories in the BEC-BCS crossover, the superfluidity of the gas is not as apparent. If we leave the magnetic field on while the gas is expanding, it will stay superfluid at least in the beginning of the expansion. Using the equations of hydrodynamics, we can calculate the expansion of the gas, as we will show in this section.

5.3.1 General properties

After we have released the gas from the trap, it will expand ballistically if there is no or only negligible interactions. In an ideal gas, the momentum distribution is isotropic and thus the expanded cloud will also be isotropic. This changes drastically once we go to very low temperatures, when the quantum mechanical nature of the gas becomes important. For example, if the atoms in the gas are condensed into a Bose-Einstein condensate, they all occupy the same macroscopic quantum state. The expansion of this quantum state determines the shape of the final cloud, see reference [105] for theoretical calculations of this. In bosons, an anisotropic expansion is a clear signature for Bose-Einstein condensation.
Figure 5.6: The number of detected atoms as function of the time of flight $\tau$ in magnetic field at the unitarity limit. The error bars are one standard error, the points without error bars are single points, thus the error is not defined. The line is a fit with the Landau-Zener model described in the text.
The situation with fermions is more complicated. In order to achieve any kind of condensation we need interactions, as the non-interacting Fermi gas shows no phase transition. Therefore we have to treat three different cases: At very low interaction strength, the gas will behave collisionless and show ballistic expansion, this is the noninteracting regime. For stronger interactions we enter into the collisional regime where the gas behaves like a normal fluid. In both situations, the gas can condense into a superfluid below a certain temperature, which is the third case to consider.

We now want to estimate which regime the atoms are in, in our experiment. We calculate the expected collision rate in the gas, and compare it to the relevant time scale in our system, the trapping frequency. The interactions reach their maximum at the unitarity limit, therefore we chose this point as reference.

The scattering rate $\Gamma$ can be calculated as $\Gamma = n \sigma v$, where $n$ is the density of scatterers, $\sigma$ is the scattering cross section and $v$ is the average velocity of the atoms. At the unitarity limit, the scattering cross section is $\sigma = 4\pi/k^2$. The average velocity can be calculated from the temperature of the gas to be $v = \sqrt{3k_B T/m}$. Now we can compare this scattering rate with the trap frequency and define the collisional parameter $\phi = \Gamma/\omega$. As we have two different trapping frequencies, we actually have two parameters $\phi_\perp = \Gamma/\omega_\perp$ and $\phi_z = \Gamma/\omega_z = \phi_\perp/\lambda$, with the definitions from section 2.1. To get a typical value for this parameter, we calculate it at the Fermi temperature, and use $k_F$ to calculate the scattering cross section, which leads to

$$\phi_\perp = \frac{(3\lambda N)^{1/5}}{6\pi}$$

This calculation can only be approximate, since we have ignored completely the changes in the scattering length $k$. A detailed calculation by Gehm et al. [106] showed that we need to correct this value by a temperature-dependent factor shown in figure 5.7. Comparing to their experiments in reference [107], they find that a gas is to be treated as collisional above a collisional parameter of $\phi = 0.4$. Our results usually have an atom number around $2 \cdot 10^4$ atoms, and the temperature is typically $T = 0.2 T_F$. This means that at unitarity we have $\phi_\perp \approx 3$, so we are clearly in the collisional regime. This changes once we leave unitarity: the scattering cross section will decrease or even vanish at the

---

1This paper uses the term "collisional hydrodynamics" for what we call the collisional regime. Given that there is no well-established theory for this regime, using the term hydrodynamic is a bit adventurous.
Figure 5.7: The correction factor between the typical scattering rate $\gamma$ resulting from the calculations in the text and the real scattering rate $\Gamma$ as a function of the temperature. The scattering rate decreases for high temperatures as does the scattering cross section. At low temperatures the Pauli exclusion principle reduces the scattering rate. This can decrease scattering down to values found in the noninteracting regime, but as the gas condenses at these low temperatures, it will become hydrodynamic. Figure taken from reference [106].

point where $a = 0$, so that we can expect to enter into the collisionless regime at some point.

In the experiment, one has to be careful about judging whether an expansion is anisotropic or not: the ellipticity of the expanded cloud is not a clear signature, as the cloud will always be elliptic initially if the trap is not isotropic. An anisotropically expanding cloud will eventually invert its ellipticity. As this will never happen for an isotropically expanding cloud, this ellipticity inversion is a clear signature of an anisotropic expansion.

Our final goal is to distinguish the superfluid state from a normal state. Originally, it was proposed to take the same path as for bosons
and take the ellipticity inversion as a signature for superfluidity [108].

For the collisional regime, however, it was pointed out by Jackson et al. [109] that at very strong interactions the cloud will also show ellipticity inversion, but this effect is much smaller than the ellipticity resulting from a superfluid cloud. Therefore we calculate the ellipticity that we expect from a hydrodynamic theory and compare to the experiment, and take the gas to be superfluid once the ellipticity inversion is close to the predicted value.

### 5.3.2 The scaling ansatz

We now want to calculate the ellipticity of an expanding superfluid. In a superfluid, all particles have condensed into one macroscopic wavefunction $\psi$. This wavefunction follows the continuity equation of quantum mechanics,

$$\frac{\partial|\psi|^2}{\partial t} + \nabla \cdot j = 0 \tag{5.9}$$

where the probability current $j$ is defined by $2mj = \psi \nabla \psi^* - \psi^* \nabla \psi$. We write the wave function as $\psi = |\psi| \exp i\phi$. Then the density is $n = |\psi|^2$ and the probability current becomes $j = (\hbar/m)n \nabla \phi$. After having defined a velocity $v = j/n$, we are left with the continuity equation of classical fluid mechanics:

$$\frac{\partial n}{\partial t} + \nabla \cdot (nv) = 0 \tag{5.10}$$

A superfluid is a liquid with vanishing viscosity. Such a liquid is described by the Euler equation, which reads, after having used the Gibbs-Duhem relation [40], as

$$m \frac{\partial v}{\partial t} + \nabla \left( \mu(n) + V_{\text{ext}}(r) + \frac{1}{2}mv^2 \right) = 0 \tag{5.11}$$

Now we are supposed to plug in the results from BCS theory, see section 2.4 for the equation of state $\mu(n)$. Unfortunately, this leads to coupled differential equations which are only numerically solvable. A good approximation is to use a polytropic equation of state, $\mu(n) \propto n^\gamma$, where $\gamma$ is the polytropic exponent [108].

Recently, a large amount of literature was published regarding this exponent since it is crucial in describing the Innsbruck [29] and Duke
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2This paper uses the term "hydrodynamic" only for the superfluid state as we do, opposed to Gehm et al., see last footnote
Figure 5.8: The chemical potential as a function of the inverse gas parameter in the homogeneous case. The points are Monte-Carlo simulations from reference [79], the solid line is the fit presented in reference [112], while the dashed line is the prediction from mean-field BCS theory.

[110] experiments on collective excitations. The idea is to take the real equation of state and calculate an effective polytropic exponent

\[ \gamma = \frac{n}{\mu} \frac{\partial \mu}{\partial n} \]  

which coincides with the actual one for a polytropic equation of state. In section 2.4 we calculated \( \mu(n) \), which we could use to calculate \( \gamma \), shown in figure 5.9. Hu et al. [111] improved this approach by averaging over the trap. Astrakharchik et al. [79] performed a quantum Monte Carlo simulation to achieve a better approximation, and Manini et al. [112] used an empiric fitting function to fit their data. The data and the fitted function are presented in figure 5.8. We can use 5.12 to extract the effective polytropic exponent, shown in figure 5.9.

The external potential \( V_{\text{ext}} \) is the potential of the optical dipole trap. By setting the partial derivatives with respect to time in the Euler equation
Figure 5.9: The effective polytropic exponent \( \gamma \) as a function of the inverse gas parameter. The solid line is calculated from the fit in figure 5.8 while the dashed line is the mean-field BCS theory.
to zero we can find the equilibrium solution \( n_0 \propto (\mu_0 - V_{\text{ext}})^{1/\gamma} \), and \( v = 0 \) since we have no vortices. To model the switch-off of the trap, we set \( V_{\text{ext}} \) to zero for times \( t > 0 \), and solve the Euler equation \(5.11\). The choice of a polytropic equation of state now pays back, as we can solve it using the scaling ansatz [113]

\[
n(r_x, r_y, r_z, t) = \frac{n_0 \left( \frac{r_x}{b_x} \right. \left. \frac{r_y}{b_y} \frac{r_z}{b_z} \right)}{b_x b_y b_z} \quad \text{and} \quad v_i(r_i, t) = \frac{\dot{b}_i}{b_i} r_i \quad (5.13)
\]

where the \( b_i \) are the time dependent scaling parameters. Inserting this ansatz into the Euler equation \(5.11\) leads to the coupled differential equations

\[
\ddot{b}_i = \frac{\omega_i^2}{(b_x b_y b_z)^\gamma b_i} \quad (5.14)
\]

The scaling ansatz is the method of choice if one wants to avoid extensive numerical simulations. Nevertheless, it is only an approximation as we do not have a polytropic equation of state. It has been shown that a scaling ansatz is correct in an isotropic trap [114]. Recently it has been proposed to study the expansion not after a sudden switch off of the trap, but to perform a special ramp of the trap which would lead to an expansion where a scaling ansatz is exact [115].

For very elongated cylindrically symmetric traps the scaling ansatz \(5.14\) has been integrated analytically [113]. Our trap is neither very elongated nor cylindrically symmetric, thus we had to integrate numerically. At the same time, we have taken into account the fact that the magnetic field for the Feshbach resonance is not completely homogeneous and thus forms an anti-trapping potential. As we switch off this field after a while to enable imaging, we have to remove that field for later times from our calculation. The result of such a numerical integration is shown in figure \(5.10\).

A very similar treatment has been performed by Diana et al. [116] for our older data presented in the articles in the appendix. Unfortunately, they were not aware of the anti-trapping potential, so their theory seems to disagree with our data. Although they attribute this to the finite temperature of the cloud, the anti-trapping is a far more likely reason.

### 5.3.3 Experiments

Let us now turn to the realization of the presented experiments. After evaporation, we transfer \(1.7 \cdot 10^6\) atoms into the crossed dipole trap,
Figure 5.10: The ellipticity of an atomic cloud while expanding in a magnetic field. The parameters are the same as for the experiments which will be shown in the experimental section, namely in figure 5.11. The inset illustrates the behavior of the diameter of the three axes, the notation of the axis is described in the text.
where we create a mixture of the two lowest Zeeman states as described for the momentum distribution experiments. Two linear evaporations of 1 s, each down to 50% and 25% of the initial trap depth, respectively, are followed by a ramp of the vertical beam down to 5% of its initial value in 500 ms. This leaves us with optical trap frequencies of $\omega_x = 2\pi \cdot 1.24$ kHz in the horizontal direction, $\omega_y = 2\pi \cdot 2.76$ kHz in the vertical direction and $\omega_z = 2\pi \cdot 3.03$ kHz in the direction perpendicular to both laser beams. This means that we have a nearly cigar-shaped trap with an ellipticity of $\omega_y/\omega_x = 2.23$.

At this time we are only left with less than $10^5$ atoms, which makes it difficult to determine the temperature of the cloud. Thus we have also stopped the ramp of the vertical beam at 10% of the initial value, giving us enough atoms to fit with a fermionic distribution function. This gave a result of $T = 0.17 T_F$.

In 5 ms we ramp to the resonance point, where we let the atoms rethermalize for 200 ms. It takes the same time to ramp the magnetic field to the desired field value. Once there, we switch off the optical dipole trap and let the cloud expand in 0.5 ms, when we also switch off the magnetic field and wait another 0.5 ms before we take an image. We fit these images to a two-dimensional Gaussian distribution function to calculate the ellipticity of the cloud. The results can be seen in figure 5.11. In image 5.12 we show the same data, where we plot the ellipticity as a function of the interaction parameter $-1/k_F a$. In this graph we the step at $-1/k_F a = 0.3$, which is the point where we expect the transition from a superfluid to a collisionless behavior, according to the theoretical predictions shown in figure 2.9. We cannot give a theoretical curve, as the ellipticity depends strongly on the antitrapping potential described above, which is independent of $-1/k_F a$.

One might argue that the experimental procedure does not correspond to the theoretical calculations, as we are switching off the magnetic field during the expansion and our theory is not valid in this case. This argument is correct, but misleading: superfluidity is due to interactions, which in turn strongly depend on the density of the atoms. This means that all the interesting effects occur while the cloud is still dense. During this time, the original anisotropy in real space is turned into an anisotropy in momentum space, and lacking any further interactions the cloud will simply expand ballistically. This is also why the ellipticity converges to a constant value, as shown in figure 5.10. On the other hand, after the 0.5 ms that we let the cloud expand, one might argue, the ellipticity did not yet converge, as it is visible in the very same figure. We could not increase this time any further as the density drops too much
Figure 5.11: Ellipticity of the gas after expansion in a magnetic field on the BCS side of the crossover. The temperature was determined with a two-dimensional Fermi fit to be \( T = 0.17T_F \). The solid line shows the theoretical expectation, as calculated in section 5.3. The dashed line marks the position of the Feshbach resonance. While at the resonance the experimental points agree with a superfluid hydrodynamic expansion, they leave this function in a step-like manner. We average images at same magnetic fields before applying the gaussian fit.
Figure 5.12: The ellipticity as a function of $-1/k_F\alpha$. The step happens at a gas parameter of about $k_F\alpha = 0.3$. Since the temperature is about $T = 0.17T_F$ (see text), this is consistent with the predicted transition temperature in figure 2.9.
to be imaged. In order to verify the validity of our data, we repeated the experiment, stopping the magnetic field after different times, while leaving the expansion without field constant at 0.5 ms. The result is shown in figure 5.13. In this figure, we see that the cloud already reaches its final ellipticity after 0.2 ms. It is worth noting that this measurement does not correspond to figure 5.10. The two curves present different situations: the experimental data have an additional expansion time without field during which the ellipticity changes. The point at zero expansion time in field is actually a momentum distribution measurement. This is not true for the other points, as one cannot expect the cloud which already expanded in field to be small compared to the final size. This is necessary for the momentum distribution measurements to be valid.

We repeated the same curve using the evaporation scheme described for the momentum distribution, shown in figure 5.14. This way we have more atoms left, leading to a better signal to noise ratio. The temperature of the gas is significantly higher. A Fermi fit to the noninteracting gas gave $T = 0.3T_F$. At this temperature we can only expect to be condensed very close to the unitarity limit, as we see from figure 2.9. And indeed, we observe that the step seen at lower temperatures has disappeared. We are near the predicted ellipticity for a hydrodynamic gas at the
Figure 5.14: The ellipticity in the crossover at higher temperatures: here $T = 0.3T_F$. The step has disappeared. The residual ellipticity is lower than its superfluid counterpart in figure 5.11.

Our data are complementary to the data taken by the Innsbruck group \[117\]. They measured the quadrupole mode in a cigar-shaped harmonic trap along the long axis. They found its frequency and damping to change around $1/k_Fa = -0.8$. They attributed this to the transition from a hydrodynamic to collisionless behavior. Their gas is colder than ours, below $T = 0.1T_F$. Studying the temperature behavior, they found that heating up the gas to $T = 0.2T_F$, the transition moves above $1/k_Fa = -0.66$, which is in agreement with our measurements.

### 5.4 Molecular condensate

On the molecular side of the Feshbach resonance, we performed additional studies on the molecular Bose-Einstein condensates expected there. As a BEC is superfluid, we expect the same behavior as in the resonance.
last sections. But more than that, we expect the momentum distribution after time of flight to show a bimodality, a landmark of Bose-Einstein condensation. Indeed, this behavior was observed both in $^40$K at JILA \cite{24}, as well as in $^6$Li at MIT \cite{25}. In our experiments, however, we saw that the ellipticity corresponds to condensation, but the bimodality was not obvious, as it can be seen in the paper in appendix A.1. This is due to the much stronger interactions that we have compared to the usual condensation of bosonic atoms. The group in Innsbruck ramped the magnetic field down to 68 mT, a value where the bimodality becomes visible \cite{72}. We attempt to model the expansion of the cloud with strong interactions.

The theory of Bose-Einstein condensation is too wide a field to be treated here in depth, it can be found in textbooks (e.g. reference \cite{40}). The condensate wave function follows the Gross-Pitaevskii equation

$$i\hbar \frac{\partial \psi}{\partial t} = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) + g|\psi|^2 \right) \psi \tag{5.15}$$

This equation can be seen as a Schrödinger equation with a kinetic and potential energy and an interaction term in the Hamiltonian. The interaction part is proportional to the condensate density $n_c = |\psi|^2$. The proportionality constant is the coupling $g = 4\pi \hbar^2 a_m/m$. Here, $a_m$ is the scattering length between molecules. In section \[2.4.6\] we saw that $a_m = 0.6a$, where $a$ is the atom-atom scattering length.

We suppose that there is a BEC in the center of the trap, which is expanding after switching off the trap. Around this condensate is a cloud of thermal molecules. We only consider interactions between the molecules in the thermal cloud and the BEC as a whole. Then the BEC acts as a potential for the thermal cloud. This way, we can write the Hamiltonian of the molecules in the thermal cloud:

$$H(\mathbf{r}, \mathbf{p}) = \frac{\mathbf{p}^2}{2m} + \frac{1}{2}m \sum_{i \in \{x,y,z\}} \omega_i^2 \mathbf{r}_i^2 + 2gn_c(\mathbf{r}) \tag{5.16}$$

The term $gn_c$ is exactly twice the interaction energy which appears in the Gross-Pitaevskii equation. The factor two is owed to the exchange interaction of bosonic particles. One might note here that the two is not the BCS result of the molecule-molecule interaction being twice the atom-atom interaction, as our basic particle is already a molecule.

In the trap, this gives a Mexican hat potential as illustrated in figure 5.15. We start our simulation by generating a random distribution of up to one million atoms following the Bose-Einstein distribution function
Figure 5.15: Illustration of the model used in the text. The points represent the thermal cloud. They are trapped in a potential created by the BEC before the trap is switched off, and pushed outwards afterwards by the expanding BEC.

$$n(r,p) \propto (\exp(\beta (H - \mu)) - 1)^{-1},$$ with $H$ being the Hamiltonian in the trap. Then we numerically integrate the path of each atom with the BEC as a time-varying potential. As we are deeply on the BEC side of the resonance, we can calculate the expansion of the cloud using the formulae of the last section, knowing that in this limit the polytropic exponent is just 1.

The result of such a simulation is shown in figure 5.16. It is a simulation of a condensate of 1000 molecules and some 3000 atoms in the thermal cloud (technically, we simulated one million atoms and divided the result appropriately to get a smoother curve). The expansion time is 12 times the trap frequency period, corresponding to the example data shown in the background. Unfortunately, we had to change the parameters to get a curve that is similar to experimental data: we simulated a scattering length between molecules of $a = 0.02a_{ho}$, while the experiments are done at $a = 0.1a_{ho}$. The number of molecules is also much higher in the experiment, about $2 \cdot 10^4$. Those discrepancies are probably due to neglecting the interactions between the molecules in the thermal cloud. Another possibility is that the cloud contains a fraction of unbound atoms. Further investigation in this problem will be necessary.

### 5.5 Heteronuclear Feshbach resonances

After atoms had been successfully cooled and trapped, various efforts have been made to extend this field to ultra-cold molecules. This is not a simple task, as laser cooling is difficult to achieve, as the level
Figure 5.16: Simulation of a molecular Bose-Einstein condensate. The solid line is the atomic density, the dashed line is the thermal cloud. The points are experimental data. The data is taken at $k_Fa \approx 1$. 
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structure of molecules is too complicated. There are two possible paths to ultra-cold molecules: one can develop cooling mechanisms that work with molecules, or one can laser cool atoms and create molecules once they are cold. An example for the first approach is the use of Stark slowers, the electrostatic counterpart of the Zeeman slower, which has been successfully used to slow various molecular gases [118]. Efforts to create molecules using photoassociation, particularly interesting as this is a new state of matter which does not exist in nature [119], falls into the second category.

The most advanced approach, however, is the one presented in this thesis. Using a Feshbach resonance, we can easily create molecules and we even achieved molecular Bose-Einstein condensation. However, the molecules we are studying are a very particular example, as they consist of two atoms not only of the same element but even of the same isotope. But we can do better. Since our experimental setup also cools the bosonic isotope of Lithium, we can work on creating molecules between these two isotopes. Taking the same approach as for homonuclear molecules, we were searching Feshbach resonances between the two isotopes.

Heteronuclear molecules can have a large electric dipole moment. This adds dipole-dipole interactions to the usual contact interactions used in the physics of cold atoms so far. New quantum states, like a quantum ferrofluid, can be realized using these interactions. Another option to create dipolar interactions is to use atoms with a large magnetic dipole moment. Using this approach, quantum ferrofluid has recently been demonstrated in Chromium [120]. It has also been proposed to use heavy polar molecules to measure the electric dipole moment of the electron [121], in the search for violations of the standard model.

Such resonances had been predicted before [122]. As one can see in figure 5.17 the situation is comparable to the usual Feshbach resonances described in section 2.3. Several molecular states exist below the dissociation limit and can be tuned to this limit using a magnetic field. One obvious difference is that the bound states in the closed channel also depend on the magnetic field. This is due to their fermionic nature, which means that they cannot have a spin of 0 and thus a magnetic spin component $m_F \neq 0$. We have been searching for these resonances by looking at the atom loss, which is large close to a resonance.

During the time we performed our experiments, other combination of atoms have been studied, namely $^6$Li and $^{23}$Na by the group at MIT [123], as well as $^{87}$Rb and $^{40}$K at JILA [124]. In the meantime, inter-species resonances have become a standard tool in atomic physics:
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Figure 5.17: The bound states and Feshbach resonances for a mixture of $^7$Li and $^6$Li. This figure corresponds to figure 2.4, which describes the same situation in $^6$Li only. We only searched for the resonances between the lowest Zeeman states, as in such a gas inelastic collisions are suppressed. Image taken from reference [122].

- The group in Hamburg studied mixtures of fermionic $^{40}$K and bosonic $^{87}$Rb both in a harmonic trap [125] and in an optical lattice [126]. They found an enhancement of the mean-field energy of a Bose-Einstein condensate by the fermions on the attractive side of the resonance, and a phase separation on the repulsive side, both in the harmonic trap. In the lattice they showed the creation of heteronuclear molecules.

- At the ETH in Zürich they studied the same mixture in a lattice, and found that the phase coherence between the bosons diminishes as the fermions are added [127].

- Purely bosonic mixtures between $^{85}$Rb and $^{87}$Rb have been studied at JILA, where molecules could be formed and observed [128].

The experimental procedure is similar to the experiments on $^6$Li only, as described in section 3.6. In order to have some $^7$Li left in the trap, we stop the evaporation prematurely. We evaporatively cool for $27\,\text{s}$, leaving $2 \cdot 10^5$ atoms of both $^6$Li and $^7$Li. In the optical dipole trap, we apply two RF fields in order to transfer the atoms from the $|3/2, 3/2\rangle$...
Figure 5.18: The magnetic field ramps used to search the heteronuclear resonances. On the left we mark the starting magnetic field of the final ramps, on the right we mark the found resonances and compare them to the theoretical values from reference [122]. We also find that one of the resonances changes in position depending on the ramping speed. A fifth resonance, predicted at 21.9 mT, was not searched for. Graph not to scale.

and $\ket{2,2}$ state into the $\ket{1/2,1/2}$ and $\ket{1,1}$ states, with a small guiding field of 8 G.

During 1 ms we ramp the magnetic field close to the searched resonance, as shown in figure 5.18. We try to ramp as fast as possible in order to prevent a loss of atoms at other resonances than the one under investigation. It is possible that the current supplies are not fast enough to actually follow, therefore, we have to stop far enough from the resonance so that we do not reach the resonance during a possible overshoot. A last slow ramp of 1 s leads us to the point we are looking for. At the end, we wait for 20 ms before taking an image of $^7\text{Li}$. Once the end of the ramp is close to a resonance, we lose the atoms very rapidly. The losses were too fast as to characterize a lifetime.

We found four resonances, shown in figure 5.18. One of the measurements is particularly interesting, as the position of the resonance seems to have changed depending on the starting point of the ramp. Figure 5.19 shows the raw data. One can see that the number of atoms drops at different magnetic fields for the different ramps. The most probable explanation for this behavior is an overshoot of the magnetic...
Figure 5.19: An example for the measurement of the position of a heteronuclear Feshbach resonance. Here we show the most interesting of the four resonances, where the position changed with the ramping speed. The magnetic field was ramped in 1 s from lower values, 47.5 mT for the crosses, 53.7 mT for the dots, to the value indicated in this graph. One sees a sharp loss of atoms.

field after the ramp. For the higher ramping speed the losses seem to appear earlier, as the magnetic field is a bit higher at the end of the ramp than demanded from the current supply.

The sharpness of the heteronuclear resonances asks for a very careful calibration of the magnetic field. As a first step, we performed an RF spectroscopy of the transition from state $|6\rangle$ to state $|1\rangle$ of $^6$Li at high field (28 mT). At this field, we performed RF sweeps, and could determine the transition frequency with an accuracy of 0.1% by searching for the frequency where the transfer is most efficient. Knowing the Zeeman splitting (see for example references [71, 129]), we can calculate the magnetic field with the same accuracy.

We also need to include the small offset coils mentioned at the end of section 3.4, which provide an additional magnetic field. We were able
to calibrate the field by locating the $p$-wave Feshbach resonances (in essentially the same way that we located the heteronuclear resonances), which are very narrow, for different values of the offset field. Figure 5.20 shows this result. The accuracy is not as good as for the pinch coils, around 1%, but as the generated field is more than 10 times lower than the field generated by the pinch coils, we get the same accuracy for the final results.

In conclusion, we have localized several heteronuclear Feshbach resonances. They will open us the opportunity to study interactions between the bosonic and the fermionic lithium isotope, hopefully leading to the possibility to study the formation of molecules. This molecules will have exciting properties, as they are fermionic, something found only very rarely in nature.

5.6 Other experiments and outlook

The large interest in the work described in this thesis becomes visible seeing the many groups working in the field of strongly interacting fermionic gases. Namely, the groups of W. Ketterle at MIT, J. Thomas
at Duke, R. Grimm at Innsbruck, R. Hulet at Rice and D. Jin at JILA contributed important results to this field. We want to give here a rough overview of their work.

5.6.1 The collective oscillation modes

In the experiments presented in this thesis, the gas is statically confined in a trap until the trap is switched off. Superfluidity is seen in the expansion of the gas, which eventually leaves the superfluid state. Therefore, we never see a superfluid flow. Another approach was taken in Innsbruck: the dynamics of the gas after a sudden change of the trap was studied. The group used an AOM to displace the trap rapidly which leads to the gas oscillating in the trap.

In a first experiment, they studied the radial sloshing and compression oscillations [30]. The measurements have a very high precision, as they were able to see the beat note between the two frequencies in two orthogonal directions of the trap. As the compression mode depends on the pressure of the gas, it was shown [130] that one can trace the whole equation of state using this technique.

A second experiment was a study of the radial quadrupole mode [117]. This mode is a pure surface mode, the compressibility does not enter. It was predicted [131] that in the hydrodynamic regime the quadrupole mode has a frequency of \( \omega_q = \sqrt{2} \omega_r \), where \( \omega_r \) is the radial trapping frequency. In a collisionless gas on the other hand, the frequency is twice the trapping frequency. One notes that here the equation of state does not enter, making it simple to compare theory to experiment.

Interestingly, they find that the gas changes from hydrodynamic to collisionless behavior near the position where we see the step in the ellipticity, around 95 mT, and \( 1/k_F a \approx -0.8 \). They find that the frequency of the quadrupole mode corresponds to predictions in the hydrodynamic regime, and it drops just before it does a step upward to reach the frequency expected in the collisionless regime. They also find that the damping of the mode is increased just around that step. This damping has been interpreted as the position where the pair breaking energy has become sufficiently low to break a pair during the oscillations [132].
5.6.2 Spin-polarized Fermi gases

Shortly after the development of BCS theory, theorists started to ask what would happen if the electrons were spin-polarized, for example by a magnetic field. This is hard to achieve in superconductors, as normally the Meissner effect prevents the magnetic field from entering the superconductor. Recently an experimental realization of such a state became possible in cold atoms. This created excitement in the community, especially since some of the results seem contradictory. These experiments showed the great advantage of the physics of cold atoms: we can easily vary the polarization state of the atoms in a controlled way, just by changing the RF pulse which depolarizes the gas appropriately.

It started with an experiment at Rice [74]. They created fermionic gases with different spin populations, and substracted the absorption images of the two spin states from each other. They found that both spin state form clouds of the same size if the polarization is lower than a certain limit. Above this limit they see a core of bound atom pairs, surrounded by a shell of unpaired atoms.

A more detailed analysis revealed that the experiment showed a breakdown of the local density approximation. An explanation for this would be the existence of a surface tension between the two phases [133]. A second experiment seemed to support this strongly: they observe that the unpaired atoms get pushed to the ends of their highly elongated trap [134].

In a much less elongated trap, the group at MIT found significantly different results [135]. Instead of the two phases from the Rice experiment, they saw a third phase appearing between the superfluid core and the unpaired single atoms. This phase contains particles of both spin states, but not equal in number. They also developed a new variation of phase contrast imaging, where they can directly image the density difference between the two states.

The seemingly contradictory results from the two groups opened a sometimes heated discussion in the community. The discussion is still ongoing, we try here to present the main lines of argumentation. A rather general idea of the situation is presented in figure 5.21 following the results of Gubbels et al. [136]. One of the oldest theoretical results is the prediction by Clogston [137]: at some point it becomes energetically favorable to align spins, Cooper pairs will break. Above this limit no superfluidity is possible. The two groups who have studied spin-polarized gases disagree on the position of this limit, the Rice group claiming that
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Figure 5.21: A sketch of the phase diagram of a spin-polarized Fermi gas. The temperature is given in the unit of the transition temperature $T_c$ for a polarized gas. A polarization of 1 means that all spins are oriented in the same direction, while 0 means that the gas is completely depolarized. Figure adopted from reference [136]

it is too high to be seen in experiments.

At lowest temperatures, one expects the gas to be phase separated, meaning that there exists a superfluid core and a normal shell around. This separation is linked to the fact that the Clogston transition is first order. Since in the vicinity of the critical temperature of the unpolarized phase, the transition is second order just as the standard BCS transition itself, the transition for the polarized phase has also to be second order for this higher temperature range. A tri-critical point should therefore appear when the temperature is lowered, as shown in figure 5.21, where the transition goes from second to first order [138]. Other authors introduce different phases into the phase diagram [139, 140]. Most important is a phase proposed independently by Fulde, Ferrel [141], Larkin and Ovchinnikov [142], who predict that a BCS state can tolerate a small spin imbalance if we allow the Cooper pairs to have non-zero momentum. This leads to a gap that fluctuates in the gas.

Good predictions of the experiments were also made using a very different approach: Combescot et al. [143] considered a single atom in one spin state immersed in a sea of atoms in the other spin state. Using a many-body variational approach in combination with a Monte-Carlo
simulation, they were able to predict the macroscopic quantities of a
spin-polarized gas, especially the three different phases found in the
MIT experiment. As their model is independent of BCS theory, their
results should hold independently from the outcome of the discussion
about the various states mentioned in the last paragraph.

In another experiment the MIT group could prove that the core
of the spin-polarized gas is actually superfluid by rotating the cloud
and observing vortices [32]. In a recent study they showed that pairing
occurs at very low temperatures in the absence of superfluidity once
the population imbalance becomes too large [144]. They demonstrated
the existence of pairs using radio frequency spectroscopy, a method
pioneered at Innsbruck to study the pairing gap in the BEC-BCS cross-
over [28]. The method was recently improved at MIT to be position
dependent by using a tomography technique [145].

5.6.3 p-wave resonances

In section 2.3 we saw that there is also p-wave Feshbach resonances.
We searched these resonances and performed a first study of their
behavior, published in the article in appendix A.2. For fermions,
p-wave
scattering is allowed between the same spin state. Since we were usually
studying mixtures of the lower two spin states of the atoms, there are
three different resonances for the different possible combinations of the
internal states of the atoms. This was already shown in figure 2.4.

We detected the resonances by studying the losses near the resonance
point. Taking into account two- and three- body losses, one expects the
number of atoms \( N \) to follow the law

\[
\frac{\dot{N}}{N} = -G_2\langle n \rangle - L_3\langle n^2 \rangle
\]  

(5.17)

The coefficients \( G_2 \) and \( L_3 \) are the two-body and three-body loss coeffi-
cients, respectively, and \( n \) is the density of the atoms. We find that for the
resonance between two atoms in the state \( |1\rangle \), the three-body coefficient
\( L_3 \) dominates. As both atoms are in the lowest Zeeman state, they cannot
scatter inelastically, and thus two-body collisions are suppressed. Once
at least one of the atoms is in a higher Zeeman state, namely state \( |2\rangle \),
two-body collisions become possible, and the two-body loss coefficient
\( G_2 \) dominates the process, in agreement with the experiments.

The main difference between an s-wave resonance and its p-wave
counterpart is the centrifugal barrier which we talked about in section
2.2. While the molecular state in the s-wave resonance becomes large,
this does not happen in $p$-wave resonances, as the molecular state is localized behind the centrifugal barrier, as we have shown in the paper in appendix A.4. This also means that the scattering is not dominated anymore by the low energy scattering, but by collisions around the energy of the molecular state, as the atoms need to tunnel through the potential barrier. This also leads to a temperature dependence of the losses: the maximum of losses is located at the magnetic field where the maximum of the momentum distribution of the atoms is equal to the binding energy of the molecules. Interestingly this means that the maximum of losses happens above the actual resonance position. This is very interesting if we want to create $p$-wave molecules: at the exact resonance position, the lifetime of the atomic cloud could be sufficiently long to study the molecules.

The group at JILA found and studied the $p$-wave resonances in $^{40}\text{K}$ [33]. The group in Zürich studied $p$-wave resonances in an optical lattice, allowing them to show that a $p$-wave resonance is not isotropic, as the direction of the spin-alignment changes the scattering properties [146]. We found preliminary indication of $p$-wave molecule formation with an efficiency of 20% and a lifetime below 20 ms.

In a recent experiment, the group at JILA demonstrated the existence of $p$-wave molecules. As the gas near such a resonance is very unstable, they could not use the usual technique to slowly ramp the magnetic field to the resonance, but they modulated the magnetic field with a frequency which corresponds to the molecule's binding energy. They were able to take images of the non-isotropic momentum distribution inside a $p$-wave molecule [147]. Unfortunately, the lifetimes of these molecules are only around 2 ms, making it unlikely to achieve $p$-wave condensates.

5.6.4 Other experiments

In the group of John Thomas [31], a new technique for thermometry was developed: the gas is released from its trap for a short time to be re-trapped shortly after. This adds a defined quantity of energy into the gas, which changes the shape of the cloud, from which the heat capacity of the cloud can be determined. They find that the heat capacity deviates from the behavior of a normal Fermi gas at low temperatures. They were also able to use this method to create a relative temperature scale. This scale is proportional to the real temperature. The proportionality constant, however, is not precisely known, but this scale is nowadays a generally
accepted method to perform temperature dependent measurements.

The creation of vortices in a rotating gas is seen as a proof for its superfluidity. The usual method to rotate a gas is to "stir" it using a blue detuned laser beam. After having been used in bosonic gases \[148\], it was used to show superfluidity of a fermionic gas at MIT \[149\]. Until now, this is the only direct proof of the superfluidity of the gas. An interesting detail is that it seems not to be possible to image the vortices in the crossover. They had to ramp the magnetic field to 74 mT, well below the resonance point, during the expansion of the gas, in order to observe vortices above 81 mT. Their explanation is that the pairs will break during the expansion if they omit the described ramp. This detection of vortices is also the technique that was used to observe superfluidity in spin-polarized gases, mentioned in the last subsection.

The direct measurements of the pair correlation is possible by measuring the correlations of the noise in the absorption images. This method was introduced by the group at JILA \[150\]. They studied the noise correlations of two images of the momentum distribution, one for each spin state of the atoms. They dissociated weakly bound molecules in the crossover, and were able to observe the correlation of the resulting atoms in momentum space.
Chapter 6

Conclusions

In this thesis we have studied the behavior of an ultracold fermionic gas in the vicinity of a Feshbach resonance. We have seen that the gas becomes superfluid below a critical temperature. This state is normally only found in Helium and is very similar to the behavior of superconductors. The crossover can be separated into three regions: the BCS regime, which corresponds to superconductivity in metals, a BEC regime, where the atoms form molecules which can condense into a Bose-Einstein condensate, like atoms in cold bosonic gases, and a strongly interacting regime comparable to high temperature superconductors. In the center of the crossover, where the scattering length diverges, one reaches the unitarity limit, a state common to all strongly interacting Fermi systems, which can hence be called universal.

We have shown that the BCS theory, originally developed for superconductors, can be extended to the whole crossover region. One ingredient of this theory is a prediction of the momentum distribution of the particles. The Fermi edge seen for a noninteracting Fermi gas smears out even at zero temperature. We have calculated the momentum distribution in the crossover using the BCS theory, comparing to more advanced theories. We presented an experimental measurement of the momentum distribution of a strongly interacting Fermi gas in a harmonic trap, and have found it to agree well with the predictions.

As superfluidity is in its roots a dynamic process, studying its dynamics is crucial for the comprehension of this phenomenon. We studied the expansion of a superfluid gas with strong interactions around the unitarity limit and on the BCS side of the resonance. We found that superfluidity suddenly breaks down when interactions drop below a certain value. This value moves to higher interaction strengths once we measure at higher temperatures.
Stable molecules can be formed by preparing the gas around the unitarity point and slowly ramping down the magnetic field into the BEC region. In this thesis we present experimental measurements which show that this molecule creation also happens for fast sweep rates if the density of the gas is sufficiently high. This can occur when we switch off the magnetic field in order to take an absorption picture of a cloud in the crossover, and can disturb the measured distribution.

The development of new data analysis methods allowed us to determine more precisely the temperature of the gas. We also presented an algorithm to deconvolute absorption images into the original three dimensional density distribution.

The presented experiments have also shown that we are at the limits at what our setup is capable of. Therefore, we have started with the construction of a second generation experimental apparatus. We have installed a new laser system, which is more flexible and stable than its predecessor. The vacuum system was rebuilt in large parts, including a complete rebuild of the Zeeman slower. As a result, the loading rate of the atoms is now ten times higher than before, enabling us to increase the repetition rate of our experiment, leading to better statistics. At the same time we optimized the geometry of the magnetic traps, which will enable us to increase the number of trapped atoms by about an order of magnitude. A new imaging system for the magneto-optical trap is an important tool in the characterisation of the new setup.

In the near future, we plan to set up an optical lattice in our system. An optical lattice is a standing wave overlapped with the atomic cloud. Similar to an optical dipole trap, atoms will be trapped in the intensity maxima of the standing wave. Many different configurations are possible. We can successively “freeze out” the spatial degrees of freedom, enabling us to study atomic gases in low dimensions. For bosons, optical lattices have already become a standard tool, we refer to reference [151] for a review.

Optical lattices open the possibility to experimentally realize theoretical many-body models, without the problems appearing in solid state physics, such as lattice defects or impurities. One example is the Fermi-Hubbard model. Hubbard proposed in 1963 a simple model for electrons in a lattice [152] whose Hamiltonian contains only two terms, a next-neighbor tunneling and an on-site interaction term. It is a very simple model, but exhibits phenomena like a metal-insulator transition, ferromagnetism or superconductivity. For a review we refer to reference [153]. This model is still a challenge to theoretical physics, as no complete solution has been found yet.
Cold fermions in optical lattices can be seen as a direct experimental implementation of this model \[154\]. Its bosonic counterpart has already been experimentally realized \[155\]. Pioneering experiments have been performed for fermions. The group in Florence studied transport phenomena in optical lattices \[156\]. The MIT group reported on evidence for superfluidity in a lattice \[157\]. We already mentioned the efforts made by the group in Hamburg to study Bose-Fermi mixtures in optical lattices in section 5.5 and the study of $p$-wave resonances in optical lattices in Zürich in section 5.6.3. We see that optical lattices are an exciting future project, which will lead to a merge of cold atoms and solid state physics.
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We report Bose-Einstein condensation of weakly bound $^6\text{Li}_2$ molecules in a crossed optical trap near a Feshbach resonance. We measure a molecule-molecule scattering length of $170^{+160}_{-60}$ nm at 770 G, in good agreement with theory. We study the 2D expansion of the cloud and show deviation from hydrodynamic behavior in the BEC-BCS crossover region.
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By applying a magnetic field to a gas of ultracold atoms, it is possible to tune the strength and the sign of the effective interaction between particles. This phenomenon, known as Feshbach resonance, offers in the case of fermions the unique possibility to study the crossover between situations governed by Bose-Einstein and Fermi-Dirac statistics. Indeed, when the scattering length $a$ characterizing the 2-body interaction at low temperature is positive, the atoms are known to pair in a bound molecular state. When the temperature is low enough, these bosonic dimers can form a Bose-Einstein condensate (BEC) as observed very recently in $^{40}\text{K}$ [1] and $^6\text{Li}$ [2,3]. On the side of the resonance where $a$ is negative, one expects the well-known Bardeen-Cooper-Schrieffer (BCS) model for superconductivity to be valid. However, this simple picture of a BEC phase on one side of the resonance and a BCS phase on the other is valid only for small atom density $n$. When $n|a|^3 \simeq 1$ the system enters a strongly interacting regime that represents a challenge for many-body theories [4–6] and that now begins to be accessible to experiments [7–9].

In this Letter, we report on Bose-Einstein condensation of $^6\text{Li}$ dimers in a crossed optical dipole trap and a study of the BEC-BCS crossover region. Unlike all previous observations of molecular BEC made in single beam dipole traps with very elongated geometries, our condensates are formed in nearly isotropic traps. Analyzing free expansions of pure condensates with up to $4 \times 10^4$ molecules, we measure the molecule-molecule scattering length $a_m = 170^{+160}_{-60}$ nm at a magnetic field of 770 G. This measurement is in good agreement with the value deduced from the resonance position [9] and the relation $a_m = 0.6a$ of Ref. [10]. Combined with tight confinement, these large scattering lengths lead to a regime of strong interactions where the chemical potential $\mu$ is on the order of $k_B T_C$ where $T_C \approx 1.5 \mu K$ is the condensation temperature. As a consequence, we find an important modification of the thermal cloud time of flight expansion induced by the large condensate mean field. Moreover, the gas parameter $n_m a_m^3$ is no longer small but on the order of 0.3. In this regime, the validity of mean field theory becomes questionable [11–13]. We show, in particular, that the anisotropy and gas energy released during expansion varies monotonically across the Feshbach resonance.

Our experimental setup has been described previously [14,15]. A gas of $^6\text{Li}$ atoms is prepared in the absolute ground state $|1/2, 1/2\rangle$ in a Nd-doped yttrium aluminum garnet crossed beam optical dipole trap. The horizontal beam (respectively vertical) propagates along $x$ ($y$), has a maximum power of $P^H_x = 2$ W ($P^V_y = 3.3$ W) and a waist of $\sim 25 \mu$m $(\sim 40 \mu$m). At full power, the $^6\text{Li}$ trap oscillation frequencies are $\omega_{x^2}/2\pi = 2.4(2)$, $\omega_{y^2}/2\pi = 5.0(3)$, and $\omega_{z^2}/2\pi = 5.5(4)$ kHz, as measured by parametric excitation, and the trap depth is $\sim 80 \mu$K. After sweeping the magnetic field $B$ from 5 to 1060 G, we drive the Zeeman transition between $|1/2, 1/2\rangle$ and $|1/2, -1/2\rangle$ with a 76 MHz rf field to prepare a balanced mixture of the two states. As measured very recently [9], the Feshbach resonance between these two states is peaked at 822(3) G, and for $B = 1060$ G, $a = -167$ nm. After 100 ms the coherence between the two states is lost and plain evaporation provides $N_i = N_j = N_{\text{tot}}/2 = 1.5 \times 10^5$ atoms at $10 \ \mu$K = 0.8$T_F$, where $k_B T_F = \hbar^2 k_F^2/2m = \hbar(3N_{\text{tot}}\omega_{x^2}\omega_{y^2}\omega_{z^2})^{1/3} = \hbar\omega(3N_{\text{tot}})^{1/3}$ is the Fermi energy. Lowering the intensity of the trapping laser to 0.1$P^i$, the Fermi gas is evaporatively cooled to temperatures $T$ at or below 0.2$T_F$ and $N_{\text{tot}} \approx 7 \times 10^4$.

Then, sweeping the magnetic field to 770 G in 200 ms, the Feshbach resonance is slowly crossed. In this process atoms are reversibly transformed into cold molecules [14,16] near the BEC critical temperature as presented in Fig. 1(a). The onset of condensation is revealed by the abrupt narrowing of the Feshbach resonance. We measure a molecule-molecule scattering length of $170^{+160}_{-60}$ nm at 770 G, in good agreement with theory. We study the 2D expansion of the cloud and show deviation from hydrodynamic behavior in the BEC-BCS crossover region.
deeper bound state during switch-off as observed in our previous work \cite{14}. Furthermore, we check that there are no unpaired atoms before expansion. In Fig. 1(b), a Bose-Einstein condensate of $^7\text{Li}$ atoms produced in the same optical trap is presented. The comparison between the condensate sizes after expansion reveals that the mean field interaction and scattering length are much larger for $^6\text{Li}_2$ dimers [Fig. 1(a)] than for $^7\text{Li}$ atoms [Fig. 1(b)].

To measure the molecule-molecule scattering length, we produce pure molecular condensates by taking advantage of our crossed dipole trap. We recompress the horizontal beam to full power while keeping the vertical beam at the low power of 0.035 $\text{P}_{\text{av}}$ corresponding to a trap depth for molecules $U=5.6$ $\mu\text{K}$. Temperature is then limited to $T \leq 0.9$ $\mu\text{K}$ assuming a conservative $\eta=U/k_B T=6$, whereas the critical temperature increases with the mean oscillation frequency. Consequently, with an axial (respectively radial) trap frequency of 440 Hz (respectively 5 kHz), we obtain $T/T_c^0 \leq 0.3$, where $T_c^0 = \hbar \omega/\pi N_{\text{tot}}/2^{3/2} = 2.7 \mu\text{K}$ is the noninteracting BEC critical temperature. Thus, the condensate should be pure as confirmed by our images. After 1.2 ms of expansion, the radius of the condensate in the $x$ (respectively $y$) direction is $R_x=51$ $\mu\text{m}$ ($R_y=103$ $\mu\text{m}$). The resulting anisotropy $R_y/R_x=2.0(1)$ is consistent with the value 1.98 [17] predicted the scaling equations \cite{18,19}. Moreover, this set of equations leads to an in-trap radius $R_0^0 = 26$ $\mu\text{m}$ (respectively $R_0^1 = 2.75$ $\mu\text{m}$). We then deduce the molecule-molecule scattering length from the Thomas-Fermi formula $R_{a,y}^0 = a^{60}_{\text{bt}}/\omega_{x,y}(15N_{\text{tot}}a_{m}/2a_{\text{bt}})^{1/5}$, with $a_{\text{bt}} = \hbar/2m\omega$. Averaging over several images, this yields $a_m = 170 \pm 100$ nm at 770 G. Here, the statistical uncertainty is negligible compared to the systematic uncertainty due to the calibration of our atom number. At this field, we calculate an atomic scattering length of $a = 306$ nm. Combined with the prediction $a_m = 0.6 a$ of \cite{10}, we obtain $a_m = 183$ nm in good agreement with our measurement. For $^7\text{Li}$, we obtain with the same analysis a much smaller scattering length of $a = 0.65(10)$ nm at 610 G also in agreement with theory \cite{20}.

Such large values of $a_m$ bring our molecular condensates into a novel regime where the gas parameter $n_m a_m^2$ is no longer very small. Indeed, $a_m = 170$ nm and $n_m = 6 \times 10^{13}$ $\text{cm}^{-3}$ yield $n_m a_m^2 = 0.3$. As a first consequence, corrections due to beyond mean field effects [11,21] or to the underlying fermionic nature of atoms may play a role, since the average spacing between molecules is then of the order of the molecule size $\approx a/2$. Second, even in a mean field approach, thermodynamics is expected to be modified. For instance, in the conditions of Fig. 1(a), we expect a large shift of the BEC critical temperature [11–13]. The shift calculated to first order in $a^3/a^2$ [12], $\Delta T_c/T_c^0 = -1.4$, is clearly inapplicable and a more refined approach is required [22]. Third, we observe that partially condensed cloud expansions are modified by interactions. Indeed, double structure fits lead to temperatures inconsistent with the presence of a condensate. In Fig. 1, we find $T = 1.6 \mu\text{K}$, to be compared with $T_c^0 = 1.4 \mu\text{K}$, whereas for the $^7\text{Li}$ condensate $T = 0.7 \mu\text{K}$ = 0.67 $T_c^0$.

This inconsistency results from the large mean field interaction which modifies the thermal cloud expansion. To get a better estimate of the temperature, we rely on a release energy calculation. We calculate the Bose distribution of thermal atoms in a Mexican hat potential that is the sum of the external potential and the repulsive mean field potential created by the condensate. For simplicity we neglect the mean field resulting from the thermal component. The release energy is the sum of the thermal kinetic energy, condensate interaction energy, and Hartree-Fock interaction energy between the condensate and thermal cloud. The temperature and chemical potential are then adjusted to fit the measured atom number and release energy. For Fig. 1(a), we obtain a condensate fraction of 28$\%$ and $\mu = \hbar \omega/2(15N_{\text{tot}}a_{m}/2a_{\text{bt}})^{3/2} = 1.4 \mu\text{K}$. The temperature $T = 0.9 \mu\text{K}$ is then found below $T_c^0 = 1.4 \mu\text{K}$.

The condensate lifetime is typically $\sim 300$ ms at 715 G ($a_m = 66$ nm) and $\sim 3$ s at 770 G ($a_m = 170$ nm), whereas for $a = -167$ nm at 1060 G, the lifetime exceeds 30 s. On the BEC side, the molecule-molecule loss rate constant is $G = 0.26^{+0.08}_{-0.05} \times 10^{-13}$ $\text{cm}^3/\text{s}$ at 770 G and $G = 1.75^{+0.5}_{-0.4} \times 10^{-13}$ $\text{cm}^3/\text{s}$ at 715 G with the fit procedure for condensates described in [23]. Combining similar results for four values of the magnetic field ranging from 700 to 770 G, we find $G \sim a^{-1.9 \pm 0.8}$. Our data are in
agreement with the theoretical prediction $G \propto a^{-2.55}$ of Ref. [10] and with previous measurements of $G$ in a thermal gas at 690 G [14] or in a BEC at 764 G [8]. A similar power law was also found for $^{40}\text{K}$ [24].

We now present an investigation of the crossover from a Bose-Einstein condensate to an interacting Fermi gas (Figs. 2 and 3). We prepare a nearly pure condensate with $3.5 \times 10^4$ molecules at 770 G and recompress the trap to frequencies of $\omega_x = 2\pi \times 830$ Hz, $\omega_y = 2\pi \times 2.4$ kHz, and $\omega_z = 2\pi \times 2.5$ kHz. The magnetic field is then slowly swept at a rate of $2 \text{ G/ms}$ to various values across the Feshbach resonance. The 2D momentum distribution after a time of flight expansion of 1.4 ms is then detected as previously.

Figure 2 presents the observed profiles (integrated over the orthogonal direction) for different values of the magnetic field. At the lowest field values ($B \lesssim 750$ G, $n_m a_m^3 \ll 1$), condensate number are relatively low because of the limited molecule lifetime. As $B$ increases, the condensate width gradually increases towards the width of a non-interacting Fermi gas, and nothing dramatic happens on resonance. At the highest fields ($B \equiv 925$ G), where $k_F a \equiv 3$, distributions are best fitted with zero temperature Fermi profiles. More quantitatively, Fig. 3(b) presents both the gas energy released after expansion $E_{rel}$ and the anisotropy $\eta$ across resonance. These are calculated from Gaussian fits to the density after time of flight: $E_{rel} = m(2\sigma_x^2 + \sigma_y^2)/2\tau^2$ and $\eta = \sigma_y/\sigma_x$, where $\sigma_i$ is the rms width along $i$, and $\tau$ is the time of flight [17]. On the BEC side at 730 G, the measured anisotropy is $\eta \sim 1.6(1)$, in agreement with the hydrodynamic prediction, 1.75. It then decreases monotonically to 1.1 at 1060 G on the BCS side. On resonance, at zero temperature, superfluid hydrodynamic expansion is expected [25] corresponding to $\eta = 1.7$. We find, however, $\eta = 1.35(5)$, indicating a partially hydrodynamic behavior that could be due to a reduced superfluid fraction. On the $a < 0$ side, the decreasing anisotropy would indicate a further decrease of the superfluid fraction that could correspond to the reduction of the condensed fraction of fermionic atom pairs away from resonance observed in [7,9]. Interestingly, our results differ from that of Ref. [26] where hydrodynamic expansion was observed at 910 G in a more elongated trap for $T/T_F \approx 0.1$.

In the BEC-BCS crossover regime, the gas energy released after expansion $E_{rel}$ is also smooth [Fig. 3(c)]. $E_{rel}$ presents a plateau for $B \lesssim 750$ G, and then increases monotonically towards that of a weakly interacting Fermi

![FIG. 2 (color online). Integrated density profiles across the BEC-BCS crossover region. 1.4 ms time of flight expansion in the axial (a) and radial (b) direction. The magnetic field is varied over the whole region of the Feshbach resonance from $a > 0$ ($B < 822$ G) to $a < 0$ ($B > 822$ G). ●: Feshbach resonance peak.](image1)

![FIG. 3 (color online). (a) scattering length between the $|1/2, 1/2\rangle$ and $|1/2, -1/2\rangle$ $^6\text{Li}$ states. The Feshbach resonance peak is located at 822 G (dotted line). (b): anisotropy of the cloud, (c) release energy across the BEC-BCS crossover region. In (c), the dot-dashed line corresponds to a $T = 0$ ideal Fermi gas. The dashed curve is the release energy from a pure condensate in the Thomas-Fermi limit. The solid curve corresponds to a finite temperature mean field model described in the text with $T = 0.6 T_F$. Arrow: $k_F a = 3$.](image2)
gas. The plateau is not reproduced by the mean field approach of a pure condensate (dashed line). This is a signature that the gas is not at \( T = 0 \). It can be understood with the mean field approach we used previously to describe the behavior of the thermal cloud. Since the magnetic field sweep is slow compared to the gas collision rate [14], we assume that this sweep is adiabatic and conserves entropy [27]. We then adjust this entropy to reproduce the release energy at a particular magnetic field, \( B = 720 \) G. The resulting curve as a function of \( B \) (solid line in Fig. 3(c)) agrees well with our data in the range \( 680 \leq B \leq 770 \) G, where the condensate fraction is 40\%. The temperature is \( T \approx 0.67T_C^0 = 1.4 \) \( \mu \)K. This model is limited to \( n_a a_{\text{in}}^2 \leq 1 \). Near resonance the calculated release energy diverges and clearly departs from the data. On the BCS side, the release energy of a \( T = 0 \) ideal Fermi gas gives an upper bound for the data (dot-dashed curve), as expected from negative interaction energy and a very cold sample. This low temperature is supported by our measurements on the BCS side and the assumption of entropy conservation through resonance which predicts \( T = 0.1 T_F \) [27].

On resonance the gas is expected to reach a universal behavior, as the scattering length \( a \) is not a relevant parameter any more [5]. In this regime, the release energy scales as \( E_{\text{rel}} = \sqrt{1 + \beta E_{\text{rel}}} \), where \( E_{\text{rel}} \) is the release energy of the noninteracting gas and \( \beta \) is a universal parameter. From our data at 820 G, we get \( \beta = -0.64(15) \). This value is larger than the Duke result \( \beta = -0.26 \pm 0.07 \) at 910 G [26], but agrees with that of Innsbruck \( \beta = -0.68^{+0.13}_{-0.10} \) at 850 G [8], and with the most recent theoretical prediction \( \beta = -0.56 \) [6]. Around 925 G, where \( a = -270 \) nm and \( (k_F a)^{-1} = 0.35 \), the release energy curve displays a change of slope. This is a signature of the transition between the strongly and weakly interacting regimes. It is also observed near the same field in [8] through \textit{in situ} measurement of the trapped cloud size. Interestingly, the onset of resonance condensation of fermionic atom pairs observed in \(^{40}\)K [7] and \(^{6}\)Li [9], corresponds to a similar value of \( k_F a \) [28].

In summary, we have explored the whole region of the \(^{6}\)Li Feshbach resonance, from a Bose-Einstein condensate of fermion dimers to an ultracold interacting Fermi gas. The extremely large scattering length between molecules that we have measured leads to novel BEC conditions. We have observed hydrodynamic expansions on the BEC side and nonhydrodynamic expansions at and above resonance. We suggest that this effect results from a reduction of the superfluid fraction and we point to the need of a better understanding of the dynamics of an expanding Fermi gas.
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[17] We correct our data for the presence of a magnetic field curvature which leads to an antitrapping frequency of 100 Hz at 800 G along \( x \).
[22] A mean field self-consistent calculation of the molecular density profile in the trap at \( T_C \) leads to \( T_C^0 = 0.587T_C^0 = 0.8 \) \( \mu \)K. S. Kokkelmans (to be published).
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We report the observation of three p-wave Feshbach resonances of $^6$Li atoms in the lowest hyperfine state $f=1/2$. The positions of the resonances are in good agreement with theory. We study the lifetime of the cloud in the vicinity of the Feshbach resonances and show that, depending on the spin states, two- or three-body mechanisms are at play. In the case of dipolar losses, we observe a nontrivial temperature dependence that is well explained by a simple model.
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In the presence of a magnetic field, it is possible to obtain a quasidegeneracy between the relative energy of two colliding atoms and that of a weakly bound molecular state. This effect, known as a Feshbach resonance, is usually associated with the divergence of the scattering length and is the key ingredient that led to the recent observation of superfluids from fermion atom pairs of $^6$Li [1–4] and $^{40}$K [5]. Up to now these pairs were formed in s-wave channels but it is known from condensed matter physics that fermionic superfluidity can arise through higher angular momentum pairing: p-wave Cooper pairs have been observed in $^3$He [6] and d-wave Cooper pairs in high-$T_c$ superconductivity [7]. Although Feshbach resonances involving p or higher partial waves have been found in cold atom systems [8–10], p-wave atom pairs have never been directly observed.

In this paper we report the observation of three narrow p-wave Feshbach resonances of $^6$Li in the lowest hyperfine state $f=1/2$. We measure the position of the resonance as well as the lifetime of the atomic sample for all combinations $|f=1/2,m_f\rangle+|f=1/2,m'_f\rangle$, henceforth denoted $(m_f,m'_f)$. We show that the position of the resonances are in good agreement with theory. In the case of atoms polarized in the ground state $(1/2,1/2)$, the atom losses are due to three-body processes. We show that the temperature dependence of the losses at resonance cannot be described by the threshold law predicted by [11] on the basis of the symmetrization principle for identical particles. In the case of atoms polarized in $(-1/2,-1/2)$ or that of a mixture $(1/2,-1/2)$, the losses are mainly due to two-body dipolar losses. These losses show a nontrivial temperature dependence that can nevertheless be understood by a simple theoretical model with only one adjustable parameter. In the $(1/2,-1/2)$ channel, we take advantage of a sharp decrease of the two-body loss rate below the Feshbach resonance to present a first evidence for the generation of p-wave molecules.

The p-wave resonances described in this paper have their origin in the same singlet $(S=0)$ bound state that leads to the s-wave Feshbach resonances located at 543 G and 830 G. The latter has been used to generate stable molecular Bose-Einstein condensates [1–4]. In order to discuss the origin of these resonances, it is useful to introduce the molecular basis quantum numbers $S$, $I$, and $l$, which correspond to the total electron spin $S=s_1+s_2$, total nuclear spin $I=I_1+I_2$, and orbital angular momentum $l$. Furthermore, the quantum numbers must fulfill the selection rule

$$S+I+l = \text{even},$$

which is a result of the symmetrization requirements of the two-body wave function. Since the atomic nuclear spin quantum numbers are $i_1=i_2=1$, and $S=0$, there are two possibilities for the total nuclear spin in combination with an s-wave $(l=0)$ collision: $I=0$ and $I=2$. These two states give rise to the two aforementioned s-wave Feshbach resonances. For p-wave $(l=1)$ collisions only $I=1$ is possible. This bound state may then give rise to the three p-wave Feshbach resonances of Fig. 1. This threshold state does not suffer from exchange decay, and is therefore relatively stable. Our predicted resonance field values $B_F$ (Table I) result from an analysis which takes into account the most recent experimental data available for $^6$Li. The calculation has been performed for all spin channels $(m_f,m'_f)$ and a typical collision energy

![Fig. 1. Coupled channels calculation of p-wave binding energies, which give rise to Feshbach resonances at threshold. The two-atom states (full line) are indicated by their quantum number $(m_f,m'_f)$, while the bound state (dashed line) is labeled by the molecular quantum numbers $S,I$, and $l$.](image-url)
of 15 µK. A more detailed analysis will be published elsewhere [12].

Experimentally, we probe these \( p \)-wave resonances using the setup described in previous papers [13,14]. After evaporative cooling in the magnetic trap, we transfer \( \sim 5 \times 10^5 \) atoms of \( ^{6}\text{Li} \) in \( |j = 3/2, m_f = 3/2 \) in a far-detuned crossed optical trap at low magnetic field. The maximum power in each arm is \( P_0^h = 2 \text{ W} \) and \( P_0^v = 3.3 \text{ W} \) in the horizontal and vertical beam, respectively, and corresponds to a trap depth of \( \sim 80 \mu \text{K} \). The oscillation frequencies measured by parametric excitation are, respectively, \( \omega_x = 2\pi \times 2.4(2) \text{ kHz} \), \( \omega_y = 2\pi \times 5.0(3) \text{ kHz} \), \( \omega_z = 2\pi \times 5.5(4) \text{ kHz} \), where the \( x(y) \) direction is chosen along the horizontal (vertical) beam. A first radio-frequency (rf) sweep brings the atoms to \( |j = 1/2, m_f = 1/2 \) and, if necessary, we perform a second rf transfer to prepare the mixture \( (1/2, -1/2) \) or the pure \( (-1/2, -1/2) \). The variable magnetic field \( B \) is the sum of two independent fields \( B_0 \) and \( B_1 \). \( B_0 \) offers a wide range of magnetic field while \( B_1 \) can be switched off rapidly. After the radio-frequency transfer stage, we ramp the magnetic field to \( B_0 \sim 220 \text{ G} \) with \( B_1 \sim 8 \text{ G} \) in 100 ms. When needed, we reduce in 100 ms the power of the trapping beams to further cool the atoms. For the coldest samples, we obtain at the end of this evaporation sequence \( N \sim 10^3 \) atoms at an temperature \( \sim 5 \mu \text{K} \). This corresponds to a ratio \( T/T_F \sim 0.5 \), where \( k_B T_F = \hbar (6N\omega_x\omega_y\omega_z)^{1/3} \) is the Fermi energy of the system. To reach the Feshbach resonance, we reduce \( B_0 \) in 4 ms to its final value \( B_0 \sim B_T \) near the Feshbach resonance. At this stage, we abruptly switch off \( B_1 \) so that the total magnetic field is now close to resonance. After a waiting time in the trap \( t_{\text{wait}} = 50 \text{ ms} \), we switch off the trapping and the magnetic field and we measure the remaining atom number after a 0.35 ms time of flight.

We show in Fig. 2 the dependence of the atom number on the final value of \( B_{0,f} \) in the case of the spin mixture \( (1/2, -1/2) \) at a temperature \( T \sim 14 \mu \text{K} \). As expected from theory, we observe a sharp drop of the atom number for values of the magnetic field close to 186 G. The other two \( p \)-wave Feshbach resonances have a similar loss signature and Table I shows that for all spin channels, the resonance positions are in good agreement with predictions. Note that in Table I the uncertainty is mainly due to the magnetic field calibration while the short term stability is \( \pm 50 \mu \text{G} \).

![Fig. 2](image-url) **FIG. 2.** Atom number vs magnetic field \( B_{0,f} \) after a 50 ms wait for atoms in the spin mixture \((1/2, -1/2)\) at \( T = 14 \mu \text{K} \). The sharp drop close to \( B_{0,f} \sim 186 \text{ G} \) over a range \( \sim 0.5 \mu \text{G} \) is the signature of the \( p \)-wave Feshbach resonance predicted by theory.

To evaluate the possibility of keeping \( p \)-wave molecules in our trap, we have studied the lifetime of the gas sample at the three Feshbach resonances. We have measured the number \( N \) of atoms remaining in the trap after a variable time \( t_{\text{wait}} \). Accounting for two- and three-body processes only, \( N \) should follow the rate equation

\[
\frac{dN}{dt} = -G_2(n) - L_3(n^2),
\]

where \( n \) is the atom density and \( \langle \rho^a \rangle = \int d^3r n^{a+1}/N \) (\( a = 1, 2 \)) is calculated from the classical Boltzman distribution. In this equation, we can safely omit one-body losses since the measured decay time is \( \sim 100 \text{ ms} \), much smaller than the one-body lifetime \( \sim 30 \text{ s} \).

In the \((1/2, 1/2)\) channel, we find that three-body losses are dominant. The dependence of \( L_3 \) with temperature is very weak [Fig. 3(a)]. A theoretical calculation of the temperature dependence of three-body loss rate has been performed in [11] and it predicts that in the case of indistinguishable fermions \( L_3 \) should be proportional to \( T^3 \), with \( \lambda \gg 2 \). Although this prediction seems in disagreement with our experimental

![Fig. 3](image-url) **FIG. 3.** Variations of (a) three-body and (b) two-body loss rates vs temperature at the Feshbach resonance. (a) : atoms in the Zeeman ground state \( |j = 1/2, m_f = 1/2, B_{0,f} \sim 159 \text{ G} \). (b) : atoms polarized in \( |j = 1/2, m_f = -1/2, B_{0,f} \sim 215 \text{ G} \). : the mixture \( |j = 1/2, m_f = 1/2\rangle + |j = 1/2, m_f = -1/2\rangle, B_{0,f} \sim 186 \text{ G} \). In both cases, the full line is a fit to the data using the prediction of Eq. (4) with the magnetic field as the only fitting parameter.
results, the analysis of \[11\] relies on a Wigner threshold law, i.e., a perturbative calculation based on the Fermi golden rule. At the Feshbach resonance where the scattering cross section is expected to diverge, this simplified treatment is not sufficient. This suggests that three-body processes must be described by a more refined formalism, analogous to the unitary limited treatment of the s-wave elastic collisions [15]. To confirm this assumption, we have compared the loss rates at two given temperatures (\(T=2\) \(\mu K\) and \(T=8\) \(\mu K\), respectively) for various values of the magnetic field (Fig. 4). If the threshold law is valid, then the ratio \(L_s(2\ \mu K)/L_s(8\ \mu K)\) should always be smaller than \(2/8 \sim 0.256\) (full line of Fig. 4). As seen before, experimental data show no significant variation of \(L_3\) with temperature near resonance. However, when the magnetic field is tuned out of resonance we recover a dependence in agreement with [11].

In contrast to s-wave Feshbach resonances where dipolar losses are forbidden in the \(f=1/2\) manifold [16], the losses at resonance are found to be dominantly two body in the \((1/2, -1/2)\) and \((-1/2, -1/2)\) channels. The variations of the two-body loss rate with temperature are displayed in Fig. 3(b). The temperature dependence appears very different in the two cases. We show now that this is the consequence of a strong sensitivity to magnetic field detuning from resonance, rather than a specific property of the states involved.

In an extension of the work presented in [17], we describe inelastic collisions by two noninteracting open channels coupled to a single p-wave molecular state [18]. This model leads to an algebra close to the one describing photoassociation phenomena [19] and the two-body loss rate at energy \(E\) is given by

\[
g_2(E) = \frac{KE}{(E - \delta)^2 + \gamma^2/4}. \tag{3}
\]

Here \(\delta = \mu(B-B_F)\) is the detuning to the Feshbach resonance and \(K, \mu,\) and \(\gamma\) are phenomenological constants, depending on the microscopic details of the potential [21]. For each channel, these parameters are estimated from our coupled-channel calculation (Table II). To compare with experimental data, Eq. (3) is averaged over a thermal distribution and for \(\delta>0\) and \(\delta \approx \gamma\) we get

\[
G_2 \sim 4\sqrt{\frac{K}{\gamma}} \left( \frac{\delta}{\kappa_B T} \right) e^{-\frac{\delta}{\kappa_B T}}. \tag{4}
\]

Equation (4) is used to fit the data of Fig. 3(b), with \(B-B_F\) as the only fitting parameter. We get a fairly good agreement if we take \(B-B_F=0.04\ G\) (0.3 \(G\)) for the \(1/2, -1/2\)\([\(1/2, -1/2\)]\) channel, illustrating the extreme sensitivity of \(G_2\) to detuning and temperature. This feature was also qualitatively tested by measuring the variations of \(G_2\) with magnetic field at constant temperature. Another interesting feature of Eq. (4) is that it predicts that the width \(\delta\) of the Feshbach resonance, as measured by atom losses, should scale like \(\kappa_B T/\mu\). For a typical temperature \(T\sim 15\ \mu K\), this yields \(\delta \sim 0.15\ G\), in agreement with the resonance width shown in Fig. 2.

From Eq. (4) we see that \(G_2\) nearly vanishes at \(\delta=0\). The thermal average of Eq. (4) for \(\delta=0\) yields \(G_2(\delta=0) \approx K\kappa_B T\). The ratio between the maximum two-body loss rate \((\delta = 3\kappa_B T/2)\) and that at \(\delta=0\) is then \(\sim \kappa_B T / \gamma\), \(\sim 10^2\) for \(\sim 10\ \mu K\). In the region \(\delta>0\) where we expect to form molecules, we benefit from a \(1/\delta^2\) further reduction of the two-body losses [see Eq. (4)].

We have checked the production of molecules in \((1/2, -1/2)\) by using the scheme presented in [13,22]. We first generate molecules in \(S=0, I=1, I=1\) by ramping in 20 ms the magnetic field from 190 G \(>B_F\) to \(B_{\text{nuc}}=135 G \sim B_F\). At this stage, we can follow two paths before detection (Fig. 5). Path 1 permits us to measure the number \(N_i\) of free atoms: by ramping \(down\) in 2 ms the magnetic field from 185 G to 176 G, we convert the molecules into deeply bound molecu-

\[
S=0, I=1, I=1 \quad \text{to} \quad \text{molecules}
\]

\[
B_{\text{nuc}} \quad \text{and} \quad B_F
\]

\[
(1/2, -1/2)
\]

\[
\text{Path 1}
\]

\[
\text{Path 2}
\]

\[
\text{Molecules are generated by ramping from a magnetic field higher than } B_F \text{ to } B_{\text{nuc}} < B_F. \text{ From there, two paths are used. In path 1 (dashed line), the magnetic field is decreased to create tightly bound molecules that will not appear on absorption images. In path 2 (dashed-dotted line), the magnetic field is ramped up across resonance to dissociate the molecules. The efficiency of the molecule production is simply given by } (1-N_i/N_2), \text{ where } N_i \text{ is the atom number measured after path } i.
\]

TABLE II. Parameters characterizing the two-body loss rates for \((1/2, -1/2)\) and \((-1/2, -1/2)\) spin channels.

<table>
<thead>
<tr>
<th>(m_f, m_i)</th>
<th>(K) ((\text{cm}^2 \mu \text{K s}^{-1}))</th>
<th>(\gamma) ((\mu \text{K}))</th>
<th>(\mu) ((\mu \text{K G}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1/2, -1/2))</td>
<td>(1.21 \times 10^{-13})</td>
<td>0.05</td>
<td>117</td>
</tr>
<tr>
<td>((-1/2, -1/2))</td>
<td>(7.33 \times 10^{-13})</td>
<td>0.08</td>
<td>111</td>
</tr>
</tbody>
</table>

FIG. 4. Ratio \(L_s(T=2\ \mu K)/L_s(T=8\ \mu K)\) of the three-body decay rate for two different temperatures for a gas of atoms polarized in \(f=1/2, m_f=1/2\). The full line is the threshold law \(L_3 \sim T^2\).
lar states that decay rapidly by two-body collisions. Path 2 gives access to the total atom number $N_2$ (free atoms + atoms bound in $p$-wave molecules). It consists of ramping up the magnetic field in 2 ms from $B_{\text{nuc}}$ to 202 G $> B_F$ to convert the molecules back into atoms. Since the atoms involved in molecular states appear only in pictures taken in path 2, the number of molecules in the trap is $N_2 = (N_2 - N_1)/2$. In practice, both sequences are started immediately after reaching $B_{\text{nuc}}$ and we average the data of 25 pictures to compensate for atom number fluctuations. We then get $N_1 = 7.1(5) \times 10^4$ and $N_2 = 9.1(7) \times 10^4$ which corresponds to a molecule fraction $1 - N_1/N_2 = 0.2(1)$. Surprisingly, we failed to detect any molecule signal when applying the same method to $(1/2, 1/2)$ atoms.

Since the dramatic reduction of inelastic losses close to a $s$-wave Feshbach resonance [23] was a key ingredient to the recent observation of fermionic superfluids, the formation of stable atom pairs requires a full understanding of the decay mechanisms at play close to a $p$-wave resonance. In this paper we have shown that in the particular case of two-body losses, the maximum losses take place when the detuning is positive. Since stable dimers are expected to be generated for negative detuning, dipolar losses should not present a major hindrance to further studies of $p$-wave molecules.
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[18] We also neglect the splitting between the different $m_l$ predicted by [20].
[21] Note that in our case $\mu$ is positive. This corresponds to molecular states stable at low field.
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We report on experiments in $^6$Li Fermi gases near Feshbach resonances. A broad s-wave resonance is used to form a Bose-Einstein condensate of weakly bound $^6$Li$_2$ molecules in a crossed optical trap. The measured molecule-molecule scattering length of 170(10) nm at 770 G is found in good agreement with theory. The expansion energy of the cloud in the BEC-BCS crossover region is measured. Finally we discuss the properties of p-wave Feshbach resonances observed near 200 Gauss and new s-wave resonances in the heteronuclear $^6$Li- $^7$Li mixture.

Strongly interacting fermionic systems occur in a variety of physical processes, ranging from nuclear physics, to high temperature superconductivity, superfluidity, quark-gluon plasmas, and ultra-cold dilute gases. Thanks to the phenomenon of Feshbach resonances, these gases offer the unique possibility to tune the strength and the sign of the effective interaction between particles. In this way, it is possible to study the crossover between situations governed by Bose-Einstein and Fermi-Dirac statistics.

BEC-BCS CROSSOVER NEAR $^6$LI S-WAVE RESONANCE

When the scattering length $a$ characterizing the 2-body interaction at low temperature is positive, the atoms can pair in a weakly bound molecular state. When the temperature is low enough, these bosonic dimers can form a Bose-Einstein condensate (BEC) as observed very recently in $^4$K [1] and $^8$Li [2-4]. On the side of the resonance where $a$ is negative, one expects the well known Bardeen-Cooper-Schrieffer (BCS) model for superconductivity to be valid. However, this simple picture of a BEC phase on one side of the resonance and a BCS phase on the other is valid only for small atom density $n$. When $n|a|^3 > 1$ the system enters a strongly interacting regime that represents a challenge for many-body theories [5]. In the recent months, this regime has been the subject of intense experimental activity [4, 6-11].

Here we first report on Bose-Einstein condensation of $^6$Li dimers in a crossed optical dipole trap, and a study of the BEC-BCS crossover region. Unlike all previous observations of molecular BEC made in single beam dipole traps with very elongated geometries, our condensates are formed in nearly isotropically strongly confining traps. The experimental setup has been described previously [12, 13]. A gas of $^6$Li atoms is prepared in the absolute ground state $|1/2, 1/2\rangle$ in a Nd:YAG crossed beam optical dipole trap. The horizontal beam (resp. vertical) propagates along $x$ ($y$), has a maximum power of $P_\text{h} = 2\text{ W}$ ($P_\text{v} = 3.3\text{ W}$) and a waist of $\sim 25 \mu\text{m}$ ($\sim 40 \mu\text{m}$). At full power, the $^6$Li trap oscillation frequencies are $\omega_x/2\pi = 2.4(2)\text{ kHz}$, $\omega_y/2\pi = 5.0(3)\text{ kHz}$, and $\omega_z/2\pi = 5.5(4)\text{ kHz}$, as measured by parametric excitation, and the trap depth is $\sim 80\mu\text{K}$. After sweeping the magnetic field $B$ from 5 G to 1000 G, we drive the Zeeman transition between $|1/2, 1/2\rangle$ and $|1/2, -1/2\rangle$ with a 76 MHz RF field to prepare a balanced mixture of the two states. As measured recently [11], the Feshbach resonance between these two states is peaked at $N=10^5(2)\text{ G}$, and for $B=1000\text{ G}$, $a = -167\text{ nm}$. After 100 ms the coherence between the two states is lost and plain evaporation provides $N_f = N_0/2 = 5 \times 10^5$ atoms at $10 \mu\text{K}$=0.8 $T_F$, where $k_B T_F = \hbar^2 k_F^3/2m = \hbar \sqrt{3N_f a_0} \omega_z/\pi = \hbar (3N_f)^{1/3}$ is the Fermi energy. Lowering the intensity of the trapping laser to 0.1 $P_b$, the Fermi gas is evaporatively cooled to temperatures $T$ at or below 0.2 $T_F$ and $N_0 \approx 7 \times 10^4$.

Then, sweeping the magnetic field to 770 G in 200 ms, the Feshbach resonance is slowly crossed. In this process atoms are adiabatically and reversibly transformed into cold molecules [13, 14] near the BEC critical temperature as presented in figure 1a. The onset of condensation is revealed by bimodal and anisotropic momentum distributions in time of flight expansions of the molecular gas. These images are recorded as follows. At a fixed magnetic field, the optical trap is first switched off. The cloud expands typically for 1 ms and then the magnetic field is increased by 100 G in 50 µs. This converts the molecules back into free atoms above resonance without releasing their binding energy [3]. Switching the field abruptly off in 10 µs, we detect free $^6$Li atoms by light absorption near the D2 line. We have checked that, in the trap before expansion, there are no unpaired atoms. In figure 1b, a Bose-Einstein condensate of $^7$Li atoms produced in the same optical trap is presented. The comparison between the condensate sizes after expansion dramatically reveals that the mean field interaction and scattering length are much larger for $^6$Li$_2$ dimers (Fig. 1a) than for $^7$Li atoms (Fig. 1b).

To measure the molecular-molecule scattering length, we produce pure molecular condensates by taking advantage of our crossed dipole trap. We recompress the horizontal beam to full power while keeping the vertical beam at the low power of 0.035 $P_\text{v}^\prime$ corresponding to a trap depth for molecules $U = 5.6\mu\text{K}$. Temperature is then limited to $T \lesssim 0.9\mu\text{K}$ assuming a conservative $\eta = U/k_BT = 6$, whereas the critical temperature increases with the mean oscillation frequency. Consequently, with an axial (resp. radial) trap frequency of 440 Hz (resp. 5 kHz), we obtain $T/T_\text{C}^\text{p} \lesssim 0.3$, where $T_\text{C}^\text{p} = \hbar \omega(0.82N_0/2)^{1/3} = 2.7\mu\text{K}$ is the non interacting BEC critical temperature. Thus, the condensate should be pure as confirmed by our images. After 1.2 ms of expansion, the radius of the condensate in the $x$ (resp. $y$) direction is $R_x = 51 \mu\text{m}$ ($R_y = 103 \mu\text{m}$). The resulting anisotropy...
$R_y/R_x = 2.0(1)$ is consistent with the value 1.98 [15] predicted the scaling equations [16, 17]. Moreover, this set of equation leads to an in-trap radius $R_y^0 = 26 \mu m$ (resp. $R_x^0 = 2.75 \mu m$). We then deduce the molecule-molecule scattering length from the Thomas-Fermi formula $R_{x,y} = a_m \omega_x/ \omega_{x,y} (15 N \lambda a_m/2 a_m)^{1/2}$, with $a_m = \sqrt{\hbar/2m_a}$. Averaging over several images, this yields $a_m = 170^{+100}_{-65}$ nm at 770 G. Here, the statistical uncertainty is negligible compared to the systematic uncertainty due to the calibration of our atom number. At this field, we calculate an atomic scattering length of $a = 306$ nm. Combined with the prediction $a_m = 0.6 a$ of [18], we obtain $a_m = 183$ nm in good agreement with our measurement. For $^7$Li, we obtain with the same analysis a much smaller scattering length of $a = 0.65(10)$ nm at 610 G also in agreement with theory [19].

The condensate lifetime is typically $\sim 300$ ms at 715 G ($a_m = 66$ nm) and $\sim 3$ s at 770 G ($a_m = 170$ nm), whereas for $a = -167$ nm at 1060 G, the lifetime exceeds $30$ s. On the BEC side, the molecule-molecule loss rate constant is $G = 0.26_{-0.08}^{+0.10} \times 10^{-13}$ cm$^3$/s at 770 G and $G = 1.75^{+0.5}_{-0.4} \times 10^{-13}$ cm$^3$/s at 715 G with the fit procedure for condensates described in [20]. Combining similar results for four values of the magnetic field ranging from 700 G to 770 G, we find $G \propto a^{-1.25 \pm 0.8}$ (figure 2). Our data are in agreement with the theoretical prediction $G \propto a^{-2.55}$ of ref. [18] and with previous measurements of $G$ in a thermal gas at 690 G [13] or in a BEC at 764 G [6]. A similar power law was also found for $^{40}$K [21].

We then made an investigation of the crossover of a Bose-Einstein condensate to an interacting Fermi gas (Fig. 1.c and d). We prepare a nearly pure condensate with $3.5 \times 10^4$ molecules at 770 G and recompress the trap to frequencies of $\omega_x = 2 \pi \times 830$ Hz, $\omega_y = 2 \pi \times 2.4$ kHz, and $\omega_z = 2 \pi \times 2.5$ kHz. The magnetic field is then slowly swept at a rate of 2 G/ms to various values across the Feshbach resonance. The 2D momentum distribution after a time of flight expansion of 1.4 ms is then detected as previously. As $B$ increases from the regime of weak interactions the condensate size gradually increases towards the width of a non interacting Fermi gas. Nothing particular happens on resonance. Fig. 1.c and 1.d present respectively the anisotropy of the cloud after expansion $\eta$ and the corresponding released energy $E_{rel}$. These are calculated from gaussian fits to the density after time of flight: $E_{rel} = m (2\sigma_x^2 + \sigma_y^2)/2 \tau^2$ and $\eta = \sigma_y/\sigma_x$, where $\sigma_i$ is the rms width along $i$, and $\tau$ is the time of flight. The anisotropy monotonically decreases from $\sim 1.6$ on the BEC side, where hydrodynamic expansion predicts 1.75, to 1.1, at 1060 G, on the BECS side. On resonance, at zero temperature, a superfluid hydrodynamic expansion is expected [22] and would correspond to $\eta = 1.7$. We find however $\eta = 1.35(5)$, indicating a partially hydrodynamic behavior that could be due to a reduced superfluid fraction. On the $a < 0$ side, the decreasing anisotropy would indicate a further decrease of the superfluid fraction that could correspond to the reduction of the condensed fraction of fermionic atom pairs away from resonance observed in [7, 8]. Interestingly, our results differ from that of ref.[23] where hydrodynamic expansion was observed at 910 G in a more elongated trap for $T/T_C \simeq 0.1$.

In the BEC-BCS crossover regime, the gas energy released after expansion $E_{rel}$ is also smooth (Fig. 1.d). $E_{rel}$ presents a plateau for $B \leq 750$ G, and then increases monotonically towards that of a weakly interacting Fermi gas. The plateau is not

![FIG. 1: a,b: Onset of Bose-Einstein condensation in a cloud of $2 \times 10^4$ $^6$Li dimers at 770 G (a) and of $2 \times 10^4$ $^7$Li atoms at 610 G (b) in the same optical trap. (a): 1.2 ms expansion profiles along the weak direction $x$ of confinement. (b): 1.4 ms expansion. The different sizes of the condensates reflect the large difference in scattering length $a_m = 170$ nm for $^6$Li dimers and $a = 0.55$ nm for $^7$Li. Solid line: Gaussian+Thomas-Fermi fit. Dashed line: gaussian component. Condensate fractions are $44\%$ in (a) and $28\%$ in (b). c,d: BEC-BCS crossover. (c): anisotropy of the cloud. (d): release energy across the BEC-BCS crossover region. In (d), the dot-dashed line corresponds to a $T = 0$ ideal Fermi gas. The dashed curve is the release energy from a pure condensate in the Thomas-Fermi limit. The solid curve corresponds to a finite temperature mean field model with $T = 0.5 T_C$. Arrow: $\delta N/a = 0$.](image-url)
reproduced by the mean field approach of a pure condensate (dashed line). This is a signature that the gas is not at $T = 0$. It can be understood with the mean field approach we used previously to describe the behavior of the thermal cloud. Since the magnetic field sweep is slow compared to the gas collision rate [13], we assume that this sweep is adiabatic and conserves entropy [24]. We then adjust this entropy to reproduce the release energy at a particular magnetic field, $B = 720$ G. The resulting curve as a function of $B$ (solid line in Fig. 1.d) agrees well with our data in the range 680 G $\leq B \leq 770$ G, where the condensate fraction is 40%, and the temperature is $T \approx T_{C}^{0}/2 = 1.4$ μK. This model is limited to $n_{cc}a_{\text{rel}}^{2} \lesssim 1$. Near resonance the calculated release energy diverges and clearly departs from the data. On the BCS side, the release energy of a $T = 0$ ideal Fermi gas gives an upper bound for the data (dot-dashed curve), as expected from negative interaction energy and a very cold sample. This low temperature is supported by our measurements on the BEC side and the assumption of entropy conservation through resonance which predicts $T = 0.1 T_{F}$ on the BCS side [24].

On resonance the gas is expected to reach a universal behavior, as the scattering length $a$ is not a relevant parameter any more [25]. In this regime, the release energy scales as $E_{\text{rel}} = \sqrt{T + \beta E_{0}}$, where $E_{0}$ is the release energy of the non-interacting gas and $\beta$ is a universal parameter. From our data at 820 G, we get $\beta = -0.64(15)$. This value is larger than the Duke result $\beta = -0.26 \pm 0.07$ at 910 G [23], but agrees with that of Innsbruck $\beta = -0.68_{-0.10}^{+0.13}$ at 850 G [6], and with the most recent theoretical prediction $\beta = -0.56$ [26, 27]. Around 925 G, where $a = -270$ nm and $(k_{F}|a|)^{-1} = 0.35$, the release energy curve displays a change of slope. This is a signature of the transition between the strongly and weakly interacting regimes. It is also observed near the same field in [6] through in situ measurement of the trapped cloud size. Interestingly, the onset of resonance condensation of fermionic atom pairs observed in $^{40}$K [7] and $^{6}$Li [8], corresponds to a similar value of $k_{F}|a|$.

### P-WAVE RESONANCES

Recently, both experimental [28–30] and theoretical [31] papers have devoted interest to the p-wave Feshbach resonances. The goal of these experiments is to nucleate molecules with internal angular momentum $l = 1$, that could lead to the observation of some non-conventional superconductivity, analogous to that observed in superfluid $^3$He [32].

In the manifold $f = 1/2$ corresponding to the hyperfine ground state of $^6$Li, coupled channels calculations have demonstrated that three Feshbach resonances could be observed in p-wave channels. The position of the resonances are calculated using the most recent experimental data available on $^4$Li and are presented in Tab. I. The predicted values of the resonance position are compared with the location we obtained experimentally using the following procedure: we prepare $^6$Li atoms in the dipole trap with the required spin state $(m_{f},m_{f}')$ using radiofrequency transfer. We then ramp up the magnetic field from 0 to a value $B_{1}$ slightly higher than the predicted position of the Feshbach resonance. The magnetic field is then abruptly decreased to a variable value $B$ close to resonance. After a waiting time of 50 ms in the trap, we measure the atom number by time of flight imaging. In Fig. 3.a, we show the evolution of the atom number vs magnetic field in the channel (1/2,-1/2). We observe a sharp decrease of the atom number at $\sim 186.5$ G, close to the predicted value 185 G. The two other channels display similar losses in the vicinity of the theoretical position of the Feshbach resonances (Tab. I). Note that in this table the experimental uncertainty is mainly due to the magnetic field calibration.

One of the main issue of the physics of Feshbach resonances is related to the lifetime of the molecules, and more generally of the atoms, at resonance. Indeed, one of the key element that led to the experiments on the BEC-BCS crossover was the increase of the lifetime of molecules composed of fermions close to resonance. To address this issue, we have measured the time evolution of the atom number $N$ in the sample at the three Feshbach resonances. Since the one-body lifetime is $\sim 30$ s, much longer than the measured decay time ($\sim 100$ ms), we can fit the time evolution using the rate equation

$$\beta = 10^{-13} \text{cm}^{-3} \text{s}^{-1}$$

![FIG. 2: Molecular condensate loss rate $\beta$ as a function of the atomic scattering length $a$ near the 834 G s-wave Feshbach resonance. The line is a power law fit with $\beta \sim a^{-1.9\pm 0.8}$ in agreement with theory, $\beta \sim a^{-2.55}$ [18].](image)
The order of $k_B T/\mu$ at $\sim 10 \mu K$, this yields a width of $\sim 0.1 \text{ G}$, which is comparable with the one observed in Fig. 3.a.

The sharp drop close to $B_0 \sim 186 \text{ G}$ over a range $\sim 0.5 \text{ G}$ is the signature of the p-wave Feshbach resonance predicted by theory. (b) (resp. (c)) Variations of 3-body (2-body) loss rates vs temperature at the Feshbach resonance. (b): $\bullet$ atoms in the Zeeman ground state $|f = 1/2, m_f = 1/2\rangle$, $B_{0, f} \sim 159 \text{ G}$. (c): $\blacksquare$ atoms polarized in $|f = 1/2, m_f = -1/2\rangle$, $B_{0, f} \sim 215 \text{ G}$. $\bullet$: mixture $|f = 1/2, m_f = 1/2\rangle + |f = 1/2, m_f = -1/2\rangle$, $B_{0, f} \sim 186 \text{ G}$. In both cases, the full line is a fit to the data using prediction of Eq. 3 with the magnetic field as the only fitting parameter.

$$\frac{\dot{N}}{N} = -G_2\langle n^2 \rangle - L_3\langle n^2 \rangle,$$

where $n$ is the atom density and $\langle n^a \rangle = \int d^3r n^{a+1}/N$ ($a = 1, 2$) is calculated from the classical Boltzman distribution.

In contrast to s-wave Feshbach resonances where dipolar losses are forbidden in the $f = 1/2$ manifold [33], the losses near a p-wave resonance are found to be dominantly 2-body in the $\langle 1/2,-1/2\rangle$ and $\langle -1/2,-1/2\rangle$ channels. The variations of the 2-body loss rate with temperature are displayed in Fig. 3.c and show very different behaviors in these two channels. This non trivial dependence is actually not the consequence of some specific property of the states involved (eg., the quantum statistics) but can be recovered using a very simple three-state model. We describe inelastic processes by two non interacting open channels, respectively the incoming and decay channels, that are coupled to a single p-wave molecular state. This model leads to a very simple algebra that can be treated analytically [34] and yields for the two-body loss-rate at a given energy $E$

$$g_2(E) = \frac{KE}{(E - \delta)^2 + \gamma^2/4}. \tag{2}$$

Here $\delta = \mu(B - B_F)$ is the detuning to the Feshbach resonance and $K, \mu$ and $\gamma$ are phenomenological constants depending on the microscopic details of the potential. For each channel, these parameters are estimated from our numerical coupled-channel calculation (Tab. 1).

Eqn. (2) shows that, contrarily to s-wave processes that can be described accurately by their low energy behavior, p-wave losses are dominated by the resonance peak located at $E = \delta$ where the losses are maximum. In other word, the so-called “threshold laws”, that give the low energy scattering behavior, are insufficient to describe a Feshbach resonance associated with p-wave molecular states (and, more generally, any non zero angular momentum molecular state).

To compare with experimental data, Eq. (2) is averaged over a thermal distribution and for $\delta > 0$ and $\delta \gg \gamma$ we get:

$$G_2 \sim 4\sqrt{\pi} \frac{K}{\gamma} \left( \frac{\delta}{k_B T} \right)^{3/2} e^{-\delta/k_B T}. \tag{3}$$

Eqn. 3 is used to fit the data of Fig. 3.b, with $B - B_F$ as the only fitting parameter. We get a fairly good agreement if we take $B - B_F = 0.04 \text{ G}$ (resp. $0.3 \text{ G}$) for the $\langle -1/2,-1/2\rangle$ (resp. $\langle 1/2,-1/2\rangle$) channel, illustrating the extreme sensitivity of $G_2$ to detuning and temperature. This feature was also tested by measuring the variations of $G_2$ with magnetic field at constant temperature. Note that the width of the resonance, as given by Eqn. 3, is of the order of $k_B T/\mu$. At $\sim 10 \mu K$, this yields a width of $\sim 0.1 \text{ G}$, which is comparable with the one observed in Fig. 3.a.
TABLE I: Position and two-body losses parameters of the p-wave Feshbach resonances of $^6$Li atoms in $|f_1 = 1/2, m_{f_1}\rangle$ and $|f_2 = 1/2, m_{f_2}\rangle$.

<table>
<thead>
<tr>
<th>$(m_{f_1}, m_{f_2})$</th>
<th>$B_{th}$</th>
<th>$B_{exp}$</th>
<th>$K$</th>
<th>$\gamma$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1/2,1/2)$</td>
<td>159 G</td>
<td>160.2(6)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$(1/2,-1/2)$</td>
<td>185 G</td>
<td>186.2(6)</td>
<td>$1.21 \times 10^{-13}$</td>
<td>0.05</td>
<td>117</td>
</tr>
<tr>
<td>$(-1/2,-1/2)$</td>
<td>215 G</td>
<td>215.2(6)</td>
<td>$7.33 \times 10^{-13}$</td>
<td>0.08</td>
<td>111</td>
</tr>
</tbody>
</table>

In the $(1/2,1/2)$ channel, dipolar losses are forbidden and we indeed find that 3-body losses are dominant. The dependence of $L_3$ with temperature is very weak (Fig. 3.b) and contradicts the low energy theoretical calculation of the temperature dependence of three-body loss rate performed in [35]. Indeed, Wigner threshold law predicts that at low energy, $L_3$ should be proportional to $T^3$, with $\lambda \gtrsim 2$ for indistinguishable fermions. However, as we noticed earlier in the case of two-body losses, the threshold law is probably not sufficient to describe losses at resonance due to the existence of a resonance peak that might also be present in three-body processes. This suggests that 3-body processes must be described by a more refined formalism, analogous to the unitary limited treatment of the s-wave elastic collisions [36].

Finally, we have checked the production of molecules in $(1/2,-1/2)$ mixture by using the scheme presented in [13, 14]. We first generate $p$-wave molecules by ramping in 20 ms the magnetic field from 190 G $> B_F$ to $B_{nuc} = 185$ G $< B_F$. At this stage, we can follow two paths before detection. Path 1 permits to measure the number $N_1$ of free atoms: by ramping down in 2 ms the magnetic field from 185 G to 176 G, we convert the molecules into deeply bound molecular states that decay rapidly by 2-body collisions. Path 2 gives access to the total atom number $N_2$ (free atoms + atoms bound in $p$-wave molecules). It consists in ramping up the magnetic field in 2 ms from $B_{nuc}$ to 202 G $> B_F$ to convert the molecules back into atoms. Since the atoms involved in molecular states appear only in pictures taken in path 2, the number of molecules in the trap is $(N_2 - N_1)/2$. In practice, both sequences are started immediately after reaching $B_{nuc}$ and we average the data of 25 pictures to compensate for atom number fluctuations. We then get $N_1 = 7.1(5) \times 10^4$ and $N_2 = 9.1(7) \times 10^4$ which corresponds to a molecule fraction $1 - N_1/N_2 = 0.2(1)$. Surprisingly, we failed to detect any molecule signal when applying the same method to $(1/2,1/2)$ atoms.

HETERONUCLEAR FESHBACH RESONANCES

So far, the Feshbach resonances used in this paper were involving atoms of the same species (namely $^6$Li). However, it was recently pointed out that the observation of Feshbach resonances between two different atom species could lead to a host of interesting effects ranging from the observation of supersolid order [37] to the study polar molecules [38]. In the case of a mixture of bosons and fermions, these molecules are fermions and are expected to be long lived. Indeed, Pauli principle keeps molecules far apart and prevents inelastic collisions. Such resonances were observed experimentally in $^6$Li-$^{23}$Na [39] and $^{40}$K-$^{87}$Rb [40] mixtures. In the case of $^6$Li-$^7$Li in the stable Zeeman ground state $|f = 1/2, m_f = 1/2\rangle \otimes |f = 1, m_f = 1\rangle$, the existence and the position of heteronuclear Feshbach resonances were predicted in [41]. In that work, the $^6$Li-$^7$Li interaction potential was extracted from the data on $^6$Li-$^7$Li scattering properties by mean of a simple mass-scaling. Using coupled channels calculation it was found that this system exhibited five Feshbach resonances whose position is displayed in Tab. II [42].

Experimentally, we probed these Feshbach resonances using a mixture of respectively $N_6 \sim N_7 \sim 10^5$ atoms of $^6$Li and $^7$Li in the absolute Zeeman ground state $|1/2,1/2\rangle \otimes |1,1\rangle$. The gas is cooled at a temperature of 4 $\mu$K in the cross dipole trap and we locate the resonance by sweeping down in 1 s the magnetic field from a value located about 20 G above the predicted position of the resonance to a variable value $B$. By looking for the value of $B$ at which we start loosing atoms, we were able to detect four of the five resonances at a value very close to that predicted by theory (Tab. II). The discrepancy between the experimental and theoretical values is larger in this case than in the case of the $p$-wave resonance. This is probably due to a breakdown of the Born-Oppenheimer approximation that one expects in the case of light atoms such as lithium and that forbids the use of the mass scaling [41]. Note also that the missing resonance is predicted to be very narrow (~1 mG).

As noticed in [43], the width of a Feshbach resonance strongly influences the molecular lifetime that can be much higher close to a wide resonance. Since the Feshbach resonances we found in $|1/2,1/2\rangle \otimes |1,1\rangle$ are very narrow (~0.1 G) it might prove interesting to look for wider Feshbach resonances. In the case of $^6$Li-$^7$Li, a wide resonance is predicted to exist in the stable state $|3/2,3/2\rangle \otimes |1,1\rangle$ at $\sim 530$ G, in agreement with our observation of a large atom loss located between $\sim 440$ G and $\sim 540$ G.

TABLE II: Predicted and observed positions of the heteronuclear Feshbach resonances of a $^6\text{Li}-^7\text{Li}$ gas. First column: resonance position as predicted by coupled channel calculation. Second column: experimental determination of the resonances. The experimental error bars are due to the systematic uncertainty on the calibration of the magnetic field. The first Feshbach resonance is extremely narrow and could not be detected with our experimental resolution.

<table>
<thead>
<tr>
<th>$B_{th}$ (G)</th>
<th>$B_{exp}$ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>218</td>
<td>not seen</td>
</tr>
<tr>
<td>230</td>
<td>226.3(6) G</td>
</tr>
<tr>
<td>251</td>
<td>246.0(8) G</td>
</tr>
<tr>
<td>551</td>
<td>539.9(8) G</td>
</tr>
<tr>
<td>559</td>
<td>548.6(9) G</td>
</tr>
</tbody>
</table>


[12] We correct our data for the presence of a magnetic field curvature which leads to an antitrapping frequency of 100 Hz at 800 G along $x$.


[23] M. Greiner et al., e-print cond-mat/0407381.


[35] F. Chevy et al., to be published.


[44] Note that the absence of symmetrization constraint in the case of a heteronuclear system allows for many more resonances than for a pure system.
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I. INTRODUCTION

The observation of molecular gaseous Bose-Einstein condensates (BECs) and the subsequent experimental study of the BEC-BCS crossover [1–5] were made possible by the possibility of tuning interatomic interactions using a magnetic field (the so-called Feshbach resonances). Although all these experiments were based on s-wave interatomic interactions, it is known from condensed matter physics that superfluidity of fermionic systems can also arise through higher-order partial waves. The most famous examples of this nonconventional superfluidity are 3He [6], for which the Cooper pairs spawn from d-wave symmetry [7]. Recent interest in p-wave interactions in cold atom gases stemmed from these possibilities and resulted in the observation of p-wave Feshbach resonances in 40K [8] and 6Li [9,10], as well as theoretical studies on the superfluidity of cold atoms interacting through p-wave pairing [11,12].

The present paper is devoted to the study of p-wave interactions close to a Feshbach resonance and it derives some results presented in [9]. In a first part, we present the model we use to describe both elastic and inelastic processes that are discussed in the second part. We stress in particular the main qualitative differences between p-wave and s-wave physics and show that contrarily to the case of the s wave, which is dominated by low-energy physics, p-wave scattering is dominated by a resonance peak associated to the quasibound molecular state. Finally, we compare our analytical results to numerical coupled-channel calculations.

II. MODEL FOR p-WAVE INTERACTIONS

We consider the scattering of two identical particles of mass m. As usual when treating a two-body problem, we work in the center-of-mass frame and consider only the motion of a fictitious particle of mass m/2 interacting with a static potential. In order to study the p-wave Feshbach resonance, we use a model based on the separation of open and closed channels. In this framework, the Feshbach resonance arises in an open channel as a result of the coupling with a closed channel [13]. At resonance, scattering properties are dominated by resonant effects and we can neglect all “background” scattering (i.e., we assume there is no scattering far from resonance).

(1) We restrict ourselves to a three-channel system, labeled 1, 2, and 3, which correspond to the different two-body spin configurations (Fig. 1). Channels 1 and 2 are open channels. We focus on the situation where atoms are prepared initially in state 1. Atoms may be transferred to state 2 after an inelastic process. Channel 3 is closed and hosts the bound state leading to the Feshbach resonance.

Let us consider, for instance, the case of 6Li atoms prepared in a mixture of \(|F=1/2, m_F=1/2\rangle\) and \(|F'=1/2, m'_{F} =-1/2\rangle\). In this system, the only two-body decay channel is associated with the flipping of an atom \(m_F=-1/2\) to \(m'_{F} =1/2\). If we denote by \((m_F, m'_{F})\) the symmetrized linear combination of the states \(|F=1/2, m_F\rangle\) and \(|F'=1/2, m'_{F} \rangle\), then \(|1\rangle=(1/2,−1/2)\) and \(|2\rangle=(1/2,1/2)\).

FIG. 1. The p-wave model: we consider three internal states, labeled 1, 2, and 3. States 1 and 2 are two open channels corresponding, respectively, to the incoming and decay channels. The released energy in an inelastic collision bringing an atom initially in state 1 to state 2 is denoted \(\Delta\). State 3 is a closed channel that possesses a p-wave bound state of energy \(\delta\) nearly resonant with state 1. Finally, we assume that these three channels interact through a potential \(V\) acting only on the internal states and coupling the two open channels to the closed channel.
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The Feshbach resonances studied here are all located at values of the magnetic field where the Zeeman splitting is much larger than the hyperfine splitting. In a first approximation, we can therefore assume that the internal states are described by uncoupled electronic and nuclear spin states. In the absence of any dipolar or hyperfine coupling between the electronic singlet and triplet manifolds, we assume we have no direct interaction in channels 1 and 2 so that the eigenstates are plane waves characterized by their relative wave vector $k$ and their energy $E_1(k)=\hbar^2 k^2/2m$ (channel 1) and $E_2(k)=\Delta+\hbar^2 k^2/2m$ (channel 2). $\Delta>0$ is the energy released in an inelastic process leading from 1 to 2. $\Delta$ can be considered as independent of the magnetic field and is assumed to be much larger than any other energy scales (in the case relevant to our experiments, $\Delta/h \sim 80$ MHz is the hyperfine splitting of $^6\text{Li}$ at high field).

In channel 3, we consider only a $p$-wave bound state nesting at an energy $\delta$ quasi-resonant with channel 1. In the case of $^6\text{Li}$ atoms in the $F=1/2$ hyperfine state, $\delta=2\mu_B B -B_0$, where $B$ is the magnetic field and $B_0$ is the position of the “bare” Feshbach resonance. If the projection of the angular momentum (in units of $\hbar$) is denoted by $m_k$ for a quantization axis chosen along some vector $\mathbf{u}$, the eigenfunctions associated with this bound state can be written as $g(r)\gamma_{m_k}(\theta, \phi)$, where $(\theta, \phi)$ is the set of polar coordinates and the $\gamma_{m_k}$ are the spherical harmonics.

The coupling $\hat{V}$ between the various channels affects only the spin degrees of freedom. Therefore the orbital angular momentum is conserved during the scattering process and we restrict our analysis to the $p$-wave manifold. This is in contrast to the situation in heavy alkali metals where incoming particles in the $s$ wave can be coupled to molecular states of higher orbital angular momentum [14,15].

We assume also that the only nonvanishing matrix elements are between the closed and the open channels (i.e., $(1,2|\hat{V}|3)$ and $(3|\hat{V}|1,2)$).

Let us denote a state of the system by $|\alpha, \chi\rangle$, where $\alpha \in \{1, 2, 3\}$ and $\chi$ describes, respectively, the internal (spin) and the orbital degrees of freedom. According to assumption [(4)], the matrix element $\langle \alpha, \chi | \hat{V} | \alpha', \chi' \rangle$ is simply given by

$$\langle \alpha, \chi | \hat{V} | \alpha', \chi' \rangle = \langle \chi | \chi' \rangle \langle \alpha | \hat{V} | \alpha' \rangle,$$

and is therefore simply proportional to the overlap $\langle \chi | \chi' \rangle$ between the external states.

Let us now particularize to the case where $\alpha \in \{1, 2\}$, and $|\chi\rangle=|\mathbf{k}\rangle$ is associated with a plane wave of relative momentum $\hbar \mathbf{k}$. According to hypothesis [(4)], this state is coupled only to the closed channel $|3\rangle$. Moreover, using the well-known formula $e^{ikz}=\sum_{\alpha=0}^{\infty} (\sqrt{\pi} 2^{\alpha+1}) j_{\alpha}(kr) Y_{\alpha}^m(\theta, \phi)$, where the $j_{\alpha}$ are the spherical Bessel functions, we see that $|\chi\rangle$ is coupled only to the state $|\alpha'=3, \mathbf{k}=0\rangle$ describing the pair in the bound state $|\alpha'=3\rangle$ with zero angular momentum in the $\mathbf{k}$ direction. The matrix element then reads

$$T_{\alpha\alpha'}(k, k')=\sum_{\alpha} \sum_{\alpha'=3} \sum_{\mathbf{k}=0} |\alpha,k\rangle \langle \alpha,k'\rangle.$$
\[ \Lambda_a(E) = \int \frac{q^2 dq}{(2\pi)^3} \frac{|F_a(q)|^2}{E - E_a(q)} \]  
(6)

the results of the integration on the loops, and finally

\[ R_n = \int d^2 \Omega_1 \cdots d^2 \Omega_n \cos(\mathbf{k}_1, \mathbf{k}_2) \]

\[ \times \cos(\mathbf{k}_1, \mathbf{k}_2) \cdots \cos \mathbf{k}_n, \]

where \( \Omega_n \) is the solid angle associated with \( \mathbf{k}_n \), arises from the pair-breaking vertices \([3, 0, 0]\) \( \rightarrow \alpha_{n+1} \). This last integral can be calculated recursively and we get \( R_n \)

\[ = (4\pi/3)^n \cos(\mathbf{k}, \mathbf{k}'), \]

that is, for the \( T \) matrix

\[ T_{a\alpha'}(\mathbf{k}, \mathbf{k}', E) = \frac{1}{E^3} \frac{kk' F_a(k) F_{a'}^*(k')}{E - \delta - \Sigma_1 - \Sigma_2 \cos(\mathbf{k}, \mathbf{k}'),} \]

with \( \Sigma_0 = 4\pi \Lambda_a / 3 \).

This expression can be further simplified since, according to Eq. (2), the width of \( F_a(q) \) is of the order of \( 1/R_n \), where \( R_n \) is the characteristic size of the resonant bound state. In the low-temperature limit, we can therefore expand \( \Sigma_a \) with the small parameter \( kr_n \).

From Eq. (2), we see that replacing \( F_a(q) \) by its value at \( q = 0 \) leads to a \( q^2 \) divergence. This divergence can be regularized by the use of counterterms in the integral, namely, by writing that

\[ \Sigma_a(E) = \int |F_a(q)|^2 \left[ \frac{q^4}{E - E_a(q)} + \frac{mq^2}{\hbar^2} + \frac{m^2}{\hbar^2} (E - E_a(0)) \right] dq \]

\[ - \int |F_a(q)|^2 \frac{mq^2 dq}{\hbar^2} \frac{2}{6\pi^2} \]

\[ - \left[ E - E_a(0) \right] \int |F_a(q)|^2 \frac{m^2 dq}{\hbar^2} \frac{2}{6\pi^2}, \]

where we have assumed that \( F_a \) was decreasing fast enough at large \( q \) to ensure the convergence of the integrals. \( |F_a(q)|^2 \) can now be safely replaced by \( \lambda_a = |F_a(0)|^2 \) in the first integral and we finally get

\[ \Sigma_a = -i \lambda_a m \frac{m}{\hbar^2} \left[ \frac{m}{\hbar^2} (E - E_a(0)) \right]^{3/2} - \delta_{a,a} - \eta_a [E - E_a(0)], \]

with

\[ \delta_{a}^{(a)} = \int |F_a(q)|^2 \frac{mq^2 dq}{\hbar^2} \frac{2}{6\pi^2}, \]

\[ \eta_a = \int |F_a(q)|^2 \frac{m^2 dq}{\hbar^2} \frac{2}{6\pi^2}. \]

If we assume that the release energy \( \Delta \) is much larger than \( E \) and if we set \( \delta_0 = \delta_0^{(1)} + \delta_0^{(2)} \) and \( \eta = \eta_1 + \eta_2 \), we get for the \( T \) matrix

\[ T_{a\alpha'}(\mathbf{k}, \mathbf{k}', E) = \frac{1}{E^3} \frac{kk' F_a(k) F_{a'}^*(k')}{E - \tilde{\delta} + i\hbar \gamma(E)/2} \]

\[ \times \cos(\mathbf{k}, \mathbf{k}'), \]

\[ \tilde{\delta} = \frac{(\delta - \delta_0)}{1 + \eta}. \]

We note that this expression for the \( T \) matrix is consistent with the general theory of multichannel scattering resonances [13], where resonantly enhanced transitions to other channels are readily included. In a similar context of two open channels and a Feshbach resonance, a recent experiment was analyzed [15] that involved the decay of a molecular state formed from a Bose-Einstein condensate.

**IV. s WAVE VS p WAVE**

This section is devoted to the discussion of the expression found for the \( T \) matrix. In addition to the scattering cross section, the study of the \( T \) matrix yields important information on the structure of the dressed molecular state underlying the Feshbach resonance and we will demonstrate important qualitative differences between the behaviors of \( p \)-wave and \( s \)-wave resonances.

**A. Molecular state**

The binding energy \( E_b \) of the molecule is given by the pole of \( T \). In the limit \( \delta \sim \delta_0 \), it is therefore given by

\[ E_b = \tilde{\delta} - i\hbar \gamma(\tilde{\delta})/2. \]

We see that the real part of \( E_b \) (the “physical” binding energy) is \( \sim \tilde{\delta} \) and therefore scales linearly with the detuning \( \delta - \tilde{\delta}_0 \). This scaling is very different from what happens for \( s \)-wave processes where we expect a \( (\delta - \tilde{\delta}_0)^2 \) behavior. This difference is in practice very important: indeed, the molecules can be trapped after their formation only if their binding energy is smaller than the trap depth. The scaling we get for the \( p \)-wave molecules means that the binding energy increases much faster when we increase the detuning than what we obtain for \( s \)-wave molecules (this feature was already pointed out in [11]). Hence, \( p \)-wave molecules must be looked for only in the close vicinity of the Feshbach resonance—for instance, for \( \eta \approx 1 \) (relevant for \( ^7\text{Li} \), as we show below) and a trap depth of \( 100 \mu \text{K} \), the maximum detuning at which molecules can be trapped is \( \approx 0.1 \) G.

This asymptotic behavior of the binding energy is closely related to the internal structure of the molecule. Indeed, the molecular wave function \( |\psi_m(B)\rangle \) can be written as a sum of \( |\psi_m(B)\rangle \) of its projections on the closed and open channels, which correspond, respectively, to short- and long-range molecular states. If we neglect decay processes by setting \( \lambda_2 = 0 \), we can define the magnetic moment of the molecule (relative to that of the free atom pair) by
that is, in the case of $^6$Li where $\delta=2\mu_B(B-B_0)$,
\[
\Delta \mu_{\text{eff}}(B) = -\frac{2\mu_B}{1+\eta},
\] (8)

On the other hand, we can also write $E_b = \langle \psi_m(B)|\hat{H}(B)|\psi_m(B) \rangle$. Since in the absence of any decay channel, the molecular state is the ground state of the two-body system, we can write using the Hellmann-Feynman relation
\[
\Delta \mu_{\text{eff}} = -\frac{\partial E_b}{\partial B} = -\langle \psi_m(B)|\frac{\partial \hat{H}(B)}{\partial B}|\psi_m(B) \rangle.
\]

In our model, the only term of the Hamiltonian depending on the magnetic field is the energy $\delta=2\mu_B(B-B_0)$ of the bare molecular state in the closed channel and we finally have
\[
\Delta \mu_{\text{eff}} = -2\mu_B(\text{closed}|\text{closed}).
\] (9)

If we compare Eqs. (8) and (9), we see that the probability $P_{\text{closed}} = (\text{closed}|\text{closed})$ to be in the closed channel is given by
\[
P_{\text{closed}} = 1/(1 + \eta).
\]

In other words, unless $\eta=\infty$, there is always a finite fraction of the wave function in the tightly bound state. In practice, we will see that in the case of $^6$Li, $\eta<1$. This means that the molecular states that are nucleated close to a Feshbach resonance are essentially short-range molecules. On the contrary, for $s$-wave molecules, $E_b \approx (\delta-\delta_0)^2$ leads to $\Delta \mu_{\text{eff}} = -2\mu_B(\text{closed}|\text{closed}) \times (\delta-\delta_0)$. This scaling leads to a zero probability of occupying the bare molecular state near an $s$-wave resonance.

We can illustrate these different behaviors in the simplified picture of Fig. 3. For small detunings around threshold, the $p$-wave potential barrier provides a large forbidden region, which confines the bound state behind this barrier. The bound-state wave function decays exponentially inside the barrier and the tunneling remains nearly negligible. Since there is no significant difference for the shape of the $p$-wave bound state for small positive and negative detunings, the linear dependence of the closed channel on magnetic field will be conserved for the bound state, and therefore the binding energy will also linearly approach the threshold. We note that the linear dependence close to threshold can also be found from the general Breit-Wigner expression for a resonance, in combination with the $p$-wave threshold behavior of the phase shift [13].

The imaginary part of $E_b$ corresponds to the lifetime of the molecule. In the case of $s$-wave molecules for which two-body decay is forbidden [20,21], the only source of instability is the coupling with the continuum of the incoming channel that leads to a spontaneous decay when $\tilde{\delta}>0$ [see Fig. 3(a)]. By contrast, we get a finite lifetime in the $p$ wave even at $\tilde{\delta}<0$: due to dipolar relaxation between its constituents, the molecule can indeed spontaneously decay toward state [2]. For $\tilde{\delta} \sim 0$, the decay rate $\gamma$ associated with this process is given by
\[
\gamma = \gamma(0) = \frac{\lambda}{1 + \eta^2} \frac{m}{\pi h^3} \left( \frac{m\Delta}{\hbar^2} \right)^{3/2}.
\]

### B. Elastic scattering

The scattering amplitude $f(k,k')$ for atoms colliding in the channel 1 can be extracted from the $T$ matrix using the relation
\[
f(k, k') = -\frac{mL^2}{4\pi\hbar^2} T_{11}(k, k', E = \hbar^2 k^2/m),
\]
that is,
\[
f(k, k') = -\frac{mL}{4\pi\hbar^2} \left( \frac{k^2 \cos(k, k')/(1 + \eta)}{\hbar^2 k^2/m - \tilde{\delta} - i\hbar \gamma/2} \right).
\]

The $\cos(k, k')$ dependence is characteristic of $p$-wave processes and, once again, this expression shows dramatic differences from the $s$-wave behavior. First, at low $k$, $f(k, k')$ vanishes like $k^3$. If we introduce the so-called scattering volume $V_s$ [13] defined by
then we have
\[ V_s = \frac{-m\lambda_1}{4\pi\hbar^2(\delta - \delta_0)} . \]

if we neglect the spontaneous decay of the molecule. We see that in this approximation, the binding energy \( E_b \) of the molecule is given by
\[ E_b = \frac{-m\lambda_1}{2\pi\hbar^2(1 + \eta)} V_s . \]

In \( s \)-wave processes, the binding energy and the scattering length are related through the universal formula \( E_b = -\hbar^2/m\alpha^2 \). This relationship is of great importance since it allows one to describe both scattering properties and the molecular state with only one scattering length, without having to be concerned with any other detail of the interatomic potential. In the case of the \( p \) wave, we see that no such universal relation exists between the scattering volume and \( E_b \), a consequence of the fact that we have to deal with short-range molecular states, even at resonance. We therefore need two independent parameters to describe both the bound states and the scattering properties.

In the general case, the elastic cross section \( \sigma_\text{el} \) is proportional to \( |f|^2 \). According to our calculation, we can put \( \sigma_\text{el} \) under the general form
\[ \sigma_\text{el}(E) = \frac{C E^2}{(E - \delta)^2 + \hbar^2 \gamma^2/4} , \]

where \( E = \hbar^2 k^2/m \) is the kinetic energy of the relative motion and \( C \) is a constant depending on the microscopic details of the system. Noticeably, the energy dependence of the cross section exhibits a resonant behavior at \( E = \delta \) as well as a plateau when \( E \rightarrow \infty \), two features that were observed in the numerical coupled-channel calculations presented in [17]. Once again, this leads to physical processes very different from what is expected in \( s \)-wave scattering. Indeed, we know that in \( s \)-wave scattering, we have \( f \sim -a \), as long as \( \hbar d \ll 1 \).

Since \( a \) is in general nonzero, the low-energy behavior gives a non-negligible contribution to the scattering processes. By contrast, we have just seen that in the case of the \( p \) wave, the low-energy contribution is vanishingly small \( (\sigma_\text{el} - E^2) \) so that the scattering will be dominated by the resonant peak \( E \sim \delta \).

C. Inelastic scattering.

For two particles colliding in channel 1 with an energy \( E = \hbar^2 k^2/m \), the probability to decay to channel 2 is proportional to \( p_{21}(k')|T_{21}(k,k',E)|^2 \) where \( p_{21} \) is the density of states in channel 2. Since \( k' \) is given by the energy conservation condition \( \hbar^2 k'^2/m = \Delta - E \), and in practice \( \Delta >> E \), we see that \( k' \sim \sqrt{m\Delta}/\hbar \) is therefore a constant. Using this approximation, we can write the two-body loss rate \( g_2(E) \) for particles of energy \( E \) as
\[ g_2(E) = \frac{DE}{(E - \delta)^2 + \hbar^2 \gamma^2/4} . \]

where \( D \) is a constant encapsulating the microscopic details of the potential.

V. COMPARISON WITH COUPLED-CHANNEL CALCULATION

The quantities such as \( C, D, \gamma_0 \), etc., that were introduced in the previous section were only phenomenological parameters to which we need to attribute some value to be able to perform any comparison with the experiment. These data are provided by \textit{ab initio} numerical calculations using the coupled-channel scheme described in [18]. The result of this calculation for the elastic scattering cross section is presented in Fig. 4. The most striking feature of this figure is that it displays two peaks instead of one, as predicted by Eq. (10). This difference can be easily understood by noting that the dipolar interaction that couples the molecular state to the outgoing channel provides a “spin-orbit” coupling that modifies the relative orbital angular momentum of the pair [17]. In other words, each resonance corresponds to a different value of the relative angular momentum \( m_l \) (the \( m_l = +1 \) and \( m_l = -1 \) resonances are superimposed because the frequency shift induced by the dipolar coupling is proportional to \( m_l^2 \), as noted in [17]).

As the spin-orbit coupling is not included in our simplified three-level model, we take the multiple peak-structure into account by fitting the data of Fig. 4 using a sum of three laws (10) with a different set of phenomenological parameters for each value of the angular momentum:
\[ \sigma_\text{el}(E) = \sum_{m=-1}^{+1} \frac{C_m E^2}{(E - \delta_m)^2 + \hbar^2 \gamma_m^2/4} , \]

where \( \delta_m \) is related to the magnetic field through \( \delta_m = \mu(B - B_{E,m}) \) and \( \gamma_m = \gamma_{0,m} + \alpha_m E^{12} \). Using this law, we obtain a perfect fit to the elastic as well as inelastic data obtained from the coupled-channel calculations. The values obtained
for the different phenomenological parameters are presented on Table I.

From these data, we see first that the “elastic” properties are independent of $m_l$. This comes from the fact that the elastic scattering is mainly a consequence of the hyperfine coupling that does not act on the center-of-mass motion of the atoms. However, we see that both the inelastic collision rate constant $D$ and the molecule lifetime $\gamma_0$ exhibit large variations with the relative angular momentum [22]. First, the spontaneous decay rate $\gamma_0$ of a molecule in $m_l=0, +1$ is always larger than $\sim 10^2$ s$^{-1}$, which corresponds to a maximum lifetime of about 10 ms. Second, we observe a strong reduction of the losses in the $m_l=-1$ channel, in which no significant spontaneous decay could be found. An estimate of $\gamma_0$ can nevertheless be obtained by noting that, since the elastic parameters are independent of $m_l$, the ratio $D/\gamma_0$ should not depend on $m_l$ [this can be checked by comparing the ratios $D/\gamma_0$ for $m_l=0$ and $m_l=+1$ in the $(-1/2,-1/2)$ channel]. Using this assumption we find that $\gamma_0 \sim 4 \times 10^3$ s$^{-1}$ both in $(1/2,-1/2)$ and $(-1/2,-1/2)$. The reason for this strong increase of the lifetime of the molecules in $m_l=-1$ is probably because, due to angular momentum conservation, the outgoing pair is expected to occupy a state with $l=3$ after an inelastic process. Indeed, if we start in a two-body state $(m_F,m'_F)$ and if the dipolar relaxation flips the spin $m'_F$, then the atom pair ends up in a state $(m_F,m'_F+1)$. This increase of the total spin of the pair must be compensated by a decrease of the relative angular momentum. Therefore, if the molecule was associated with a relative angular momentum $m_l$, it should end up with $m_l-1$. In the case of $m_l=-1$, this means that the final value of the relative angular momentum is $m_l = -2$, i.e., $l = 2$. But, according to selection rules associated with spin-spin coupling, the dipolar interaction can only change $l$ by 0 or 2. Therefore, starting from a $p$-wave ($l=1$) compound, this can only lead to $l = 3$. Let us now assume that the coupling between the molecular state and the outgoing channel is still proportional to the overlap between the two states [see Eq. (1)], even in the presence of a dipolar coupling; the argument above indicates that the ratio $\rho = \gamma_0, m_l = -1 / \gamma_0, m_l = -1$ between the decay rate of molecules in $m_l=-1$ and the one of molecules in $m_l \neq 1$ is then of the order of

$$\rho \sim \left( \frac{\int g^*(r) j_l(kr) r^2 dr}{\int g(r) j_l(kr) r^2 dr} \right)^2 .$$

where $k = \sqrt{\gamma_0 \Delta / h^2}$ is the relative momentum of the atoms after the decay. For lithium, we have $R_R \sim 3$ Å [23] which yields $k R R \sim 7 \times 10^{-2}$. This permits us to approximate the spherical Bessel functions $j_l$ by their expansion at low $k$, $j_l(kr) \sim (kr)^l$, that is,

$$\rho \sim k^4 \left( \frac{\int g^*(r) r^2 dr}{\int g(r) r^2 dr} \right)^2 \sim (k R R)^4 .$$

With the numerical value obtained for $k R R$, we get $\rho \sim 2 \times 10^{-5}$, which is, qualitatively, in agreement with the numerical coupled-channel calculations presented above.

### VI. TEMPERATURE AVERAGING

In realistic conditions, the two-body loss rate $G_2$ needs to be averaged over the thermal distribution of atoms. $G_2$ is therefore simply given by

$$G_2(E) = \sqrt{\frac{\pi}{4(k_B T)^3}} \int_0^\infty g_2(E) e^{-E/k_B T} E^{3/2} dE .$$

The evolution of $G_2$ vs detuning is displayed in Fig. 5 and shows a strongly asymmetric profile that was already noticed in previous theoretical and experimental papers [8,10].

This feature can readily be explained by noting that in situations relevant to experiments, $\gamma_0$ is small with respect to temperature. We can therefore replace $g_2$ by a sum of Dirac functions centered on $\delta m_l = 0$. When the $\delta m_l$ are positive, $G_2$ takes the simplified form

$$G_2 = 4 \sqrt{\pi \sum_{m_l} \left( \frac{D_{m_l}}{\hbar \gamma_j(\tilde{\delta}_{m_l})} \frac{1}{k_B T} \right)^{3/2}} e^{-\tilde{\delta}_{m_l}/k_B T} .$$

Moreover, if we neglect the lift of degeneracy due to the dipolar interaction coupling and we assume all the $\tilde{\delta}_{m_l}$ to be equal to some $\tilde{\delta}$, we get

<table>
<thead>
<tr>
<th>Channel</th>
<th>$m_l$</th>
<th>$(1/2,-1/2)$</th>
<th>$(-1/2,-1/2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$C(10^{-13}$ cm$^2$)</td>
<td>$D(10^{-13}$ cm$^2$ $\mu K/s$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00002</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$&lt;10^{-2}$</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0017</td>
<td>0.0017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-0.0036$</td>
<td>0</td>
</tr>
</tbody>
</table>
with $\bar{D}=\sum_{m}D_{m}$ and $\bar{D}/\bar{g}=\sum_{m}D_{m}/g_{m}$ [19].

For $\delta<0$ and $|\bar{\delta}|>k_{B}T$, we can replace the denominator of $g_{2}$ by $\bar{\delta}^{2}$ and we get the asymptotic form for $g_{2}$

$$
G_{2} = \frac{3}{2} k_{B} T \sum_{m_{1}} \frac{D_{m_{1}}}{\delta_{m_{1}}^{2}} .
$$

Let us now comment on the two equations (12) and (13).

1. We note that the maximum value of $G_{2}$ is obtained for $\bar{\delta}/k_{B}T=3/2$. It means that when tuning the magnetic field (i.e., $\delta$), the maximum losses are not obtained at the resonance $\bar{\delta}=0$, but at a higher field, corresponding to $\bar{\delta}=3k_{B}T/2$. For a typical experimental temperature $T=10$ $\mu$K, this corresponds to a shift of about 0.1 G.

2. Similarly, the width of $G_{2}(\bar{\delta})$ scales like $k_{B}T$. Expressed in terms of magnetic field, this corresponds to $\sim 0.1$ G for $T=10$ $\mu$K. This width is a consequence of the resonance nature of the scattering in $p$-wave processes. As seen earlier, both elastic and inelastic collisions are more favorable when the relative energy $E=\bar{\delta}$. When $\bar{\delta}<0$, the resonance conditions cannot be satisfied, since there are no states in the incoming channel with negative energy. The scattering is then formally analogous to optical pumping or other second-order processes and yields the $1/\bar{\delta}^{2}$ obtained in Eq. (13). When $\bar{\delta}\gg k_{B}T$, the resonance condition is satisfied by states that are not populated (since for a thermal distribution, we populate states up to $E\sim k_{B}T$).

**VII. CONCLUSION**

In this paper, we have developed a simple model capturing the main scattering properties close to a $p$-wave Feshbach resonance. The analytical formulas we obtained show very good agreement with both numerical coupled-channel calculations and experimental measurements from our group [9] and from Chin and Grimm [24]. We have shown that the line shape of the resonance is very different from what is expected for an $s$-wave process: while $s$-wave scattering is mainly dominated by low-energy processes, $p$-wave scattering is rather dominated by collisions at energies equal to that of the molecular state. Regarding $p$-wave molecules, we have seen that at resonance their wave function was dominated by the short-range bare molecular state. Finally, the study of the spontaneous decay of these molecules has shown a very different lifetime depending on the relative angular momentum of its constituents, since molecules in $m_{z}=-1$ could live $10^{4}$ times longer than those in $m_{z}=0,+1$. This very intriguing result might prove to be a valuable asset for the experimental study of $p$-wave molecules since it guarantees that $m_{z}=-1$ dimers are very stable against two-body losses in the absence of depolarizing collisions.
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For the sake of simplicity, these averaged parameters only were presented in [9].


[22] Note that the different lifetimes calculated for the three $m_l$ states do not violate any rotational symmetry. Indeed, the magnetic field used to reach the Feshbach resonance provides a preferred direction to the system.

We evaluate $R_e$ by identifying it with the relative distance $r$ at which the total (centrifugal + long-range) potential $\frac{3\hbar^2}{2m} r^2 - C_6 r^6 - C_8 r^8 - C_{10} r^{10}$ cancels and we used the $C_{8,9,10}$ coefficients of [24]. Z.-C. Yan et al., Phys. Rev. A **54**, 2824 (1996).
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Summary. — We present an experimental study of the time of flight properties of a gas of ultra-cold fermions in the BEC-BCS crossover. Since interactions can be tuned by changing the value of the magnetic field, we are able to probe both non-interacting and strongly interacting behaviors. These measurements allow us to characterize the momentum distribution of the system as well as its equation of state. We also demonstrate the breakdown of superfluid hydrodynamics in the weakly attractive region of the phase diagram, probably caused by pair breaking taking place during the expansion.

1. – Introduction

Feshbach resonances in ultra cold atomic gases offer the unique possibility of tuning interactions between particles, thus allowing one to study both strongly and weakly interacting many-body systems with the same experimental apparatus. A recent major achievement was the experimental exploration of the BEC-BCS crossover [1, 2, 3, 4, 5, 6], a scenario proposed initially by Eagles, Leggett, Nozières and Schmitt-Rink to bridge the gap between the Bardeen-Cooper-Schrieffer (BCS) mechanism for superconductivity in metals, and the Bose-Einstein condensation of strongly bound pairs [7, 8, 9]. Here, we present a study of the crossover using time of flight measurements. This technique gives access to a wide range of physical properties of the system and has been successfully used in different fields of physics. The observation of elliptic flows was for instance used to demonstrate the existence of quark-gluon plasmas in heavy ion collisions [10]. In cold atoms, the ellipticity inversion after free flight is a signature of Bose-Einstein condensation [11, 12]. In an optical lattice the occurrence of interference peaks can be used as the signature of the superfluid to insulator transition [13] and, with fermions, it can be used...
2. – Experimental method

In a magnetic trap, a spin polarized gas of \(N = 10^6\) \(^6\)Li atoms in \(|F = 3/2, m_F = +3/2\) is sympathetically cooled by collisions with \(^7\)Li in \(|F = 2, m_F = +2\) to a temperature of 10 \(\mu\)K. This corresponds to a degeneracy of \(T/T_F \approx 1\), where \(T_F = \hbar \bar{\omega}(6N)^{1/3}/k_B\) is the Fermi temperature of the gas. The magnetic trap frequencies are 4.3 kHz (76 Hz) in the radial (axial) direction, and \(\bar{\omega} = (\omega_x\omega_y\omega_z)^{1/3}\) is the mean frequency of the trap. Since there are no thermalizing collisions between the atoms in a polarized Fermi gas, the transfer into our final crossed dipole trap, which has a very different geometry (Fig. 1), is done in two steps. We first transfer the atoms into a mode-matched horizontal single beam Yb:YAG dipole trap, with a waist of \(\sim 23 \mu\)m. At maximum optical power (2.8 W), the trap depth is \(\sim 143 \mu\)K (15 \(T_F\)), and the trap oscillation frequencies are 6.2(1) kHz (63(1) Hz) in the radial (axial) direction. The atoms are transferred in their absolute ground state \(|F = 1/2, m_F = +1/2\rangle\) by an RF pulse. We then sweep the magnetic field to 273 G and drive a Zeeman transition between \(|F = 1/2, m_F = +1/2\rangle\) and \(|F = 1/2, m_F = -1/2\rangle\) to prepare a balanced mixture of the two states (better than 5%). After 100 ms the mixture has lost its coherence, initiating collisions in the gas. During the thermalization process about half of the atoms are lost. We then perform a final evaporative cooling stage by lowering the trap depth to \(\sim 36 \mu\)K. At this point, we ramp up a vertical Nd:YAG laser beam (power 126 mW and waist \(\sim 25 \mu\)m), obtaining our final crossed dipole trap configuration (Fig. 1). The measured degeneracy is \(T/T_F \lesssim 0.15\). The magnetic field is then increased to 828 G (in the vicinity of the Feshbach resonance, see Fig. 2), where we let the gas thermalize for 200 ms before performing subsequent experiments.

3. – Momentum distribution

In standard BCS theory, the ground state of an homogeneous system is described by a pair condensate characterized by the many-body wave function

\[
|\psi\rangle = \prod_k (u_k + v_k a^\dagger_{k,\uparrow} a^\dagger_{-k,\downarrow})|0\rangle,
\]

where \(|0\rangle\) is the vacuum and \(a^\dagger_{k,\sigma}\) is the creation operator of a fermion with momentum \(k\) and spin \(\sigma\). In this expression, \(|v_k|^2\) can be interpreted as the occupation probability in momentum space, and is displayed in Fig. 3a for several values of the interaction

to image the Fermi surface [14]. Two series of time-of-flight measurements are presented: expansion of the gas without interactions, which gives access to the momentum distribution, a fundamental element in the BEC-BCS crossover, or with interactions, which allows us to characterize the equation of state of the system, and probe the validity of superfluid hydrodynamics.
parameter $1/k_F a$, where $k_F$ is the Fermi wave vector of the non interacting Fermi gas ($E_F = \hbar^2 k_F^2 / 2m$). One effect of the pairing of the atoms is to broaden the momentum distribution. In the BCS limit ($1/k_F a \to -\infty$), the broadening with respect to the momentum distribution of an ideal Fermi gas is very small, of the order of the inverse of the coherence length $\xi$. In the unitary limit ($1/k_F a \to 0$) it is expected to be of the order of $k_F$. In the BEC limit ($1/k_F a \to \infty$) we have molecules of size $a$ so the momentum distribution, which is given by the Fourier transform of the molecular wave function, has a width $\hbar / a$.

In a first series of expansion experiments, we have measured the momentum distribution of a trapped Fermi gas in the BEC-BCS crossover. Similar experiments have been performed at JILA on $^{40}$K [15].

In order to measure the momentum distribution of the atoms, the gas must expand freely, without any interatomic interactions. To achieve this, we quickly switch off the magnetic field so that the scattering length is brought to zero (see Fig. 2) [16]. We prepare $N = 3 \times 10^4$ atoms at 828 G in the crossed dipole trap with frequencies $\omega_x = 2\pi \times 2.78$ kHz, $\omega_y = 2\pi \times 1.23$ kHz and $\omega_z = 2\pi \times 3.04$ kHz. The magnetic field is adiabatically swept in 50 ms to different values in the crossover region. Then, we simultaneously switch off both dipole trap beams and the magnetic field (with a linear ramp of 296 G/µs). After 1 ms of free expansion, the atoms are detected by absorption imaging. The measured density profiles give directly the momentum distribution of the gas integrated along the imaging direction.

In Fig. 3, we show the measured momentum distributions for three different interaction parameters, corresponding to the BCS side of the resonance, the unitary limit and the BEC side of the resonance. Together with our data, we have plotted the predictions...
of mean field BCS theory at $T = 0$, taking into account the trapping potential with a local density approximation [17]. $k_F^0$ is now the Fermi wave-vector calculated at the center of the harmonic trap for an ideal gas.

Some precautions need to be taken concerning this type of measurements due to possible density dependent losses during the magnetic field switch-off. If the magnetic field is not turned off fast enough, some atoms can be bound into molecules while the Feshbach resonance is crossed. The molecules are not detected with the imaging light and therefore will appear as a loss of the total number of atoms. Even if, as in our case, the Feshbach resonance is crossed in only $1 \mu s$, this time may not be small compared to the typical many-body timescale ($\hbar/E_F \sim 1.3 \mu s$ for Fig. 3 data).

To investigate quantitatively this effect, we have performed an additional experiment in a more tightly confining trap. We prepare a gas of $5.9 \times 10^4$ atoms at 828 G in a trap with frequencies $\omega_x = 2\pi \times 1.9$ kHz, $\omega_y = 2\pi \times 3.6$ kHz and $\omega_z = 2\pi \times 4.1$ kHz. The total peak density in the trap is $1.3 \times 10^{14}$ atoms/cm$^3$. We let the gas expand at high field for a variable time $t_B$, then switch off $B$ and detect the atoms after 0.5 ms of additional free expansion. Assuming hydrodynamic expansion at unitarity we calculate the density after $t_B$ [18] and obtain the fraction of atoms detected as a function of the density of the gas when the resonance is crossed. For instance, we detect $\simeq 60\%$ fewer atoms for $t_B = 0$ compared to $t_B = 0.5 \mu s$, where the density is a factor $\simeq 10^3$ lower. The results are nicely fitted by a Landau-Zener model:

$$N_{\text{detected}}/N_{\text{total}} = \exp \left(-A \frac{n(t_B)}{2B} \right),$$

where $n(t_B)$ is the total density at $t_B$, $\dot{B}$ the sweep rate and $A$ the coupling constant between the atoms and the molecules. We determine $A \simeq 5 \times 10^{-12}$ G m$^3$/s. Our result is five times smaller than the MIT value $A \simeq 24 \times 10^{-12}$ G m$^3$/s [19], measured at a total peak density of $10^{13}$ atoms/cm$^3$ (one order of magnitude smaller than in our experiment). The theoretical prediction, assuming only two body collisions, is $A = 19 \times 10^{-12}$ G m$^3$/s [20]. The difference between our measurement and theory may suggest that many-body effects are important in our case. Finally, using our value of $A$ the model predicts an atom number loss of about 27% for the momentum distribution measurements of Fig. 3. This loss is comparable to our shot-to-shot fluctuations in atom number and therefore was not unambiguously observed.

In conclusion, we have performed a measurement of the momentum distribution of a trapped Fermi gas. The results are found in reasonable agreement with BCS theory despite the fact that it is not expected to be quantitatively correct in the strongly interacting regime. In future work, experiments at lower density will be performed, in order to avoid the observed loss effect. This should allow us to distinguish between BCS and more exact theories [21]. It would also be interesting to perform measurements at different temperatures as in Ref. [22].
Fig. 3. – (a): Momentum distribution of a uniform Fermi gas for $1/k_F a = -1$ (solid line), $1/k_F a = 0$ (dotted line) and $1/k_F a = 1$ (dashed line) calculated from mean field BCS theory at $T = 0$ [17]. The results obtained from quantum Monte Carlo simulations [21] show that BCS theory slightly underestimates the broadening; (b): Measured momentum distribution of a trapped Fermi gas on the BCS side of the resonance ($1/k_F a = 0.42$); (c): Unitary limit ($1/k_F a = 0$); (d): BEC side of the resonance ($1/k_F a = 0.38$). The solid lines in (b), (c) and (d) are the predictions of BCS mean field theory taking into account the trapping potential with a local density approximation [17]. $k_F$ is defined in the text.

4. – Release energy

In a second series of experiments, we have performed expansions at constant magnetic field, thus keeping the interactions present during the time of flight. The analysis of size measurement across the BEC-BCS crossover yields valuable information on the influence of interactions on the properties of the system. In particular, we have measured the release energy of the gas in the BEC-BCS crossover [3]. On resonance ($1/k_F a = 0$), the gas reaches a universal behavior [23]. The chemical potential $\mu$ is proportional to the Fermi energy $\mu = (1 + \beta)E_F$. We have determined the universal scaling parameter $\beta$ from our release energy measurement.
The starting point for the experiment is a nearly pure molecular condensate of $7 \times 10^4$ atoms at 770 G, in an optical trap with frequencies $\omega_x = 2\pi \times 830$ Hz, $\omega_y = 2\pi \times 2.4$ kHz, and $\omega_z = 2\pi \times 2.5$ kHz. We slowly sweep the magnetic field at a rate of 2 G/ms to various values across the Feshbach resonance. We detect the integrated density profile after a time of flight expansion of 1.4 ms in several stages: 1 ms of expansion at high magnetic field, followed by a fast ramp of 100 G in 50 $\mu$s in order to dissociate the molecules and, after the fast switch-off of the magnetic field, 350 $\mu$s of ballistic expansion.

Fig. 4 presents the gas energy released after expansion, which is calculated from gaussian fits to the optical density after time of flight: $E_{\text{rel}}' = m(2\sigma_y^2 + \sigma_x^2)/2\tau^2$, where $\sigma_i$ is the rms width along $i$ and $\tau$ is the time of flight. We assume that the size $\sigma_z$ (which is not observed) is equal to $\sigma_y$. Note that both in the weakly interacting case and unitarity limit the density has a Thomas-Fermi profile and the release energy can be calculated from the exact profiles. However, we have chosen this gaussian shape to describe the whole crossover region with a single fit function. This leads to a rescaling of the release energy. In particular, the ideal Fermi gas release energy in an harmonic trap is $E_{\text{rel}} = 3/8E_F$ but when using the gaussian fit to the Thomas-Fermi profile we get instead $E_{\text{rel}}' = 0.46E_F$ as shown in Fig. 4.

The release energy in the BEC-BCS crossover varies smoothly. It presents a plateau for $-1/k_F a \leq -0.5$, (BEC side) and then increases monotonically towards that of a weakly interacting Fermi gas. On resonance, the release energy scales as $E_{\text{rel}} = \sqrt{1 + \beta E_{\text{rel}}^0}$, where $E_{\text{rel}}^0$ is the release energy of the non interacting Fermi gas. The square root comes from the average over the trap. At 834 G, we get $\beta = -0.59(15)$. This value is slightly different from our previous determination $\beta = -0.64(15)$, where the resonance was assumed to be located at 820 G instead of 834 G [3]. Our result agrees with other measurements performed on $^6$Li and with some theoretical predictions (see Table I). Remarkably, the recent $^{40}$K measurement at JILA is also in very good agreement, thus proving the universality of the unitarity regime.

5. – Ellipticity

Nontrivial information can be extracted from the measurement of the aspect ratio of the cloud after expansion. For instance, in the first days of gaseous Bose-Einstein condensates, the onset of condensation was characterized by an ellipticity inversion after time of flight, a dramatic effect compared to the isotropic expansion of a non condensed Boltzmann gas. In the case of strongly interacting Fermi gases, ellipticity measurements can be used as probes for the hydrodynamic behavior of the system, and constitute an indirect signature of the appearance (or breakdown) of superfluidity.

We have studied the ellipticity of the cloud as a function of the magnetic field for different temperatures. As before, the density profiles are fitted with gaussians, and the ellipticity is defined as $\eta = \sigma_y/\sigma_x$. We prepare $N = 3 \times 10^4$ atoms at 828 G in a crossed dipole trap. The magnetic field is adiabatically swept in 50 ms to different values in the crossover region. Then, we switch off both dipole trap beams and let the gas expand...
Fig. 4. – Rescaled release energy $E_{\text{rel}}'$ of a trapped Fermi gas in the BEC-BCS crossover as a function of the magnetic field and as a function of $-1/k_F a$ [3]. The dashed line is the rescaled release energy of a $T = 0$ non interacting Fermi gas. From the measurement at resonance we extract $\beta = -0.59(15)$.

<table>
<thead>
<tr>
<th>Experimental results on $^6$Li at finite $T$</th>
<th>This work</th>
<th>-0.59(15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENS 2004 [3]</td>
<td>-0.64(15)</td>
<td></td>
</tr>
<tr>
<td>Innsbruck [24]</td>
<td>-0.73$^{+0.12}_{-0.09}$</td>
<td></td>
</tr>
<tr>
<td>Duke [25]</td>
<td>-0.49(4)</td>
<td></td>
</tr>
<tr>
<td>Rice [26]</td>
<td>-0.54(5)</td>
<td></td>
</tr>
</tbody>
</table>

| Experimental result on $^{40}$K extrapolation to $T=0$ | JILA [27] | -0.54$^{+0.05}_{-0.12}$ |

<table>
<thead>
<tr>
<th>Theoretical predictions at $T = 0$</th>
<th>BCS theory [7, 8, 9]</th>
<th>-0.41</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Astrakharchik et al. [28]</td>
<td>-0.58(1)</td>
</tr>
<tr>
<td></td>
<td>Carlson et al. [29, 30]</td>
<td>-0.58(1)</td>
</tr>
<tr>
<td></td>
<td>Perali et al. [31]</td>
<td>-0.545</td>
</tr>
<tr>
<td></td>
<td>Padé approximation [23, 32]</td>
<td>-0.67</td>
</tr>
<tr>
<td></td>
<td>Steel [33]</td>
<td>-0.56</td>
</tr>
<tr>
<td></td>
<td>Haussmann et al. [34]</td>
<td>-0.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theoretical predictions at $T = T_c$</th>
<th>Bulgac et al. [35]</th>
<th>-0.55</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Burovski et al. [36]</td>
<td>-0.507(14)</td>
</tr>
</tbody>
</table>

Table I. – List of the recent experimental measurements and theoretical predictions of the universal scaling parameter $\beta$. 
for 0.5 ms in the presence of the magnetic field. After 0.5 ms of additional expansion at \( B = 0 \), the atoms are detected by absorption imaging. Figs. 5a and 5b show the measured value of the ellipticity as a function of the magnetic field for two different samples, which are at different temperatures. Together with the experimental results we have plotted the expected anisotropy from superfluid hydrodynamics [18]. For this, we have extracted from the quantum Monte Carlo simulation of ref. [28] the value of the polytropic exponent \( \gamma \), defined as 
\[
\gamma = \frac{a}{n} \frac{\partial n}{\partial a}.
\]

The first series of measurements is done in a trap with frequencies \( \omega_x = 2\pi \times 1.39 \text{ kHz}, \omega_y = 2\pi \times 3.09 \text{ kHz}, \omega_z = 2\pi \times 3.38 \text{ kHz} \) and trap depth \( \sim 1.8 T_F \). The measured ellipticity (Fig. 5a) is in good agreement with the hydrodynamic prediction on the BEC side, at resonance and on the BCS side until \( 1/k_F a = -0.15 \). It then decreases monotonically to 1.1 at \( 1/k_F^0 a = -0.5 \).

For the second series of experiments we prepare a colder sample in a trap with frequencies \( \omega_x = 2\pi \times 1.24 \text{ kHz}, \omega_y = 2\pi \times 2.76 \text{ kHz}, \omega_z = 2\pi \times 3.03 \text{ kHz} \) and trap depth \( \sim 1.6 T_F \). In this case the behavior of the anisotropy is very different (Fig. 5b). We observe a plateau until \( 1/k_F^0 a = -0.33 \), in good agreement with the hydrodynamic prediction, and at this critical magnetic field there is a sharp decrease of \( \eta \) to a value close to 1.2. This sharp transition seems analogous to the sudden increase of the damping of the breathing mode observed in Innsbruck [37].

In a third experiment, we measure the ellipticity at unitarity as a function of trap depth (hence of the gas temperature). Below a critical trapping laser intensity, the ellipticity jumps from a low value (1.1) to the hydrodynamic prediction 1.45.

In all cases, the decrease of the anisotropy indicates a breakdown of superfluid hydrodynamics in the weakly attractive part of the phase diagram or at higher temperature. A first possibility would be that the gas crosses the critical temperature in the trap. However, we know from the MIT experiment [38] that pair breaking can occur during the expansion. During the time of flight, both the density and \( k_F \) decrease. On the BEC side of resonance, the binding energy of the molecules (\( \sim \hbar^2 / m a^2 \)) does not depend on the density and the pairs are very robust. By contrast, on the BCS side of resonance the generalized Cooper pairs become fragile as the gap decreases with \( 1/k_F a \) and they can be broken during the expansion. Our experiments use the ellipticity of the cloud as a probe and are complementary to the MIT approach, where the breakdown of superfluidity was characterized by the disappearance of vortices during the expansion of the gas.

We are planning additional experiments in order to investigate whether the breakdown of superfluidity occurs in the trap or during the expansion.

6. Conclusion

The results presented here constitute a first step in the understanding of the free flight properties of strongly correlated fermionic systems. In future work, we will investigate more thoroughly the pair breaking mechanism taking place during the expansion in the BCS part of the phase diagram. We point out the need for a dynamic model of the
Fig. 5. – Ellipticity of the gas after expansion from a trap of depth $\sim 1.8T_F$ (a) and from a trap of depth $\sim 1.6T_F$ (b). Solid lines: hydrodynamic predictions.

expanding gas at finite temperature.
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Résumé

Nous utilisons un gaz fermionique de lithium-6 en tant que système modèle pour étudier l'effet de la superfluidité. Les deux cas limites de la superfluidité sont la formation d'un condensat de Bose-Einstein (BEC) et la supraconductivité, décrite par la théorie de Bardeen, Cooper et Schrieffer (BCS). Dans un gaz de lithium-6 on peut explorer toute la transition entre ces deux limites, la transition BEC-BCS, grâce à une résonance de Feshbach.

Nous étudions le comportement de la distribution d'impulsions du gaz dans la zone de cette transition et la comparons avec des modèles théoriques. L'expansion hydrodynamique, caractéristique d'un gaz superfluide, est aussi étudiée. Nous observons un changement brusque de la forme du gaz en expansion à proximité de la transition vers la phase superfluide. Nous avons aussi localisé des résonances de Feshbach hétéronucléaires entre $^6\text{Li}$ et $^7\text{Li}$.

Au cours d'une reconstruction du montage vers une expérience de deuxième génération, un nouveau système laser, basé sur des diodes laser à haute puissance, a été développé. Des améliorations dans notre enceinte à vide, y compris une reconstruction complète du ralentisseur Zeeman, ont augmenté le flux d'atomes, permettant de diminuer le temps de répétition de l'expérience. La géométrie des pièges magnétiques a été modifiée afin d'augmenter le nombre d'atomes piégés.

Mots clés : transition BEC-BCS, superfluidité fermionique, résonance de Feshbach, résonance hétéronucléaire

Summary

We use a fermionic gas of Lithium-6 as a model system to study superfluidity. The limiting cases of superfluidity are Bose-Einstein condensation (BEC) and superconductivity, described by the theory by Bardeen, Cooper and Schrieffer (BCS). In Lithium-6 gases, we can explore the whole range between the two cases, known as the BEC-BCS crossover, using a Feshbach resonance.

We study the change of the momentum distribution of the gas in this crossover and compare to theoretical models. We also investigate the hydrodynamic expansion, characteristic for a superfluid gas. We observe a sudden change of the ellipticity of the gas close to the transition to the superfluid phase. Moreover, we localized heteronuclear Feshbach resonances between $^6\text{Li}$ and $^7\text{Li}$.

We are currently constructing a second generation of the experimental setup. An new laser system, based on high power laser diodes, was developed. Changes in the vacuum chamber, including a complete reconstruction of the Zeeman slower, have increased the atomic flux, allowing us to increase the repetition rate of our experiment. Modifications of the geometry of the magnetic traps lead to a higher number of trapped atoms.

Keywords: BEC-BCS crossover, fermionic superfluidity, Feshbach resonance, heteronuclear resonance