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General Introduction 
1- Context and Problem Statement 
Shortening development lead times is now a constant objective for any industrial firm. The major 
benefit expected by a faster development of a new product is the competitive advantage due to the 
availability of the product before competitors. In aircraft industries the goal is not only to gain a 
competitive advantage but also to sustain profitability due to a fast return on investment. Concurrent 
Engineering based development arise in the 80’s in order reduce the development cycles. First 
adopted by the automotive industry, these methods have been widely deployed in major aircraft 
companies since the last 15 years. One of the key concurrent engineering concepts is the 
establishment of more efficient communication channels between skills and design teams. 

 Organisational structures have been progressively redefined to enhance exchanges. Consequently, 
autonomous design teams have been created integrating different skills into the same team, known as 
“plateaux”. From a process point of view, schedules are defined overlapping tasks and interactions 
between these tasks include non definitive data known as preliminary information. The organisation 
and processes are therefore becoming more complex and this is particularly true when investigating 
complex products development. Aircrafts can be considered as complex systems characterised by the 
high number of functions the final product has to perform, the high number of individual parts and 
equipments that have to be integrated onto the final product and the numerous interfaces between 
these components that support interactions between the teams. These aspects are further 
emphasized when considering extended and distributed organisation as observed in the organisation 
where this research has been carried out. 

Scheduling design activities of multidisciplinary and distributed teams deals with resource allocation 
problems mainly based on human resources that need to be assigned to each team and different 
tasks. Moreover lead times need to be defined assigning time slots to each activity, taking into an 
efficient integration of the final product. Lastly, the synchronisation of the interdependencies between 
different design teams seems to be a key element for the scheduling of the design activities.  

In a design process, the definition of lead times for the activities and the allocation of resources can 
not be supported by stable and complete information. Therefore, scheduling process need to deal with 
uncertainties that are inherent to the design process. These uncertainties can be managed from a 
proactive point of view or from a reactive point of view. While the former deals with methods to react 
before the schedule becomes inconsistent, the later investigates corrective methods in enabling re-
scheduling after appearance of unforeseen events.  

Uncertainty is also linked to the interdependencies. In concurrent engineering, data exchanged 
between design teams is usually base on preliminary information. The accuracy level of the data as 
well as the probability to be modified in further exchanges can be used to measure the uncertainty of 
the interdependency. These variables will evolve until an accurate data that will not be modified 
anymore. This evolution can be characterised by maturity level of the data which if founded on a 
human perception of the performance linked to each characteristic of a data. 

2- Contributions 
The present research project have focused on tasks scheduling and resources allocation process for 
engineering activities taking place at tactical level of the aircraft development program organisation. 
Therefore, the challenge is to support design team leaders managing design process uncertainties 
and to investigate the collaboration process between different design teams focusing on the 
interdependencies characterization and synchronisation. 

One of the contributions is a decision support system tool based on constraints programming. In this 
specific project management model, activities have been characterised using an energetic based 
approach and different constraints have been modelled in order to validate the steering decisions 
through a rigorous tool. The constraints that have been modelled include the activity energy constraint, 
the cumulative resources constraint, the time windows constraint and two specific constraints linked to 
the task overlap problem and the interdependencies between design teams. These two constraints 
have been named as Energy Precedence constraint and the Contract Dependency constraint. 
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Steering decisions can be based on the modification of the activities assignment setting them forward 
or backward or the modification of the resources allocation plan. If no consistent solution is found, the 
managers of design teams can relax one or more constraints. Relaxation is basically renegotiating 
tight constraints with the actors involved in their management. Simulations of constraints relaxing 
effects are an efficient support for constraints renegotiation process. Each simulation is performed 
using constraints propagation algorithm and each simulation is considered as a scenario. These 
scenarii are built in order to deal with the uncertainties inherent to the design process. 

These proposals have been used as a basis for the development of an application prototype. This 
prototype is a first step in order to describe the new project management practices to end-users, get 
their feedback and to validate contributions. Requirements captured during these phases will allow the 
development of a future operational application to be deployed among the different partners of 
complex system development project. 

3- Reading guidelines 
The report is divided into five chapters.  First chapter introduces the context of the research project in 
order to highlight certain specificities of the aircraft product and aerospace business. This chapter 
includes the definition of the complexity of the product itself using some quantitative notions. It also 
describes the industrial approach which has led to a unique organisation that deals with the product 
design, manufacturing and integration. 

Second chapter deals with a new aircraft design process. It describes the deliverables exchanged 
between different teams and that will evolve as the product progresses in its lifecycle.  It also 
describes scheduling practices and the description of the different schedule approaches used by 
different actors of the design process. The aim of this chapter is to highlight the difficulties and the 
need that face these actors when scheduling design activities, allocating resources and managing 
data exchanges with other actors. 

Third chapter introduces the approach that has been defined in order to deal with design tasks 
scheduling and design resources allocation process. It presents a state of the art on project 
management practices, and more specifically on planning and scheduling aspects and is focused on 
the collaboration process between design teams as well as on methods dealing with uncertainties of 
scheduling. Our aim is to define a rigorous framework enabling team managers to check consistency 
of its decisions with the project constraints through a Decision Support System (DSS). This DSS shall 
be supported by a Project Management model that allow the right exploitation of the constraints which 
include classical constraints such as deadlines and available resources but also emerging constraints 
due to the concurrent and distributed nature of product development. 

Chapter 4 introduces our proposals based on the approach defined in the third chapter. It details the 
project management model based on the Constraint Satisfaction Problem. It includes the different 
constraints propagation devices and how these devices are used for validating simulations. It 
describes also the interdependency management process based on this model in order to support the 
collaboration process between design teams. 

Chapter 5 describes the prototype that has been developed based on the project management model 
defined in Chapter 4. It includes the specification of the requirements defined along with actors 
involved in on-going aircraft development projects and the detailed description of each feature of the 
prototype. It also defines the experimentations and validations required to validate our contribution 
operationally. 

Finally, we conclude with some open questions addressed by this project and detail the perspectives 
for a continuation of this initiative. 
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Chapter 1: The context: The 
development of a civil aircraft  

1.1 Introduction 
This research project is focused on the development project of a new civil aircraft for freight 
and passengers transport usage. 

Our work investigates project management techniques related to the design and the 
development of these complex products. Before describing project management problems, 
we have to describe the context in which the work was carried out, in order to highlight 
certain specificities of the aircraft product and the industrial sector. Some of these main 
context-related issues concern the complexity of the product itself and are also related to the 
configuration of industrial organisations. It will also enable us to differentiate the generic 
aspects of our proposals from those that must remain specific to the aviation industry. 

First, we will try to define the complexity of the product itself using some quantitative notions. 
Then we will describe the industrial approach which has led to a unique organisation that 
deals with the product design, manufacturing and integration. Finally, we will study some 
specific aspects of the organisation and architecture of the product system and the project 
related to its development. 

1.2 Aircraft Classification 
Aircraft is a generic term used to designed vehicles that are able to perform atmospheric 
flights. We propose to classify aircrafts by design, propulsion and usage. 

A first classification based on design distinguishes lighter-than-air, aerostat, heavier-than-air 
aircraft and aerodyne. Lighter-than-air aircrafts include non-steering balloons and steering 
airships (sometimes called dirigible balloons), mainly known thanks to the success of the 
Zeppelin. 

Concerning aircrafts heavier-than-air, there are two ways to produce lift: aerodynamic lift and 
engine lift. In the case of aerodynamic lift, the aircraft is kept in the air by wings or rotors 
while with engine lift, the aircraft defeats gravity by use of vertical thrust, like in the case of 
the rockets. 

Another classification can be proposed according to propulsion means. At the beginning the 
different aircrafts built by human had no propulsion. Later on, appear vehicles with internal 
combustion engines. During cold war, both parties made tests with nuclear powered aircrafts, 
nevertheless, due to the problems associated with a crash landing of such an airplane, these 
programs were discarded. Nowadays turbine engines are common propulsion means to 
equip aircrafts for powerful and high-altitude uses. Moreover, and usually for research or 
recreation purposes, we can find human powered aircrafts as well as solar powered aircrafts 
(Figure 1). 

 

http://en.wikipedia.org/wiki/Balloon_%28aircraft%29
http://en.wikipedia.org/wiki/Airship
http://en.wikipedia.org/wiki/Zeppelin
http://en.wikipedia.org/wiki/Vertical
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Figure 1: Human powered aircrafts 

 

Future aircraft developments include hydrogen based propulsion and synthetic kerosene 
issued from vegetables or coal. 

Finally, a classification regarding the usage of the aircrafts can be realised. The main 
classification is between military purposes (such as combat, patrolling, search and rescue, 
reconnaissance, transport, and training) or for civil transportation. In the later category we 
include private usage as well as commercial usage. Some of the civil uses include fire 
fighting, medical transport, surveying, crop dusting, etc. But the most extensive use for 
aircrafts is for freight and passengers transport which include personal travel, business 
travel, or recreation. 

In this document when we refer to the aircraft, we refer to a heavier-than-air vehicle, with 
aerodynamic lift, equipped with turbine engines type propulsion and mainly for freight and 
passenger transport usage. These characteristics correspond to the vehicles designed and 
manufactured by AIRBUS. 

1.3 Complexity of the aircraft product 
Complexity is certainly the first aspect one may think about facing the problem of designing 
and developing a new aircraft. Various research domains have investigated complexity 
[WEBER '05]. One can observe that complexity arises as soon as several items with different 
functions must be connected together and interact inside a system. Actually, the original 
Latin word “complexus” means “twisted together”. 

From a product point of view, different levels can be defined to classify product complexity. It 
can be characterised by the large number of physical items to be integrated with multiple 
connections that might be difficult to control over time (structural complexity). This complexity 
is usually managed through modularisation and product structuring approaches. 

From an activity point of view, process complexity deals with product development activities, 
taking into account items such as design procedures, skills organisation, work distribution, 
decision procedures, etc. Process complexity is generally induced by structural complexity. 
Indeed, products with high structural complexity need usually high number of activities linked 
to different functions and therefore with more probability of being distributed. 

Thus, the development of a new civil aircraft can be considered complex both from a product 
and a process point of view. 
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1.3.1 Product complexity 
A complex system can be defined as a network of interdependent elements, each one with 
its own functions, whose interaction determines the structure and performance of the final 
product [GINO '02]. However, this definition, which covers the notions of complexity and 
interaction, does not in itself enable us to understand some issues inherent to the project 
associated with complex products development. In order to integrate these two dimensions 
(product and project), Hobday, in [HOBDAY '98], lists the critical dimensions of the product 
that reveal its complexity. Based on Hobday’s definition of these critical dimensions, we can 
propose a characterisation of the Aircraft product. 

 
Table 1: Dimensions of Complexity 

  CRITICITY  
  Very high High Medium Low Very low 

Unit cost/Project size      
Product size      
Technological innovation degree      
Software components within      
Components quantity      
Customisation degree      
Architectural complexity      D

IM
E

N
S

IO
N

S
 

Available design alternatives 
quantity 

     

 

One way to control this complexity is to specify a modular architecture. Ulrich, in [ULRICH 
'95], states that an architecture is modular when it “includes a one-to-one mapping from 
functional elements in the function structure to the physical components of the product, and 
specifies de-coupled interfaces between components”. Opposed to the modular architecture, 
the integral architecture “includes a complex (non one-to-one) mapping from functional 
elements to physical components and/or coupled interfaces between components”. This 
definition highlights the fundamental elements that contribute to the complexity of the 
product: 

• The high number of functions the final product has to perform, through its physical 
components. The functions that the aircraft has to perform, as well as those that are 
inherent to the aircraft itself are incredibly varied. In order to ensure that all these 
functions are developed, aircraft manufacturers use the ATA [ATA '99] standard, 
which favours functional and physical breakdowns of the product. These breakdowns 
are also used for aircraft certification. 

• The high number of components to be integrated. For example, an aircraft from the 
Airbus range contains four million parts (e.g. the A380). While the manufacturer’s 
main concern is the development, manufacture or supply of these parts, it must also 
ensure that the physical components perform the functions of the final product. A 
distinction between physical and software elements is generally observed. The former 
may involve various specialities (mechanical, electromechanical, electricity, 
hydraulics, etc.), while the latter is composed only of computer code. 

• The interfaces that govern the physical interactions between components. During the 
development of a complex product, management of these interfaces is very strategic, 
because the design and manufacture of dependent systems can be allocated to 
different entities within the organisation. Interfaces development is therefore at the 
centre of cooperation between the various actors in the company. 
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• The size and dimensions of the product. These factors lead to the production of a 
limited series of aircraft, due to the production costs implied by the size of the 
production infrastructure. Consequently, the risks associated with the decisions 
influencing the production means must be limited because these decisions are 
practically irreversible. Due to its size, aircraft development is seriously constrained 
by the development of manufacturing infrastructure and production schedules. The 
size of A380 for example, forces the parts to be brought to the assembly hall in 
Toulouse in France by sea and ground transportation, rather than by the A300-600ST 
Beluga aircraft used for other Airbus models. 

1.3.2 Process Complexity 
Aircraft lifecycles are rather unusual compared to other industrial products. The product’s 
lifecycle is around thirty years. The manufacturer must therefore ensure, for a period of 
approximately thirty-five years that the aircraft can be operated correctly in service by 
airlines, and meet safety requirements set by regulations. Over the same period of time, the 
manufacturer must upgrade fleets continuously through the integration of engineering 
change request. 

Maintenance and reliability requirements must therefore be integrated into the design cycle 
with a long-term vision. Decisions made during the design phase can affect downstream 
phases of the life cycle, which highlights the importance of integrating – into existing aircraft - 
any technical developments that occur with airlines, in order to build up models and 
knowledge that can be used during the design phase. 

 

 
Figure 2: Airbus Aircraft Lifecycle 

 

If we look at the development cycle of a new aircraft (Figure 2), we can see that the cycle 
may vary depending on whether the aircraft under development is an adaptation of an 
existing model or an entirely new reference. Depending on the case, the development cycle 
can last for 4-5 years (in the past, the product development cycle was around ten years and 
it expected to decrease significantly in the future). This exceptionally long development time 
is due to the complexity of the product and will involve a costly project management system 
requiring the allocation of a high number of resources. The risk associated to the high level of 

http://en.wikipedia.org/wiki/Toulouse
http://en.wikipedia.org/wiki/France
http://en.wikipedia.org/wiki/Airbus_Beluga
http://en.wikipedia.org/wiki/Airbus_Beluga
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initial investments for this kind of project must therefore be controlled to maintain the 
company’s competitive advantage  

1.4 The industrial organisation and its environment 
The objective of any civil aircraft manufacturer is to control the complexity of the product in 
order to tackle different market segments. As we will see in this chapter, this challenge has 
repercussions on the company’s configuration and the distribution of development activities 
within the organisation. 

1.4.1 Segmentation of the civil aviation market 
The aviation market is generally broken down into four categories: aircraft of over 100 seats, 
corporate or regional aircraft of under 100 seats, the engine market and the market linked to 
the so-called aircraft MRO (Maintenance, Repair and Overhaul). In addition, we often refer to 
markets related to important aircraft subassemblies, such as avionics. 

The 100 seats+ aircraft market is closely linked to the air traffic market for long journeys. This 
is the market that corresponds to the aircraft manufacturer on which our study is based 
(Airbus). 

The market for aircraft of less than 100 seats corresponds to regional transport needs. Such 
aircraft offer limited capacity and range, since they are not designed to link up inter-
continental hubs, but rather secondary airports, and are mainly aimed at business 
passengers. 

The two main market leaders are not competing on this segment. Because the range of such 
aircraft is limited, and the airlines are generally smaller, the choice of engine is different from 
that of the 100+ seat segment. Engines are supplied to the manufacturer for a given aircraft. 
However, the engine is selected by the final customer, i.e. the airline. Up to now, engine 
sales were governed by two trends: airlines’ desire to harmonise the engines selected within 
their fleet in order to minimise maintenance costs, and the choices proposed by the 
manufacturers. Recently, we have seen that airlines are prepared to diversify their choice of 
engines, whilst continuing to favour certain types of engine.. To sum up the situation rather 
loosely, we can say that the engine market is evolving in the opposite way to the MRO 
market, and that it is benefiting directly from the increase in sales of new aircraft. 

The MRO market is dominant in this industry where product lifecycles are exceptionally long. 
The first Boeing 747, introduced in 1968, is still operational, for example. Thus, the main 
MRO customers are aircraft owners and operators. This market depends heavily on the 
number of aircraft in operation and the obsolescence of older aircraft, which are heavily 
constrained by safety regulations and prohibitive maintenance costs. For this reason, it is 
often more economical and less risky for an airline to invest in a new aircraft. 

1.4.2 Market expectations and management of the offer 

1.4.2.1 Modularity of ranges and products in the aviation sector 

While modularity enables a significant reduction of product’s complexity, its main purpose is 
to differentiate the types of aircraft offered, whilst maintaining an homogenous catalogue. By 
modularising its offer, the manufacturer can offer diverse products while taking advantage of 
major-scale production savings, and maintaining a consistent offer with respect to its 
customer airlines. Modularity can be observed at several levels and according to several 
points of view. 

For passengers transport, airlines’ demands are based on two major characteristics: the 
distance to be flown and the number of passengers. From the manufacturer’s point of view, 
the objective is therefore to develop an offer of products that can cover all of these needs, 
whilst taking into consideration the existing offer of its competitors. 
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To manage a wide variety of needs while minimising production costs, the concept of product 
platform has appeared in the aircraft industry. A platform is called family and can be further 
customised through the options modularity.  

While modularity enables a reduction of product complexity, its main purpose is to 
differentiate the types of aircraft offered, whilst maintaining a homogenous product portfolio. 
By modularising its offer, the manufacturer can offer diverse products while taking advantage 
of major-scale production savings, and maintaining a coherent offer with respect to its 
customer airlines. 

Modularity can be observed according to two points of view. On the one hand, by defining 
product families within a range and on the other hand by defining standards and options. 
Product family type modularity involves defining the common characteristics that link the 
products in a manufacturer’s catalogue. It refers both to the characteristics of the “mission” 
that the aircraft has to fulfil and to the resulting configuration and technological choices 
(Figure 3). 
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Figure 3: Airbus Family 

 
For an airline, the definition of product families enables a reduction in the number of training 
hours for pilots and crew and an optimisation of aircraft maintenance and repair procedures 
[AIRBUS '03, KLANSNIC and DITTENBERGER '81]. 

 For a manufacturer, extending a family with a new program might be considered as a re-
engineering process since an existing platform design has to be adapted to a new set of 
requirements. Managing the consistencies between different sets of requirements with 
different rationales has to be taken into account during the estimation of a new program 
design lead-times. On the contrary, reuse of existing design may reduce these estimations 

Baselines and options are two features of modularity which provide some flexibility in their 
offer with respect to the needs of airlines, particularly as regards the cabin configurations 
offered and their layout, and the choice of engine. Whilst trying to meet these diverse needs, 
the manufacturer must ensure that its proposals remain profitable. It therefore defines an 
aircraft according to a standard (or baseline), which is then enriched with options, and adds 
the engine selected from the list of choices [AIRBUS '01a]. 

Consequently, two aircrafts produced by the same manufacturer are rarely identical, except 
when an airline orders an entire fleet. And yet, the manufacturer has to manage the 
development planning of the different aircrafts taking into account their specificities and 
dealing with the modifications requested during the definition phase. Consequently, several 
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schedules related to different aircrafts definition need to be managed in parallel. The duration 
of the activities linked to the definition of the standard parts will reduced at the same time as 
the firsts aircrafts are developed. Nevertheless, the duration of the activities linked to the 
definition of new options could be critical activities during the development of a new version 
of an aircraft whose standard parts has already been defined.   

1.4.2.2 Competition criteria 

The modularity of the offer is not the only competitive criteria between aircraft manufacturers. 
Other criteria have now become important when defining a commercial offer. 

Some of these have led manufacturers to develop new products, of improved quality, more 
quickly and less expensively. This strategy is better known in the aviation industry as “Better, 
Faster, Cheaper” [MURMAN, et al. '00]. It has been adapted and used as a motto by a major 
European manufacturer, which chose to launch one of its new aircraft with the slogan: 
“Longer, Larger, Farther, Faster, Higher, Quieter, Smoother.” This slogan partly translates 
the demands of airlines, around which the competition between manufacturers is based 
(Figure 4). 

 

 
Figure 4: Competition Criteria 

 
We present three criteria in order to identify the repercussion that these criteria has on  new 
aircraft design activities. 

First, manufacturer has to deal with the performance criteria which are mainly reflected by 
the reduction of weight and the drag. Performance criteria also include environmental 
constraints that include the reduction of emissions and noise. These constraints oblige the 
designers to work more closely to teams in charge of aerodynamics studies, new materials or 
engine manufacturer. As soon as a designer has the first sketch, aerodynamics studies will 
work on it in order to propose modification. These exchanges will follow during the definition 
phase, converging together into a efficient design. From a resource point of view, it must be 
stressed the fact that designer are usually allocated exclusively to the development of the 
new aircraft while the members of the aerodynamics studies teams and experts on new 
materials can work for different programs and research projects. 

Secondly, manufacturer must deal with the cost of the product acquisition and use. For 
airlines, the cost of acquiring an aircraft or fleet can be prohibitive and considerably risky. 
This is justified if the airline goes on to make a profit on the routes on which the product is 
used. The profit margins will depend greatly on the conditions and running costs of the 
aircraft, the aim being to ensure that the aircraft is operational as often as possible, at the 
lowest possible cost, without compromising passengers’ safety. In order to remain 
competitive, a manufacturer must try to reduce the acquisition cost of its product and 
rationalise the design and production phases.  
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During the definition phase numerous trade off will deal between the cost for the airlines of 
the product acquisition and use, and the cost for the manufacturer of the product 
development. The allocation of extra resources during the definition phase can lead to an 
even better product from a running cost point of view (easier to realise maintenance 
activities, etc). Nevertheless, extra resources allocated to the same program can lead this 
program become less competitive and affect the development of further programs. 
Therefore, even if technically, the allocation of more designers seems justified, financial 
constraints can impose tight constraints on resources allocation.. 

1.4.3 The Extended Company 
Sharing of design and manufacturing tasks according to a negotiated product breakdown – 
also known as “worksharing” – is one of the means at the manufacturers’ disposal to deal 
with the complexity of the product whilst respecting an industrial logic that guarantees the 
profitability of the organisation. This strategy enables us to designate an entity responsible 
for a part of the aircraft (a geographical zone of the aircraft and a series of functions, see 
Figure 5). Although this is often adopted for historical reasons linked to the construction of 
the industrial aeronautical organisations, it remains effective.  

 

 
Figure 5: Worksharing of A380 aircraft 

 
The major challenge of this strategy is to define accurately the product breakdown and 
identify clearly the industrial skills of each partner, in order to ensure a logical sharing of the 
tasks and the final integration of the product. Worksharing, coordination of activities and 
steering of the final integration are usually managed by the program management team. This 
team is also responsible for defining the management rules and the constraints linked to the 
interfaces between different subsystems. 

Thus, development of a new aircraft is the result of numerous interactions between the 
program players, whose roles and activities can be diverse. This challenges the traditional 
model of the industrial organisation and introduces in its place the extended company model. 

At present, the extended company does not only include the players involved in the 
organisation but also integrates external partners such as subcontractors. Since the 
boundaries of the organisation become difficult to determine, the extended company model 
considers all the players involved in the development project as a single organisation. 

Although this phenomenon can be observed in most industrial organisations, the 
development of the extended company within Airbus is of a particular nature, as it is based 
on a series of organisational changes, which require further explanation. 
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1.4.3.1 Development of the extended company within Airbus 

At the start of the 1970s, the first Airbus program – the A300/A310 – relied on the skills of 
major companies within the European aeronautical sector. Based on a modular breakdown 
philosophy, each partner was made responsible for the development and production of one 
or more of the aircraft subassemblies. 

The product breakdown and the sharing of activities led to the development of specialised 
skills and knowledge for each partner. The specialisation of the partners (and that of their 
sites) occurred at two levels: a specialisation in terms of subassemblies, based on the 
technical homogeneity of the product, and a specialisation in terms of skills (machining, 
sheet metal work, composites, etc.). By recognising these specialities, the organisation 
avoided duplicating its industrial means, improved the utilisation rate of its manufacturing / 
assembly stations and developed specific skills, while minimising the number of trips 
between sites. 

During the 1970s, in order to avoid any disparity in the allocation of resources, and above all 
for commercial reasons, the partners decided to centralise the commercial function, rather 
than allocate it to one partner in particular, which led to the creation of the AIRBUS GIE 
(Groupement d'Intérêt Economique in French, which is a category of Joint Venture)  

Gradually, with each new program, the AIRBUS GIE became more autonomous and was 
able to resolve complex problems involving technical and commercial variables. 

In addition, the GIE was able to reinforce the partners in their specialisations, by establishing 
itself as the program architect, capable of sustaining an overall approach to the production 
organisation. Such an approach also required perfect knowledge of the product at the 
interfaces between partners. 

When the AIRBUS integrated company was created, this role of architect-integrator was 
reinforced, while the partners conserved the same responsibilities as previously. However, 
the interfaces between the organisations and with the program architects became less and 
less explicit, as each one became a unit within the organisation. This integration (which can 
also be considered as a step towards increased autonomy) was accompanied by an 
outsourcing drive, which saw an increase in the number of development and manufacturing 
tasks outsourced to subcontractors. 

In June 2000 “Airbus Integrated Company” was created becoming a share-based company 
instead of the GIE. 80% of shares belonged to EADS (European Aeronautic, Defence and 
Space) and 20% to BAE Systems. 

In September 2006 EADS bought the shares belonging to BAE Systems and nowadays 
holds the 100% of the parts of Airbus. Last news concerning the participation on Airbus 
includes the possibility of the participation of a Russian company. 

1.4.3.2 Managing a subcontractor network 

The performances of an aircraft manufacturer currently depend partly on the subcontractors’ 
network it relies on. For the development and production of the Airbus A380, for example, 
70% of the activities have been carried out by the subcontractors’ network. From the 
contractor point of view, the players in this network can be classified into certain groups 
[ACHA, et al. '01, TALBOT '01]: 

• Firs level subcontractors. These are designers and assemblers of complete systems, 
often known as multi-skill equipment manufacturers. They have resources and skills 
that may be quite far from those of the aircraft manufacturer but which are 
nonetheless essential for the product of an aircraft (landing gear, air conditioning 
systems, etc.). This position gives them a certain weight with regards to negotiation, 
since the work allocated to them by the aircraft manufacturer does not represent their 
only source of activity. They are in direct contact with the contractor over a fairly 
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stable period of time, which allows for sufficient return on the investments made. The 
rules of “design and build” subcontracting are fully applicable in this case, apart from 
the fact that the equipment manufacturers often retain intellectual property rights for 
the products they design. Since the purpose of these rules is also to enable increased 
transfer of risks and workload, designers/assemblers of complete systems seek to 
apply the same rules to their own subcontractors, known as “second level” 
subcontractors. 

• Second level subcontractors. These are suppliers of equipment for complete 
systems: they have recognised skills in the production domain but not as regards 
design capacity. In this respect, we may refer to “full production subcontracting”, 
given that research and development activities are not delegated. Eventually, these 
subcontractors will interact only with the first level subcontractors, but at present they 
still have some contact with the Principal – i.e. the aircraft manufacturer. 

• Third level subcontractors. These are usually subcontractors with a limited capacity 
that work to order. It refers to traditional subcontracting that is linked to the industrial 
climate. They are usually in contact with the first and second level subcontractors and 
rarely with the aircraft manufacturer. However, the latter retains control over these 
subcontractors, as each company must receive an approval before it can enter into 
contact with the first and second level subcontractors. 

According to this breakdown, the aircraft manufacturer, in its role as Principal, can be seen 
as the program architect, responsible for outsourcing certain elements of the program. It 
divides the product into units that can be developed or produced by different components 
within the organisation, and decides to outsource certain others to the subcontractor network. 
Its objective is therefore to ensure that the product breakdown is pertinent, and that the 
outsourced work is of the highest possible quality, so that the final product integration is a 
success. 

1.4.3.3 The extended company and development of a new aircraft 

If we focus on the development process for a new aircraft, the “extended company” 
configuration can present some problems. Coordinating the development activities 
associated with one or more assemblies of the aircraft or final product involves: 

• Sharing the work accurately. 

• Defining exchange procedures 

• Implementing common development tools 

• Synchronising activities to enable an on-time begin of the downstream activity  

• Setting up a common information baseline to ensure that all the players can access 
correct, up-to-date information 

• Managing the interfaces between systems whose development has been delegated 
to different partners or subcontractors 

• Supervising development activities that concern structural activities and activities 
related to electrical and mechanical systems development. 

Therefore, exchanges and interfaces between different actors of the extended company and 
their management taking into account time constraints, becomes a key issue for the 
development of a new aircraft. 

1.5 Aircraft project structures 
In the preceding chapter we have shown the reality of the extended enterprise encompassing 
a subcontractor network. 
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In the following we will focus on the Airbus Company, where this study has been realised. 
The scope of our study will not cover the different subcontractors. 

As we will se in this chapter, in order to deal with the complexity of the product, different 
structures are defined related to the product, process and the organisation. 

1.5.1 Organisation Breakdown Structures (OBS) 
Inside Airbus, the organisation is characterised by a matrix organisation structure. On one 
hand activities can be hierarchically decomposed by into functions and knowledge domains; 
on the other hand a hierarchical decomposition describes the various programs and 
products. 

 
Figure 6: A matrix organisation structure. 

 

Therefore, any actor working in an Airbus program will also belong to a functional hierarchy 
and a program hierarchy (Figure 6). 

The balance between the two hierarchies evolves, enabling the company to be more efficient 
in new aircraft developments without loosing the knowledge of each function. 

At the beginning of our project, Airbus modified this organisation in order to organise the 
enterprise in a more product oriented way, focusing the main subsystems of the aircraft and 
merging the different functions inside this centres. 
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Figure 7: Previous Organisation Breakdown Structure 

 

In Figure 7, we can see the former organisation where we can notice that Engineering and 
Manufacturing functions remain still separated. 

 
Figure 8: New Organisation Breakdown Structure 
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In Figure 8, we see the new organisation a new concept called Centres of Excellences (CoE) 
was introduced. The Centres of Competence (CoCs), set the Strategy, Standards, Policies, 
Methods, Tools, Skills in Design Work. Within the CoCs, the domains are the owners of all 
engineering disciplines and are responsible from the general functioning of individual 
processes. The Centres of Excellence (CoE) concept was proposed to model a transnational 
integrated organisational entity that interfaces Engineering and Manufacturing with Programs 
for all aircraft Programs in development or in serial phases. 

The Centres of Excellence use the resources and capabilities of the Centres of Competence 
in conjunction with Programs. Each Centre of Excellence defines the need for and 
establishes the engineering grouping in order to: 

• define the architecture of its section of the aircraft 

• select the standards, tools, processes and methods 

• integrate the Non-Specific Design Work (NSDW) and the Specific Design Work 
(SDW)1 

• ensure the section design is harmonised 

• ensure the design is manufacturable 

• ensure the maintainability 

• produce the manufacturing pack 
 
This new organisation influenced the way schedules were built as we will see in this chapter. 

On the other hand, if we focus on a program, we will identify different managerial levels as 
shown on Figure 9: 

 
Figure 9:  Program Organisation 

 

                                                 
1 See 1.5.3 

 
 Level 1: Program management. 

 
 Level 2 : ACMT (Aircraft Component Management Teams) 

 
 Level 3 : CMIT (Component Management and Integration Teams) 

 
 Level 4 : CDBT (Component Design and Build Teams) 
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In this document we will propose a simplified view of this hierarchy. We keep only three 
levels: the program level, the managerial level and the design level. This last one 
corresponds to the CDBT level, which is the “working level” formed by design teams. In fact, 
CDBT include an engineering staff but also members of manufacturing and other functions. 
Therefore our “design team” definition seams is then an approximation of the real entity 
instances of this level. This approximation is acceptable since the scope of our project 
addresses only engineering practices. We will then use the term “design team” from now on. 

In the case of the A380 program, the Organisation Breakdown Structure has been mapped to 
the Product Breakdown Structure, described in the next chapter. 

1.5.2 Product Breakdown Structures (PBS) 
The Product Breakdown Structure is a tree structure including the different subsystems that 
form the product. We can classify these subsystems into “End products “ and “Enabling 
products” [GEIA '03]. 

While the former is the aircraft itself, the later deals with the systems associated with 
manufacturing/production, test, other stakeholders’ deployment/installation, training, support, 
and disposal (including disposal) processes enabling product including enterprise capacities 
(facilities, equipment, tools, and staff) to accomplish these processes. Enabling product 
baseline documents include a wide range of documents that could include manufacturing 
plans, supportability planning, supply documentation, manuals, training plans, test planning, 
deployment planning, and others [DOD '01]. 
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Figure 10: “End products“ and “Enabling products” of an aircraft program 
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Figure 10 describes the complete PBS of an aircraft program detailing the end product part. 
As we have already seen, in last Airbus programs the organisation of the teams has been 
mapped onto the product breakdown structure. From a scheduling point of view, this change 
has introduced new type of schedules including different functions information and 
presenting more explicitly the simultaneous tasks performed by different functions 
responsible for the same subsystem. 
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Figure 11: Product Breakdown Structure of an aircraft program 

 

1.5.3 Work Breakdown Structure (WBS) 
The Work Breakdown Structure is a hierarchical tree that includes the tasks to be done 
during the project. It is a fundamental representation in order to begin the schedules 
definition as well as to define the scope of each team. The goal of a Work Breakdown 
Structure is not to define all the actions that are needed to undertake during the project but to 
exhibit their outputs, in order to ensure the completion of the final product. 

In the case of Airbus two types of documents characterize the WBS. On the one hand, the 
worksharing documents, which define the distribution of design activities between different 
teams.  This include an accurate description of the subsystems and the scope of each team 
as well as the list of the outputs linked to the design supports, assigning each output to a 
team. On the other hand, tree structures will represent schematically the logic of the design 
and manufacturing activities. The leaf nodes of these structures are composed by Work 
Packages (WP), which represent a collection of work actions necessary to create a specific 
output.  

In some cases each team defines its scope colouring the tasks of the tree structure that are 
responsible for (see Figure 12:). 
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Figure 12: Work Breakdown Structure of an aircraft program 

 

Design activities can be separated into two categories. On the one hand the Non-Specific 
Design Work (NSDW), which are activities linked to overall design of the system and which 
include the studies related to aerodynamics, materials, fight physics, etc. And on the other 
hand, the Specific Design Work (SDW), which are activities directly related to the definition of 
a subsystem or part of the product. WPs related to NSDW assemble the activities in the 
scope of the functions not directly related to the design process, while WPs related to SDW 
correspond partially to the subsystems that are defined in the PBS. Some of the WPs related 
to SDW include the integration of a transversal subsystem. This is the case of the 
subsystems that are included in each of the structural parts of the aircraft. Electric cables or 
pipes for different usage are good examples of this case. Considering a team who is in 
charge of the development of these pipes and another team who is in charge of the 
development of a structural part of the aircraft; the later will be responsible not only for the 
WPs related to the definition of the structure, but also for the WP related to the integration of 
the pipes in the structure. Consequently, two teams belonging to different branches of the 
OBS, will need to cooperate in order to integrate efficiently two subsystems of the final 
product. 

1.6 Conclusion 
Contextual analysis has highlighted the complexity of the product and the development 
project associated with it. In a market that is sensitive to variations in the economic 
environment, and subject to fierce competition, aircraft manufacturers have to exploit their 
experiences and all the skills at their disposal in order to introduce a new aircraft in a short 
time period whilst maintaining their profit margins. 

While this challenge raises important technical problems, it also has an impact on the 
configuration and on the performance of organisations. The development and production 
processes for a new aircraft rely on a real network of partners and subcontractors, led by the 
manufacturer. An organisation based on the “integrated company” type has therefore been 
replaced by an “extended company” structure. 

Taking into account the complexity of the product and this specific configuration of the 
organisation, project management system will need to deal with high number of resources, 
numerous detailed activities to be scheduled, coupled together by interdependencies, which 
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causes numerous dynamic interactions between different teams. These aspects concern 
above all the design activities of the new aircraft development. 

In the next chapter, we will go deeper into the characteristics of the design activities in order 
to understand the resource and the time constraints that influence the scheduling of these 
activities. 
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Chapter 2: Managing design activities of 
a new aircraft development 

2.1 Introduction 
As we saw in the previous chapter, development lead times are particularly long for an 
aircraft and it is crucial for the organisation to search for time savings at the various phases 
of this aircraft’s lifecycle. The first objective of this chapter is to understand the design cycle 
for an aeronautical product which has been, for the past ten years, widely influenced by the 
concurrent engineering (CE) paradigm. CE aims to take benefit from opportunities of the 
parallel scheduling of activities implying distinct resources in order to shorten the overall 
duration of the design process. Analysing the design process will also highlight the issues 
linked to management of the product’s informational heritage which consists in different 
documents exchanged between design teams. Before proposing a diagnosis, any 
improvement or any new tool, it has been necessary for us to observe the current scheduling 
practices focusing on the schedule management process and the description of the different 
schedule supports used by a variety of actors during design. We will stress the difficulties 
and the needs faced by these actors when scheduling design activities, allocating resources 
and managing data exchanges with other teams. The analysis of these difficulties will enable 
the definition of clear research problem statement. 

2.2 CE: principles and application in the aviation industry 
The AFNOR X50-127 standard specifies that “starting from the needs, the design process 
defines step by step the product that must meet the needs and expectations, through 
successive choices concerning increasingly detailed points” [AFNOR '02]. 

However, as Darses et al states in [DARSES F. '01], there is no predetermined path between 
the expression of needs and the specification of the solution, although solid methodologies 
and procedures can be useful, as can past experience. 

Thus, the design process is not deterministic but aims rather to establish a framework in 
which designers’ work can be managed, and their interactions controlled, whilst meeting the 
schedule constraints. Within this framework, the designers put into practice knowledge, 
procedures and methodologies. 

While in the past sequential design processes enabled companies to respond to market 
needs, currently, models based on concurrent engineering concepts enable companies to 
meet the challenges of the civil aviation market. 

In the late 1980s, the first major principles of concurrent engineering emerged in the 
automotive industry. This development was highlighted by comparative studies, in particular 
that of Clark et al [CLARK, et al. '87], concerning the development processes of new 
products produced by American, European and Japanese automobile manufacturers, in 
order to explain the success of the latter. Part of this work contributed to the success of 
Womack’s study [WOMACK, et al. '91], “The Machine That Changed the World”, which, for 
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the first time, proposed an organisational and project management model that offered a real 
alternative to the traditional principles of sequential, “compartmentalised” engineering. 

While this study brought these new trends regarding the organisation and management of 
development projects into the public eye; the US military industry had already revealed, in 
the early 1980s, certain concepts linked to information management for development 
projects. This initiative, known as CALS (Computer Aided Acquisition and Logistics which 
later became Continuous Acquisition and Logistic Support), presented by the Institute of 
Defense Analysis (IDA) to the Department of Defense (DoD), proposes a strategy concerning 
the management and exchange of electronic data (design, manufacturing and maintenance 
dossiers, etc.) between organisations involved in a military program. The objective of this 
strategy was to improve the management of information flows between players working on 
the same program and, consequently, indirectly promote the concurrent performance of 
activities. The innovation, proposed in the framework of the CALS initiative, is based on the 
implementation of integrated electronic systems for design, calculation and simulation, as 
well as data exchange and management systems enabling all players to access information 
related to the project. CALS therefore dealt with aspects linked to information technology, 
with the definition of exchange standards, before widening its scope to cover methodological 
and organisational aspects. 

2.2.1 Origin of CE 
Trends in product development processes were modified in the late 1980’s when the 
interrelated approaches like Concurrent Engineering [HAUG '93] and Integrated Product 
Development [ANDREASEN and HEIN '87] showed to be powerful approaches for 
maintaining competitiveness. Advantages of concurrency was mainly be illustrated by the 
significantly lead times reductions that some Japanese automobile companies could achieve 
[LARSSON '05, WOMACK, et al. '91].    

In 1988, the IDA [WINNER, et al. '88] proposed the Concurrent Engineering approach as a 
methodological approach integrating the simultaneous development of products and 
processes (including manufacturing and logistics support). This approach takes into 
consideration, from the outset of the project, the product’s lifecycle, from design to use, 
including quality, costs, planning and user needs. This definition is strongly based on military 
scenarios. This is why the word “support” is replaced by “maintenance” in some studies. 

In 1994, the AFNOR chose to favour the term “Integrated Engineering”, which it defines in 
[AFNOR '94] as “an approach that involves the simultaneous taking into account of different 
needs related to different phases of the product’s lifecycle.” This approach implies an 
integrated, simultaneous view of the products and associated processes,. It enables 
developers to take into account, from the start, the entire product lifecycle, from the initial 
expression of the need to the withdrawal from service. 

The important element to retain from these two definitions is the integration, from the product 
design stage, of the constraints from downstream phases of the lifecycle. However, this 
element must not hidde all principles brought by concurrent engineering concept. 

2.2.2 Principles of CE 
The adoption of CE principles by a company has been driven by different factors:  

The first factor is linked to the competition that exists between companies on some markets, 
and the resulting competitiveness factors. For instance in the aviation industry, whose main 
customers are airlines, these factors are the introduction of innovative elements in the design 
of new aircraft or in the aircraft in-service. In this case, it is the link between competitiveness 
and innovation that is highlighted, 
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the pace at which new products are introduced onto the market to meet the expectations of 
airlines. A faster pace over a given period of time ensures that one manufacturer will gain an 
advantage over its competitors in certain market niches. 

Given these issues, and with respect to the two dimensions discussed previously, it is 
possible to envisage the principles of concurrent engineering as affecting three major areas 
that are very closely correlated [PRASAD '95]. 

The first area concerns the organisation and management of the development processes, 
and the scheduling of the design tasks. In a traditional development process, the processes 
and tasks occur in a sequential way. The termination of one task therefore enables the start 
of the next activity. One of the essential concepts of concurrent engineering is the fact that 
tasks and processes can be performed in parallel. This approach means that information that 
is vital to the two tasks must be explicit and correctly managed. Thus, a downstream task 
can begin when the information produced by an upstream task is judged sufficiently mature, 
even before the task in question has not been completed [MARTIN '01]. Such a system 
involves a careful management of the overlap between tasks [TERWIESCH and LOCH '97]. 
Although there is a high degree of uncertainty with this type of management, the clear 
advantage of the approach is linked to the reduction in the number of modifications to be 
dealt with in the development process. 

 

 
Figure 13:  Sequential Vs. Concurrent Engineering [CHLEBUS '98] 

 

Management of the development processes based on the concurrent engineering model is 
therefore centred on task scheduling, coordination of players and information exchange. The 
last point concerns both the players involved in development and those involved in the other 
product lifecycle phases, since these constraints have to be taken into account from the start 
of product design. 



34   
 

The second area reconsiders organisational structures set up for development projects. 
Since effective coordination of processes and high quality informational exchanges are the 
proof of a successful concurrent engineering project, it is preferable to move away from the 
traditional vertical project structure and replace it with autonomous teams with cross-
functional skills [SABBAGH '95]. To achieve these objectives, “project plateaux” have been 
set up, enabling all the players involved in the development of a new product to work 
together in the same place. In this context, the effectiveness of these players and the project 
performance can only be guaranteed if a sufficient decision-making power is left to project 
managers, and if efficient support processes for the plateau are available. This major 
principle of concurrent engineering supports cross functional teams to collaborate across 
traditional functional areas of expertise [WINNER, et al. '88]. A key objective is to “improve 
communication between the many involved people including management, designers, 
product support, vendors and customers” [PRIEST and SANCHEZ '01]. 

Finally, the third area deal with the definition of a single tool to ensure the consistency of the 
information handled during design, while centralising all the viewpoints of different skills 
involved in the process. This problem is now partially resolved thanks to the development of 
“product” information systems and the integration of TDM (Technical Data Management) 
tools which are nowadays deployed as PDM (Product Data Management) or PLM (Product 
Lifecycle Management) software. 

As Françoise Darses highlights in [BOSSARD, et al. '97], “one of the advantages of 
concurrent engineering is that it offers a more valid organisational model with respect to the 
cognitive processes that underlie design activities,” in particular because the proposed model 
takes into account – as early as possible – the constraints to be met by the product. From a 
strategic point of view, these cognitive arguments alone are not sufficient to adopt the 
principles of CE within an industry. 

2.2.3 Application in the aviation industry: implications and results 
If we refer to the experience of the European Aircraft manufacturer, it is possible to identify 
the advantages of such concepts in practice. In 1997, for the development of the 500/600 
version of the A340, AIRBUS decided to move away from an activities-based organisation in 
favour of a more product-based organisation, through the launch of the ACE (Airbus 
Concurrent Engineering) project. Through the integration of CE concepts, the initial aim of 
this project was to reduce development times and costs, whilst ensuring an enhanced 
product reliability at entry into service. These concepts were introduced via the following 
principles [PAPAZOGLOU '01, SCHEIBLE '02]: 

• setting up of a strong management structure led by the program. 

• parallelising of sub-processes and standardisation of repetitive design tasks. 

• setting up of integrated teams (design, manufacturing and support) with common 
responsibilities, located on the same plateau (up to 600 people, including all teams 
and disciplines). The integration of these teams led, in particular, to increased 
consistency between processes, while promoting the flexibility of such processes 
thanks to greater anticipation of decisions. 

• integration of subcontractors into these teams with the definition of a breakdown of 
responsibilities. 

• definition of procedures, methods and databases to be shared by all these teams. 

• definition of a development schedule based around major milestones which, once 
achieved, give rise to a project review. The purpose of these reviews is not to 
establish the state-of-progress of the activities but rather the state-of-progress of the 
product design with respect to the reference configuration or baseline. 
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• definition of a single product information system that is shared by all the players 
involved in the project. The setting up of this product information system promoted 
exchange and communication between players, as well as the development of 
common PDM and CAD tools. Such an information system also authorised the 
reconciliation (homogenization) of the data produced, which in turn enabled 
development of the digital mock-up, of which the graphical component represents 
only the tip of the informational iceberg. 

During development of the 500/600 version of the A340, the introduction of these concepts 
enabled a 25% reduction of the design time with respect to the A340 basic version, and a 
15% reduction with respect to the A320. This reduction contributed partly to the 30% 
reduction in development costs with respect to the A340, which represents a saving of € 50 
M. When the first aircraft went into service, its reliability rate was 99%. But perhaps one of 
the greatest successes of this project is the fact that it advanced the integration of the 
partners of this manufacturer which had been, until then, represented by several different 
entities. 

For the development of the A380, the lessons learned from the A340 500/600 project 
enabled the deployment of more effective CAD and PDM tools that help to ensure the 
consistency of the design and help control the product complexity. 

2.3 Development of a new aircraft 
During development of a new aircraft, the players involved in the program intervene 
simultaneously (Figure 14) according to the objectives that have been allocated to their 
“swim lane”. A “swim lane” is a group of activities dedicated to a specific phase of the product 
lifecycle or specialised according to a type of product sub-assembly. This breakdown helps 
us to identify skills and knowledge networks for each phase of the product lifecycle, and to 
identify the information handled by the players involved in the program. 

 These Activity Lines are as follows: 

• “Overall Aircraft Design (OAD)”: 

• This includes the teams that propose concepts for the definition of new aircraft and 
analyse their repercussions on the mechanics of flight (aerodynamics, performance, 
loads, aero-elasticity, structural resistance, acoustics, etc.). 

• “System”: 

• It covers all the activities related to the definition of electric, hydraulic and other 
devices not included in the structure.  

• “Structure / System Installation”: 

• It consists in all activities related to the definition of the aircraft structure and fixed 
brackets for the installation of the systems within that structure. 

• “Assembly”: 

• It groups all the activities involved in the final product integration and thus uses the 
results of the activities carried out by the industrial activity lines. 

• “Industrial activity lines”: 

• These lines are dedicated to the manufacture and procurement of detail parts and 
tooling; they also relies on the intervention of teams such as painting and wiring. 

• “Customer Support activities”: 
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• They ensure that maintenance requirements are taken into account during the 
development phases; it covers then activities that produce support products (tooling, 
spares, documentation, etc.). 

 

 

 
Figure 14: Skills in the lifecycle 

 

Although these swim lanes can be dissociated, they carry out their work simultaneously. 
However, there may sometimes be more interactions between certain Lines. 

For example, the “Structure / System Installation” (SIS) Line will only intervene once the 
preliminary concepts have been validated by the OAD Line. 

Although some of these Lines intervene throughout the product lifecycle, this study will be 
restricted to the phases from design (Milestone M3) to entry into service of the first aircraft, 
i.e. the end of the development phase (Milestone M13). 

2.3.1 The concept phase 
The concept phase begins after closure of the feasibility phase and includes two important 
sub-phases, further detailed below): 

2.3.1.1 Optimisation of concepts at aircraft level (Milestones M3-M4) 

The objective of this phase is to optimise and fine-tune the concepts defined for the overall 
aircraft in order to establish an initial aircraft configuration during development. 

After this initial configuration, it is possible to make contact with potential customer airlines 
and major suppliers. Thus, at the end of this phase, the following activities will have been 
carried out: 

• study of the operational environment in which the future product will be used and 
gathering of opinions from potential customer airlines  

• establishment of specifications at product level 

• optimisation of the concepts linked to the major assemblies 

• definition of the initial product reference configuration (Product Definition Level 0) 

• first contact with potential suppliers 

M3 M5 M7 M13 M0 

Feasibility Concept Definition Development Series 

Overall Aircraft Design  

Systems 

SIS Assembly 

Industrial activity lines 

Customer Support activities 
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• technologies to be used are assessed as sufficiently mature and available. 

2.3.1.2 Consolidation of the reference configuration by design (Milestones M4-M5) 

The objective of this phase is to enrich the technical concepts related to the initial reference 
configuration, by associating them with information related to marketing, production, 
maintenance, support, certification, costs and recycling of the future product. It also aims to 
detail the specifications, define the risks associated with the project and determine work 
sharing between the different entities of the organisation, with the aim of drawing up a 
technical definition of the product. During this phase, the following activities will have been 
carried out: 

• definition of work sharing 

• definition of the project schedules 

• approval of recurrent and non-recurrent costs 

• second reference configuration made available (Product Definition Level 1) 

• allocation of resources and budgets up to milestone M7 

• approval of the manufacturing concepts 

• definition of the operational infrastructure. 

2.3.2 Definition phase 
During this phase, the product progresses from the “detailed concept” stage to the stage of 
product fully defined by drawings and models. Usually, it includes two sub-phases: 

2.3.2.1 Finalisation of the specifications and commercial proposals (Milestones M5-M6) 

At this stage of the product lifecycle, the complete specifications of the future aircraft are 
available, the commercial proposals have been finalised and the first financial assessments 
of the major suppliers should be available. At the same time, the following activities are 
carried out:  

• production of the detailed definition schedule 

• drawing up of a performance guarantee with respect to the proposed concepts. 

2.3.2.2 Definition of components (Milestones M6-M7) 

Between these two milestones, the detailed definition of the physical product is produced, as 
well as its functional simulation, down to the basic components. Furthermore, during this 
phase, financing of the upstream phases (development and production – milestones M7 to 
M14) is carried out. Contracts are signed with the launch customers. As for the other phases, 
other activities are carried out during this period, such as: 

• product definition made available (Product Definition level 2) 

• decisions made regarding components (produced internally or outsourced) 

• definition of financing and schedules for the development phase of the first aircraft. 

2.3.3 Development phase 
In the aviation industry, the development phase corresponds to the production, assembly and 
testing of the first aircraft. It enables the manufacturer to prepare for series production of the 
new aircraft. However, the actual development phase lasts from milestones M7 to M13. 
While it doesn’t contribute directly to the product definition, some of the players involved in 
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this phase are those of the previous phase. Numerous iterations are therefore triggered 
between these two phases. 

2.3.3.1 Start of manufacturing (Milestones M7-M8) 

At this stage, the manufacturing standards are drawn up to enable production of the first 
aircraft (except for those components that require longer production times, and whose 
production therefore began earlier – centre section 15/21, for example). Consequently, the 
bills of material and the production processes are defined, as are the tooling and machining 
installations. This phase is considered to be complete when: 

• the production-orientated product definition is made available (Product Definition 
Level 3), 

• the production sites are preparing for the manufacturing launch, 

• the aircraft certification program has been drawn up. 

2.3.3.2 Manufacture of components, assembly and testing of fitted sections (Milestones M8-
M9) 

During this phase, the basic components are produced and the different aircraft sections are 
assembled by the company’s production sites. Functional tests are then carried out on each 
section before their delivery to the Final Assembly Line (FAL), according to the schedules 
defined. At the same time, the assembly sequences, capacities and operational rules are 
defined with the final product assembly in mind. 

2.3.3.3 4.2.3.3 Final assembly (Milestones M9-M10) 

When the assembly line and tools are available, assembly of the different sections can begin 
on the FAL (Final Assembly Line), where the engine is also integrated. Once this assembly is 
complete, the various aircraft sections are connected and tested to ensure that the systems 
linked to the aircraft flight controls perform correctly. The aircraft is then partially equipped for 
its test flight and the ground test procedure is available before the first aircraft is delivered to 
the test centre. 

2.3.3.4 Ground tests and preparation for first flight (Milestones M10-M11) 

At the end of this phase, the aircraft is ready for its first flight – with some limitations, to 
ensure that the operation is carried out in complete safety. To this end, all the functional and 
ground tests have been carried out, as have the safety tests. In addition, emergency systems 
and equipment are installed on the aircraft to ensure the safety of the flight crew in the event 
of failure of the aircraft’s vital systems during the tests. 

2.3.3.5 Type certification and check of the conformity with respect to the standard 
specifications (Milestones M11-M12) 

After a flight test campaign, a type certification request can be made to the Authorities. To 
obtain this certificate, the manufacturer must provide a complete set of information, 
containing: the production documents and inspection procedures, the technical, maintenance 
and repair manuals. At the end of this phase: 

• the aircraft’s standard specifications are available 

• the results of the flight tests are used to consolidate the aircraft’s basic configuration  

• the aircraft’s maintainability is demonstrated 

• the aircraft is certified by the Authorities. 

The progress of the different phases involved in the development process of a new product is 
based partly on the development, negotiation and validation of the models that describe the 
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artefact being designed. They are considered as informational supports, at the centre of 
cooperation between the players in the extended company. We describe the most important 
of them below. 

2.4 Informational supports for the development of products using concurrent 
engineering 

During the development of a new aircraft, numerous models are generated to describe the 
product configuration at a given moment in its lifecycle from a particular point of view (Figure 
15). These models form part of the product’s informational heritage that must be manage in 
configuration. 

 

 
Figure 15: Aircraft Models 

2.4.1 Formalisation of potential technical solutions (design principles) 
There are often several solutions to a given problem. The design principles are used to 
propose several solutions for each problem and to enable the selection of the best solution 
from a technical and financial point of view. There are two types of design principles: generic 
design principles and specific design principles dedicated to a given program. Generic 
design principles can be divided into three categories: 

• those related to the technologies used: materials, assembly techniques. 

• those related to the product architecture: study of the certification regulations, position 
of the main sub-assemblies (LG, wings, engines, etc.) 

• those related to the detailed design (geometry of the components, without specific 
dimensions) 

The design principles are essentially design drawings for a zone, produced using CAD. 
Depending on the state-of-progress of the project and the elements available, the design 
principles can be 2D drawings (splicing design) or 3D models (routing design). Depending on 
the activity in question, these models can be used in different ways, as follows: 

• the “Design / Engineering” activities will use them mainly for modelling of elements or 
assembly modes, 

• the industrialisation activities will use them to analyse solutions, identify and 
determine the parts that have a long production cycle and anticipate procurement, 

• the program will use them to validate the selected solutions. 
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2.4.2 Equipment specifications with space allocation (Structures and System 
Installations) 

These specifications actually consist in two documents: the system installation specification 
(SIS) and the installation dossier (ID). The first document is a contract drawn up between the 
system designer responsible for a given equipment item and the equipment installers. It 
defines the initial volumes as well as the equipment’s general and specific criteria. This 
document is drawn up by the system designer and is used as a basis for the equipment 
mock-up. It contains: 

• the equipment space allocations and its environment (accessibility, maintainability, 
etc.) 

• the overall dimensions of the equipment  

• the frontier drawing with the dimensions 

• the equipment configurations for flight testing. 

Thus, we can distinguish four main actors that handle this type of model during equipment 
development: 

2.4.2.1 The system designer 

The system designer is responsible for the equipment specifications. The role of this player is 
to: 

• determine the basic equipment design choices, which are used to decide the initial 
overall dimensions. 

• coordinate the mock-up activities between the equipment mock-up designer, the 
system installers and the equipment suppliers, 

• validate the equipment installation. 

2.4.2.2 The equipment mock-up designer 

The equipment mock-up designer shall: 

• produce the 3D mock-up related to the equipment installation based on the 
installation specification 

• study and propose installation solutions 

• resolve, with other partner  working in the same zone, any installation problems 
(interference, conservation, etc.) 

2.4.2.3 The system installer 

The system installer produces a mock-up of the hydraulic pipes, the electrical harnesses, the 
mechanical controls, etc. that are linked to the equipment). 

2.4.2.4 The structure installer  

The structure installer produces a mock-up of the structure in the zone where the equipment 
is installed. 

2.4.3 Taking into consideration support requirements during aircraft 
development 

The idea of this approach is to express, fully and efficiently, during the early design phases, 
the constraints and requirements of the customer airlines as regards the support of their 
future aircraft. It guarantees to the airlines that their product will be delivered with maximum 
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availability, economical to use and maintain, whilst complying with all the safety 
requirements. These requirements and constraints are formalised in the form of 
specifications that can be used by any people involved in engineering. 

2.4.4 Definition of the product shape and baseline (Master Geometry mock-up) 
The Master Geometry mock-up is developed to have an overall vision of the aircraft’s 
theoretical references. It is the official reference for external profiles and geometrical 
references. Consequently, it combines all the external forms of the aircraft, the main 
geometrical references (references of frames, stringers, ribs and spars, major interface 
points, etc.) and all the associated items. These reference elements are produced in wire-
frame or surface mode. Since it defines the aircraft references, this mock-up can be used by 
a large number of actors in the development process, including those responsible for 
aerodynamics, structure designers, toolmakers, etc. 

2.4.5 Space allocation for definition of components (Space Allocation Mock-up) 
The space allocation mock-up is created in order to have an overall vision of the aircraft 
represented by simplified volumes. It therefore represents a complete theoretical aircraft with 
its structure and systems, according to a homogeneous representation (simplified solid) 
based on the solutions proposed by the design principles. 

The space allocation mock-ups can be used by several activities: 

• “design / structure” activities 

• “design / systems Installation” 

• activities linked to support engineering 

• activities linked to industrialisation 

2.4.5.1 The “Design / Structure” activities 

“Design / Structure” activities can use the space allocation mock-ups in order to: 

• Represent, in a simplified volume, the essential parts of the structure (main envelope) 

• Define the bases of the interfaces. 

2.4.5.2 The “Design / Systems Installation” activities 

“Design / Systems Installation” activities can use the space allocation mock-ups in order to: 

• make a preliminary ergonomics study: ergonomics of the cockpit, access to 
equipment, etc. 

• pre-install the overall system volumes, integrating the circuit segregation rules and 
their different physical properties 

• check any interfaces between the systems 

• pre-install, in a simplified way, the main routings (electrical, hydraulic, pneumatic) 

2.4.5.3 The activities linked to support engineering 

These engineering activities can be used in order to: 

• Validate the logistics support objectives 

• Simulate the maintenance tasks (removals, general maintenance). 



42   
 

2.4.5.4 The activities linked to industrialisation 

The activities linked to industrialisation can be used in order to simulate the possible section 
breakdowns and plan the final assembly tools. 

The space allocation mock-up is usually validated during meetings known as “design 
reviews”. 

2.4.6 Management of interfaces (frontier models) 
A frontier model defines the responsibilities at the frontier between two sections of the aircraft 
that are placed under the responsibility of two different units within the same organisation. 
These models can be considered as contracts between two units of the organisation. They 
are therefore used as references for the validation of definitions, as support for the 
industrialisation definition and as references for the analysis of assembly problems. To 
ensure they can be used effectively during development, the frontier models must contain 
certain information, such as: 

• the final functional requirements of the product 

• the detailed design at the frontier (detailed design principles) 

• sharing of responsibilities 

• physical baselines (accessible for measurement after assembly) 

• the functional dimensions of the various batches that constitute the aircraft 

• sharing of tolerances 

• provisions for drilling, assembly, etc. 

• definition of the space reserved for installation and removal of spare parts (key 
dimensions) 

• adjustable parts and the values of their gaps if applicable 

2.4.7 Representation of the aircraft, defined through the geometric reference 
mock-up and the definition dossier (DD) 

The product’s progress in its definition phase leads us to replace the initial models 
represented by the space allocation mock-up by definitive part models. This advanced 
representation of the product is called the geometric reference mock-up. It provides a 
geometrical representation of: 

• the detail parts (parts models, used for production of parts drawings) 

• the assemblies (with the tree enabling representation of assembly drawings) 

Once validated, the geometric reference mock-up constitutes the geometrical baseline of the 
definition dossier (DD). A DD is produced for every aircraft by the Design Office, prior to its 
manufacture and assembly. To be complete, the dossier must contain three drawing sets 
and all the modifications that have been made to the aircraft in question. These drawing sets 
are: 

• The mechanical drawing set provides the mechanical definition of all the detail parts 
and the assemblies, with their accompanying parts lists. Also distinguishes between 
standard and non-standard parts and provides indications concerning the installation 
of the different items. 

• The electrical drawing set  provides the definition of all the systems, installations and 
electrical circuits. Also contains the definition of all the harnesses, cables, relays and 
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terminal blocks. The drawings it contains are therefore principle and wiring diagrams 
accompanied by the list of equipment used. 

• the equipment references (purchased, outsourced, etc.) that are to be installed on the 
product. 

The development of the product via the creation and successive collaborative fine-tuning of 
the models involves defining and implementing a strategy for managing the product’s 
informational heritage. 

2.5 The scheduling of design activities 
Development of the aircraft’s various subsystems can be placed under the responsibility of 
several entities within the extended company. However, the aircraft manufacturer must 
ensure that these developments are coherent, bearing in mind the final product integration. 

In order to schedule the definition of the different design information support developed in the 
framework of the development of each subsystem, a specific scheduling management 
process is deployed based on different types of schedules. 

By setting up such a process and the resulting mechanisms, the manufacturer should be 
able to: 

• supervise the progress of the design process for a complex product. 

• guarantee managers access to coherent, up-to-date information concerning internal 
and external subsystems progress. 

• check that, during the design phase, the product development is consistent with 
customers’ expectations (internal and external customers). 

• enrich and control the product’s informational heritage over time. 

2.5.1 Different levels of schedules 

2.5.1.1 The master schedule 

The master schedule at project level shows the majors phases, activities and events of the 
project, compliant with the project delivery target. These phases are cascaded down to the 
relevant lower levels to define the lower level master schedule. Each entity of organisation 
has its own master schedule compliant with the upper level master schedule. 

The aim of the master schedule is to identify and communicate throughout the project team 
the overall project time objectives. The master schedule is limited to: 

• major phases 

• major Activities 

• main products 

• main interdependencies (outputs & inputs) 

The master schedule does not include information on achievement or on progress. The 
master schedule size is typically one page of A4 paper. 

2.5.1.2 The steering schedule 

The steering schedule consolidates the detailed activity and establishes the 
interdependencies between project organisation entities. It provides the baseline for the 
monitoring & and the control of the progress. The target frame of steering schedule is given 
by the Master schedule. 

The steering schedule shall contain: 
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• the milestones of master schedule without changes. 

• the interdependencies milestones. 

• output  deliverables for other teams. 

• the input deliverables requested from other project teams. 

• the internal milestones as halfway milestones with appropriate maturity, useful to 
ensure preventive mode regarding outputs and product issues. 

Interdependencies (outputs, inputs), products and internal milestones shall be clearly 
identified in the steering schedule. 

The steering schedule shall cover:  

• all phases 

• all activities 

• all interdependency milestones (outputs and inputs) 

• all internal milestones  

• all products if relevant detailed schedule doesn’t exist or the main products if relevant 
detailed schedule exists. 

The steering schedule includes all the necessary information  to compare the current status 
and the reference. It is built to allow progress measurement of the activities performed and it 
is regularly updated. 

The resources allocation is sometimes defined in the steering schedules. Nevertheless, 
defining design activities that include the human resources is not a generalised practice. 
Most of the teams prefer to treat the resource allocation problem after the definition of the 
schedule. This point will be discussed later since we propose to improve the quality of 
schedule by taking the resource constraints as soon as possible. 

2.5.1.3 The detailed schedules 

Detailed schedules are specific schedules which could be used at each level of organisation 
to perform the day by day management for their own activities. Usually detailed schedules 
are mainly used at the lowest level of the organisation. 

Detailed schedules are used to track specific work products, for example the design 
principle, project drawings, the worksheet realisation in line with the schedule requirements 
as defined in the relevant Master schedule. Detailed schedules include all details necessary 
to compare the current progress status and the reference. It is then built to allow the 
progress measurement of the work performed and it is regular updated. A Regular report of 
detailed schedule enables to update steering schedules. 

Detailed schedule shall cover: 

• one or some phases, 

• one or some activities, 

• the entire product linked to specific activities or phases and all relevant internal 
milestones. 

2.5.2 The scheduling management process 
Two major phases define the scheduling process. On the one hand the definition of the 
schedule that will be used to control the project and on the other hand the control or steering 
phase where real progress will be compared to the schedule defined in the first phase. 
Moreover, the first phase can be separated into two sub-phases, a first step that deals with 
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the creation of the first schedules mainly dealing with internal constraints and a second sub-
phase that consolidates the schedule and establishes a schedule consistent with internal and 
external constraints. It is validated by external actors. Therefore, we have separated the 
scheduling management process into three steps: Schedule Built-up, Schedule 
Consolidation and Schedule steering. 

 

 
Figure 16: The Schedule Management Process 

 

2.5.2.1 The schedule built-up 

The built-up step begins by creating master schedules at different managerial levels. The 
major inputs to build the project master schedule are:  

• the project delivery date, 

• the scope of work, 

• the major assumptions. 

•  

The process to build the project master schedule is the following: 

• identification of the critical path. 

• estimation of the duration of critical path activities (based on previous project, entities 
expertise, ratio.) 

• challenging critical path activities’ duration and balancing between others project 
requirements (Costs, Quality & Performance). It includes iterative negotiation 
activities between functions /entities and project stakeholders to define the right 
duration. 

• definition of targets for the project team. 

To build the master schedule of a project team at lower level, the process is similar but the 
first input is the master schedule of the upper level unit. 

Figure 17 illustrates the target cascade process where major milestones are detailed by 
target milestones for lower level project teams. 
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Figure 17: The target cascade process 

 

On the one hand, the major inputs to build the steering schedule are the master schedule 
and the scope of work of the relevant organisation entity. The steering schedule consolidates 
the detailed activity and establishes the interdependencies between project organisation 
entities. It provides the baseline for the monitoring and the control of project status. 

The target frame of steering schedule is given by the master schedule. 

The duration up to deliverables completion depends on the allocated resources. It has to be 
challenged and negotiated with relevant entities, mainly with upper level managers in the 
project organisation. The major input to build detailed schedule is the steering schedule. 

When an activity induces an important number of internal and product deliverables (for 
instance, the definition of some activity induces an important number of drawings), it has to 
be scheduled at the detailed schedule level. But relevant steering schedule shall contain 
milestones to measure the definition progress (25 % drawings done, 50% drawings 
done…etc). 

Once the master, the steering and the detailed schedules have been defined for the lowest 
managerial level, interdependencies at this level need to be negotiated. Indeed, the fact of 
cascading independently the targets might cause discrepancies in the interdependencies 
between two entities belonging to different upper level managerial entity. This exercise 
allows the readjustment of lower level schedules and the possibility to begin the 
consolidation process. 

2.5.2.2 The schedule consolidation 

Once the lower level schedules have been readjusted and all the actors agree concerning 
their interdependencies, the scheduling built-up process can continue up-stream. This step is 
known as consolidation and includes three points. The definition of the steering schedules 
above the lowest level, the authorisation of the different schedules and the initial baseline 
establishment. 

Based on the lowest level steering schedules, upper levels merge the most important tasks 
and milestones in order to define a new steering schedules. 
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The steering schedule includes all the necessary information to compare the current status 
and the reference. It is built to allow progress measurements on the activities performed and 
is therefore regularly updated. 

Figure 18 shows the example of this step in the case of the A380 program. 

 

Figure 18: The schedule consolidation 

 

Targets are cascaded down to the "working" level i.e. program to ACMT/OAD, ACMT to 
CMITs (OAD to domains), CMIT to CDBTs. 

Once the working level (normally CDBTs) develop detailed plans and negotiate 
interdependencies, all involved plans are discussed with the level above (normally CMITs). 
Key milestones will be selected and consolidated into a CMIT Steering Plan together with the 
CMITs management milestones. This Steering Plan therefore becomes the common 
reference between the two levels and will be communicated to the ACMT management and 
others affected by the plan. 

Once the steering schedules are created in each level, project teams among project 
organisation have to ensure that their steering schedule: 

• is validated by the relevant other project  team entities 

• is taken into account & validated by the relevant functions /entities 

• is authorised by the upper level of project organisation 

Finally, a schedule authorisation phase enables the baseline to be established. This action 
consists in:  

• recording all the dates included in master schedule as target date. 

• recording all the dates included in steering schedule as target date. 

• recording all the dates included detailed schedule as target date. 
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2.5.2.3 The schedule steering 

Once a consolidation step is over, we consider that the project is in a running phase where 
basically the real progress can be compared to the baseline. This step is known as the 
schedule steering; the main points are the monitoring aspects and the baseline modification. 
These actions are realised during reviews dedicated to scheduling issues. 

The schedule monitoring is based on: 

• a project progress assessment 

• a periodic comparison  between  achievements &  the  baseline 

• an identification of the relevant corrective actions to build a recovery plan if any 
deviation or potential drift  is identified 

In normal conditions, the project leader organises regular schedules reviews with the project 
team task owners. These reviews are organised with a predefined frequency. Schedule 
review supports the project progress assessment and the recovery plan building. 

The general process in the project progress assessment aims to check the completion of 
each milestone of the previous period. For a milestone, it is usually a binary progress 
definition: 100% achievement is obtained when the milestone is done and 0% in any other 
case. For a task progress, a percentage progress is associated for the ongoing task. 

When a delay is detected by comparing to the baseline, the project leader can decide to 
organise a special meeting to monitor the progress more accurately. These reviews can be 
considered as “crisis” reviews if the project leader considers that the delay can affect the 
global progress of the aircraft development. These reviews are not realised in predefined 
time periods and they usually answers to project leaders daily decisions. During these 
extraordinary reviews, “recovery plans” can be defined. A recovery plan shall include new 
recovery dates with associated description of means and processes. Basically, if a milestone 
is delayed then a recovery date called a “forecast date” shall be proposed. Forecasted dates 
are considered as a strong commitment and shall be realistic and reliable. 

In order to avoid numerous successive recovery plans, it is highly recommended to assess 
the progress of the next period (assessment of future progress) to implement the schedule 
management preventive mode. It enables: 

• to define the potential drifts, 

• to implement early recovery plans. 

Finally, major change events with impact on the main project target dates, involves a change 
of the schedule baseline. A New baseline shall be established, defining new program targets 
and rebuilding the overall master schedule, steering schedules and relevant detailed 
schedules if needed. 

Sometimes, the baseline might be modified. It is the case when the project has a long 
duration, i.e a new aircraft development. In that case, it is difficult to develop the steering 
schedule with the same granularity for all the project phases and especially for the last ones. 
Therefore a steering schedule could be completed as necessary respecting the following 
rules: 

• no change on the master schedule, 

• no change on baseline dates  for the milestones included in the previous issue. 
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2.5.3 Quality Gates (QG) 

2.5.3.1 Definition 

Quality gates aim to avoid a “black tunnel” development and subdivide complex development 
projects into phases with a valuable significance. 

The nature of a quality gate is quite different to that of a milestone. A milestone is essentially 
an absolute time reference, a quality gate always refers to the content-related maturity of a 
project, respectively of a deliverable. 

From a scheduling point of view, quality gates subdivide the global development time horizon 
and create independent and consecutive time windows. Consequently, the scope of a 
scheduling problem is reduced considerably since the problem is divided into smaller ones. 
These phases are created following the criteria associated to the product development 
process steps. For instance if the whole system is estimated to 30-40 months, for a standard 
design team responsible of a subsystem, phases between the quality gates will be typically 
20-30 weeks long. 

Three fundamental characteristics define a quality gate. Firstly, a quality gate is a “rendez-
vous” that synchronizes the processes of different subsystems. It obeys to a systemic vision 
of the project and it helps to highlight the subsystems that need an extra effort in order to 
respect the “drumbeat” of the global development. This issue is especially important in highly 
integrated complex processes, such as for the development of a civil aircraft. 

Secondly, a quality gate is an essential issue for the customer/suppliers relationship. At a 
quality gate, performances agreed both by customers and suppliers at the beginning of a 
phase are assessed with regard to their compliance (quality and completeness). For the 
customer, a quality gate offers the possibility of protecting his own activity against 
malfunctions in the supplier’s activities. On the other hand, for the supplier, the quality gate 
offers the opportunity of safeguarding his own activities to match exactly the requirements of 
the customer’s activities. 

Lastly, quality gates are closely linked to important decisions that may affect the definition of 
the project These decisions concerns either the project itself (in  the case of a go/no go 
decision), or the product, for example when it states definitively the  system architecture 
facing several alternatives. In most cases, it is then necessary to verify if tasks and 
requirements for the next phase are correctly defined taking into account the decisions 
validated at the quality gate. We detail now the general QG process. 

2.5.3.2 The general QG Process 

Quality gates are generically defined for all programs through specific documents. This 
generic definition needs to be instantiated to program specific processes; customer-supplier 
relationships and agreement criteria (see Figure 19). 
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Figure 19: The Quality Gate process 

 

2.5.3.3 General quality assessment 

As shown with Figure 20: Assessment of the deliverable quality, the basic assessment of the 
deliverable quality is indicated by a colour (green, amber, red). This colour scale is 
subdivided in numbers (1…9). 

 

 
Figure 20: Assessment of the deliverable quality 

 

Generally, green status represents a complete fulfilment of the agreement; amber indicates 
that additional actions have to be initiated in order to still reach the quality target. And red 
colour stands for a complete non-fulfilment with corrective actions initiated. 

These statements are based on facts captured from the field and discussed in the following 
section. 

2.6 Selected approach to collect facts from the field 
This paper is based on real industrial case studies provided by AIRBUS The capture was 
articulated around different kind of actions: 

2.6.1 Airbus “Lessons-Learnt” (LL) activities 
We have been involved in the company’s internal LL process that aims to capitalise on 
design practices during the development of Airbus programs. These LL activities have mainly 
been related to the A380 program. We had access to information extracted from 
questionnaires addressed to operational units’ managers as well as the results extracted 
from data bases LL team. 

The process for LL activities is divided into four main phases: decision, organisation, 
collection/validation, and reuse. 



  51 

In the first step, the decision factors where defined before launching LL actions. These 
factors can be related to: 

• the situation description (foreseen problems, key actors availability, etc). 

• budget. 

• resources needed. 

• time schedule link to the level of analysis required. 

• risk assessment for specific topic. 

Before starting with the collection of the data, LL actions where organised. This step 
includes: 

• LL needs Identification. 

• customers identification. 

• experience providers identification. 

• LL team definition 

• definitions of actions to capture experience as interviews, workshop, data 
investigation, etc 

Once these points defined, the collection of data began, having in mind the planning decided. 
In other words, actions to capture experience as interviews, workshop, data investigation 
where launched. 

The validation of data collected does not need to wait for the end of the data collection; to be 
more efficient in time, the validation was organised in parallel of collection actions. 

Nevertheless, a validation step is necessary before defining specific recommendations. 
Moreover, to ensure that solutions are not context specific, it was necessary to compare 
solutions with related experience. 

Finally the last step deals with the reuse of the data collected during the exercise. First,  the 
results where presented to the identified customer. Secondly, in order to share results as 
widely as possible, additional actions where launched to improve the exchange and to make 
the information accessible to customers that have not been identified or potential customers 
from future projects. 

2.6.2 Transfer operations 
We were involved in transfer operations activities (at both managerial and operational levels) 
that aim to share planning knowledge and experience between current and future projects. 
These transfer operations were not organised in the framework of “Lessons-Learnt” activities. 
The goal was not to collect data in order to share widely the results, but to organise specific 
meetings between two teams of different programs (where one of the programs is more 
advanced from a development point of view) and to exchange about the best practices of the 
more advanced program. Usually these meetings were held during the launching period of a 
new program. The actors of the new program present the solutions, methods and the tools 
that are considering for application and listens to the suggestions of the actors who have 
lived that experience recently. 

We participated to meetings where project management methods and tools where debated. 
These meetings were an excellent way to identify add-hoc tools developed to specific needs 
for the project management. 
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2.6.3 Procedural documentation 
We analysed the aircraft manufacturer internal procedures related to project management 
activities as well as planning elaboration guidelines. 

The merging process of such different companies like Daimler-Chrysler Aerospace (Dasa), 
Aerospatiale Matra SA and CASA, has left different definition of procedures related to project 
management. These procedures include different approaches for planning design activities 
as well as different approaches of the methods that support the planning procedures. 

Since the formation of the European Aeronautic, Defence and Space company (EADS) and 
later on the Airbus company, a great effort has been realised in order to harmonise the 
guidelines and procedures.  

The first result of this harmonisation process linked to project management practices was the 
Airbus directive “AP1002, Aircraft Project Management” [AIRBUS '01b], which aimed “to 
provide the basic rules for Aircraft Project Management within the Airbus organisation”. 

This directive gave the general rules to be applied in the Airbus Organisation in order to set 
up and conduct Project Management on any Aircraft development (new project or derivative). 

The document accepted the numerous processes covered by Project Management and 
decided to focus on the following ones: 

•  project establishment 

•  project organisation 

•  project planning 

•  risk management 

•  resource management 

•  project monitoring & control 

•  information management 

•  configuration management 

•  management of supportability and support products/services 

•  project closure 

For each topic, the directive described the objectives and the guidelines to be applied. 
Moreover it defined the milestone outputs from each aspect of project management activity 
as shown on Figure 21. 
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Figure 21: Project management activity’s outputs 

 

This directive was succeeded by other documents that defined more accurately the common 
project management practices to be applied in Airbus [AIRBUS '05a, AIRBUS '05b, AIRBUS 
'05c]. 

The documents analysis has been necessary in order to understand some of the practices 
identified in the field. Moreover, discussions with their authors were very fruitful. On one hand 
they had the difficulty to make trade offs concerning different practices derived from former 
managerial structures. On the other hand, they are in a position to collect reactions and 
difficulties to apply these directives and guidelines on each organisational structure. 

2.6.4 Semi-structured interviews 
Semi-structured Interviews with team managers and project managers have also been 
carried out. The specific issues where related to the different questions studied during this 
research project. Figure 22, shows the structure of the different actors involved in the A380 
program teams. 

 



54   
 

 
Figure 22: Structure of the actors involved in the A380 program teams 

 

 
Table 2: Function description of the actors involved in the A380 program teams 

 
Actors Function 

Responsible The main role of the responsible of a managerial team is 
to take decisions taking into account the inputs coming 
from different support functions. Usually these decisions 
are trade offs concerning opposed views of two 
functions. 
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PMO (Project Management 
Officer) 

He or she supports the responsible of the teams on 
aspect linked to cost and time issues. He or she is 
usually the schedule builder and he or she measures the 
team progress. 

Industrial responsible He or she supports the designer in order to take into 
account manufacturing and assembly aspects on the 
design of the product. Moreover he or she participates 
actively on the managerial level scheduling issues. 

Quality responsible He or she deals with the definition of internal processes 
as well as the risk management issues and requirements 
management. 

Customer Focus He or she supports the designer in order to take into 
account customers needs on the design of the product. 

Interface Manager He or she defines the responsibilities of the work to be 
done. It organises bilateral meetings between different 
teams and manages the interdependencies between 
teams.  

Procurement He or she supports the responsible of the team 
concerning the contract with subcontractors as well as 
concerning the materials buying aspects.  

Mock up integrator  He or she is responsible of the virtual assembly of parts 
as well as the configuration management aspects. 

Expert 
Design 

He or she supports the design process with its 
experience. 

Expert Engineering 

Expert Stress 
He or she supports the design of the parts from a 
materials strength point of view. It is also responsible for 
the certification. 

 

We had at least one interview with each of the actors at the beginning of the research project 
in order to identify scheduling practices and needs for improvement. Most of them were 
members of the Centre and Nose Fuselage ACMT of the A380. During the research project 
more interviews where held mainly with managers of CDBTs and PMOs at the three 
managerial levels. For specific issues related to interdependencies and risk management 
practices, Interface manager as well as Quality responsible where asked to explain their 
practices in one phase of the project. These interviews allowed defining accurately the 
interdependencies and risk management processes as well as the relationships that these 
processes have with scheduling practices. 

Finally, after analysis of collected information, the first observations on current project 
management (PM) issues have been presented to program management and PM functions 
for validation. Some of them are presented in the section below with a specific focus on 
scheduling activities. 
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2.7 Difficulties and needs of a new aircraft development project scheduling 
Based on information captured during interviews and LL, we propose to characterize some 
major issues related to design scheduling practices which can be considered as rooms for 
improvement for the development a new aircraft. 

2.7.1 Uncertainty of information needed for scheduling 
The majority of project scheduling methods assume that information to build schedules is 
available, stable and complete at the beginning of the project definition. However, facts show 
that design process is exposed to a significant level of uncertainty, particularly with design 
and development activities. 

This uncertainty lies partly in the necessity to choose among several alternatives 
(imprecision) but also in the partial controllability of the events associated to the start and the 
end of the chosen activities. An imprecise variable in preliminary design is a variable which 
may potentially assume any value within a possible range because the designer does not 
know, a priori, the final value that will emerge from the design process. Stochastic 
uncertainty arises from a lack of exact knowledge of a variable due to some process the 
designer has no direct control or choice over [HERROELEN and LEUS '04]. 

Activities duration is a well-known case of the uncertainties that are linked to the design 
process. Uncertainties related to the duration can be both imprecision type uncertainty and 
stochastic uncertainty. Indeed, uncertainty depends on the innovation level of the activity we 
are scheduling. 

For the activities with high degree of innovation and that are carried for the first time, the 
definition of the duration is a difficult task at the beginning of the project. Indeed, the 
imprecision among the different durations that can be chosen force the project leader to 
define its schedule with a high degree of imprecision. 

On the opposite, an activity the project leader is familiar with can be defined in a more 
deterministic way. If the execution of this activity is realised in a conventional way, the 
duration of the activity that has been defined at the beginning will probably be respected. 
Nevertheless, events that have never appeared in former project can always arise, modifying 
the duration of the activity. 

As the design process evolves, the imprecision of each design variable is reduced. 
Nevertheless, the uncertainty related to unforeseen events remains. 

Other variables disturbed by uncertainty include resources definition. The amount of 
resources that need to be assigned to an activity can be uncertain. Moreover and when 
human resources are concerned, these uncertainties can be expanded to other variable 
related to human resources: repartition of skills, experience level, combinations between 
different resources, events that avoid the resource to be present etc. 

Uncertainty is also related to the data that is needed by the actors in order to complete the 
activity. The date this data should be available as well as the level of maturity is often an 
uncertain decision. 

2.7.2 Heterogeneity of the scheduling tools and supports 
Planning tools are heterogeneous and schedules are designed with different methods. As a 
consequence, exchanges between teams but also with program management are affected. It 
points out the fact that planning and schedules are used for different purposes and based on 
different types of information. While some are used for communication inside a design team, 
others can be used as a tool to steer the design process. 

In the lowest level of the organisational structure we observed that some schedules with a 
very short time window, are mainly utilised for communication purposes. These schedules 
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are sometimes built with a drawing software that allows the representation of a solution but 
which does not provide any scheduling functionality. 

In management teams between the lowest level of the organisational structure and the 
program level, schedules are efficient means to steer the progress of the subsystem 
development. Comparing baselines with real progress is an exercise frequently performed by 
the project manager. In order to efficiently measure the project progress, the schedules types 
and the method used to define these schedules should not permit any misinterpretation or 
any ambiguity. But in addition to the steering exercise, project managers usually need to 
manage the inputs and outputs exchanged with other teams. He will often check if the 
necessary inputs will be delivered at the agreed milestone. On the contrary he might not pay 
too much attention to the outputs release. This issue depends on the objectives that have 
been assigned to the project leader. Unfortunately, these objectives usually deals with the 
cost, quality and time related objectives linked to the subsystem, and the importance of the 
outputs for other teams is minimised. Therefore, when tradeoffs need to be done, the project 
leader will advantage the objectives linked to its subsystem rather than the outputs defined 
through the process of its internal activities. Depending on their relative importance 
schedules will be built differently. In some cases input and outputs will not be part of the 
schedule of internal activities at all, while in other cases these input and outputs will be 
defined as milestones (usually with predefined forms) between the tasks and milestones 
related to internal activities. While some tools allow the accurate definition of the milestones, 
others do not, and therefore, information about these inputs and outputs need to be 
managed externally. 

Lastly, management teams between the lowest level of the organisational structure and the 
program level need to deal with the resources allocation problem. Even if most of the tools 
offer the possibility to manage tasks charged with resources, the reality is that the 
management between tasks definition and resources allocation is done with two different 
tools, which generates both an extra work (replication of data) and the risk of a loss of 
consistency due errors during data replication (particularly if done manually). 

2.7.3 Processes synchronisation 
The synchronisation shall be realised in two levels. Firstly, as explained in chapter 1.5.3, it is 
necessary that development of major subsystems follow a similar pace. This point is usually 
managed taking as reference the first assembly of the subsystems. Similarly, the 
synchronisation needs to be realised at higher levels. This is the case between aircraft and 
engine, which are developed by different companies but which processes are highly 
dependent. 

Finally, the synchronisation of the process can also be seen from a multi-levels point of view. 
Indeed, even if the main subsystems’ processes, do not respect exactly the developing 
phases defined at aircraft level, they need to respect some milestones constraints defined in 
order to guarantee the correct integration of each subsystem onto the aircraft. This issue is 
especially important in highly integrated complex processes, as for the development of a civil 
aircraft.  

Figure 23 shows the main phases and milestones of an aircraft development, the engine 
development and a major subsystem development, in this case the landing gear. 
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Figure 23: Development lifecycle of aircraft, engine and landing gear (from [ENHANCE '02]) 

 

2.7.4 Multilevel scheduling process 
Schedules used in the design process need to be designed for and managed at different 
levels of the organisation. Links between different levels should be used to cascade project 
milestones to lower levels but also to identify the team’s constraints and communicate them 
to upper levels. Both cascading and escalation processes can be time consuming and 
sources of errors, particularly if scheduling tools are different and not interoperable. 

At project launch, the cascading process enables defining accurate schedules at lower 
managerial levels being sure that they respect the main program milestones. Depending on 
the type of schedules used at each level, the cascading process may vary. It is necessary 
also to pay attention when, due to the need of increasing details, a target milestone is 
converted into a task. In detailed schedules it is possible to keep main program milestones 
and to create links between them and accurate milestones in order to stress how internal 
activities might affect the global progress of the project. 

Once the project is launched, the real progress of each lowest level team needs to escalate 
its own constraints and achievement in order to check constantly if its outputs are in line with 
project objectives. The escalation process usually aims to be an assistance for decision 
making processes at different management levels. In order to support this process, 
management levels have usually their own schedules built with their own targets but also 
with most significant milestones coming up from lower levels. Another procedure that allows 
building schedules in these levels is the aggregation procedure. Aggregation consists for 
example on making the sum of the durations of successive different tasks coming form lower 
levels to compute the duration of a composite task. In order to stress the most important 
tasks participating in the aggregation procedure, it is possible to realise weighted sums. 
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Lastly, key performance indicators (KPI) can be built from schedules in order to support the 
decision making process of the upper managerial level. These indicators allow the manager 
to focus on the teams being in late at a glance. 

2.7.5 Schedule robustness 
Static schedules are accurate and useful, but very sensitive to unforeseen events. Indeed, a 
design team might have to re-evaluate a new context and update the schedule each time an 
unforeseen event is detected. The update frequency can be high considering the dynamic 
characteristic of the design process. The baseline schedule might be modified frequently, 
loosing a reference framework and discrediting the goals fixed for the team members. This 
point is related to the uncertainty of the information we find in a schedule. If the uncertainty 
information is taken into account when defining a schedule, we make the schedule more 
robust. Robust schedules are also known as proactive schedules and can be defined as: 

• likely to remain valid under a wide variety of disturbances [LEON, et al. '94]. 

• the violation of the assumptions upon which it is built are of no or little consequence. 

• the ability to satisfy performance requirements predictably in an uncertain 
environment. 

The utility of these approaches depends, to some extent, on whether the uncertainty in the 
environment can be qualified in some way. If so, this information can be used by proactive 
scheduling techniques. 

2.7.6 Alternatives management 
At the design stage, different alternatives have to be managed simultaneously through 
different planning scenarii. Schedules should support the evaluation of the different scenarii 
and be used within the decision-making process. Schedules are currently considered as 
objects to be updated as a consequence of decisions rather than objects enabling the 
preparation and consolidation of decisions. These scenarii are issued due to two factors. On 
one hand, from a design point of view, there might be different options for the subsystems 
definition. Until a decision is taken concerning the design solution, the design team might 
choose to study both solutions and from a scheduling point of view, this means that usually 
the manager builds two different schedules. The different design options could be related to 
the possibility of using different materials (i.e. Carbon fibre or aluminium parts, this is an 
example that usually appears in last aircrafts development), different architecture or linked to 
the manufacturing technology. 

When a trade off is made between different design options, different criteria are used for the 
decision making process. Schedules defined for each scenario, support this process, making 
available the information needed for time criteria definition. In most of the cases, there are 
some common milestones defined in both schedules. These milestones allow comparing not 
only the completion date for each design option but also the key outputs that could influence 
the definition of other subsystems. On the other hand, the scenario could be issued form the 
same design option. In this case this is not a technological aspect that influence the 
development process but a managerial decision that might modify the order in which the 
tasks are performed or how the resources are allocated. 

Some design teams concentrate the design efforts on the final phase of the development 
process. Even if they respect the final delivery of their work, their rarely respect the delivery 
of preliminary information to other design teams. Managing the resources allocation and the 
task performance order is a matter of respecting internal time and costs commitments, but 
also the contracts that link them with other design teams. In the next chapter, we will discuss 
more accurately this type of needs. 
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2.7.7 Dependencies management between design teams  
Dependencies between design teams can be observed through deliverables exchanges, 
which are often subject to negotiation. Consequently, dependencies management often 
refers to interfaces management, deliverables management, contracts management or 
interdependencies management. The dependencies that are formalised through deliverables, 
build a network whose nodes are teams and edges are information flows. Such a network 
enables to understand the constraints/contracts established by a design team on another. 
Unfortunately this network is rarely made explicit. 

Taking into account the dynamic nature of the design process, the issues of constraints and 
planning changes propagation becomes crucial. Each time a design team modifies its own 
schedule, especially after the occurrence of an unforeseen event, the information should be 
transferred to other teams it has some dependencies with. 

In order to anticipate changes in dependencies, a close link between dependencies 
management methods and schedules should be established. Finally, one of the key 
observations considering the management of the multiple dependencies between design 
teams is that managers are usually accountable for internal commitments such as the 
delivery date of the final design or part, or the internal budget. Nevertheless they are less 
accountable for the contracts agreed with other design teams in the framework of the 
dependencies. The consequence of this issue is that, managers usually build the schedules 
stressing the date of the final delivery, or the internal budget, rather that the respect of the 
deliveries related to the contract with other design teams. 

 

2.8 Definition of the research problem 
In this chapter, we have highlighted some of the problems which be found by a project 
manager during the development of a new civil aircraft. To reduce the scope, we have 
selected the problems dealing with engineering activities performed before the official project 
launch (preparation phase) and in the running phase once the project is launched. 

We strived to understand the limitations of current methods for schedules creation before the 
project launch. During this phase, resources need to be allocated to each team taking into a 
count the work to be done. Therefore, the first question that the team manager has to deal 
with is: “Are the allocated resources sufficient for the completion of all the assigned 
activities?”. 

Moreover, at this stage uncertainties related to the activities definition but also to concurrent 
design alternatives maturation needs to be taken into account. In this work, we will try to 
answer to the following question: “How can these alternatives and uncertainties be 
managed from a scheduling point of view?”. 

We also focused on project running phase following the project launch. We have investigated 
the dynamic aspects of a new aircraft development and how the schedules are impacted. 
Due to these dynamic aspects, team managers constantly face baselines modifications and 
they should be able to determine continuously whether the allocated resources and defined 
time slots for each activity are consistent according project constraints. “Is it possible to 
define a rigorous framework enabling team managers to check consistency of its 
decisions with the project constraints?”. These constraints encompass classical 
constraints such as deadlines and available resources but also emerging constraints due to 
the concurrent and distributed nature of product development. Therefore, the following 
research questions are stressed: “How can interdependencies between different teams 
be managed efficiently?” and “how can team manager guarantee that deliverables will 
be released with the requested maturity?” 
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But efficient project steering does not only deal with horizontal exchanges between teams 
being part of the same managerial level. In complex product development projects, vertical 
exchanges between different managerial levels shall be considered when dealing with 
resources allocation and activities synchronisation actions. Therefore, the project 
management framework we are looking for shall also answer to the following question: “How 
schedules related information can be managed upstream and downstream in the 
project organisation structure, in order to offer the necessary information related to 
time criteria and resources allocation for each managerial level?” 

As we can see, is not only a fact of defining some guidelines for individual project managers 
involved in the project, it is also a fact of supporting interactions between these actors when 
the project  does not progress as expected. Therefore, we will conclude with the following 
research question: ”Can collaboration between design teams and between different 
managerial levels be enhanced by offering an accurate reference for renegotiation of 
constraints?”. 
 

2.9 Conclusion 
The introduction of concurrent engineering practices enables aircraft manufacturers to take 
advantage of collaboration between the different entities of the organisation. In practice, 
collaboration between these actors can be observed during successive exchanges of 
information supports (also known as formal or informal deliverables). The maturity of these 
supports evolves and the same support can be exchanged several times with different 
maturity levels. Furthermore, the activities that are defined in order to develop these supports 
are scheduled following a process that includes different types of schedules. Each schedule 
type answers different and specific needs. 

New practices include quality gates management which subdivides complex development 
projects into phases focusing not on the activities control but on the fulfilment of the 
requirements associated to quality gates. Therefore, the project manager in charge of the 
fulfilment of these requirements has no restrictions to manage the activities between two 
quality gates leading to an autonomy that should be exploited in a consistent and rigorous 
way. 

Nevertheless, these scheduling practices do not answer all needs that arise in order to steer 
design activities. Some of these needs, like uncertainties of design activities are inherent to 
every new product development. Others like multi-levels schedules management needs or 
difficulties to manage different design alternatives are due to the specific nature of the 
organisation we are looking at.  

Lastly, one of the issues that is considered as a key element for a efficient product 
development and that has been identified as source of conflicts and scheduling 
disarrangement is the dependency management process between design teams.  

Dealing with these difficulties and focusing mainly on engineering activities, we defined 
several research questions we will investigate in the next sections.  
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Chapter 3: Building an approach to solve 
the aircraft design scheduling problem 

3.1 Introduction 
In the previous chapter, we have analysed current project management practices and 
highlighted issues related to design activities scheduling for new aircraft development. It has 
also presented some lesson learnt from a major European aircraft manufacturer.  

This chapter is focused on three aspects that will help us to tackle the research problem we 
have selected for investigations, and for each of them, we provide a state-of-the-art. 

First, an overview of the different project scheduling management models used in large 
project developments is provided. Then, we discuss some approaches enabling the 
management of uncertainties at the design stage.  Afterwards, we focus on tasks scheduling 
and resources allocation processes taking place at the tactical level in the aircraft 
development program organisation. Finally, we analyse the problem of managing 
dependencies between different design teams working in concurrent engineering, and the 
necessity to foster collaboration among team managers. 

Our aim is to cover these three aspects of the design activities management problem through 
a decision support system (DSS). This DSS shall be supported by a project scheduling 
management model that allows efficient integration of the three aspects in the same 
framework. 

Decision
Support
System

Dependencies management

Uncertainties management Tactical level scheduling

Project scheduling 
management model (time & 

resources allocation)

 
Figure 24 : Preliminary view of the decision Support System 
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3.2  Analytical models for project scheduling management 

3.2.1 Classical project network models 
Project network models, also known as graph based project models, represent the project as 
a directed graph that links activities and time constraints. More precisely, there exist two 
graph models that support the representation of a project: Activity on Arrow (AoA) graphs 
and the Activity on Node (AoN) graphs. 

In AoA graphs arcs edges represent activity durations and nodes figure time events involved 
in the expression of a time constraint between two activities. Time events are start events, 
end events, or any intermediate event measurable during the realisation of an activity. In 
Activity on Node (AoN) graphs, nodes represent activities and arcs edges figure minimal 
duration time-constraints (most of time precedence constraints) that link two activities. 
Generalised precedence relations graphs are extensions of AoN graphs in which arcs edges 
represent any maximal or minimal duration constraint between two events (start or end).  

Originally, both AoA and AoN models can express a partial ordering of activities and help to 
visualize the possible parallelism of some activities. Let us notice that dummy activities are 
often required to express rigorously any set of time constraints between activities in AoA 
graphs. 

These models are well known since the 1950’s mainly because of their capacity to support 
the calculation of the minimal duration of a project and the set of the so-called critical tasks, 
through the determination of the critical paths on the graph [GIARD '97]. 

Two well known project scheduling methods are the Critical Path Method (CPM) and the 
Program Evaluation and Review Technique (PERT). The former was developed in the 1950s 
by the Dupont Company for managing plant maintenance projects. It enables to compute the 
earliest starting time and the latest starting time for each activity under the hypothesis that 
the project is completed at the earliest time. Critical activities are such that their earliest 
starting time and their latest starting time are identical). For others tasks, time margins are 
also computed. 

The PERT model also enables to model some uncertainties on tasks durations in order to 
determine the most probable realisation of the project, whilst the CPM model can associate 
cost functions to activities in order to minimize the project global cost. In France, the use of 
project management models were initiated by the Metra Company through its method called 
MPM (Metra Potentials-based Method) in which linear “potentials” inequalities represent the 
time constraints that link variables associated to activities start and/or  finish events [ROY 
'62]. 

Later more elaborated models were developed aiming to incorporate new capabilities to 
these models taking account of complementary  characteristics related to the projects (GAN, 
GERT, Q-GERT, VERT, RAILH …) [GRUNDER '98]. 

Nevertheless, these models are more suitable for a time analysis of a stable project and are 
not supporting a decision help when deployed in a dynamic product development; indeed, 
project network models take the assumption that all the tasks shall be realised and only time 
related constraints are modelled. Concurrent engineering based product developments need 
to deal with loops related to rework and the beginning of a task is not merely linked to the 
completion to the precedent or precedents tasks.  

3.2.2 Design structure matrix (DSM) 
The DSM is an analytical method introduced by Steward [STEWARD '81] [EPPINGER, et al. 
'94]; it is also referred to as Dependency Structure Method, Problem Solving Matrix (PSM), 
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incidence matrix, N-square matrix or Design Precedence Matrix. It is a matrix representation 
of a system which can be a product, a project or an organisation. In the first case, it is usually 
used by system engineers to model binary relationships (communications, physical 
dependencies) between subsystems of a complex product. In the case of the project 
modelling it has been used for studying tasks dependencies or precedence for decision 
points during a new product development. Lastly, from an organisation point of view, DSM is 
used for defining new organisational structures based on clusters that minimise interactions 
between teams [EPPINGER '01]. 

 
Table 3: Different types of DSM from (www.dsmweb.org) 

DSM Data Types Representation Application 

Component-
based 

Multi-component 
relationships 

System architecting, engineering 
and design 

Team-based Multi-team interface 
characteristics 

Organizational design, interface 
management, team integration 

Activity-based  Activity input/output 
relationships 

Project scheduling, activity 
sequencing, cycle time reduction 

Parameter-based parameter decision points 
and necessary precedents

Low level activity sequencing and 
process construction 

These four different types of data can be represented in a DSM and offer the manager a 
large variety of possibilities to deal with the complexity of a project. In our case, we have 
studied the activity-based DSM applications and how its representation can support our 
research questions. The main advantage of activity-based DSM is to provide a more 
compact visualization of the structure of an activity network, since graph models are become 
difficult to read when applied to complex projects with a high number of activities 

In an activity-based DSM, the same list of tasks that compose a project is assigned to rows 
and columns. A mark located at the intersection of a row i and a column j of the DSM i  states 
that task i  requires  information from  task j. It is then easy to form for any task the set of 
tasks that require [deliver] information from [to] it. Marks below the diagonal represent 
forward information transfers to later tasks, while marks above the diagonal represent 
feedback information transferred upstream. 

Relationship between system can be represented by the DSM in three ways: parallel (or 
concurrent), sequential (or dependent) and coupled (or interdependent).  

 

 

 

 

 

 

http://www.dsmweb.org/
http://www.dsmweb.org/index.php?option=com_content&task=view&id=26&Itemid=26
http://www.dsmweb.org/index.php?option=com_content&task=view&id=26&Itemid=26
http://www.dsmweb.org/index.php?option=com_content&task=view&id=25&Itemid=26
http://www.dsmweb.org/index.php?option=com_content&task=view&id=24&Itemid=26
http://www.dsmweb.org/index.php?option=com_content&task=view&id=23&Itemid=26
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Table 4: Activity-Based DSM 

Three Configurations that Characterize a System 

Relationship Parallel Sequential Coupled 

Graph 
Representation

  
 

 

DSM 
Representation

  A B 

A       

B       
 

  A B 

A       

B X   
 

  A B 

A   X 

B X   
 

 

DSM is useful at a tactical level, at the beginning of the design process. It is a static model 
that helps design managers to highlight and understand interfaces between activities in order 
to structure and group them into clusters. Nevertheless, an activity-based DSM in which 80% 
of the cells are marked denotes a highly interdependent network of tasks within project. In 
this case, DSM would not be very useful for representing key interdependencies and activity 
clusters as they are masked by the high number of information represented. 

Even if DSM can point out iterations, it is not a tool for a dynamic steering of the activities 
and does not support the resources allocation problem. 

3.2.3 System dynamics (SD) 
Interactions between design teams can also be modelled using System Dynamics (SD) 
models. System Dynamics becomes interesting when numerous feedbacks characterise a 
project.   

The System Dynamics (SD) is a modelling method introduced by Jay Forrester of the Sloan 
School of Management at Massachusetts Institute of Technology [FORRESTER '61]. This 
modelling method has been used in different situations. Concerning project management 
applications, the first complex project where SD was utilised was Ingalls shipbuilding in the 
late 1970s [COOPER '80]. Since then, SD has been used in many complex projects in order 
to understand the reasons of schedules and cost overruns and also as a policy making tool 
[LYNEIS, et al. '01]. 

System Dynamics offers the possibility to model non-linear relationships. In project 
management applications, this can help to model relationships where cause and effects are 
not simple. For example, increasing the workweek for designers in 10% can have a positive 
consequence of the augmentation of drawings production by 10%. Nevertheless, if the 
workweek is still increased, the drawings production will not follow in the same rate. 

Concerning task completion models, complex models are usually based on few main 
variables showed in figure X: 
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Figure 25: Basic variables on a SD model for activities management 

 

System Dynamics will uses characteristics and availability of the resources in order to 
measure the completion rate of the work. Therefore, the manager will not only calculate the 
completion date of the task but also how the progress was realised. Complex System 
Dynamics models include several loops linking resources to quantitative aspects but also to 
qualitative managerial aspects. 

While System Dynamics can be interesting to model any constant process with numerous 
similar tasks, it is not a suitable tool for representing a project with many tasks of different 
nature. Moreover, SD does not allow the explicit representation of tasks or their 
interdependencies. Because of these characteristics, SD is considered as a complementary 
project management tool by most of project management experts [PMI '00]. 

Some authors have proposed to merge SD with other methods in order to counterbalance its 
drawbacks [bulbul]. Nevertheless, no formal hybrid or combination technique has emerged. 
The main idea behind these proposals is to define a repository for managing a project where 
SD models will use inputs from other methods taking, for instance, project progress into 
account. 

3.3 Uncertainties management in design activities 

3.3.1 Different types of uncertainties and some approach to control them 
Uncertainty is a term that can be related to the predictions of the future, the measures we are 
making in reality or simply to the unknown past and future events. Therefore the utilisation of 
the uncertainty varies in different fields as engineering, economics, philosophy, quantum 
mechanics, etc. 

Meyer [MEYER, et al. '02] has studied different kinds of schedules and management styles 
according to innovation level of the development project. Taking into account different types 
of industries, he made a classification of four types of uncertainty: variation, foreseen 
uncertainty, unforeseen uncertainty and chaos. For each of them he defined the most 
suitable tools and methods. 

Unforeseen uncertainties are related to risks and opportunities that can not be identified 
during the project planning. It can be issued from the non planed interactions of subsystems 
or events. Even if most of the cases these types of uncertainties can be catastrophic for the 
projects, there are examples of fruitful projects which were based on opportunities not 
identified during the project planning. 

Moreover, projects with chaos type uncertainties are described in [MEYER, et al. '02] as 
having the same results as unforeseen uncertainties but, these types of projects were not 
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launched with reasonably stable assumptions and goals. Our research work seems more 
related to the first two types of uncertainties: Variation and foreseen uncertainty. 

Variation uncertainties are related to imprecision in selecting a value. The uncertainty of a 
variable is stated by giving a range of values which are likely to include the true value or the 
final value. Stochastic processes are also related to this type of uncertainty. Indeed, these 
imprecise values are often treated as random variable and may be grouped into two 
categories according to the method used to estimate their numerical values. On the one 
hand the statistical methods and on the other hand the variables evaluated by assigning a 
probability distribution or other means. Related to scheduling processes, these theories have 
been applied mostly to deal with unknown durations of activities. In next chapter we will 
introduce some of the method used to build schedules with uncertainty in the duration of the 
activities.  

Then, the foreseen uncertainties are linked to identifiable and understood events that the 
team cannot be sure will occur. The calculation or estimation of the probability that the event 
will occur is linked to the stochastic term, from the Greek “stochos”, meaning “guess”. 
Therefore a stochastic process is opposed to a deterministic process, meaning that defining 
a state of the process does not determine the next state. 

The probability theory in mathematics or different methods in artificial intelligence (neural 
networks, etc) have dealt with stochastic processes. 

The calculation or estimation of the probability of the risk, as well as the impact perception of 
the risk is an essential factor for decisions making, and product development process is not 
an exception. 

3.3.2 State of the Art on uncertainties management approaches 
In order to deal with uncertainties inherent to a development project, different methods have 
been developed. In this chapter, we classify these methods in to three categories: proactive 
scheduling, reactive scheduling and risks management. 

3.3.2.1 Proactive schedules 

Proactive schedules are based on statistical knowledge to deal with uncertainties and they 
are built to be valid even if a disturbance occurs. These type of schedules are also named 
robust schedules and they often look for a balance between schedule stability and makespan 
optimisation [VAN DE VONDER, et al. '05, VAN DE VONDER, et al. '06]. 

Many techniques for proactive scheduling are based on extra time allocation to the activity 
duration in order to counterweight possible unforeseen lateness events that will make the 
schedule unusable; this is the case for redundancy-based techniques [HERROELEN and 
LEUS '04]. 

In production management temporal protection techniques are used to take into account the 
possibility of a machine breakdown. A temporally protected activity is composed of two types 
of intervals for the same activity. Both have the same end time and are differentiated by a 
slack between the start times [CHIANG and FOX '90, GAO '95]. 

Extra time is also one of the key points of the Critical Chain Project Management proposed 
by Eliyahu M. Goldratt in 1997 in his book “Critical Chain” [GOLDRATT '97]. The Critical 
Chain Project Management is based on the Theory of constraints (TOC) which is a 
management technique focusing the constraints that prevents the organisational system from 
achieving a higher performance relative to its goal. It deals with internal constraints mainly 
linked to resources and to external constraints linked to market. 

On the contrary of the Critical Path methods, Critical Chain Project Management focus on the 
insertion of extra times called buffers and it does not look for the minimisation of the 
makespan but rather for a solution that respect the defined constraints. 
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Examples of project development time reduction in companies that have applied Critical 
Chain Project Management method can be found in [LEACH '99] and [CASEY '05]. The later 
made an accurate study of how Critical Chain Project Management could be implemented in 
a new aircraft development. 

The use of project buffers as well as resources buffers aims to protect the key milestones but 
it also provides an interesting technique to distinguish progress critical activities or project 
constraint from progress on non critical ones. This separation enables managers to have a 
more realistic progress status of the project.   

Critical Chain Project Management emphasises on-time project goals accomplishment while 
traditional project management methods focus on on-time accomplishment of individual tasks 
within the project [ROGERS '03]. Nevertheless, the main pitfall of the Critical Chain Project 
Management method is the difficulties to mathematically define the buffers in order to 
pertinently model the uncertainties of the schedule [HERROELEN and LEUS '01, 
HERROELEN, et al. '02]. 

Other techniques include probabilistic or stochastic approaches which imore more a 
diagnostic tool rather that a solution oriented schedule. Indeed, it does not produce robust 
schedules, but it enables realising scheduling simulations. If the user is able to measure the 
probabilities, it may build deterministic schedules. Moreover, probabilistic techniques can be 
used in parallel to other techniques. They can allow, for example, to stress the activities for 
whom the definition of an extra time is suitable. 

Some authors have developed probabilistic approaches based on a DSM model. These 
models incorporate stochastic elements focusing on uncertainties in tasks duration and 
probability of design process change [CARRASCOSA, et al. '98]. 

Other authors have emphasized not only time aspects but also the resources allocation 
problems under uncertainty [NOZIK, et al. '01, TURNQUIST and NOZIK '03]. 

Most of these techniques are issued from the classical PERT model. Indeed, since the PERT 
technique was first used for Polaris project in 1958, probabilistic methods have evolved to 
become more and more complex and focusing on different scheduling aspects. 

The PERT is able to incorporate uncertainty by making it possible to schedule a project not 
knowing precisely the details and durations of all the activities [MODER, et al. '83]. 

Different authors have evolve the basic PERT to include other functions, like [MALCOLM, et 
al. '59] and Dimitri Golenko-Ginzburg [GOLENKO-GINZBURG '88] who proposes some 
modifications to the PERT model under assumptions aiming a more realistic approach for 
project scheduling. 

Later, this function evolved and became a continuous probability function defined as the Beta 
distribution. The Beta distribution can be used to model events which are constrained to take 
place within an interval defined by a minimum and maximum value. The continuous Beta 
distribution has been used for stochastic PERT applications [BACELLI '93, RAMAT '97]. 

Another evolution of the basic PERT model is the PERT Problem with Alternatives (PPA). In 
this model two types of nodes are included in order to deal activities that can be realised in 
parallel or a choice to be realised between two or more activities. Even if this method allows 
the manager define different scenarios, the number of scenarios that can be built with these 
models are limited because the user has to model each modification as a new path of the 
PERT. PERT Problem with Alternatives models can therefore be considered as a contingent 
scheduling method [CHAUVET, et al. '98]. Contingent schedules also named multiple 
schedules techniques. Contingency is related to the fact that some variables (i.e. duration) 
can not be decided since they are provided by the external world [VIDAL and FARGIER '97]. 

Contingent scheduling techniques do not aim creating only one schedule that shall be robust 
but they deal with the uncertainty creating multiple schedules or parts of them. When 
unforeseen events happen, the user changes the schedule and chooses the one that better 
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fits on the real progress of the project. This set of schedules can be generated using different 
type of models. The Bayesian Network is one of them. These types of networks are 
probabilistic graphs where each node corresponding to one variable, and each variable 
corresponding to the individual rule by which a schedule will be constructed step by step [LI 
and AICKELIN '03]. 

In the case of the GLORIA method [NAIM, et al. '04], developed in the frame of a R&D 
project of EDF, the kernel model is created using Bayesian Networks, which enables the 
decision makers to measure the “domino” effect that an event could have on the project. In 
this project, the Bayesian Networks do not give any accurate information concerning time 
and cost aspects and is mainly used to create different scenarios and to measure how each 
scenario respects the project’s objectives. Therefore, we can considerate, that the GLORIA 
method is more linked to Risk analysis methods. 

These scenarios are created using the Bayesian Network model and following a Risk 
Analysis method. Moreover, the Bayesian Network does not only define the likelihood of the 
risk defined for this project but it also supports the definition of the impact value measuring 
the outcomes of the network. 

Another model for contingent scheduling is the Markov Decision Process, which is a discrete 
time stochastic control process characterized by a set of states. These states build a 
mathematical framework for modelling decision-making as in each state there are several 
actions from which the decision maker must choose. Markov Decision Process was 
developed in the 1950’s and is widely used nowadays in robotics or manufacturing 
scheduling problems. 

3.3.2.2 Reactive scheduling 

On the contrary, reactive scheduling implies the redefinition of the schedule if an unforeseen 
event occurs. In most of the cases, even if a proactive schedule has been chosen to steer 
the project, some events will force a revision of the baseline schedule. In this case, there is a 
need to modify the former schedule and add the changes introduced by the unforeseen 
event. Some authors have used the frequency of rescheduling as an indicator for measuring 
the performance of the scheduling process [CHURCH and UZSOY '92, VIEIRA and 
HERRMANN '03]. 

Smith proposes a reactive scheduling system named OPIS designed to incrementally revise 
schedules in response to changes to the defined constraints [SMITH '95]. 

Just-in –case scheduling can also be considered as reactive scheduling. It is a technique to 
generate schedules in a field with uncertain duration activities. 

Drummond et al. have used this technique to the telescope observation scheduling, where 
there is only one resource and the observation activity has a time window determined by the 
possible observations periods [DRUMMOND, et al. '94 ]. 

Finally, different authors have worked on algorithms aiming at effective rescheduling. These 
practices are part of the reactive scheduling and the algorithms need to find a good balance 
between the quality of the new proposed schedule and the rapidity of the calculation.  

The algorithms for the insertion of new activities in schedules that have already been built 
are part of the algorithms for reactive scheduling [ARTIGUES and ROUBELLAT '00, 
ARTIGUES and ROUBELLAT '02, DRUMMOND, et al. '94 ]. 

3.3.2.3 Risk management 

Risk management tools are closely associated to classical project management tools. Risk 
management is the process of measuring risk and building plans to manage it. These plans 
or approaches include trying to avoid the risks or reducing the negative effect of a risk. 

http://en.wikipedia.org/wiki/Discrete_time
http://en.wikipedia.org/wiki/Discrete_time
http://en.wikipedia.org/wiki/Stochastic
http://en.wikipedia.org/wiki/Control
http://en.wikipedia.org/wiki/Measurement
http://en.wikipedia.org/wiki/Risk
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The notion of risk includes the source of the potential harm and the consequences of that 
event. Most of the definitions stress the negative aspect of the risk, linking it to dangerous 
chances or chance to loose. Nevertheless, risk notion can be understood as a hazard that 
can offer positive opportunities to the project or the company. 

Some methods try to generalise risk management practices at different managerial levels, 
see [BENABEN, et al. '04], considering risks management practices as a core practices in 
the day to day project steering. 

Risk as calculated from its risks of appearance and the gravity or impact of its consequences  
[AVEN '03, WINKLER '96]. Therefore, risk can be defined as: 

Risk= Probability x Impact 

The risk analysis process includes the following phases: Risk identification, risk assessment, 
risk management, risk control and risk lessons learnt. 

Risk identification involves identifying sources of potential problems. The earlier these 
sources are identified lower are the probabilities of modification occurring in the project 
progress and the better will be prepared the actions to handle that risk. In order to identify an 
important number of risks, different actors of the product development process should be 
involved in the identification phase. 

Risk assessment includes evaluating the likelihood of occurrence of potential problems and 
their consequences if they occur. The evaluation is then usually performed following the 
formula described previously. The goal is to define a risk value in order to compare and 
assign treatment priorities on identified risks. This classification can for example stress the 
most important risks in a first level and the less important in a second level. A third level is 
usually defined for the risks that will no be treated in this process. 

Another practice is to classify all the risks following the same criteria and to focus only in the 
20% of the most important risks. Following the Pareto rule, it can be considered that 
managing these 20% of risks means to manage 80% of the risk inherent to the project. 

Risk management phase selects and implements the plans or actions that are required to 
ensure that those risks are controlled. This includes the actions to decrease the impact of the 
risks but also to reduce the likelihood of occurrence of problems. 

Risk control deals with the steering process of the actions defined in the former phase. 
Actions can be classified between those which have been performed and those which have 
not still been performed.  After implementation of a corrective action, the original risk needs 
to be re-evaluated in order to define the success of the action implementation.   

Risk lessons learnt phase includes actually the different phases if the risks have been 
managed using a predefined framework and if they are ready to be saved for future use. 
Information related to risk identification can be a key element to further identification phases. 
Moreover, the efficiency of the actions that have been performed will help next project define 
the most efficient actions for each type of risk. 

Several industrial companies have developed their own risk management methods taking 
into account their specificities [BEDILLION and ORR '99, ELKINGTON and SMALLMAN '02]. 
In the framework of Airbus new product development, the document AM-2457 [AIRBUS '05d] 
aims to be a guide for managing risks within projects. Nevertheless, it is a generic document 
that introduce the risk analysis basic concepts but it does not detail the relationships between 
design activities scheduling and risks management. 

3.4 Tactical level scheduling 
The second type of functions we are focusing in this project are the Tactical level scheduling 
and resources allocation. 
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First, we briefly position the tactical level in a new aircraft developing project. Then, we 
describe the constraints that we need to respect at this level and finally we provide a state of 
the art on the different methods dealing with scheduling problems taking into account these 
constraints. 

3.4.1 Tactical level Positioning  
In complex product development project three levels of management activities can be 
defined: strategic level, tactical level and operational level. 

Strategic level mainly deals with long term decisions related to the enterprise. In the Airbus 
case, managerial decisions dealing with the project launch or the type of project that should 
be developed are decided at strategic level. It also includes long term investments and 
subcontracting policy. Strategic level problems can include facility location and workforce 
planning, which are usually solved using Linear Programming techniques [EPPEN, et al. '89, 
ESCUDERO, et al. '93]. 

Opposed to the strategic level, we find the operational level which is related to the activities 
that have direct added value on product. Day to day management as well as conflicts 
management are activities performed at this level. From a scheduling point of view, detailed 
schedules used at this level aim to manage accurate progress of each design principle, 
drawing or part. Managers usually coordinate their groups using action based schedules 
which are redefined on a weekly basis.  

Tactical level management activities include the different managerial levels related to an 
aircraft program. On the top level the program managerial level will have the responsibility to 
develop and integrate aircraft major systems and sections under time, cost and quality 
constraints.  

Global product architecture as well as resources allocation problems will be major tactical 
level manager decision making variables. Therefore, each level shall respect key milestones 
and the budget defined at higher managerial levels, making sure that quality and security 
aspects of the subsystems they are responsibly for will not be affected. In order to support 
the decision making process, the manager needs accurate information coming form the 
levels below. This includes activity progress, resources utilisation, identified risks, mayor 
technical issues affecting the on going process, dependencies management with other 
teams, etc. Therefore, vertical information flows becomes a key issue for correct steering of 
the subsystem development. 

Some =models have defined a decision-making system that deal with the three levels. This is 
the case of the GRAI-R&D model [GIRARD and DOUMEINGTS '04 ], which is an extension 
of the GRAI model developed originally for manufacturing systems. This model does not only 
deal with three levels but it supports decision making process into two fields: the object field 
and the action field. While the former allows the transformation of product requirements into 
the product definition, the later considers the availability of project information and the 
necessary resources to perform the activities defined in the project plan. 

Process and methods to transform product requirements into the product definition has been 
investigated by the Systems Engineering community [EISNER '02, FAULCONBRIDGE and 
RYAN '03, MEINADIER '02].  In our case, we focus mainly on the action level, while taking 
into account the relationships between object and action field [LIZARRALDE, et al. '06b, 
LIZARRALDE, et al. '07a]. Moreover, we will position our work at the tactical level which 
mainly deals with the definition of synchronisation milestones and the resources allocation 
problem. For these reasons, our approach can fit easily in a framework like the GRAI-R&D 
model. 
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3.4.2 Constraints definition for tactical level scheduling 
Lets place in managerial level called “X managerial level” of the OBS (Organisation 
Breakdown Structure) of a new aircraft development project. We have identified five type of 
constraints related to this managerial level as described by Figure 26: 

  
 External constraints coming from the upper level

Manpower 

Managerial 
 level X 

Inputs 

Outputs
 

Figure 26: Constraints considered at tactical level 

 

On the one hand, we have defined two internal constraints linked to the activity definition and 
to the precedence relation between activities. On the other hand, two types of external 
constraints are taken into account. First, we focus on decisions flows, which are related to 
constraints coming from the upper level of the organisation. Secondly, we consider 
information flows at the same level of the organisation (i.e. dependencies between teams at 
the same organisational level). Technical data exchanged between design teams is the main 
component of this information flow. To define schedules, we take into account time 
constraints related to the delivery of these data. 

The upper level of the OBS defines major project milestones for project completion at a 
target date and allocates manpower until this target date, based on experience gained on 
former projects. The available resources will be the fifth constraint. Major project milestones 
are then cascaded to lower OBS levels defining target milestones for each team. Global 
manpower is also cascaded to lower OBS level defining the part of available manpower 
reserved for each team. 

These two kinds of constraints (milestones and allocated manpower) will be the external 
constraints related to the interface with the upper level and we make the assumption that the 
manpower is dedicated to one specific project and can not be assigned to multiple projects.  

In the literature constraints are classified into temporal constraints and resources constraints. 
We will add to this classification the constraints linked to the activities which can be 
considered as part of the definition on the scheduling problem or a constraint that eventually 
could be relaxed. 

3.4.2.1 Constraints linked to the activity 

Activities are the basic entities in project scheduling problem. They can be defined using 
durations or energies amount or work quantities. 

In most of scheduling cases, an activity is linked to a resource and the duration is fixed. If the 
activity is defined by an energy amount then the duration is not fixed and it will depend on the 
number of resources allocated to the activity. Nevertheless, usually a limit is defined to avoid 
non realistic definition of activities in this case. Therefore a minimum duration or a maximum 
number of allowable resources can also be defined for an activity. In the case of activities 
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defined by an amount of energy, we can distinguish the activities that do not allow a 
resources number modification once the activity is launched and the activities that allow to 
use different resources quantities during the activity progress. The former can be defined as 
rectangular activities, vertical distance being the resource quantity and the horizontal 
distance of the rectangle being the duration. The latter are defined as elastic or fully elastic 
activities. Other types of activities include the partially elastic activities which accept the 
allocation of different amount of resources during activity performance under selected 
condition [BAPTISTE, et al. '99]. 

Schedules can also be classified taking into account if activities are preemtive or not. In non-
preemptive scheduling, activities cannot be interrupted. On the contrary, in preemptive 
scheduling, activities can be interrupted at any time.  

3.4.2.2 Temporal constraints 

Temporal constraints include precedence between internal activities, constraints related to 
the interdependencies with other teams and milestones fixed by the upper managerial level. 

Precedence between internal activities arises when technically two activities can not be 
performed completely in parallel. Furthermore, there can be a precedence relation between 
activities from different teams. This constraint is known as organisational constraints and 
beyond the fact of a technical limit, this constraint can be due to geographical separation of 
subsystems. In our case we will link these constraints to the interdependencies between 
teams. 

These two types of constraints will not be treated in this chapter but in the next one 
dedicated to the dependencies. 

The third temporal constraints are milestones fixed by the upper managerial level. This 
milestones are due dates. In production scheduling due dates are more frequent than in 
project scheduling. Indeed, from a scheduling creation point of view due dates are very 
strong constraints since activities related to this constraints can be placed in the schedule 
and have already an upper bond. Due date constraints can also be defined as economical 
constraint. Indeed, usually penalties are defined if these dates are not respected and as 
consequence some scheduling objectives try to minimise the number of non respect due 
dates or look for a minimisation of the average violation of the due dates. 

3.4.2.3 Resources constraints 

A first classification between resources types can be done between renewable and non-
renewable resources [WEGLARZ '81]. 

When resources used by an activity are renewable, they will be released and therefore they 
will be again available for the next activity as soon as the former is finished. Considering a 
renewable resource capacity of nine units, if four units are used from t0 to t1 time period for 
an activity A, during this period only five units will be available for the other activities. 
Nevertheless at t1+1 period, the full capacity (nine units) will be again available for the 
different resources performing at this period. In production scheduling machines are usually 
considered as renewable resources. In project scheduling problems manpower is an 
example of renewable resource. 

On the contrary of the renewable resources, non-renewable resources can not be reused 
and therefore are consumed by processing an activity. A classical example of a non-
renewable resource is money. 

Another classification regarding resources is a widely used classification that distinguishes 
schedules into two different problems: On the one hand, disjunctive scheduling problems, 
where a resource cannot be used for more than one task during a given period. On the other 
hand, we have cumulative scheduling problems, where a resource can be used for more 
than one task during a period if the maximum available resource quantity is respected. For 



  75 

cumulative scheduling problems with rectangular tasks, the “tallest” rectangle is therefore 
defined based on the available resources. 

3.4.3 State of the Art for tactical level scheduling and resources allocation 
Taking into account the different constraints described in the former chapter, the manager 
can perform two essential functions of the project management process: Scheduling 
activities and resources allocation. The goal is to realise all the defined activities, respecting 
the constraints or most of them. In order to do that, it will be necessary to define a schedule 
where activities will be placed, with a start date and end date, and where the resources 
utilisation is defined. Scheduling techniques vary depending on the objectives and the list of 
constraints to take into account. 

Concerning the objectives, the most used objective is the minimisation of the makespan or to 
minimise the end date of the last activity. Other objectives can be related to cost aspects, 
minimising the resource utilisation or the overall project costs. If due dates are defined during 
the project, an objective can be defined in order to minimise the number of delayed due 
dates.  

When the goal is the minimisation of the makespan, Activity On Node project networks can 
be very useful and visible. At the beginning the resources constraints where not taken into 
account for the scheduling process. The network techniques that we have already explain 
where widely used for illustrating the activities realisation process. Using techniques like the 
Critical Path Method, managers where able to calculate the starting and ending times for 
each activity, determine which activities where critical to the completion of a project (called 
the critical path), and reveal those activities with "float time" (less critical). In order to do this 
calculation, it was only necessary the list of the activities with their duration and the 
dependencies constraints between them. 

Nevertheless, the fact of not taking into account the resource constraints limit these 
techniques to some specific phases and there are not complete technique to deal with 
scheduling and resources allocation problems of a new aircraft development project tactical 
level. If we take into account the resource constraints, we deal with problems known as 
Resource Constrained Project Scheduling Problems (RCPSP) that will be described in the 
next chapter. 

3.4.3.1 Resource Constrained Project Scheduling Problems (RCPSP) 

RCPSP are NP-Hard problems, this means that there exist no algorithm enabling to optimally 
solve the problem in an amount of time bounded by a polynomial function of the size of the 
data. 

3.4.3.1.1 Resource Constrained Project Scheduling Problems classification 

Resource Constrained Project Scheduling Problems can be classified following different 
criteria. Usually we consider a classical RCPSP and additional assumptions are added if the 
classical RCPSP is not sufficient to model the real problem. 

Classical RCPSP includes an acyclic Activity On Node project network with non-preemptive 
activities and scarce renewable resources. These data is considered to be integer non-
negative values. A solution is given by a schedule which assigns start times to all activities 
respecting the different constraints. The objective is to minimise the makespan. 

A variant to this problem is the multimode RCPSP. Opposed to the classical RCPSP, which 
is a single-mode problem, in multimode RCPSP, non-renewable resources are considered. 
On the contrary of the renewable resources, non-renewable resources are limited for the 
entire project. 

Without considering non-renewable resources, there is also a variant to classical RCPSP 
which deals with the execution modes only considering renewable resources. Different 
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modes are defined considering the duration and resources allocation. Linking to the 
rectangular task definition given in chapter X, we can summarise that the multiple execution 
modes RCPSP is a problem where each activity can be defined following different 
rectangles. Preemption is not allowed in this variant and if the activity starts in one mode it 
can not change the mode during the execution. 

If we consider the capacity of the resources, we can classify different problems considering 
constant available resources or available resources that vary during the project.  We can also 
make a classification considering single project or multiple simultaneous projects. 

Lastly, a classification can be made between highly disjunctive and highly cumulative 
problems. A scheduling problem is highly disjunctive when many pairs of activities can not be 
performed in parallel using the same resource. On the contrary, highly cumulative problem 
accept the fact of executing many activities in parallel using the same resource [BAPTISTE 
and LE PAPE '00]. 

3.4.3.1.2 Solving methodologies 

Numerous methodologies have been developed in order to solve Resource Constrained 
Project Scheduling Problems [OZDAMAR and ULUSOY '95] [HERROELEN, et al. '98, 
KOLISCH and PADMAN '01, TAVARES '02]. These methodologies can be classified into 
exact approaches and heuristic and metaheuristic approaches. Exact methodologies give 
optimal solutions to the problem [KOTSIOPOULOS and CASSAIGNE '02], while heuristics 
and metaheuristic approaches are based on the concept of a guided algorithm whose 
purpose is to solve complex problems where the exact algorithms are not sufficient.  

Exact algorithms include dynamic programming, zero-one programming and implicit 
enumeration with Branch and Bound [BRUCKER, et al. '94 , HARTMANN and KOLISCH '00, 
MINGOZZI, et al. '98, STINSON, et al. '78, WU, et al. '99]. 

Heuristics are approaches for directing one’s attention on problem solving. It is originally 
derived from the Greek “heurisko” which means “I find”. 

Metaheuristics are heuristics to solve some computational problems like RCPSP using black-
box procedures [DEPUY and WHITEHOUSE '01, KOLISCH and HARTMANN '99]. 

Heuristic and metaheuristic algorithms have been successful because of the fact that they 
give rapid answers with relatively good quality for large problem. The main pitfall of these 
algorithms is that they are usually developed for a specific problem. For the same reason it is 
difficult to realise a classification of this algorithms. 

We will include in this category the local search metaheuristic which can be used for 
problems that can be formulated as finding a solution maximizing or minimising a criterion 
among a number of candidate solutions. Local search algorithms move from solution to 
solution in the search space until a solution supposed to be optimal is found or a time bound 
is elapsed. Based on local search method, another widely used metaheuristic is the tabu 
search. Tabu search uses a local or neighbourhood search procedure to iteratively move 
from a solution x to a solution x' in the neighbourhood of x, until some stopping criterion has 
been satisfied [PINSON, et al. '94, THOMAS and SALH '98]. Other local search algorithms 
include simulated annealing [KIRKPATRICK, et al. '83]. 

Other heuristic and metaheuristic algorithms are inspired on biological processes, like the ant 
colony optimization algorithm or genetic algorithms. Ant colony optimization uses many 
artificial ants (or agents) that incrementally build solutions. Artificial ants deposit artificial 
pheromones (to this ant-inspired behavior is due their name) that are used by later ants to 
guide their search [LUO, et al. '03 , MERKLE, et al. '02]. Genetic algorithms maintain a pool 
of solutions rather than just one. The process of finding superior solutions mimics that of 
evolution, with solutions being combined or mutated to alter the pool of solutions, with 
solutions of inferior quality being discarded [WANG, et al. '05 ]. 

http://en.wikipedia.org/wiki/Candidate_solution
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Ant_colony_optimization
http://en.wikipedia.org/wiki/Genetic_algorithms
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3.5 Dependencies management 

3.5.1 Defining dependencies 
Dependencies appear when reliance or dependence exists between two or more objects. 

Dependencies between actors or teams are usually considered as interactions. In general, in 
order to cover the dependencies between different kinds of objects, we will use the term 
relation or relationship.  In order to characterize dependencies, one should start defining the 
type of dependencies and between what kind of object act the dependency. 

Marle [MARLE '02] defines seven types of objects participating in a project and seven types 
of dependencies interacting with the objects. The objects defined in his work are: 

• Actors 

• Activities 

• Goals 

• deliverables 

• Project 

• External decisions 

• Process and organisations external to the project 

•  

The first five objects are defined in the framework of an accurate project ones the object 
“project” has been defined. Nevertheless, the project is not an isolated object and there are 
external objects that should be taken into account. In the work of Marle this external 
environment is taken into account by the last two objects. Considering these objects, Marle 
defines seven possible dependencies between these objects: 

• Hierarchical relation 

• Resource utilisation relation 

• Sequential relation 

• Contribution relation 

• Influence relation 

• Similarity  resemblance relation 

• Exchange relation 

The first three relations are the most common relations that we can find in a project. 
Furthermore, contribution relation and influence relation are more related to the goal of the 
project, how this goal is cascaded downstream, and the decisions that are taken by different 
actors. Similarity relations are linked to best practices actions and have a temporal aspect, 
as the relation is established between objects being part of different periods. Finally, the 
exchanges relations are those relations that are not necessarily hierarchical or that have not 
lead to any influence between the objects. This is the case of relations that we can find in 
some information systems. Nevertheless it will not be a relationship that we will study in our 
work. In our case we will focus on hierarchical relations, resource utilisation relation and 
sequential relation. 

Hierarchical relations and resources utilisation have already been treated in the chapter 
related to the constraints. Indeed, hierarchical relations included due dates constraints 
defined by the upper managerial level, as well as the resource capacity given by this level. 
Moreover, during the project running, hierarchical relations are usually based on an 
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information flow which is often the basis for the decision making process. Key Process 
Indicators (KPI) are very useful tools for “at a glance” representation of the project progress 
and is part of the day to day hierarchical relations.  

Resources utilisation can be seen as relations as it has been done on Marle’s work or as 
constraints as we have introduced for our work. Indeed, two team that are constrained to use 
the same resource will have a relationship that will force them find a good balance between 
the usage as the common resource on each team. Nevertheless, if the viewpoint of this 
problem is situated inside one of the teams, the common resource usage is seen as a 
constraint as we have defined in the 3.4.2.3 chapter.  

Sequential relations have been widely studied in scheduling literature. It has usually been 
named as temporal constraints. In our work, we will consider two types of sequential 
relations. On the one hand we will deal with precedence between internal activities and on 
the other hand with constraints related to the interdependencies with other teams. 

3.5.1.1 Precedence between internal activities 

Due to technological requirements, some activities can not be performed independently from 
each other. Precedence between activities can be found in different scheduling problems and 
the RCPSP is not an exception. In literature, these kinds of constraints can be defined as 
temporal constraints or generalised precedence constraints. Figure 27 shows thirteen 
possible temporal relations between two activities [ALLEN '83]. 
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Figure 27: possible temporal relations between two activities 

 

In reality a pair of activities will be performed in one of these modes. Nevertheless; the most 
used precedence constraints take into account only the simple finish-start precedence type. 
Therefore if activity i precedes activity j, this constraint is usually modelled as follows: 
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iii SdS ≤+  

Being S the start time of the activity and d the duration of the activity, usually defined as a 
non-negative integer. Nevertheless this type of sequential activities model does not support 
parallel activities which are very common, as we have already seen, in Concurrent 
Engineering. 

3.5.1.2 Interdependencies with other teams 

Interdependencies between other teams are sequential relations, but on the contrary of the 
precedence between internal activities, interdependencies with other teams are not due to 
technological limits but rather to the fact of a geographic distribution. 

During the design process, interactions between design teams appear while exchanging data 
(Figure 28).  
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Figure 28: Data exchange between two activities. 

 

Data is the generic term used to describe deliverables that are exchanged between design 
teams. These deliverables can be models, drawings, mock-ups, requirements specification 
document, calculation results, sketches, test results, etc. They are produced in order to 
answer to a specific requirement (or set of requirements) from a stakeholder involved the 
development process. Data is provided by the supplier as an output of a design activity and 
will be used by the customer as an input for its own design activity. 

From a supplier point of view, characteristics of data evolve and get closer to final data.  
From a customer point of view, reliability of provided data will increase at the same time as 
supplier’s design activity progress. Generally, the likelihood of modifying a data decreases 
and its maturity increases until the completion of the design activity. 

If we refer to the time-location matrix [RODDEN and BLAIR '91] distinguishing between 
synchronous and asynchronous work on the one hand and co-located and distributed 
settings on the other hand; we will link interdependencies management to distributed 
settings. 

Data exchanges are nowadays largely supported by product oriented information systems 
that support distributed work. Some tools support also engineering process models [LASMIS, 
et al. '03]. Managing workflow of the engineering process together with information 
concerning the product itself can lead to efficient management of interdependencies. 

Most popular groupware technologies for data exchanges are based on asynchronous 
communications tools [GUTHRIE '04, LABORIE '06, LARSSON '05, MACGREGOR, et al. 
'01]. 

Work carried out at the same time need to focus on data exchanges practices in real-time; 
this is the goal of the shared workspace technology that is supported by some Computer 
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Supported Cooperative Work (CSCW) tools [THOMSON, et al. '00a, THOMSON, et al. '00b]; 
it is also the goal of the concept of collaborative spaces [GIRARD, et al. '03]. 

3.5.2 State of the Art for dependencies management 

3.5.2.1 Dependencies management and concurrent engineering 

Terwiesch and al. [TERWIESCH, et al. '02] focused their work on the content of the 
exchanged between design teams and mainly on the preliminary information exchanges. 
They categorise information based on two variables: information precision and stability. The 
former is linked to the accuracy of the data exchanged while the latter defines the probability 
of given information of being modified later on. 

Based on these variables, different strategies of data exchanges can be defined, these 
strategies are included in a large variant of possibilities between two boundary strategies 
defined as iterative and set based strategies. On the one hand the iterative strategies focus 
on accurate data delivery since the beginning. This strategy involves a high risk of modifying 
the information on the next delivery. In others words it focus high stability rather than high 
precision. On the other hand, set based strategy deals with a range of values related to a 
value. This value range will converge until an accurate value is reached. This means that the 
data customer will not have accurate information in preliminary deliveries. Nevertheless, 
stability of the information will be high.  

Strategy chosen in order to exchange information will depend on the technology of the 
subsystem to be developed but also on data exchanges management practices. Moreover, 
actors involved in these exchanges can define different collaboration modes depending on 
the rework risk that they are organized to consent. 

3.5.2.2 Design Structure Matrix (DSM) 

We have already introduced DSM’s and have seen that it is an interesting tool for modelling 
different aspect of the project. In this chapter we will focus two utilisations of the DSM: Team-
based DSM and the activity-based DSM. In the first case, the different existing teams can be 
listed in the DSM and the different components can also be listed in order to study the 
exchanges between the existing teams and more accurately, which data, related to a 
component, has been exchanged. Early identification of these dependencies allows to stress 
the relationships between various teams and eventually to create a period where both teams 
will be collocated in order to define jointly the main architecture of each subsystem and in 
order to define accurately the interface. 

In some cases, this exercise has been used to minimise the exchanges between team by 
reorganising the teams, through manipulation of matrixes. In Figure 29, McCord, K. and 
Eppinger, S. have used the DSM in order to reorganise an engine development OBS 
[McCORD and EPPINGER '93 ]. In order to perform this task, they have tracked the data 
exchanged between the former product development teams. For each data they have 
measured the subsystem that was concerned and the number of exchanges. The result is a 
matrix where one can realise that several exchanges occur between the former teams, which 
could be source of inefficient development. On Figure 30, a new organisation is established, 
following a predefined algorithm of DSM that forms clusters, gathering those subsystems that 
have mainly exchanged data between them. Finally, those subsystems that have exchanged 
with more or less all the subsystems will be clustered in a new team called “integration team”   
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Figure 29: Design Structure Matrix of the Engine Development Project 

 

 
Figure 30: Ordered DSM Showing Existing System Team Structure 

Instead of actors, teams or subsystems, the DSM can also be built listing the activities 
defined for the project. This is called an activity-based DSM. The advantage of the activity-
based DSM is that it allows the identifications of loops and iterations. Indeed, activities that 
are completed might restart part of the work because of the fact that they depend on 
activities that are performed later. This type of dependencies can be very time consuming 
and in the worst case, they can make the project not to converge to the defined goals in the 
required time. Therefore, it is necessary to minimise this kind of dependencies.  

3.5.2.3 Preliminary information and data maturity concept 

Saint-Marc in [SAINT-MARC '06] investigates data dependencies networks, adjacent matrix 
and data maturity aspect in order provide decision making means for collaborations 
management. 

A data dependencies networks can be built modelling as nodes the different teams and as 
arrows the data that has been exchanged between the teams. For small project, this can be 
a modelling method to track the exchanges between teams. Nevertheless for complex 
project it can be very difficult to understand. A first modification can add visibility to this 
representation adding a temporal aspect to the exchanges. Indeed, if key milestones are 
defined and data exchanges are modelled taking into account the phase when is performed, 
the model becomes more comprehensible. In this ordered dependency network, data 
represented on a same column is created at the same date. Therefore it is possible to study 
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the dependencies that exist between data and which deliverables must be realised in order 
to deliver an accurate data. Nevertheless, this model does not allow studying iterations, or 
data that might be modified due to a loop involving a delivery realised in a later milestone. 

In order to select relevant data two importance-indicators are used: Criticality and Potential 
Risk. While criticality enables the impact analyse of a data’s descendants, Potential risk 
deals with the ancestors. If data created by a supplier is used by several customers, directly 
or indirectly in later deliverables (issued from the first data), this data is considered to be 
more critical than a data that is used only by few customers. In the same way, the potential 
risk will take into account the number of ancestors related to the data and will consider that a 
data that has several ancestors is a more risky data, meaning that the probability of receiving 
one of the data late and therefore the probability of delivering the data not on time is higher 
that the data which depends only on few ancestors. But Saint Marc has gone further in the 
representation and does not use this representation only for modelling dependencies 
between data. He also proposes the evolution of the data version using maturity levels. 

Maturity concept is linked to a human perception of the performance linked to every 
characteristics of a data [SAINT-MARC, et al. '04]. Even if this concept is not new, there are 
few works that have developed it [EVERSHEIM, et al. '97]. Maturity level related to a data is 
calculated using the relative data maturity which is a ratio that represents the gap between 
the objective maturity of the data definition and the actual state of the data (absolute 
maturity). 

obj

abs
rel M

MM =  

 

The objective maturity is the highest level of definition of the data. It is a reliable data that the 
customer is sure that will not be modified. It is also a range of value that has converged to an 
accurate solution. 

Therefore, the relative data maturity can be tracked during the design process comparing it 
with the actual absolute maturity level. (See Figure 31) 

This comparison is made in order to ensure that each customer will receive qualitatively and 
quantitatively the information it needs in order to perform the scheduled work. 
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Figure 31: Relative Data Maturity Progress (from [SAINT-MARC '06]) 

In former work, the author has also dealt with the concept of maturity, focusing on the 
product data maturity progress definition taking into account exchanges definition with 
external design teams [LIZARRALDE '03]. 



  83 

Other authors have developed frameworks focusing computing systems like Product Data 
Management tools, in order to support collaborative activities of the design process.  These 
frameworks focus on preliminary information exchanged between different design teams and 
deal also with the concept of maturity [BLANCO, et al. '06, GREBICI, et al. '05]. 

3.5.2.4 Signposting 

Signposting is an approach to model the design process taking into account the dynamic 
aspects of this process. This approach was developed by Clarkson and Hamilton from EDC 
at Cambridge University [CLARKSON and HAMILTON '00]. The Signposting model is based 
on an activity-based network. Activities’ connectivity is ensured by parameters and tracking 
these parameters allows a representation of the design process that not only takes into 
account the finish-end relations between activities but maturity evolution of these 
parameters. Indeed, the maturity of these parameters can be measured during the design 
process, this in realised using subjective confidence that the designer has in the parameter 
refinement. 

In Signposting, confidence is an abstract quality which is linked to the actors judgement of 
the design‘s maturity. Performing the design activities will improve the maturity and therefore 
the confidence.  

For each activity’s context is specified as a level of confidence in input and output 
parameters. Input parameters are required at a specified level of confidence to begin each 
task. These levels can be defined as none, low, medium, or high level of confidence (Figure 
32). When a task is completed, confidence in output parameters is usually increased. 

An advantage of the signposting model is that evaluation activities can be defined in the 
schedule in order to re-evaluate the confidence level. If the confidence level is reduced, 
some of the tasks which have already been completed might have to be restarted. 
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Figure 32. A typical signposting confidence mapping 

 

Applications of Signposting have included design process navigation or project simulation 
[WYNN, et al. '06]. Current researches based on Signposting models have been focused on 
flowchart models and probabilistic methods. This approach aims to model the design process 
taking into account resources requirements as well as uncertainty information [WYNN, et al. 
'05]. 

3.6 Conclusion 
We have focused on three aspects that are key elements for the scheduling of design 
activities during the development of a new aircraft. 

Uncertainties related to time and resources allocation of design activities can be managed 
using proactive or reactive techniques. While the first one focuses on defining baseline 
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schedules aiming to stay valid even if a disturbance occurs, the second one focuses efficient 
techniques to redefine the schedule if it id needed. Moreover, we have investigated how risk 
analysis techniques can support our approach mainly in order to deal with unforeseen events 
that impact time and resources allocation. 

Then we have briefly introduced different levels that handle the time and resources allocation 
problem with different views. Our approach aims to focus scheduling problems on the tactical 
level. This level needs to deal with exchanges between design teams and between different 
managerial levels. We have mainly focus on managing dependencies between different 
design teams and techniques that aim to enhance the collaboration between these teams. 

Our aim is to integrate the three aspects into the same framework that will be supported by a 
common project scheduling management model. The resulting framework will be considered 
as a decision support system since it shall enable team managers to check consistency of its 
decisions with the different project constraints. 

In the next chapter we will describe the project scheduling management model that we have 
developed and how the three aspects that have been investigated in this chapter are 
supported by this model and reused some of the reviewed concepts. 
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Chapter 4: A proposal based on 
Constraints Satisfaction 

4.1 Introduction 
In the former chapter we have defined three aspects of activities scheduling on which we 
want to base the functionalities of a DSS for team managers. 

One possible way of integrating various sources of knowledge that must be taken into 
account in a problem solving model is to express them as constraints.  

This chapter defines the constraint satisfaction problem (CSP) model to support decisions in 
activities scheduling.   

First, we propose to characterize activities by the energy required, in order to manage both 
time and resources constraints.  

Then, we describe our model, defining the set of variables and constraints, then the 
constraint propagation mechanisms used for the solving procedure. 

Finally we explore some decision support functionalities that this model can bring at the 
tactical level scheduling management, the treatment of some uncertainties in design 
activities scheduling and interdependencies management. 

4.2 A model based on the energy allocation problem  
Energy has been generally considered as a synonymous of the "power”, "force" or “activity”. 
Energy has an accurate definition in physics: it is defined as the capacity to do work or the 
amount of work a physical system can do on another. 

A work W is equal to the integral (along a certain path) of a force F. 

∫= dsFW .  

In contrast, the power P is the rate at which a given work is performed, or at which the 
energy is transferred during time. In the IS system of measurement, power is measured in 
watts (W) 

 

 

where t denotes time (duration).  

Conversely, energy can also be defined as: 

W = P * t where P is a constant power and t denotes the duration of the utilization time. In 
fact the most general definition enables the power to be a function over time, as we will show 
later. 

t
WP =

http://en.wikipedia.org/wiki/Mechanical_work
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http://en.wikipedia.org/wiki/Mechanical_work
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http://en.wikipedia.org/wiki/Watt
http://en.wikipedia.org/wiki/Time
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Considering work allocation problems in which one must decide how some shared resources 
may be allocated to activities, the energy concept enable to express energy conservation 
equalities or inequalities by comparing the energy required by the work activities and the 
maximal available energy that resources can provide [LOPEZ '91]. 

In the case of design activities, resources are usually linked to human labour and therefore 
power takes integer values, (unit = persons),  en energy is defined as manpower which is the 
product of human productive units by a duration. For example, an activity requires 3 
men.months, and belongs to a project for which a maximum of 30 men.months have been 
allocated.  Depending on the time granularity, men.weeks, men.hours or men.years may be 
more suitable. 

In the literature, other terms such as strength or intensity are used instead of power. 

In our work will use the term intensity, denoted A(t), or a(t) to describe respectively the 
available or needed resource quantities at time t. Manpower will be used as a generic term 
that includes the available resources during the project and how they are distributed. 

Therefore in our work energy characterizes a quantity of work and is then proportional to time 
and to the intensity of the resource able to perform it. More formally, energy is expressed as 
the integration of a resource intensity over time (Figure 33): 
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Figure 33: Energy represented in a resource-time diagram  

 

If we make the assumption that the intensity allocated or required by the task i  take discrete 
integer values (Figure 34), the curve representing it is generally made of one or several steps 
(see Figure 35). 

http://en.wikipedia.org/w/index.php?title=Human_productive_unit&action=edit
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Figure 34: Resources allocation and energy consumption for task A.  

 

Consequently, energy can be represented as a cumulative curve (never decreasing) showing 
the amount of work realised until a date. 

In practice, energy (or a work quantity) is classically represented in a two-dimensions 
diagram by the area located under the resource consumption intensity curve, and between 
two dates. Under the assumption the problem is discretised into equal periods, the following 
drawing represents a possible performance of an activity i; notice that intensity may only vary 
from one period to another, but never within a period. 
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Figure 35: Energy represented in a discretised resource-time diagram 

 

In the particular case where θ
ia  = ai  ∀θ (intensity is constant), the definition of the intensity 

can be simplified:  [ ]
iae ).( 12

, 21 θθθθ −=  

Energy is particularly interesting for tackling our scheduling problem in which work quantities 
that define the activities are well defined and can be considered as data, while durations and 
resource allocations are decision variables.  

When evaluating engineering activities, most practices that we have identified in Airbus 
consider work quantity rather that activities duration. Nevertheless, scheduling activities often 
stress on activities duration, since some absolute limit times exist (earliest starting time and 
latest finishing time) that constraint the whole project and limit consequently any activity 
duration.  
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The utilisation of the energy concept allows a flexibility degree since it offers the possibility of 
varying duration and resources allocation. This flexibility fixes better the reality of the 
engineering activities. Nevertheless the utilisation of energy in a determinist framework 
supposes to have a good knowledge on work quantities associated to activities. 

The energy concept enables us to build special constraint propagation algorithms (cf. for 
example, [BRUCKER '02, ESQUIROL, et al. '01, KUMAR '92]) that are useful both to 
characterize the problem consistency but also to improve the resolution process, by reducing 
dynamically the domain of remaining decision variables, after each decision step. The main 
idea of this so-called energy-based reasoning approach is to deduce restrictions on time and 
resource allocation for one activity by taking into account the resource availability and the 
minimal resource consumption of the remaining concurrent activities. This kind of reasoning 
has been successful in many scheduling problems [LOPEZ, et al. '92]. We will describe in the 
following sections how these ideas can be further reused in our model. 

 

4.3 Problem Modelling 

4.3.1 Constraint satisfaction problems (CSP) and constraint programming 
Many scheduling problems can be represented as constraint satisfaction Problems (CSPs). 
A CSP is mainly characterised by a set of variables (decisions), a set of possible values for 
each variable (domains), and a set of constraints between the variables. A solution assigns a 
value to each variable, respecting that all the constraints are satisfied [BAPTISTE, et al. '01]. 

The CSP was firstly studied in the 70s by Huffman, Clowes and Waltz for solving line-
labelling problems (from [DORNDORF '02]). Cohen in [COHEN '90] deals with CSP related 
to constraint programming environments which provide a framework for solving CSP models. 
The emergence of efficient constraint-based scheduling algorithms in the mid-90s [CASEAU 
and LABURTHE '94, COLOMBANI '96], and the diversity of scheduling problems have made 
constraint programming a useful approach for the resolution of complex industrial problems. 

Constraint Programming enables to make a clear distinction between two knowledge types: 
the declarative definition of the constraints that defines the problem and the procedural 
methods (algorithms and heuristics) that exploit these constraints to solve the problem.  

Moreover, constraint programming enables to distinguish constraint propagation and search 
algorithms. Constraint propagation consists in reducing the domains of the variables, 
eventually deducing new constraints from existing ones, and detecting inconsistencies. This 
deductive process is called constraints propagation. It can be embedded in the programming 
language, while search methods and heuristics are user-defined. 

For example, from y > x and x > 3, we can conclude that y is at least 5. This inference 
reduces the amount of computation needed to solve the problem. Moreover, following with 
the same example, if we add a new constraints y < 5, an inconsistency is detected. Without 
propagation, no inconsistency will have been detected until the instantiation of both x and y. 

 For some small problems with unique solutions, the solving can be performed only by 
propagating constraints [LOTTAZ, et al. '00]. Nevertheless, real industrial scheduling 
problems need a searching method to find a feasible solution, as propagating constraints are 
not sufficient. 

Searching methods are characterized by the order in which variables are instantiated and by 
the order in which values are enumerated for each chosen variable. When all the variables 
have an assigned value and these values respect the array of constraints, a solution has 
been found. The search space is the set of all possible total assignments. It may be usually 
very large because it grows exponentially with the problem size: for instance, if all variables 
have initially the same discrete domain:   
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Search space size = (Domain size)Number of variables 

We can make two types of classifications regarding searching methods. First, we can 
separate complete and incomplete methods. Complete search means that the search space 
can be explored entirely. This method guarantees that the solving process is complete and 
that any solution is accessible. This is necessary when the optimal solution is needed (one 
has to prove that no better solution exists). 

Incomplete search may be sufficient when just some solution or a relatively good solution is 
needed. This is often the case on large scheduling problems where a feasible solution, not 
necessarily optimal is needed in a short time. 

Secondly, we can distinguish constructive and repair-based or improving methods. 

With constructive searching methods, the solving process advances by incrementally 
constructing assignments (thereby reasoning about partial assignments which represent 
subsets of the search space).  

On the opposite repair-based methods shift from one total assignment (not necessarily 
admissible) to another one until a correct solution is found. This change is usually done by 
modifying previously explored assignments. Local search methods as well as population-
based methods are included in this category. 

Separating constraint propagation and search has two main advantages. On the one hand, it 
allows the system developer to implement the constraints propagation code and the 
decision-making code independently of one another. The same constraint propagation code 
can then be used to propagate decisions made by a decision-making algorithm as well as 
decisions made by a human user. 

In some problems, few decisions can lead to a solution of the problem thanks to the 
propagation mechanisms. On the second hand, the separation of constraint propagation and 
decision-making allows the developer of a constraint-based application to reuse constraints 
propagation techniques developed for other applications. Using constraint-solving tools 
marketed by software editors is a well known practice for application developers. 

First software related to constraint logic programming where based on innovative extensions 
of the well-known logic programming Prolog language (developed by Alain Colmerauer and  
Philippe Roussel in the 70’s); let us cite Prolog III [COLMERAUER '90] and CHIP [AGGOUN 
and BELDICEANU '93]. Nowadays the offer in the domain of constraint programming 
languages or dedicated constraint libraries for imperative languages (C++, Java) is quite 
large. 

One of the main advantages of using constraint-solving tools marketed by software editors is 
that the tool providers have invested significant effort in applying robust constraint 
propagation algorithms. This is the case of two application developed by ILOG company2 
named ILOG SOLVER and ILOG SCHEDULER [LE PAPE '95]. 

Other implementations that are available nowadays in commercial or open source format are 
often based on Prolog language. Dozens of applications based on Prolog language are 
available nowadays for academic or industrial purposes. One of the most powerful systems 
is ECLIPSe3. 

ECLiPSe is a constraint logic programming system that includes Prolog and enriches it with 
constraint propagation mechanisms on a large variety of domains (integers, booleans, 
sets…). ECLiPSe was developed until 1995 at the European Computer Industry Research 
Centre (ECRC) in Munich and then until 2005 at the Centre for Planning and Resource 
Control at Imperial College London (IC-Parc). It is currently copyrighted by Cisco Systems. In 
September 2006, it was released as open source software under the Cisco Systems/Cisco-
                                                 
2 http://www.ilog.com 
3 http://eclipse.crosscoreop.com/ 
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style MPL, equivalent to the Mozilla Public License. It is unrelated to the Eclipse software 
development framework. The constraint propagation mechanisms developed in the 
framework of this project where implemented using ECLiPSe. 

4.3.2 Problem statement and modelling 
The activity-scheduling problem that we consider is defined by the following assumptions. 

4.3.2.1 Quality gates and time horizon 

Let us note two consecutive quality gates v-1 and v that determine the scheduling horizon 
devoted to the development of a given subsystem. The manager of a design team 
responsible of the development of this subsystem will define a set of activities noted Iv =  
{i=1..n} that are necessary in order to fulfil the requirements of the next quality gate v. We 
suppose the time horizon between these two quality gates is discretised into H time periods 
θ = 1..H [LIZARRALDE, et al. '07b]. 

Quality gate v−1 will be performed at the beginning of the period θ = 1 while quality gate v 
will be performed at the end of the period θ = H. Periods are typically weeks, supposing that 
any activity requires at least one period to be achieved, even in the case of a maximal 
resource allocation. 

4.3.2.2 Definition of Activities  

As we saw before, activities are mainly defined by their energy: ei denotes the energy 
required to perform i, between its starting date si and its finishing date fi. 

Due to this hypothesis, we consider full elastic preemptive activities [BAPTISTE, et al. '99, 
BUTTAZZO, et al. '02 , CHANTEM, et al. '06]. The duration of an activity i is not known in 
advance and its intensity θ

ia can vary during the performance. Then, the number of resource 
units allocated to i may become null at some periods θ, excepted for si and fi. 

We also suppose this intensity to be integer, considering that elementary resource units are 
persons. Consequently, the intensities { θ

ia } are the main variables of the problem, one per 
activity and per period. The scheduling problem is thus transformed into an allocation 
problem. 

Activities may be submitted to individual time window constraints, defined by an earliest start 
period ri and a latest ending period di, with 1 ≤ ri ≤ di ≤ H. We will see further how to take 
these constraints into account in our model by setting null values for some θ

ia  variables. 

4.3.2.3 Definition of resources 

We define a cumulative problem, where maximum resource availability curve will be one of 
the most powerful constraints. 

We made the assumption that the problem considered is a mono-resource problem. We will 
discuss later the more realistic case in which design teams have several distinct 
competencies, and how to take this feature into account with a multi-resource model. 

The resources used in this model are mono-task, in other words, they can be allocated only 
to one task during a period. In other words, when we allocate an energy unit to a period, it 
means that we allocate a person. Other variants to this assumption will be discussed later. 

As quality gates dates are given by senior management, the maximal resource availability 
θA  is also supposed to be fixed at this decision level. θA  is an integer number that 

represents the maximum number of persons in the team who may work concurrently at any 
period θ.  

http://en.wikipedia.org/wiki/Mozilla_Public_License
http://en.wikipedia.org/wiki/Eclipse_%28software%29
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4.3.3 Constraints to be respected  
The first three types of constraints of our model are easy to express: 

4.3.3.1 Activity energy constraint: 

As the energy ei to be consumed for processing each activity i is a piece of data, any solution 
must respect: 

i

H

i ea =∑
=

=

θ

θ

θ

1
 ∀i = 1..|Iv|. 

4.3.3.2 - Cumulative resource constraint: 

The maximum resource availability curve Aθ is also a piece of data and we can state for each 
period: 

θθ Aa
vIi
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∀θ = 1..H. 

 

To the maximum resource intensity, we can add individual resource intensity (one per 

activity), defined by a range of values denoted by two bounds: [
θθ
ii aa , ]. If no individual 

constraint is defined, domains [
θθ
ii aa , ] are all equal and set to [0, θA ]. Nevertheless, 

individual intensity constraints can be defined independently of the maximum resource 
intensity. These constraints will be defined as follows. 

∀θ = 1..H,  ∀i = 1..n  ],[
θθθ
iii aaa ∈  

 

In the examples we have developed in our work, we define in most of the cases these kinds 
of individual constraints. Therefore, the limits of a intensity θ

ia  will not be limited to θA but to 

a value 
θ
ia  such that θθ

Aai < . 

The rational behind this individual constraint is to avoid resources concentration in a 
particular task that could be identified as critical.  

4.3.3.3 Time window constraints 

If such constraints are needed, it is easy to initialize to zero any variable θ
ia  for each activity i 

in any period that does not belong to the time window of i: 

0=θ
ia  for [ ] [ ]Hdr ii ,11,1 +∪−∈θ  

 

The next two constraints are related to model interdependencies between two activities. The 
first one is an interdependency constraint that deals with a pair of activities belonging to the 
same design team schedule: the Energy-Precedence Constraint (EPC). The second deal 
with interdependencies between two design teams: Contract Dependency Constraints 
(CDC), which are usually formalised by contracts and are often designed as dependencies 
due to the fact that interactions are usually defined as a supplier/customer type relationship. 
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4.3.3.4 Energy-Precedence Constraints (EPCs): 

Classically a scheduling precedence constraint between two activities {i, j} forces an activity i 
to be finished before an activity j begins.  It is expressed as the potential inequality iij ptt ≥−  
or, which is equivalent to : ij ct ≥ . 

In a concurrent engineering context, a full parallel execution of design and development 
activities is desired but not always possible since it could violate the resource availability 
constraint or because there may be interdependencies between some pairs of activities. In 
the latter case an activity i is forced to be in a state where it has already consumed a minimal 
energy eij (with eij < ei) before activity j can start. 

This energy corresponds to the minimal work that has to be done in activity i to produce 
reliable data that can be used to start activity j. For that reason we call it an Energy-
Precedence Constraint (EPC): EPC (i, j, eij). Let us note that the traditional scheduling 
precedence constraint is a particular EPC in which eij = ei. 

 
Figure 36: The Energy-Precedence Constraint and the traditional scheduling precedence constraint 

The minimal work that has to be done in activity i to produce reliable data for j, is defined by 
the supplier and constrains the parallelism level that may exist between both tasks. From a 
time point of view this overlapping period will depend on the resources allocation. 
Furthermore, in order to define the parallel level degree, customer can also have some 
requirements. Indeed, the customer might ask a minimal work that has to be done once the 
task i is finished. This amount of energy corresponds to the minimal work that responsible of 
task j has defined to be done once the precedent task is finished and therefore it is certain 
that no other modifications will be realised. In order to make the difference between both 
types of EPC, we will name the former a “Precedes” EPC type ( ije )  and the later a “Follows” 

EPC type ( *
ije ).  

 
Figure 37: Follow type EPC 

In Figure 38 both amount of energy are described in a precedence task relation. 
Nevertheless, we must insist that there is no relation between both quantities of work. While 
the first one is defined by the supplier independently, the second one is only related to the 
customer’s decision. 

eij 

Task j (ej) 

*
ije

Task j 

Task i 

Task i (ei) 
Task i (ei) 

eij = ei 

Task j (ej) 
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Figure 38: Precedes and Follows type EPC 

 

In the case where constant amount of resources are used to define the tasks, we could 
define a formula to relate both concepts as follows: 

j

ij

j

j

i

ij

i

i

a
e

a
e

a
e

a
e *

−=−  

where ai and aj are the resources intensities allocated to task i and j respectively. 

Therefore, the fraction between intensities will be equal to the fraction between the energy 
allocated in the parallel period: 

*
ijj

iji

j

i

ee
ee

a
a

−

−
=  

Nevertheless, this relationship is usable only in a very particular case since the fact of having 

ije  before the start of task j at the same time of having exactly the *
ije  after end date of task i 

is only a coincidence. In reality, in the case where constant amount of resources are used, 
one of the constraints will be more powerful that the other and only the former will be 
considered. 

But, since our model allows the non constant allocation of resources, the case of Figure 38 
can be feasible independently of the values of  ije  and *

ije . 

EPCs are the most difficult constraints to express with allocation variables { θ
ia } in place of 

the time variables {ti, ci, pi}. We propose in the next part, some propagation routines 
dedicated to these constraints. 

4.3.3.5 - Contract Dependency Constraints (CDCs) 

Consider a dependency that involves two design teams and activities i and j for each team. 
These activities will have a new temporal constraint defined by a due date. It is a special 
temporal constraint since the due date is not related to the completion of the activity but to 
the carrying out of a certain amount of work, in other words a constraint related to a 
dependency forces a team to expend a certain amount of energy before a given date. 
Indeed, the Contract Dependency Constraint (CDCij) is defined by two pieces of data: {tij, eij} 

For the activity i of the first design team, we have ij

t

i ea
ij

=∑
=1θ

θ
and iji

H

t
i eea

ij

−=∑
+= 1θ

θ
 

while the earliest time of the activity j of the second design team is fixed and equal to tij. 
Therefore: 

0=θ
ja  ]..1[ ijt∈∀θ  

Task j 
*
ije

Task i 
ije  



94   
 

In the chapter related to the contracts management we detail more accurately the logic 
behind this constraint and the relationship between the data delivery as well as the maturity 
level of this data. 

4.3.4 Propagation of constraints and implementation in a CLP framework 
We have three types of constraints in our model. Each of them may participate in some 
domain reductions that facilitate the problem solving procedure. 

4.3.4.1 Propagating Activity energy constraint 

Each activity must respect the constraint i

H

i ea =∑
=

=

θ

θ

θ

1
. Since allocation variables { θ

ia } may 

have an initial domain [ θ
ia , θ

ia ] we can deduce: 

 ),0max(
'

,1

'∑
=

≠′=′

−=
H

iii aea
θ

θθθ

θθ  and ),min(
'

,1

'∑
=

≠′=′

−=
H

iiii aeaa
θ

θθθ

θθ
 if θθ

Aai > then we can updated θθ
Aai ←  

Updating these bounds must be attempted initially, before any decision on variables { θ
ia } has 

been taken; it has also to be re-considered as soon as a value is given to some θ
ia  variable 

(in that case the domain becomes a singleton value θ
ia =

θ
ia = θ

ia ). This behaviour is 
completely covered by the CLP language. Example: 

Three activities {1,2,3} with a respective energy {5,8,12} require a resource available in 3 
units on a horizon [1,10]. We want to schedule activity 1 and activity 2 as soon as possible 
while scheduling activity 3 as late as possible. We first try to search a solution in which 
activity 1 and activity 2 receive 1 unit of resource each time they are processed. This leads to 
the following partial solution: 

Table 5: Example of activity energy constraint propagation 

θ
1a  1 1 1 1 1 0 0 0 0 0 

θ
2a  1 1 1 1 1 1 1 1 0 0 

θ 1 2 3 4 5 6 7 8 9 10 

 

Supposing we decide to allocate zero units at periods {1,2,3} for activity 3, the domains 
become: 

Table 6: Domains after activity energy constraint propagation 

θ
3a  0 0 0 1 1 2 2 2 3 3 

θ
3a  0 0 0 0 0 0 0 0 1 1 

We can notice that the value 9
3a =1 is due to the energy constraint for activity 3. 
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4.3.4.2 Propagating Cumulative resource constraint 

The resource consumption must respect the availability constraint 
θθ Aa

vIi

i
i ≤∑

=

=1
∀θ = 1..H. 

This behaviour is also completely covered by the CLP language. Example: 

Three activities {1,2,3} with a respective energy {4,7,10} require a resource available in 3 
units on a horizon [1,10]. We want to schedule activity 1 and activity 2 as soon as possible 
while scheduling activity 3 as late as possible. We first try to search a solution in which 
activity 1 and activity 2 receive 1 unit of resource each time they are processed. This leads to 
the following partial solution: 

 
Table 7: Example of cumulative resource constraint propagation 

θ
1a  1 1 1 1 0 0 0 0 0 0 

θ
2a  1 1 1 1 1 1 1 0 0 0 

θ 1 2 3 4 5 6 7 8 9 10 

 

Propagating the cumulative resource constraint lead to the remaining domains for variables 

{
θ
3a }: 

Table 8: Domains after cumulative resource constraint propagation 

θ
3a  1 1 1 1 2 2 2 3 3 3 
θ
3a  0 0 0 0 0 0 0 0 0 0 

θ 1 2 3 4 5 6 7 8 9 10 

4.3.4.3 Propagating Time window constraint 

Time windows constraints are easy to propagate at the beginning of the problem. Any 
variable θ

ia  for each activity i in any period that does not belong to the time window of I can 
be initialized to zero. This is usually the first bounds updating to be realised in the problem 
solving process because it allows reduce considerably the solution area. Example: 

Two activities {1,2} with a respective energy {4,5} are constrained to the time window [2,6] for 
the first one and [3,9] for the second one on a horizon [1,10]. If we want to schedule activity 1 
and activity 2 as soon as possible we first initialize to zero the intensity on the periods 
{1,7,8,9,10} for the first activity and the periods {1,2,10} for the second activity. This leads to 
the following partial solution: 

Table 9: Example of time window constraint propagation 

θ
1a  0 1 1 1 1 1 0 0 0 0 

θ
2a  0 0 1 1 1 1 1 1 1 0 

θ 1 2 3 4 5 6 7 8 9 10 
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For the first activity two possible solutions are available if pre-emption is not allowed and if 
activities receive 1 unit of resource each time they are processed: 

 
Table 10: Domains of first activity after time window constraint propagation 

θ
1a Sol 1 0 1 1 1 1 0 0 0 0 0 

θ
1a Sol 2 0 0 1 1 1 1 0 0 0 0 

θ 1 2 3 4 5 6 7 8 9 10

 

For the second activity the following possible solutions are available if pre-emption is not 
allowed and if activities receive 1 unit of resource each time they are processed: 

 
Table 11: Domains of second activity after time window constraint propagation 

θ
2a  Sol 1 0 0 1 1 1 1 1 0 0 0 

θ
2a  Sol 2 0 0 0 1 1 1 1 1 0 0 

θ
2a  Sol 3 0 0 0 0 1 1 1 1 1 0 

θ 1 2 3 4 5 6 7 8 9 10 

 

4.3.4.4 Propagating Energy-Precedence Constraints (EPCs) 

Modelling energy-precedence constraints and propagating them need additional definitions. 

is  (starting-time of i) is the minimal date θ  such that 0>θ
ia  

if  (finishing-time of i) is the maximal date θ  such that 0>θ
ia  

),( θiebef , the energy consumed by i before timeθ: ∑
−=

=

=
1

)(),(
θ

θ
u

su
ibef

i

uaie  

),( θieaft  the energy consumed by i after time θ: ∑
=

+=

=
ifu

u
iaft uaie

1
)(),(

θ
θ  

),( θiebef  the maximal energy that can be consumed by i before time θ:

 ∑
−=

=

=
1

)(),(
θ

θ
u

su
ibef

i

uaie  

),( θieaft  the maximal energy that can be consumed by i after time θ:

 ∑
=

+=

=
ifu

u

u
iaft aie

1
),(

θ
θ  
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An energy-precedence constraint can be represented by one or both of the following 
formulas: 

Precedes (i,j,eij) which states that any schedule should verify: ijjbef esie ≥),(  

Follows (i,j, *
ije ) which states that any schedule should verify: *),( ijiaft efje ≥  

4.3.4.4.1 Precedes EPC type 

We will refer to “Precedes” EPC type when dealing with the minimal work that has to be done 
in activity i to produce reliable data that can be used to start activity j; this mandatory 
preliminary work on i is defined by the provider of the data 

During the problem solving, the main variables { θ
ia } are progressively instantiated, one by 

one.  Assigning a value to θ
ia  variable at a given solving stage is an event that triggers 

routines in charge of updating dynamically a time bound for some activities i which are 
possibly implied in a EPC constraint between i and some j. More precisely, it is possible to 
compute the earliest time tij at which activity i has certainly consumed the energy eij that 
enables j to start: 

tij =min ( t /  ∑
=

=

t

ia
θ

θ

θ

1
≥ eij ) 

where 
θ
ia  denotes the upper bound of the domain of 

θ
ia  (if θ

ia  has been assigned, the 

domain is reduced to the singleton value θ
ia = 

θ
ia = 

θ
ia ). Now any time θ < tij is a forbidden 

value for processing activity j. We can then force θ
ja =0 for all times θ < tij.  

In the following example (see Figure 33), we schedule an activity i consuming ei = 15 
resource units. Vertical black lines represent the time window bounds and horizontal ones 
the current maximal intensity of i. The minimal intensity is supposed to be zero. No decision 
has been taken for scheduling i and j. Activities i and j are linked by an Energy-Precedence 
Constraint EPC(i,j,10). The dotted vertical line represent the earliest starting time of j. In 
order to show the effect of a EPC between i and j, we have represented the earliest 
scheduling of i (diagonal lined rectangles): 

         θ
ia  

is  

1 2 3 3 2 33 3 0

if

sj 

activity i 

activity j 

0 0 0 0 0 0 

0 

θ
ja  

 
Figure 39 : Effect of a precede type EPC constraint on activities scheduling 
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The thick diagonal lined rectangles represent the resources units necessarily consumed 
before j starts. Let us notice that due to the discretised nature of time, in order to respect the 
Energy-Precedence Constraint, 11 resource units have been consumed by i before the 
period js ; the immediate previous period ( js -1) would have let only 9 resource units to be 

consumed by i, and do not satisfy the constraint. We can then state that a lower bound of js  
that respect the energy-precedence constraint is the period t such that: 

∑
−=

=

1

1

t
ia

θ

θ

θ
< eij  ≤∑

=

=

t
ia

θ

θ

θ

1
 

where θ
ia  denotes the upper bound of the domain of 

θ
ia  (if θ

ia  has been assigned, the 

domain is reduced to the singleton value θ
ia = 

θ
ia = θ

ia ). 

This propagation is not obvious to implement, because no predefined built-in constraint of 
this type exists in a CLP language. To this end we use a so-called “suspended-goals” 
technique that links the EPC constraints to the domain reduction events for each constrained 
variable: each time a θ

ia  is instantiated or its upper bound reduced, we shall check the 
eventual EPC constraint (i, j, eij): first the bound t is updated and eventually some variables 

θ
ja  are forced to be null.  

These properties suggest a first algorithm which computes the lower bound of js  and 

propagate it on
θ
ja . 

 

 

 

 

 

 

 

Algorithm 1 : Propagating the energy-precedence constraint precedes(i,j,eij) on j 
 Input : is , js , {

θ
ia  ∀θ = is .. is }, eij 

 Output : a new constraint on js , expressed as new constraints 0=θ
ja  for some periods 

u.   
 1 ebef ← 0 
 2 t ← is  
 3 while ebef < eij do 
 4 ebef ← ebef +

θ
ia  

 5 t ← t + 1 
 6 endwhile 
 7 if t > js  then 

 8  for u in js ..t do 

 9  θ
ja  ← 0 
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10  endfor 
12 ts j ←  

13 endif 

 

 

The same precedes(i,j,eij) constraint can also affect the scheduling of activity i. In order to 
ensure that at least eij units of resource must be consumed in processing i before j starts, at 
most (ei- eij) remain available for activity i since j starts. It implies that if js  is the latest 

starting time of j, at most  (ei- eij) units of resource are available for i during the interval [ js , 

if ] : 

 

 

jfjs

activity i 

activity j 

iji

fu

su

u
i eea

i

j

−≤∑
≤

≥

if

 
Figure 40 : Effect of a follows type EPC constraint on activities scheduling 

 

 

 

These properties suggest now a second algorithm which computes an upper bound t of js  
and propagate it as a new constraint that limits the sum of the last consecutive terms )(θia . 

 

Algorithm 2 : Propagating the energy-precedence constraint precede(i,j,eij) on i 
 Input : if , jf , {

θ
ja  ∀θ = js .. jf }, eij 

 Output : new constraints on some terms )(uai  expressed as 
iji

f

su
i eeua

i

j

−≤∑
=

)(  

 1 t ← jf  
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 2 e ← )(ta j  
 3 while e < ej do 
 4 t ← t – 1 
 5 e ← e + )(ta j  
 7 endwhile 
 8 if t ≤ if  then  

 9 set the newconstraint iji

f

tu
i eeua

i

−≤∑
=

)(  

10 endif 

 

4.3.4.4.2 Follows EPC type 

We will refer to “Follows” type EPC when dealing with the minimal work that has to be done 
on activity j once activity i is finished; this mandatory remaining work is defined by the 
customer of the data.  

In this case we seek to compute the latest time tij from which activity j can still consume the 
energy *

ije , which is the minimum energy allocated after i ends. 

tij = t such that : ∑
=

+=

jf

t
ia

θ

θ

θ

1

< *
ije   and  ∑

=

=

jf

t
ia

θ

θ

θ
≥ *

ije  

Consequently, any time θ>tij is a forbidden value for processing activity i. We can then force 
θ
ia =0 for all times θ > tij.  

These properties suggests a third algorithm which computes the upper bound of fi and 
propagate it on θ

ia . 

 

 

 

 

Algorithm 3 : Propagating the energy-precedence constraint follows(i,j, *
ije ) on i 

 Input : if , jf , {
θ
ja  ∀θ = jf .. jf }, *

ije  

 Output : a new constraint on if , expressed as new constraints 0=u
ia  for some periods 

u.   
 1 eaft ← 0 
 2 t ← jf  
 3 while ebef < eij do 
 4 eaft ← eaft +

θ
ja  

 5 t ← t - 1 
 6 endwhile 
 7 if t < if  then 

 8  for u in t.. if  do 
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 9  u
ia ← 0 

10  endfor 
12 tf j ←  
13 endif 

 

 

Lastly, the follows(i,j, *
ije ) constraint can also affect the scheduling of activity j. In order to 

ensure that at least eij units of resource must be consumed in processing j after i ends, at 
most (ej- eij) remain available for activity j before i finishes. It implies that if if  is the earliest 

end time of i, at most (ei- eij) units of resource are available for j during the interval [ js , if ]: 

Which suggest the fourth and last algorithm related to EPC which computes a lower bound t 
of fi and propagates it as a new constraint that limits the sum of the first consecutive 
terms )(θja . 

 

Algorithm 4 : Propagating the energy-precedence constraint follows(i,j, *
ije ) on j 

 Input : js , is , {
θ
ia  ∀θ = is ..

i
f }, *

ije  

 Output : new constraints on some terms )(ua j  expressed as iji

f

su

u
j eea

i

j

−≤∑
=

 

 1 t ← is  

 2 e ← )(ta i  
 3 while e < ei do 
 4 t ← t + 1 
 5 e ← e + 

t
ia  

 7 endwhile 
 8 if t ≥ js  then  

 9 set the newconstraint iji

f

su

u
j eea

i

j

−≤∑
=

 

10 endif 

 

 

4.3.4.5 Propagating Contract Dependencies Constraints (CDCs) 

 

We define a Contract Dependency Constraint (CDCij) with the data {tij, eij} is a constraint 
stating that a given part of an activity i (team i) must have been processed before a fixed 
date t12 at which the dependant activity j (team j) can start. 

For the activity i we have ij

t

i ea
ij

=∑
=

=

θ

θ

θ

1
and iji

H

t
i eea

ij

−=∑
=

+=

θ

θ

θ

1
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For the activity j the dependency is translated into an earliest starting-time constraint: 

0=θ
ja  ]..1[ ijt∈∀θ  

Example: 

Two activities {1,2} from two different design teams, with a respective energy {7,3} are 
constrained by the delivery of a data during the period θ=6. This data requires 3 units of 
energy to be expended by activity 1 in order to achieve the maturity level required by activity 
2. To restrict the complexity of the example, we suppose the maximal intensity of both tasks 
is fixed to 1. 

Two type of actions are performed in the problem solving process related to this constraints: 

On the one hand the periods {1,2,3,4,5,6} of activity 2 are initialised to zero, since this activity 
can not begin without the data that will be delivered in period θ=6. 

 
Table 12; Example of CDC propagation 

θ
2a  0 0 0 0 0 0 ? ? ? ? 

θ 1 2 3 4 5 6 7 8 9 10 

Therefore two possible solutions are available for activity 2 if pre-emption is not allowed: 

 
Table 13: Solutions for the CDC example 

θ
2a (sol1) 0 0 0 0 0 0 1 1 1 0 

θ
2a (sol2) 0 0 0 0 0 0 0 1 1 1 

θ 1 2 3 4 5 6 7 8 9 10

 

On the other hand activity 1 shall perform 7 units of energy, with at least 3 units before period 
θ=6. 

If the maximal intensity is relaxed to 2 units of resource and if intensity for periods {1,2,3,4} 
are zero (due to some other constraints), then propagating the Contract Dependency 
Constraint (CDC12) lead to the remaining domains for variables { θ

1a }: 

 
Table 14: Solution for the CDC example after relaxation of maximal intensity 

θ
1a  0 0 0 0 2 2 2 2 2 2 
θ
1a  0 0 0 0 1 1 0 0 0 0 

θ 1 2 3 4 5 6 7 8 9 10 
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4.4 Tactical level scheduling with quality gates 
Based on the model introduced in the precedent chapter, we have implemented the different 
constraints using the Constraint Logic Programming (CLP) environment ECLiPSe. The result 
is a tool enabling the allocation of resources based on the allocation of energy packages. 
This tool is dedicated to managerial levels where workload needs to be managed in a 
dynamic environment taking into account internal and external constraints. 

The project management is generally based on a quality gates development. From a 
scheduling point of view, the scope of problem is reduced significantly since sub-problems 
are smaller. Quality gates allow taking into account interfaces with interdependent 
subsystems by defining some common quality gates related to several subsystems. This kind 
of common quality gates allow the correct interrelation between several subsystems and the 
fulfilling of the constraints linked to the interface. Typically phases of 20-30 weeks long are 
created with the duty of releasing a defined deliverable at the end of this phase. Fixing 
quality gates and time horizon are considered as external constraints for activities, since they 
can not be relaxed by team managers. 

The second external constraint is related to the maximum resource capacity, which is given 
for each phase. This global resource allocation let the responsible some degrees of freedom 
to locate tasks in time.  

Therefore, since there do not exist activity progress reviews, managers are asked to 
anticipate the lack of maturity of the deliverable related to the quality gate and to promptly 
confirm without delays the quality gate review and if assigned resources are enough for the 
completion of the deliverable. For this reason the consistency of the whole set of constraints 
must be evaluated as soon as possible. The main advantage of a constraint-based solver is 
to characterize the problem consistency by taking into account the most complete set of 
constraints (internal and external constraints, time and resource constraints). 

Before each phase starts, the described tool can be used to make a first estimation of 
required resources. This is a task usually performed using information and knowledge 
extracted from former programs experiences. Nevertheless, it usually takes into account only 
resources needed to perform internal activities without dealing with the contracts that will 
need to be respected between two quality gates. 

The relationship between workload and contract time position has been studied by the author 
in a preliminary work [LIZARRALDE, et al. '06a]. Once a first estimation is done and a first 
set of resources are allocated, the main capability of this tool is to support the manager of 
these teams in order to reallocate resources in a dynamic environment, anticipating the 
commitment linked to the quality gate and to the contracts between two quality gates. This 
includes a support to trade offs between the demand of new resources and the deterioration 
of the quality of deliverables linked to the quality gate or to the contracts. This is the reason 
why we consider this tool as a Decision Support System. 

In the literature of standard resource-constrained project scheduling problems, the objective 
is usually to find an optimal schedule that minimizes the makespan or the maximum 
lateness, with the help of a black-box one-step solving algorithm. In our case we prefer to 
provide a decision making support that helps the user to build iteratively a feasible solution 
that satisfies all the constraints, and negotiate some of  them if they can not all be satisfied. 
This solution will stress the available time margins and tight periods. We know that in many 
cases the problem is over-constrained (no schedule can satisfy the whole set of constraints), 
and there is a need for a customisable solving strategy in which the expertise of the decider 
may be exploited by taking into account some hierarchy of constraints to be relaxed (e.g. 
outsourcing or hiring new personnel, renegotiating contracts or modifying quality gates).  

Considering that the hierarchy of constraint is built taking into account four types of 
constraints (Manpower, QG, Task precedence and Interdependence), the user can order 
them in ascending order of importance. Relaxing constraints must be in coherence with the 
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actions that shall be taken afterwards. Moreover, the validation of the relaxation does not 
depend only on the head of the team but on managerial higher levels as partners involved in 
a contract. The simulations that can be done relaxing different constraints allow the user 
define different possible solutions and define accurate demands avoiding the classical claim 
“I need more resources”.  

For a clearer understanding, this process can be shown as follows: 

Solution 
found?

User 
accepts?

New Scenario
(take actions concerned by the

relaxations)

Display solution 
(how the constraint was modified)

Relaxation 
constraint n

n =1

n = n+1

Manager 
accepts?

Reduction of 
relaxation

Start

Finish
Yes

Yes

Yes

No

No

No

n ? 4 ?
Yes

No

 
Figure 41: Constraints relaxation process 

Relaxing first constraint in the list until a consistent solution can bring to non realistic 
solutions that must be accepted by the user before going on with the process. Once a 
feasible solution is defined, the head of the team will undertake the actions concerning the 
relaxed constraints and in the same way he or she will make an accurate demand to the 
concerned manager. If this manager agrees the modifications, the new schedule will be set 
up as the new baseline schedule. If not, the foreseen relaxation has to be reduced until the 
acceptance level and restart the process by relaxing the next constraint in the list until a 
feasible schedule arises. 

The aim is to find a worthy balance between time constraints and resource constraints from 
an internal point of view but also from a systemic point of view (e.g. respecting contracts with 
external teams). 
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Accurate examples dealing with this trade offs in over-constrained context and customisable 
solving strategy examples will be provided in the next part. 

 

4.5 Scenario based scheduling for uncertainties management 
As we have explained in the 3.4.2 chapter, there are basically two methods to deal with the 
design activities scheduling uncertainties . On the one hand, the reactive methods and on the 
other hand the proactive methods. In this chapter we will develop a proactive method based 
on the scenario management. 

Our model is efficient from a reactive point of view. If an unforeseen event happens, our 
model is not defined for including automatically a new task in the schedule. Indeed, we 
estimated that focusing on the constraints of the design process is more efficient for this 
dynamic environment [REPENNING '01]. Therefore, if an unforeseen event occurs, the main 
task will be to check if the new schedule remains consistent and respect all constraints. 
Reactive procedures need to asses in a short period different scenarii. The following 
methodology is then also usable for reactive scheduling processes. 

In order to exploit efficiently this proactive method it is necessary to define a process to 
manage the scenarii. This process includes the scenarii generation that can be realised at 
the beginning of the project. This exercise will enable choosing the baseline schedule in 
order to steer the progress of the project. Moreover, other scenarii are saved. Later, if 
important modifications occur in the project running and if the baseline needs to be adjusted, 
scenarri saved at the beginning can be used to replace the existing baseline. Choosing 
among the saved scenarii can be realised comparing real progress with energy units 
allocated in each of the scenarii.  

4.5.1 Definition of a scenario 
Schoemaker [SCHOEMAKER '95] defines scenario planning as a “disciplined method for 
imagining possible futures”. Usually, “scenario planning” methods are defined for strategic 
level utilisation. They can include an important variety of quantitative and qualitative 
information [GOODWIN and WRIGHT '01]. But their use at tactical and operational levels is 
avoided due to the complexity of these types of methods [AHMED, et al. '03]. A scenario is 
not just a kind of story describing different futures. In order to define, understand and 
anticipate risk for the project, scenario management must be structured in a rigorous 
framework. This framework includes a model to generate different scenario and to evaluate 
them. It can also support the possibility of aggregating two or more scenarios. Lastly, it can 
include capabilities such as saving, updating and deleting the scenarios. 

4.5.2 Scenario management process 

4.5.2.1 Scenario generation 

In our case, we focus on scenarios built for the tactical level. In our model scenarii are 
basically schedules with several ways to allocate resources, which leads to different time 
slots assigned to activities. 

We can distinguish three methods to generate scenarios based on our model. 

The first one is creating schedules as described in the 4.4 chapter. Based on solutions built 
iteratively with the user or heuristic solutions, each scenario is built from scratch.  

The second method is based on the modification of one or several constraints. We have 
named this method the “what if” method since the user reviews each constraint usually 
imagining worst futures. In other words, “what if” method begins from an existing scenario 
and realises modification on constraints that can include the reduction of available resources 
or the violation of an interdependency  
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In the third method, the user inverts the process in order to create new scenarios focusing on 
a desired solution. Indeed, the user defines a value for each variable relaxing some 
constraints. This method is called a goal-seek analysis due to the fact that the user can build 
a schedule respecting all its goals but without taking into account some external constraints. 
This type of analysis is usually used when no resources are allocated to a design team. In 
this case, design team manager defines an accurate schedule and defines the amount of 
resources necessary for the completion of activities. 

Finally, new scenario can be generated aggregating existing scenarii. Most used 
aggregations concern two or more scenarii built following the “what if” method.  

4.5.2.2 Scenario evaluation 

Using the same model as for different scenarii generation, including identical variables and 
constraints, implies that scenario can be compared to each other. The comparison can be 
done by contrasting the resources allocation graphes and the activities positioning. 
Moreover, two or more scenarii can be compared regarding how each constraint is 
respected. This point includes the comparison of margins related to a constraint, or the 
relaxation level if one or some constraints have been relaxed. In other words, the comparison 
depends on the evaluation method used to assess each scenario.  

The satisfaction level of each constraint is an efficient way to evaluate a scenario. For 
example, if a solution is built with a given resource constraint relaxation, the variables that 
define this relaxation include: 

• The overall extra energy quantity that is used by the scenario. 

• The number of time periods in which the constraint is violated. 

• The maximum quantity of resources added during a period. 

Therefore, when comparing two scenarii, one could estimate that a scenario that uses less 
extra energy is a better scenario. Nevertheless, the evaluation of the other variables can 
demonstrate that it is also a less realistic scenario since it uses a high number of extra 
resources over a short period of time. 

This type of evaluation can be considered as an explicit assessment. Other way to evaluate 
scenario includes risk analysis which is realised following the estimation of the user. 

Risk associated to each scenario includes occurrence likelihood as well as an impact factor. 
A combination of both factors allows the user evaluate each scenario and make comparisons 
between different scenarios as well as to order hierarchically a set of scenarios. 

Lastly, scenario can be evaluated through sensitivity analysis. The goal of this assessment 
method is to modify one or several variables (allocated energy in each period) and analyse 
the impact on different constraints. This type of analysis is realised in order to measure the 
robustness of each scenario. Robust scenario does not violate any constraint if minor 
modifications affect variables. 

4.6 Contracts management 

4.6.1 Definitions 
Contracts between design teams can be observed through deliverables exchanges, which 
are often subject to negotiation. Therefore, contract management can be also defined as 
interfaces management, deliverables management, dependencies management or 
interdependencies management. A contract between two or more teams includes a data 
description and a date of delivering. 

As we have already seen, data can be related to models, drawings, mock-ups, requirements 
specification document, calculation results, sketches, test results, etc. Data is generated by 
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the supplier in order to answer to a specific requirement of a customer. Other cases include 
data produced by a specific domain that will be used by the customer as a design constraints 
to be respected. This is the case of the loads that will be a necessary input for the person in 
charge to calculate the size of the components. Hence, this size will be also a data for the 
designer that virtually assembles different parts. 

Data is provided by the supplier as an output of a design activity and will be used by the 
customer as an input for its own design activity as described in Figure 42: 
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Figure 42: Contract definition: Input and output 

 

Design teams and dependencies form a network (nodes = teams, edges = information flows). 
Traversing such a network enables to understand the constraints/contracts established by a 
design team on another.   

Constraints propagation related to contracts becomes crucial in schedules modifications 
management. Each time a design team modifies its own schedule, especially after an 
unforeseen event, the information should be transferred to other teams it has some 
dependencies with. In order to anticipate changes in dependencies, a close link between 
dependencies management methods and schedules should be established. In Figure 43, we 
describe the process of a contract negotiation. Description of the data includes the type of 
the data, the maturity level and the needed date: 
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Figure 43: The process of a contract negotiation 

First, the customer completes the description of the required deliverable, indicating the 
delivery date and requested maturity level. After having received this request, the supplier 
can either accept it or decide to renegotiate some aspects (usually, the delivery date or the 
maturity). If the supplier renegotiates the contract, his alternative proposal will then be sent to 
the customer, who can also choose to accept or renegotiate them. This process continues 
until the contract is accepted by both parties. Once the contract is accepted and signed, if no 
problem is detected, the supplier will deliver the requested data on the negotiated date. 
Nevertheless, due to numerous unexpected events or simple due to a wrong estimation of 
the work needed to perform the data, the supplier is very often not able to accomplish the 
contract. In this case the best picture is when supplier anticipates and he or she asks to 
renegotiate the contract. Later on we will describe the case when the contract needs to be 
negotiated. 
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In the worse case, the customer will no be notified and he or she will realize that the data will 
not be delivered on time, the day when it was supposed to be delivered. Lastly, we have also 
identified the case when data is delivered but the customer considers that it is not complete. 
These cases are usually source of conflicts since the contract can be interpreted in different 
ways if it has not been written correctly. 

4.6.2 Energy and maturity 

4.6.2.1 The concept of maturity of data 

The concept of maturity of data is used in this work to represent the evolution of the data 
version, from a rough draft until the absolute maturity level where data is not supposed to be 
modified anymore. 

In concurrent engineering, the customer accepts to begin its task with preliminary 
information, which corresponds to a data with an intermediary maturity level. From a supplier 
point of view, characteristics of data evolve and get closer to final data.  From a customer 
point of view, reliability of provided data will increase at the same time as supplier’s design 
activity progress. Generally, the likelihood of modifying a data decreases and its maturity 
increases until the completion of the design activity. 

4.6.2.2 Relation between energy and maturity 

For a given maturity level, energy needed to reach this level can be calculated, which 
corresponds to the work needed to be done so that the data gets the suitable maturity level. 
We can therefore define a function that relates the maturity level of the data and the energy 
expended: 

eu=f(ud) 
This relationship is not necessarily linear (case IV in Figure 44). Even if in many cases the 
maturity will increase at the same rate of the expended work; in other cases a very few work 
is necessary to deliver a data close to the absolute maturity (case I in Figure 44). In the 
opposed case, even if much work has been done, supplier can be in the case where no 
confident data can be delivered (case II in Figure 44). These differences depend basically on 
the nature of the design activity. Indeed, a design team that re-uses concepts from former 
project is able to supply data will high level of maturity without expending much energy. On 
the contrary a very innovative development needs high quantity of energy to fix the main 
concept of the subsystem. Until this point, very little information and not very confident can 
be delivered by the supplier.  

In the different cases we have studied, the most frequent case is the so called “s curve” 
(case III in Figure 44) where maturity of the data evolves slowly for the first expended work 
units and suddenly it increases significantly with a little amount of energy; later, it goes on 
increasing smoothly until the absolute maturity level. This case reflects the lack of available 
data at the beginning of the project when energy is mostly used to correctly identify the 
design requirements, list the possible solutions, etc. The maturity increase period represents 
the period where design trade offs are concluded and even if it is not exactly the last 
accurate solutions, a concept is selected for the definition of the subsystem. These decisions 
will allow the supplier to be holder of data that is much more useful for the dependent sub-
systems. Indeed, these subsystems will be able to begin the definition of the interface zone, 
being sure that even if some details might change, the global concept will remain stable.  
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Figure 44: Functions relating energy and maturity level. 

Basically, the supplier needs to define which type of function represents better the relation 
between the work he is doing and the maturity level progress. Moreover, he needs to 
estimate the work he will need to reach the maturity level asked by the customer. This 
amount of energy, as well as the delivery date agreed between both parts, is the foundations 
of the Contract Dependency Constraint (CDCij) described in former chapter: {tij, eij} 

4.6.2.3 Consequences in scheduling 

We consider two design teams which have performed a first schedule with respect to 
external constraints coming from the upper managerial level. The Figure 45 illustrates the 
case where a task C assigned to the design team x must deliver a data d with a minimal 
maturity level ud to the design team y in order to start the task F. 
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Figure 45: Dependency between x and y design teams. 

 

We will note as follows:  

C is a task performed by x: )x(TasksC ∈  

F is a task performed by y: )y(TasksF ∈  

d is the output of C:                   )C(outputd =  

and is used by F: )F(Inputd ∈  
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In the example of Figure 46, the assumption is made that first schedule realised by the 
design team x, assigned the following resources allocation to task C with a two-steps shape: 
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Figure 46: Energy needed to reach maturity level to begin F task. 

 

Following the first schedule realised by x, two possible answers can be given by x to y after 
the demand of y.  

Case a: the maturity level asked by y is lower than the maturity level forecasted by x at tF: 

)t(u)t(u F
x
dF

y
d ≤  

Case b: the maturity level asked by y is higher than the maturity level forecasted by x at tF: 

)t(u)t(u F
x
dF

y
d >  

 

In the last case, some constraints shall be relaxed by x in order to respect the demand of y. 

Several ways of constraint relaxation may be explored in order to restore a schedule 
consistent with both x and y: 
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Figure 47: Reschedule C to respect maturity level to start task F 

Reschedule C at time CC tt <'  such that )()( '
F

y
dF

x
d tutu = : this will be possible if some 

temporal margin is available for C, which means that C is not a critical task. 
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Re-schedule tasks that constrain the starting time of C: this might cause new negotiations 
about the maturity of data they require. 

Increase the manpower at the beginning of C. 

Negotiate ud(tF) with team y. 
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Figure 48: Increase the manpower at the beginning of C to respect maturity level needed to start task F. 

 

Before focusing on manpower increase or target milestone relaxing, the dependency with y is 
negotiated and a trade-off should be performed. 

In the former example we have considered only one demand realised to x design team and 
rescheduling is realised based on modifications needed by the concerned task. 

In fact, several demands may be sent to the design team x, and if all these constraints can 
not be respected, it is necessary to define a strategy in order to identify the constraints that 
should be relaxed and the relaxing level. 
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Figure 49 : Dependencies between x and y and z design teams 

 

Several data can be asked to x team:dj  for j = 1,…, n 

In the example of Figure 49 : Dependencies between x and y and z design teams, three 
tasks of x design team‘s schedule are asked to supply data: makes (dj) = [B,C,D] for j = 
1, 2, 3 
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For rescheduling problem we focus on the tasks that produce those data: 

)x(Tasks)d(makes j ∈  

A new variable is calculated taking into consideration the difference between the demanded 
maturity level and available maturity level. 

))t(u)t(u,0max(M j
x
djj

y
djj −=  

Rescheduling of the tasks of team x can focus on minimising the sum of variables Mj (i.e. 
constraints related to the demands will be violated equally). 

min ∑
=

n

1j
jM  

Design team x can define different priorities for each demand. In this case, the variable Mj 
can be weighted. Therefore, dependencies with other designs teams will need to be 
negotiated. 

 

4.6.2.4 Energy to finish the supplier’s task 

Until this point, we have considered the energy needed by the supplier in order to achieve 
the maturity level asked by the customer. Furthermore, another amount of energy will 
support the scheduling process, modelling a fact that we have identified in current data 
exchanges practices: the amount of energy related to the work that needs to do the customer 
from the reception of the data needed to end the task F until the finish date of the concerned 
task.  
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Figure 50: Energy to finish the supplier’s task 

 

On Figure 50 we can see a classical example, where a data d is necessary to begin the task 
F where )F(Inputd ∈ , and a data d* which is the final result of the task C where 

)(* Coutputd = , and therefore data with absolute maturity level. Diagonal lined zone 
corresponds to the amount of energy necessary to finish task F from the reception of the final 
version of the data. Furthermore the necessary data in order to finalise the customer’s task is 
not always the data with absolute maturity. Indeed, in many cases a lower maturity level will 
be enough in order to finish the customer’s task. Moreover, it can also be possible that the 
absolute maturity of the data is achieved before the end of the task C. In this case, 
responsible of the task C might have identified actions related to data release procedure or 
capitalisation actions related to the data d*. Therefore, on the contrary of the Energy-
Precedence Constraint (EPC) case; the d* data delivery does not need to be at the end of 
the supplier’s task. The delivery of this data will be negotiated between both parts depending 
on the needs of the customer and the developing strategy of the supplier. The decided date 
will be a fixed date and not a relative milestone like in the case of the EPC. 
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4.6.3 Renegotiation of a contract 
Renegotiation of a contract is the process where the customer or the supplier makes a 
special demand in order to modify a contract already signed. First negotiation of the contract 
is a common practice but is not treated with formal supports. To improve a collaboration 
based development, particularly in a dynamic environment, each partner should determine in 
advance that several deliveries will not be performed following the description of the first 
contract and inform the other as soon as possible in order to take corrective actions 

In a renegotiation process the first contract is usually converted into two contracts. 
Considering the example of the Figure 51, the contract specifies that the data d shall be 
delivered the date tF. If the design team x is not able to respect this contract; both parts can 
agree to convert the former contract into two contracts that will be less constrained for design 
team x ..  
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Figure 51: Renegotiation of a contract 

 

Former contract includes the delivery of the d data with maturity level )( Fd tu  and delivery 
date tF, while new contracts include data d’ and d’’.  Data d’ will be characterised by maturity 
level )(*

Fd tu  and delivery date tF, while d’’ will be characterised by maturity level )( *
Fd tu  and 

delivery date *
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This is a current Concurrent Engineering practice where data will be delivered in more that 
one step giving the possibility to the customer to follow the work with preliminary information 
[TERWIESCH, et al. '02].  

Taking into account these new contracts, the constraints for our scheduling problem will be 
modified as follows. For a Contract Dependency Constraint (CDCij) defined by {tij, eij}, we 
consider eij is a function of the maturity demanded by the customer: eij = f(ud). Taking into 
account the resource allocation variable, we have defined the following formula for the 

activity i of the first design team: ij

t

i ea
ij

=∑
1

θ . Concerning the activity j of the second design 

team, we have initialised to zero all intensity variables linked to the activity j before the date 
tij. 

Renegotiating this contract and defining two alternative deliveries will create two new CDCs 
that will substitute the former one: 

1
ijCDC  defined by {tij, *

ije } 
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2
ijCDC  defined by { *

ijt , eij} 

Nevertheless the alternative CDCs have not the same meaning and will not be interpreted in 
the same way in the scheduling tool. 

Concerning 1
ijCDC , activity i of the first design team will now be constrained by  *

1
ij

t

i ea
ij

=∑ θ , 

which will allow the user allocate less energy before this period. Concerning the activity j of 
the second design team, the procedure that initialises to zero all variables linked to the 
activity j before the date tij remains unchanged. 

Concerning 2
ijCDC , the formula will be modified so that: ij

t

i ea
ij

=∑
*

1

θ , for activity i of the first 

design team. Moreover, no initialisation to zero will be performed for the activity j of the 
second design team as the activity has already begun.  

Going further in the allocation of energy units to the activity j, the customer can estimate the 
amount of work that can be done between the first delivery date until the second one. 
Indeed, the first data delivery will allow beginning the task but after performing some work, 
the customer will be unable to go on with the work due to the necessity of more mature data. 

This amount of work is defined as **
je = 

*.. ijij tt
je . This amount of energy will include a new 

constraint in our problem: 

**

*

ij

t

t
j ea

ij

ij

=∑ θ
 

When the customer is not able to make a rescheduling in order to accept a renegotiation of a 
contract, it means that there is not any solution to respect the identified constraint from the 
supplier side and the customer side. In this case assumptions can be made in order to keep 
the schedule without any modification. The assumptions management process has been 
identified as a possible future research topic and it is described in the Annexe 1. 

4.7 Conclusion 
We have investigated the scheduling problems at the design stage using fully elastic 
activities with a defined energy quantity and considering the duration of activities and the 
allocation of resources as decision variables. Therefore our scheduling problem is 
transformed into an allocation problem. 

The originality of this chapter resides in the description of the constraint propagation 
mechanisms that will be used for the resolution procedure. The implementation of this model 
is based on a Constraint Logic Programming (CLP) environment. CLP extends Logic 
Programming and provides a flexible and rigorous framework for solving CSP models. 
Beyond classical constraint propagation mechanisms, we have introduced the Energy-
Precedence Constraints (EPCs), which is a new constraint type that models a partial 
precedence between activities based on the work quantity needed to define preliminary 
information. We have also proposed taking into account dependencies between design 
teams through Contract Dependency Constraints (CDCs). Indeed, our approach aims to 
facilitate cooperation in a complex managerial framework by enabling the propagation of 
scheduling constraints through different design team schedules. These two types of 
constraints reflect some practices that we have identified during the operational development 
of a new aircraft. 
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Based on simulations that are validated by our constraints propagation devices, our proposal 
supports the scenario creation for a proactive management of the uncertainties in the design 
process. Furthermore, these simulations support the steering process of engineering 
activities since it validates the consistency of the decisions offering a reference for the 
renegotiation of constraints when such renegotiation becomes necessary. 

These new capabilities are the foundation of a Decision Support System which has been 
demonstrated through a prototype, described in the next chapter. 
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Chapter 5: The decision support 
prototype 

5.1 Introduction 
The former chapter has presented a CSP model of our design activities scheduling problem. 
This chapter describes now prototype based on this model and some functionalities it can 
offer to a design team manager 

Firstly, we list the objectives of the prototype, then the functional requirements that have 
been specified, mainly together with actors involved in on-going aircraft development 
projects. 

Then, we illustrate its architecture and we describe the capabilities of the different features of 
the prototype. 

Finally, we explain the actions that have been performed in order to evaluate the model and 
solutions proposed during this research project. It includes a demonstration performed on a 
real use case and a demonstration of the constraints relaxing process based on an ad-hoc 
example. 

5.2 Objectives of the prototype 
The development of a prototype pursues the following goals: 

• Illustrate the proposed concepts. 

• Assess their foundation and their application on a real industrial case. 

• Identify new concepts and required refinements to guarantee the development of a 
future application to be deployed operationally. 

Beyond the scheduling tool, our goal has been to develop a global decision support system, 
dealing not only with scheduling and resources allocation aspects, but also with the 
collaboration aspects between different design teams in a horizontal level, as well as vertical 
collaboration between different managerial levels. 

More precisely we have distinguished the functionalities that help a decision maker to solve 
its local design activities scheduling problem, and functionalities that help to negotiate or 
renegotiate constraint relaxations and trade offs with other development teams or with 
managers of upper decision levels. 

5.2.1 Gathering functional and technical requirements  
Requirements for the future application have been gathered in three types of environment 
during the course of the project: 

• The Project Steering committee: This committee has been met each five months. The 
members of this committee includes project management skill responsible for three of 
the on-going Airbus projects under-development (A380, A400M and A350), 
Engineering and project management functions member in Airbus Central Entity and 
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Engineering experts form EADS-IW Research centre. The main goal of this 
committee has been to asses the project progress and to give some orientations. 
Most of the requirements have been gathered during the first meetings. 

• Advisory committee: This committee has been met on request, in order to provide 
some expertise on specific issues. The members of this committee include experts on 
scheduling and product development. 

• Operational contributors: In the first part of the project, different actors of the Airbus 
new aircraft development programs have been interviewed. These interviews have 
been one of the richest requirement sources at the beginning. Moreover, after the first 
illustrator presentation, some requirements update has been necessary. 

We have identified 19 top functional requirements. The detailed list is given in Annexe 2. 

Finally, 14 technical requirements have been specified after derivation from the functional 
requirements. These requirements concern the application to be developed. The detailed list 
of the technical requirements is given in Annexe 3. 

5.2.2 Functional analysis for the prototype development 
The main goal of the prototype is to support decision-making process related to engineering 
activities scheduling and resources allocation at each organisational and management levels 
of Airbus development programs. 

 
 



  119 

 
Figure 52: Mains functions of human actors and the DSS 

 
Figure 52 summarises the main functions assumed by each actor (human or DSS). 

This functional analysis has been done taking into account not only general functional 
requirements issued from the requirements gathering process, but also the problem 
approach that we have chosen. 

The six major functions that shall support the future DSS have been the foundation of the 
prototype development project.  

As we will see in the next section, we have not developed an integrated prototype but several 
parts of it and each of them has been used to evaluate one or more functions describes in 
this chapter. 

We have begun our work focusing on functions related to the design team manager. Four 
major functions have been defined for this actor: Constraints integrations, DSS control, 
constraints relaxation negotiations and contract negotiations.  
Constraints integration deals with the incorporation of the resources and deadlines that are 
defined by the head of the management team. Other constraints will be issued from the 
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contract negotiation function. In order to respect these constraints, the design team manager 
allocates time and resources with through the DSS.  

This is performed based on the DSS control function. This function includes two sub-
functions. The first one is the problem model tuning which deals mainly with the constraints 
hierarchy settings. The second one is the problem solving control; this function guides the 
solutions research by setting some variables to user decided values. 

 The constraints relaxation negotiation function will deal with the renegotiation process with 
higher managerial level or other design teams. 

Each of these functions will be supported by one or several DSS functions. For example, the 
DSS will not negotiate contracts, this is a function in the scope of the design team manager, 
but it will support this function based on contract decision management function as well as 
the problem consistency checking function.  

5.3 Architecture and main capabilities of the realised prototype 
We will present here above different parts of the prototype and additional tools developed in 
order to study the feasibility of the decision support tool. 

 

 
Figure 53: Prototype Architecture and its environment 

 

The Kernel of the prototype has been developed in ECLiPSe. Several reasons has led to this 
choice. ECLiPSe is an extension of Prolog, a high-level logic programming language. 
Moreover ECLiPSe embeds constraint libraries that provide constraint propagation 
mechanisms. It is thus well-suited for a declarative programming of constraint satisfaction 
problems. Thanks to the usual Prolog programming advantages, the code is readable, 
concise and flexible. Prolog is known to be an efficient programming language for 
prototyping, because a large amount of produced code dedicated to the problem statement 
does not evolve frequently. Only the code part that implements particular solving strategies 
and/or scenarii needs to be updated.  
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A graphical user interface devoted only to the demonstration for potential users has been 
written in Java, in order to reuse the graphical libraries devoted to the development of 
advanced user interfaces. This interface features what could be the final graphical user 
interface of the decision support tool. It has been mainly used to explain the future prototype 
capabilities to the Airbus potential end users and to gather new requirements for the future 
application. 

In order to study the feasibility of a prototype based on this architecture, we have developed 
a trial prototype that deals only with the scheduling part. With this prototype, named 
ACTILOG, the goal was not to develop all the foreseen capabilities but to make tests with an 
applicative component between the kernel and the graphical user interface. ACTILOG has 
been developed in ECLiPSe and Tcl-Tk. It links a kernel and a graphical user interface which 
acts as a problem modeller but also provides a control on the solution search.  Actilog is 
currently operational and enables the user to launch problem solving sessions without being 
an expert of constraint programming. In the following chapter, we will describe more deeply 
each part of the prototypes and illustrator developed in of this research project. 

 The ECLIPSe-PROLOG kernel code implements the model described in the previous 
chapter. It is composed of several modules and separates the problem description and the 
solution searching strategy. Figure 54 describes the different files developed: 

 

 

 
Figure 54: The ECLIPSe-PROLOG Kernel 

The input data files describe several scheduling problems to be solved. The development of 
the resolution procedures was validated with simple scheduling problems for which one know 
he solution in advance..  

It contains the description of the tasks, which includes the energies needed for task 
completion, the earliest start dates and the latest end dates. It also includes the available 
resources value for each period as well as the contracts and the description of the 
dependencies between tasks. 
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The core file of the system implemented the constraints propagation techniques and 
resolution strategy. The developed code that details these functions is presented in the 
Annexe 4. 

Elementary visualisation functions were dedicated to trace the solving. They include 
procedures that display the domain of each decision variable as soon as propagation occurs.  
Then, the user can visualise the backtracks realised during the resolution process. 

Finally, a main procedure controls the loading of input files and displays a solution.  

5.3.1 ACTILOG  
This prototype is not foreseen to be included in the future decision support tool; nevertheless 
it has allowed us to refine some technical requirements. The main goal of this prototype has 
been to develop a system that includes the different parts of the future application and 
therefore check the feasibility of this architecture. Therefore, the main requirements included 
the development of a part of the kernel, a simple graphical user interface and an application 
component between them.  

ECLiPSe kernel of this prototype does not include all the constraint propagation techniques 
developed in the frame of this project but it deals with the main constraints. 

Thanks to the link between ECLiPSe and Tcl-Tk, the applicative component between the 
kernel and the graphical user interface was easy to develop. Let us notice that the graphical 
user interface of ACTILOG includes an original way to present a task. It stresses the energy 
based approach developed in the frame of this project, as shown in the Figure 55.  

 

 
Figure 55: Energy base approach in ACTILOG 

 

The periods (s) of the scheduling problem are supposed to be weeks and for each activity (a) 
the allocated resources is displayed with a colour code. Therefore, we define a non 
rectangular task, stressing the periods with high quantity of resources allocated and 
maintaining the identification of the start and end dates. 

Finally, the development of the application component has allowed us to define the data that 
shall be communicated between both applications at each step of the process (see Figure 
56).  
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Figure 56: Communication between the different components of ACTILOG 

 

The tool allows the user define a problem and obtain the results with the graphical user 
interface, without modifying the ECLIPSe-PROLOG code. On Figure 57, we show a 
screenshot of this application where a simple schedule is displayed.  

 

 
Figure 57 : Schedule displayed in ACTILOG. 
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The solution board is formed by a time window between two quality gates and the list of the 
activities to be scheduled. None coloured boxes are higher than latest end date or lower that 
earliest start date. On the top on the display we can notice the maximal capacity constraint 
for each week, as well as the allocated resources. 

Once the prototype developed, we have not updated the entire system. Indeed, last functions 
developed in the ECLiPSe kernel are not available in this prototype. First, we have 
considered that the goals of this prototype were reached and secondly maintaining the 
overall system (Kernel+ Graphical user interface+ Applicative component) is time consuming. 
For that reason we decided to focus on the kernel development. Lastly, Tcl-Tk based 
graphical user interface has limited graphical capabilities and the final prototype is foreseen 
to be developed using JAVA. Therefore, the maintenance of this prototype was not our 
priority. 

5.3.2 The decision support tool’s illustrator 
This illustrator presents the capabilities and the new possible practices available with the 
future application. The aim was to develop a friendly interface application to discuss with 
Airbus product development actors without showing mathematical background of the kernel. 
The illustrator has evolved taking into account the different suggestions of the actors that 
have been interviewed. It supports five different use cases: 

• Scheduling 

• Contract management 

• Quality gates management 

• Scheduling simulation based on constraints management 

• Key Performance Indicators management 

•  

Moreover, it deals with the interfaces between these use cases. For example, contracts that 
have been negotiated between two actors are visible in both schedules. 

5.3.2.1 Scheduling 

Scheduling definition and their displays has not been defined as a priority in the development 
of this illustrator. On the one hand there are already existing tools that have tackled these 
aspects and we found that there was not added value developing a new interface based on a 
Gantt chart. On the other hand, the illustration of a graphical interface able to represent the 
resource allocation solution was already assigned to the ACTILOG prototype. 
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Figure 58: Prototype Main Interface 

Figure 58 shows a screenshot of the schedule of a subsystem during eight weeks. Notice 
that the Gantt Chart displays not only the energy based activities to be performed, but also 
the quality gates milestones as well as the different input and outputs related to the contracts 
linked to the development of the subsystem. The colour code for each contract is the result of 
the identified risk for each of the contract as shown hereafter. 

5.3.2.2 Contract management 

A Contract management use case supports the negotiation process between two or more 
teams, the risk management process related to contracts and the contract renegotiation 
process. 

A Contract definition begins by a data demand application (see Figure 59) completed by the 
customer. 
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Figure 59: Contract Definition 

 

Contract will be defined by a supplier’s definition, the data description, the date when delivery 
is required and the maturity level of this data supported by a colour code. 

You can renegotiate

Complete and mark
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Figure 60: Means for Contract Negotiation 

 

 

Contract Id  Supplier Id 

    

Description    

Date    

Maturity level Level Colour 
  20%   
  40%   
  60%   
  80%   

  100%   



  127 

Press ok
You can take assumptions

 
Figure 61: Last step for Contract  Negotiation 

 

Once the contract is negotiated between two actors, there is a milestone related to the 
contract that appears automatically in both schedules. 

Moreover, a criticality of a contract will be defined following the next steps: 

• The customer fills in the contract request, mentioning the impact on his or her 
schedule in the event that it is not respected. He or she will do this using a criticality 
scale. 

• The Supplier receives the contract request with the information filled in by the 
customer. In return, he or she notes the quality of the deliverable in the event that the 
delivery date is respected. He does this using a calculation based on assumptions. 
Once he has filled it in, he returns the request. 

• The application calculates the criticality level using a table and the information 
provided by the customer and the supplier. This table gives a colour code showing 
the criticality level. The deliverable will be displayed on the users’ schedules, with the 
same criticality colour code. 

Furthermore, over time, both the customer and the supplier can modify their answers 
concerning the impact and the quality of the deliverable. The application then recalculates 
the criticality level of the deliverable. If the level changes, the colour of the deliverable on the 
schedules also changes. Both users are warned as soon as  the criticality level changes. 
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5.3.2.3 Quality Gates (QG) management 

The tool enables to fix a series of Quality Gates (QG) over time for each of the design teams 
he leads. Within each QG, it notes a list of requirements which the team has to meet in order 
to move on to the next QG (See Figure 62). Some QGs are related to two or more teams. 

 

 
Figure 62: Quality Gates 

5.3.2.4 Scheduling simulation based on constraints management 

Figure 63: Interface for launching scheduling simulations shows the graphical interface that 
we have proposed in order to launch scheduling simulations based on constraints 
management. 
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Figure 63: Interface for launching scheduling simulations 

 

Constraints satisfaction is featured using a traffic lights metaphor. The main traffic light 
shows the status of each simulation at each moment. Furthermore, under the traffic light, the 
user can define the hierarchy of constraint to be relaxed. For example, an over constrained 
problem will be represented by a main red light. In order to find a solution we can launch a 
new calculation relaxing the first constraint in the list. This constraint will be relaxed until a 
solution is found. Therefore, the main traffic light will become green, while the traffic light 
related to the relaxed constraint will become red. The later traffic light will remain red until the 
user verifies if it will be possible to perform this relaxation in reality. Once verified that this is 
possible the traffic light will become yellow. 

This graphical interface allows the user to launch several scheduling simulations dealing 
through a user friendly interface. 

5.3.2.5 Key Performance Indicators Management 

Figure 64 shows some of the KPIs that can be defined with the decision support Illustrator. 

 

Solution found 
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Figure 64: Key Performance Indicators Management 

The KPIs are mainly based on the foreseen workload and resources as well as the real 
progress concerning the allocated resources and the realised work. Energy and resources 
from different teams can be aggregated in order to have an overall picture of the design 
progress of the teams under the same management level. 

5.4 Evaluation of the prototype 
In order to evaluate the model and solutions proposed in the framework of this research 
project, we have solicited the support of a new aircraft program currently under development. 
This is the A350 program which is a new bi-reactor aircraft mainly characterised by a mach 
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0.85 cruise speed and between 270 and 350 seats depending on the family model (A350-
800, A350-900 or A350-1000), it is also foreseen to develop a freighter version. The team 
that has been chosen to implement the demonstration is the Section 11-12 which is the nose 
fuselage of the aircraft. 

 
Figure 65: Section  11-12 

5.4.1 Teams structures 
Figure 65 shows the structure part of the section 11-12, which is composed by three 
subsystems (Section 11, Lower unit and Section 12). Each of these subsystems is developed 
by a design team responsible of delivering the entire subsystem with the required quality 
level a defined date. Two additional design teams are responsible of the installation of 
mechanical systems and the installation of electrical systems. In order to manage these five 
design teams and to coordinate the global development of this section, a management team 
has been created. 

5.4.2 Deadlines  
The first A350 will enter in service in mid 2013. In order to respect this deadline, the final 
assembly line is foreseen to start on September 2010. Therefore, most of the aircraft parts 
will be manufactured during the time horizon 2008-2009. In order to begin manufacturing, the 
definition phase corresponding to design activities will be performed during 2007-2008. 

5.4.3 Actions performed at the section 11-12 
Concerning the Section 11-12, the definition phase of 80% of the structural parts is foreseen 
to be performed between April 2007 and April 2008. 

The first step of the definition phase consists mainly on defining a predefined number of 
design principles, essentially design drawings for a zone as described in 2.4.1 chapter. 

Section 11-12 

Section 11 Lower Section 12 
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Different levels of maturities are defined for each design principle, which are mainly linked to 
the agreement given by different skills. Once the absolute maturity level is achieved for a 
particular design principle, the pieces being part of this design principle will be represented 
accurately in a geometric reference mock-up (seen in 2.4.5 chapter). 

At the moment, the different teams of the section 11-12 are not yet formed. Actually the first 
demand of the head of this section was to support the resource estimation process in order 
to perform all the design principles. At the moment, the three teams where not separated and 
there where 12 people working on them. The question that the head of the section shall 
answer is, taking into account the work to be done related to the design principles definition, 
how many people should integrate the team. 

376 design principles have been identified, 141 for the section 11, 85 for the section 12, 130 
for the lower unit and 20 related to junctions between three subsystems. They have been 
divided into groups in order to simplify the schedule. 

The first task has been to estimate a latest end date for the completion of each design 
principle group and the energy needed to perform each one. Based on these characteristics, 
different schedules have been defined modifying the amount of allocated resource for each 
period and the starting date for each design principle definition activity. 

We have tried to allocated resource avoiding differences between the numbers of allocated 
resources in two sequential periods. 

Table 15: Time and resources allocation for each design principle 

  
DP 

num E 

2007 

      # # juil juil juil juil juil # # # # # # # # # # # # # # # # # # # # # 
Week     25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52

Section 11                                                             
Window frames, 
windshields  45 175 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
Window frames, 
windshields 
…Stress 45 32                                 1 2 2 3 3 3 3 3 3 3 3 3
S11 floor 15 14                             1 1 1 1 1 1 1 1 1 1 1 1 1 1
Front lateral 
panels, lateral 
frames 5&6 15 25       1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Rear Upper 
panels, frames 
7&8 7 9                                       1 1 1 1 1 1 1 1 1
Rear lateral 
panels 7 9                                       1 1 1 1 1 1 1 1 1
S11 EREBUS 
junctions 25 20                 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Sliding 
mechanism + lat 
window   20 56 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
Sliding 
mechanism + lat 
window Stress 20 19                                   1 1 1 2 2 2 2 2 2 2 2

Section 12                                                             
Lateral panels, 
door fr, frames 9 
to 18 35 99 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
S12 floor grid : 
cross beam & 
seat rails 15 10                                     1 1 1 1 1 1 1 1 1 1
Upper panels, 
upper fr 9 to 18  20 58 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
Upper panels, 
upper fr 9 to 18 
Stress 20 20                                   1 1 2 2 2 2 2 2 2 2 2
S12 EREBUS 
junctions 15 10                                     1 1 1 1 1 1 1 1 1 1

Lower Unit                                                             
NLG bay  40 90 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
NLG bay Stress 40 14                                           1 1 1 2 3 3 3
Lower shell pan, 
lower fr 1 to 18  25 78     3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
Lower shell pan, 
lower fr 1 to 18 
Stress 25 36                             1 2 2 2 2 3 3 3 3 3 3 3 3 3
NLG doors, 
articulations   20 7                                           1 1 1 1 1 1 1

Junctions   0                                                         
Interface 
drawings 20 70 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
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Table 15 shows one of the schedules that have been defined. Each line corresponds to a 
group of design principles. 

This exercise has allowed define not only the amount of resources that will be needed at the 
end of the year but also how the ramp up should be realised (see Figure 66). 
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Figure 66 : Needed Ressources 

In conclusion, we can say that the work that has been carried out until now has focused the 
preparation of schedules for next years and the definition of the ramp up of the resources. No 
comparison with real progress of the development has been measured and therefore we 
have not evaluated our model and solutions in a progress on going dynamic environment. 

The next step is to detail the interfaces between the three design teams as well as between 
the teams responsible for systems installation and the management teams responsible for 
other sections. 
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Table 16: Interfaces between the different sections and systems 
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LANDING 
GEAR                   X   X               X X   X 

FAF (S13)     X         X     X             X X X X   X 

EY (systems)   X X                       X X X X X X X X X 

TLE (elec)                                     X X X X X 
EYYAC 
 (flight contr)                                       X X X X 

EYYAR 
(radome)   X   X             X                 X X   X 

EYT (tests) X X   X X X X               X X       X X X X 

EYAK (Cabin)   X X                       X       X X X X X 

DOOR 1               X                       X X   X 

SECTION 11                 X   X       X X X X X X X X X 

SECTION 12   X X     X X       X       X     X X X X   X 

LOWER UNIT   X X X   X   X X           X         X X   X 

ISM X X X     X X X X X X                   X X X 

ISE X X X     X X X X X X       X X X   X X       

 

Table 16 shows the possible interfaces between different teams. Currently, bilateral meetings 
are been held in order to define accurate contracts due to these interfaces.  

The three teams we focus on have to ask for the data they need in order to begin some of 
the tasks. Furthermore, other teams will ask them some data that might not be scheduled as 
the request. Taking into account the inputs negotiated with other teams, some design 
principles definition activities might be started later. Moreover, in order to deliver a data to a 
design team that needs earlier that the foreseen data, some design principles beginning date 
might be advanced or more resources will have to be allocated at the beginning. 

These modifications will be realised at the same time as contract will be signed. 

Later on, once a fixed amount of resources are allocated to each design team, additional 
resources request will have to be proved with accurate schedules and recovery plans. We 
expect that interesting feed back will be gathered during these dynamic periods that will 
complete the first feed backs we have collected. 

5.4.4 First feed backs 
Activities realised for the evaluation of the prototype at the first stage of the definition phase, 
have allowed us to collect some feed backs about our approach and the prototype.  
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The scheduling activities performed have taken into account the cumulative resource 
constraint, time window constraint and the task energy constraint. The constraint related to 
the contracts will be added in the next step of the evaluation. Concerning the Energy-
Precedence Constraints, the definition of the parallelism period between two tasks has been 
based on the results of our tool but it has also been necessary to make some modifications 
manually. The reason of this manual action is that the tasks to be scheduled do not deal with 
only one design principle but to groups of design principles. Concurrent tasks include for the 
same design principles, one task related to the design activities and the other one related to 
structural calculation activities. In other words, the main problem was to begin the structural 
calculation activities after the energy amount necessary to achieve a maturity level that has 
been defined by this skill. The results of our prototype included a beginning period of the 
second task that stated with maximal resources allocation. Nevertheless, not all the design 
principles of the group have achieved the requested maturity level; therefore we have 
modified manually the second task so that the resources allocated at the beginning of the 
task are enough but not too much in order to deal with only the available design principles. 

One of the needs that have arisen from the users was the possibility of creating different 
levels of the maximum allowed intensity. Indeed, our prototype includes the possibility of 
limiting the value of the resources allocated to a period, but this value shall be applied to all 
the tasks. In reality, actors know that they will never allocate more than an amount of 
resources to the definition of a group of design principles. This new constraint could limit 
even more the scheduling problem.  

Concerning the contract management capabilities, the negotiation support has been 
accepted positively, nevertheless the criticality definition process has been considered as too 
complex. Due to the fact that the contract to be negotiated can be numerous, actors expect 
to negotiate each one as fast as possible. It has been proposed to keep the risk 
management process related to the contract only to critical data exchanges based on former 
programs experience. Furthermore the relation between contract definition and the contract 
milestone display in the schedule has been considered as a powerful capability. 

Quality gates definition linked to the schedules and the possibility of defining the requirement 
linked to each quality gate has been considered as a useful capability. It has been suggested 
to add a predefined list of requirements since this kind of requirements can be redeployed 
from one program to the next one. 

Lastly, the constraints relaxing interface has not been evaluated using real cases. The 
demonstrations that have been realised where based on add-hoc examples prepared to 
explain the overall process. It has been requested to include the possibility of modifying the 
amount of energy related to a task in order to launch other simulations. Indeed, the prototype 
considers the energy of the task as a non modifiable data. In reality new evaluation of the 
work needed to perform the task are very frequent and this possibility shall be easily 
accessible when performing the simulations. 

In the next chapter we describe one of the examples used in the demonstration of the 
constraints relaxing interface. 

5.4.5 Demonstration of the constraints relaxing interface 
The following example illustrates how the demonstration of the constraints relaxing interface 
could be used in order to support the decision making process of the managers of different 
hierarchical levels. Considering a part of the PBS composed by two design teams and a 
management team as described by Figure 67 : 
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Figure 67 : PBS composed by two design teams and a management team 

If we focus on the scheduling of the design team X, we define 8 tasks. The amount of 
work for the design team X is defined in the table below. 

Table 17: Definition of  Engergy Amounts 

Task e 
A 20 
B 20 
C 19 
D 14 
E 11 
F 8 
G 6 
H 4 

 

Other constraints include a contract dependency constraint between the design team X and 
design team Y. It establishes that design team X shall deliver a data called uij to the design 
team Y before the period 4 with a maturity level of 50%. Design team X has identified the 
task A as the task that will define this data and it has identified that the energy that should be 
expended in order to achieve the maturity level of 50% is 9 units. Therefore, these 9 units 
shall be performed during the period 1, 2 and 3. Therefore we can establish: CDCAj = {tAj , eAj }  
= { 4, 9}. Another contract with a third team incorporates a second CDC: CDCDj = {tDj , eDj }  =  
{16, 4}. 

Moreover an EPC exist between the tasks B and C/D: 

EPC (B, C, 20j) and EPC (B, D, 20). Let us note that both constraints are equivalent to the 
traditional scheduling precedence constraint since eij = ei in both cases. 

Figure 68 shows how the problem will be represented by the constraints relaxing interface. 
Red light symbolizes the fact that there is not any solution for this problem that satisfies all 
the constraints. 

 

 

 

Management team Z 

Design Team X Design Team Y 
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Figure 68 : Interface shows that there is no solution for the problem 

 

Therefore the manager of the design team X launches several simulations in order to find a 
feasible schedule. These simulations are launched relaxing one or more constraints. Once 
the different solutions are identified, he or she can choose a new schedule and perform the 
actions in order to relax the constraints. In this example the identified solution has been the 
schedule shown in Table 18:                 

Table 18: Proposed Schedule after Resources Constraints Relaxation 

A 3 3 3 3 3 3 2                  
B 2 2 2 2 2 2 3 3 2                
C             3 3 3 3 3 3 1         
D             2 2 2 2 2 2 2         
E                 2 2 3 3 1     
F                   1 3 3 1   
G                    1 1 3 1 
H                        1 3 

Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
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In order to perform this schedule the resource constraint has been relaxed during the periods 
{14,15,16,17}: 

714 =∑
=

=

=
Hi

Ai
iaθ

 

Now, the major traffic light that defines if a solution has been found is green. And the medium 
traffic lights related to each constraints show if every constraint is respected. Due to the 
relaxation of the resources constraint, and the fact that we still do not know if this relaxation 
will be possible in reality, the traffic light corresponding to the resource constraint is red. 
Nevertheless, the schedule of this simulation respect the CDCs, the EPCs and the quality 
gates, therefore their traffic light is green as shown in Figure 69. 

 
Figure 69: There is a solution relaxing resources constraints 

The actions linked to the implementation of this relaxation includes the validation of the head 
of the “Management Team Z” concerning the hiring of two more designers during four 
periods. 
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Consider that the head of the “management team Z” does not agree to allocate two more 
people in the design team X and accepts only one more resource. 

Taking into account this fact, manager of design team X restarts the simulation process as 
the new scheduling problem with only one more resource allocated to the periods 
{14,15,16,17} has not  been considered as a solution. 

 
Figure 70: No solution with partial relaxation 

Now the resources constraint traffic light is yellow as shown in Figure 70 . This means that 
the relaxation is not only an assumption being part of the simulation but that it has been 
confirmed that in reality this relaxation will be possible. 

In order to find a new solution, the following relaxation to be considered will be the CDC 
related to the task A. Table 19 shows the schedule found if this constraint is relaxed. 
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Table 19: New schedule relaxing the CDC 

A 2 2 1 2 3 3 3 3 1                
B 3 3 3 3 2 2 2 2                 
C            3 3 3 3 3 3 1          
D            1 2 2 2 2 2 3          
E                 1 2 3 3 2     
F                   3 3 2     
G                      1 3 2 
H                        2 2 

Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

 

In order to perform this schedule, a new person will need to be hired during periods 
{14,15,16,17} and the contract with design team Y will have to be renegotiated. The 
constraints relaxing interface for this new simulation is described by Figure 71 : 

 

 
Figure 71 : Interface shows the relaxed constraints.  
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The manager of design team X announces to design team Y that even if the date of the 
contract will be respected, it will not be able to attain 50% of the maturity demanded by 
design team Y. Indeed only 5 units of energy will be expended for task A before period four. 
The maturity level expected by design team Y will be available during period 5. This is a 
current Concurrent Engineering practice where data will be delivered in more that one step 
giving the possibility to the customer to follow the work with preliminary information. These 
two deliveries correspond to the following new constraints: 

CDCij = {tij = 4, eij = 5} 

CDCij = {tij = 5, eij = 9} 

If design team Y can rearrange its schedule in order to accept the data coming form design 
team X with a lower maturity level a new contract will be signed between both teams and two 
feasible solutions will be defined for the project. 

 

 
Figure 72: Relaxed constraints can be performed in reality. 

Figure 72: shows the simulation state if design team Y accepts the new conditions. 
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Nevertheless, if design team Y is not able to find a solution with the new imposed constraint, 
it could launch simulations relaxing constraints in its scope. Possible solutions can include 
the allocation of a new resource or the modification of the contract with another team. We 
can realise on the one hand how the problem can come back to the head of the 
“management team Z” who will receive the demand of a new resources this time from design 
team Y. On the other hand, we realize that a contract modification can be propagated from 
team to team with the risk of complicating the overall constraint satisfaction problem. 

 

 

5.5 Conclusion 
The prototype developed in order to demonstrate the solutions proposed in the framework of 
this research project, has three main components. Firstly, the ECLiPSe kernel is the central 
component of our system; it includes the constraints propagation devices described in the 
chapter four. Then, the ACTILOG includes the three elements of the future application: the 
kernel, a graphical user interface and an application component between them. Lastly, the 
decision support Illustrator is a proposal of graphical user interface which has allowed 
gathering new functional and technical requirements concerning the future application. 

The evaluation actions performed in the framework of a new Airbus product development 
have only allowed us to validate some of the capabilities of our prototype. Indeed, the 
prototype needs to be evaluated during the whole definition of the aircraft and mainly during 
the phase when recovery plans need to de defined for the development of some subsystems. 
These recovery plans include the modification of the baseline schedules and the 
renegotiation of the project constraints. This evaluation will be performed in 2007. 
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General conclusion 
1- Introduction 
“I need more resources”, this is a recurrent claim of design team managers in charge of the 
development of a subsystem being part of a complex product. At the same time, a frequent 
question occurs in a higher managerial level for the same project: “I do have extra resources 
for this project, but where should I allocate them?” 

Deviations from the originally proposed schedule affect not only a team, but have also 
negative influence on the overall development of the project. Anticipating these deviations 
implies to tackle both time and resource allocation problems. Minor modifications of 
resources allocation during the project can be considered as normal practices. Nevertheless, 
one may observe in many case studies that a high number of resources can be allocated 
during the last period of the definition phase -with a high cost increase-, that denotes that 
time and resources allocation problem solving can still be improved considerably. 

-“Mr. Smith, I am very sorry but I will not be able to send you the data you ask me for the 
next week” 

-“What’s that! We signed a contract, you must respect it” 

 

This second example describes a common conversation between managers of two teams 
belonging to the same project. This disagreement will surely cascaded to a higher level 
managers’ meeting and the decision to resolve it will surely be undertaken too late. Indeed, 
the development of a complex product based on distributed design teams supposes 
numerous interactions between these teams. Nevertheless, the rational of the product 
development organisation focuses on the establishment of autonomous teams based on 
cross-functional skills with tight time and cost commitments. The result is that 
interdependencies between teams are considered as secondary project constraints. Team 
managers are inclined to focus on the optimisation of the internal project constraints rather 
than to collaborate for an efficient integration of the overall system. 

But, these two examples have common characteristics. Once admitted that disruptions in the 
foreseen schedule are unavoidable events for one or more teams being part of the 
development of a new aircraft, waiting until program level managers take drastic decisions 
might not be considered as the best strategy. But rather to argue on difficulties, each team 
can analyse its autonomy and the possible local corrective solutions through a collaboration 
with others teams in order to find the best balance from the overall project point of view. In 
the first example, this collaboration will happen between teams of different managerial levels. 
In the second case, it will happen between two teams evolving at  the same level. 

Analysing and explaining explicitly its own difficulties need a rigorous framework to check 
accurately the consistency of the ongoing situation with the project constraints. Moreover, in 
a collaboration process, each part shall be able to propose feasible accurate solutions and 
therefore be able to negotiate being aware of the consequences of each proposal.  

It seems therefore necessary to define a framework able to take into account every project 
constraint and to support the steering of the design activities of each team, focusing on the 
overall project progress. The definition of this framework is basically the result of this work. 

2- Report structure 
These results can be subdivided into five topics related to the five chapters developed in this 
report. 
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In the first chapter, we show that a complex project management system has to deal with a 
high number of resources and numerous detailed activities to be scheduled. We stress the 
fact that interdependencies between design activities is unavoidable and that their 
interactions should be more supported,  

The second chapter focuses on the design activities of the new aircraft development. It 
describes the concurrent engineering practices and especially the exchanges of information 
supports. The activities that are defined in order to develop these supports are scheduled 
following a process that includes different types of schedules. It concludes that dependency 
management process between design teams is a key element for an efficient product 
development. Thus, research questions are still open concerning the problem of supporting 
the collaboration process between design teams and between different managerial levels. 

Three aspects that are key elements for the scheduling of design activities during the 
development of a new aircraft are investigated in the third chapter: the scheduling problem at 
the tactical level, the uncertainties related to time and resources allocation problem, and the 
management of dependencies between different design teams. We conclude on the 
necessity to integrate these three aspects into the same framework that should be supported 
by a common project scheduling management model. 

To develop this integration, the fourth chapter describes a constraint satisfaction problem 
model, which has been considered to be the most suitable model to answer to the research 
question. Beyond classical constraint propagation mechanisms, it proposes two new 
constraints types for expressing a partial precedence relation between activities with variable 
duration. This model can be used for various simulations that support the steering process of 
engineering activities. It enables to validate the consistency of the decisions and offers a 
reference for the renegotiation of constraints. 

Lastly, the fifth chapter presents the prototype developed in order to demonstrate the 
solutions proposed in the framework of this research project. It was used to partially validate 
the proposals and get the feed-back of potential en-users for future improvements. 

3- Contributions 
The estimation of the work to be performed during design activities is usually formalised by 
time and resources allocation but these two notions are very often not coupled. Therefore, 
modifications in design activities durations are not followed by an assessment of the needed 
amount of resources. Moreover, demands for more resources are rarely based on accurate 
evaluations of the work to be performed and managers have difficulties to define the most 
constrained teams where extra resources need to be allocated. Our first contribution has 
been to propose an energy-based characterisation of design and development activities, and 
the constraints that link them. 

If classical project constraints, like available resources or deadlines, are unavoidable when 
assessing the steering decisions, the definition of additional constraints is necessary in order 
to include concurrent engineering practices as well as interdependencies between teams at 
the same level. Our second contribution has been to propose a way of modelling these 
interdependencies and the associated constraint propagation mechanisms. The first one is 
the Energy-Precedence Constraints (EPCs), which a partial precedence between activities 
based on the work quantity needed to define preliminary information. The second one takes 
into account dependencies between design teams through Contract Dependency Constraints 
(CDCs). 

Based on classical project constraints and these two new project constraints, a constraint 
satisfaction problem (CSP) model has been defined for supporting activities scheduling 
decisions. The accurate definition of this model as well as the description of the capabilities it 
offers can be considered as the third contribution. This model supports the steering of the 
design activities for each team while validating the consistency of the steering decisions 
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(activities brought forward or set back, allocation of additional resources) through a rigorous 
tool based on constraints programming. The constraints propagation approaches can be 
used to validate different simulations in order to be used as a reference for the renegotiation 
of constraints when such renegotiation becomes mandatory. Each simulation is performed 
using constraints propagation algorithm and it is considered as a scenario.  

Managing these scenarii is one of the capabilities of the application prototype, our last 
contribution. The detailed specification of the operating procedure for a Decision Support 
System (DSS) has been the input for the development of a prototype acting as a proof of 
concept to be shown to end-users in order to get their feed-back. The evaluation actions 
performed in the framework of a new Airbus product development allowed us to validate only 
some of the capabilities of our prototype. Indeed, the prototype needs to be evaluated during 
the whole definition stage of an aircraft and especially during the phase in which recovery 
plans for the development of some subsystems are required. These recovery plans include 
the modification of baseline schedules and the renegotiation of the project constraints. This 
evaluation is part of the perspectives to be developed later on. 

4- Perspectives 
The investigations carried out in this research project have focused on design activities 
steering practices at the tactical level of a new aircraft development. 

But there still some open issues that could be the initial specification for a future work, they 
are developed below.  

• We must validate the proposed solutions during the complete aircraft definition and 
development phase. This assessment needs to be performed during critical phases of 
the aircraft development focusing on teams that are involved in a continuous fire-
fighting process. 

• We have also developed the case where no possible renegotiation can be performed 
by the supplier and the customer of a deliverable. Assumption management can be a 
process that supports practices that already happen in reality. The definition of a 
rigorous framework in order to deal with these assumptions could enhance even 
more the collaboration between different design teams. 

• We have briefly described the relationship that could be defined between the concept 
of the design maturity and the energy. This issue needs to be investigated more 
deeply, focusing on the characterisation of the design maturity concept and the 
classification of different functions that link both concepts. 

• The project scheduling management model described in this report can be enlarged 
adding other types of constraints. One of them is a generalisation of the EPC, we 
could call a “generalised EPC constraint”, which states that a given part of the work 
(energy) associated to activity i must be realised before a given part of the work 
(energy) of a customer activity j. We have seen that this constraint could be 
interesting in the case of second or further deliveries of preliminary information. 
Another constraint that could be modelled is the possibility of limiting the resource 
allocated to the same task on a given horizon. Indeed, the current model supports a 
cumulative resource constraint related to the overall available resources and it also 
includes the possibility to limit the amount of resources allocated to each period and 
each activity. A new constraint could focus on a unique activity taking into account 
more than one period. This constraint could be interesting for the activities that need 
more stability where important resources variations should be avoided. 

• The model assumes a unique resource profile. It should be enlarged to include a 
multi-resources management. 
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• Aggregation of time and resources allocated to lower lever teams has not been 
developed in our work. It could be an interesting field to support even better the 
managerial levels situated on the top of the program.  

• Several improvements on the CSP model can be performed in order to make the 
solving procedure more efficient. These improvements include the implementation of 
the best state-of-the-art algorithms in the domain of scheduling with flexible activities, 
and new constraints propagation techniques. 

• Finally and in order to support the time and resources allocation problem solving 
strategies, accurate heuristics can be developed taking into account the resolutions 
strategies commonly used by the systems’ users. 
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Annexes 
Annexe 1: Assumptions management 
An assumption is a decision that is taken expecting that it will be true. Therefore, there is a 
risk associated to the assumption; this risk is related to the fact that real progress could be 
different of the choice settings. The process related to the contract negotiation can therefore 
be modified as described on Figure 73: 
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Figure 73: Contract management process with assumptions definition 
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Once the contract is agreed, there is no further modification or renegotiation. If supplier is not 
able to supply the data respecting the date and maturity level defined by the customer, an 
assumption has to be taken by the customer. Assumptions are usually defined taking into 
account former deliveries and former projects experience. Customer can ask the supplier 
participation in the assumption definition. Nevertheless the later is not accountable of the 
assistance provided to the customer.  

Customer can measure the risk level of the assumption measuring the confidence level of 
the supplier. This process is very subjective and can have negative consequences which are 
usually reflected with a rework activity to be performed by the customer. Even if it is 
subjective, it is a well-known process in concurrent based product development. but only few 
investigation led  to the  formalisation of this process [TERWIESCH and LOCH '97, 
TERWIESCH, et al. '02]. 

If supplier is not able to deliver the data for the date tij, the customer can define an 
assumption related to the data that he or she was supposed to receive and begin the task as 

foreseen. When requested maturity level is delivered (
*
ijt ), the customer will be able to 

determine is the assumption he or she defined was exact or not. In the first case, work 
progress will go on without being impacted by the delayed delivery. Nevertheless, in the case 
where assumption was not exact, the supplier will have to do a rework taking into account 
new data. This rework is an amount of energy that will be added to the scheduling problem, 
usually with serious effects on the new schedule definition. 

 
 x design team 

y design team 

C 

F 

d’ d’’  

C 

F 

d’  d’’  

 
Figure 74: Rework due to assumption failure  

Figure 74 represents the case where the assumption is not exact and task F remakes the 
work performed until the delivery of the d’’. Therefore, the task F will expend more energy 
that foreseen at the beginning. This fact can affect the scheduling of tasks after F. 

For each assumption a probability of doing rework is defined (Pij). The user can foresee two 
schedules, one considering the assumption as correct and the other one anticipating the 
assumption failure. More than one assumption will lead to several schedules. Indeed, every 
time the user has to make an assumption, two possible schedules appear depending on 
whether the assumption is correct or not. This gives us 2n schedules (with n = assumptions 
quantity). For each schedule, a probability can be calculated taking into account the 
combination of probabilities related to each assumption.  

Consider PAC as the probability of doing rework related to the delivery of data d1. Being 
)(1 CInputd ∈  and )(yTasksC ∈ . 

Also, consider PBD as the probability of doing rework related to the delivery of data d2. Being 
)(2 DInputd ∈  and )(yTasksD ∈ . 

Since two assumptions are taken, four different schedules can be built. The probability 
related to each schedule will be calculated as follows: 

 

Schedule 1: Psch1 = PAC * PBD 

Schedule 2: Psch2 = (1-PAC) * PBD 
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Schedule 3: Psch3 = PAC * (1-PBD) 

Schedule 4: Psch4 = (1-PAC) * (1-PBD) 

 

First schedule is related to the most negative scenario, where both assumptions fail and an 
important amount of energy is added to the scheduling problem due to the rework of part of 
the tasks j and l.  

Schedule 4 deals with the case where both assumptions are correct and therefore the first 
schedule remains valid. Therefore the probability of maintaining valid the first schedule is 
(Pv): 

∏
∈

−=
)(

)1(
yTasksj

ijv PP  

 

While the catastrophic scenario, meaning that all assumptions fail, will be calculated as 
follows: 

∏
∈

=
)( yTasksj
ijneg PP  

Depending on the consequences of each schedule, these practices allow the user to 
calculate the probabilities of respecting certain constraints. For example, the due date of the 
quality gate can be overstepped by certain schedules. Adding the probabilities related to 
each schedule, the user can announce the probability of respecting the quality gate date. 
Therefore, following the example of four possible schedules, if only schedule 1 and 2 respect 
the quality gate, we can conclude that taking into account the risk of the two assumptions the 
probability of non respecting the quality gate date is Pqgrisk = Psch3 + Psch4. 

This value is a very interesting value since it can be used in risk management exercises. The 
gravity of not respecting a quality gate can be measured taking into account the impact that it 
will have in the overall project development; nevertheless, the likelihood of non respecting is 
much more difficult to calculate. Without taking into account the unexpected events and only 
dealing with the assumptions, we have proposed a methodology to calculate accurately this 
probability value. 

In the following example we describe a very simple schedule where rectangular tasks are 
considered. This example illustrates the methodology explained here above. 

In this example the beginning of two tasks F and H of a design team y require deliverables 
from another design team x. The start dates tF and tH cannot be postponed. In addition, there 
are classical precedence constraints for tasks G, H and I. Therefore, the design team makes 
assumptions to enable the start of tasks F and H at the scheduled date. Note the difference 
between the 4 possible schedules (depending on the re-work phases) and the change to the 
end date of the last task.  
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Schedule 1: no rework 

Schedule 2: rework at F 

Schedule 3: rework at H 

Schedule 4: rework at F and H 

In the 1st Schedule, the 
assumptions made to start tasks F 
and H are correct. There is no 
rework and Task I can be 
completed at the planned date. 

In the 2nd Schedule, the 
assumptions made to start Task H 
are correct but those made to start 
Task F are false. There is some 
rework for Task F. The constraints 
linked to this task are propagated 
and Task I finishes later. 

In the 3rd Schedule, the 
assumptions made to start Task F 
are correct but those made to start 
Task H are false. There is some 
rework for Task H. The constraints 
linked to this Task are propagated 
and Task I finishes even later than 
in the previous case. 

In the 4th Scenario, the 
assumptions made to start Tasks F 
and H are false. There is some re-
work for Tasks F and H. The 
constraints linked to these tasks 
are propagated and Task I finishes 
later.  

Remark: in Schedule 3 and 4 Task 
I finish at the same date because of 
the fact that resources are 
allocated constantly to each task. 
The rework period of Task H 
absorbs the lateness due to the 
rework phase of Task F.   
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In order to assess the likelihood that one scenario will occur rather than another, a probability 
has to be given to each scenario. The following probabilities are defined: 

 

o Rework probabilities for Task F: 90%  
o Rework probabilities for Task H: 20%  
o  

Therefore we can calculate the probabilities for each schedule: 

o Schedule 1: all assumptions are correct 

%88.01.01 =×=P  

o Schedule 2: the assumptions for F are false, those for H are correct 

%728.09.02 =×=P  

o Schedule 3: the assumptions for F are correct, those for H are false 

%22.01.03 =×=P  

o Schedule 4: all the assumptions are false 

%182.09.04 =×=P  

Taking into account these probabilities, we will focus on the completion date of the last task 
(Task I). 
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 Using the probabilities for each scenario, we can calculate the probability of finishing Task I 
at the latest at date t: 

At the latest at T1:  %811
== PPT  

At the latest at T2:  %80212
=+= PPPT  

At the latest at T3:  %10043213
=+++= PPPPPT  

 
 

These calculations therefore show us that in the worst-case scenario, task I will finish at 
latest at T3 ( %100

3
=TP ). However, we note that there is a high probability that it will finish at 

the latest at T2 ( %80
2

=TP ). 

The fact of dealing only with rectangular tasks without accepting a non constant resource 
allocation, make possible only three possible end dates and not four, since in the case where 
both assumptions fail, second rework task will need to perform less work due to the fact that 
the task has begin later. This is the consequence of dealing with time periods rather that 
energy amounts. In our model this is not the case since energy allocation is not constrained 
to be constant during the task execution. 
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Annexe 2: Functional requirements 
In this annexe we will detail the functional requirements defined with Airbus for the SPEED 
project. SPEED is the acronym that has been used inside Airbus to name our research 
project. We have identified 19 functional requirements linked to two main roles as well as to 
three main use cases. 

The two roles identified for this exercise are on the one hand the leader of a team in the 
lowest level of the organisation which is designed as the design team and the head of a 
management team which is at least one level above the design team.  

Concerning the three main use cases that we have identified, the first one deals with the 
scheduling and resources allocation of a team (no matter the level). Secondly, we consider 
the collaboration process when data needs to be exchanged from a horizontal point of view 
as well as a vertical point of view. And thirdly we consider the uncertainties linked to task 
definition, resources capacity and inputs delivery. 

Dealing with the scheduling and resources allocation aspects related to the design team 
leader user, we have identified the following functional requirements: 

• FR-001: SPEED project shall develop resources allocation methods and tools that 
allow the leader of a design team organise the different Work Packages inside its 
team and manage the resources that will be allocated at each period to each Work 
Package. 

o Rationale: Work Packages include the main subsystems to be developed in 
the frame of a design team where resources will be allocated during each 
phase of the development. 

• FR-002: SPEED project shall develop engineering activities scheduling methods and 
tools that allow the leader of a design team define the start and end dates for each 
activity. 

o Rationale: Scheduling includes defining the order in which the activities will be 
performed as well as fixing these activities in a time window so that the 
different actors know in advance the foreseen work. 

• FR-003: SPEED project shall develop scheduling management methods and tools 
that support robustness in scheduling process. 

o Rationale: Very often, schedules are accurate and informative, but static and 
very sensitive to unforeseen events. Indeed, a design team might have to re-
evaluate a new context and update the schedule each time an unforeseen 
event is detected. The update frequency can be high considering the dynamic 
characteristic of the design process. 

• FR-004: SPEED project shall develop scheduling management methods and tools 
that allow the definition of quality gates as well as the requirements associated to 
each quality gate. 

o Rationale: Quality gates must be part of each schedule. Tasks defined 
between two quality gates must be defined taking into account requirements 
of each quality gate. 

Dealing with the scheduling and resources allocation aspects related to the head of a 
management team user, we have identified the following functional requirements: 

• FR-005: SPEED project shall develop scheduling management and resources 
allocation methods and tools that support the aggregation of resources and allocated 
workload considering all the teams included in a management team. 
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o Rationale: Each management team contains different management teams of 
inferior level or design teams. In order to calculate overall resources or 
workload, allocation work that has already been done in this teams must be 
considered. 

• FR-006: SPEED project shall develop engineering activities scheduling methods and 
tools that allow the definition of mayor phases decided at program level as well as the 
key program milestones. 

o Rationale: The definition of mayor phases decided at program level as well as 
the key program milestones allow to define internal tasks without been 
regardless of global development. The overall project will be delayed if only 
one of the subsystems is delayed. 

• FR-007: SPEED project shall develop scheduling management methods and tools 
that allow the definition of quality gates at different managerial levels, identifying the 
ones that correspond to a “rendez-vous” between one or more teams. 

o Rationale: The identification of the “rendez-vous” milestones allow the head of 
the management team control the progress of each team been part of its 
scope based on a temporal reference. 

• FR-008: SPEED project shall develop scheduling management methods and tools 
that allow each managerial levels control not recurrent cost. 

o Rationale: Not recurrent cost deals mainly with resources allocated to each 
level. Moreover, in engineering project, major part of the resources from a 
cost point of view is related to human resources. 

Concerning horizontal and vertical collaboration aspects related to the design team leader 
user, we have identified the following functional requirements: 

• FR-009: SPEED project shall develop contract management methods and tools that 
support the data delivery negotiation process between the distributed design teams 
during Airbus development programs. 

o Rationale: Data negotiation process is a collaborative process that needs a 
specific method in order to seek the more efficiently possible a compromise 
between both actors. Moreover a specific module of the tool will support this 
negotiation mainly based on a date and maturity level decision. 

• FR-010: SPEED project shall develop project management methods and tools that 
allow to link scheduling and contracts management processes between them. 

o Rationale: A connexion between the scheduling module and the module that 
supports the contract negotiation will be necessary in order to propagate 
modifications either in the schedule or in the contract and will allow both 
processes be consistent between them. 

• FR-011: SPEED project shall develop contract management methods and tools that 
support the definition of assumptions related to the data that is going to receive the 
customer. 

o Rationale: Assumptions definition in the tool, will allow to formalise a current 
concurrent engineering practice and to add flexibility to the product 
development process while performing a risk assessment. 

• FR-012: SPEED project shall develop interdependencies management methods and 
tools that support criticality (the likelihood of not respecting the interdependency, 
related to the impact of that fact in the project) of each interdependency. 
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o Rationale: The aim of this type of categorization is to assist in the early 
identification of risks and their assessment and determine the level of 
management focus required. 

Concerning horizontal and vertical collaboration aspects related to the head of a 
management team user, we have identified the following functional requirements: 

• FR-013: SPEED project shall develop scheduling management methods and tools 
that can be deployed at different levels of the Airbus organisation. 

o Rationale: Schedules used in the design process need to be designed for and 
managed at different levels of the organisation. Links between different levels 
should be used to cascade project milestones to lower levels but also to 
escalate teams’ constraints and progress to upper levels. Both cascading and 
escalation processes can be time consuming and sources of errors. 

• FR-014: SPEED project shall develop scheduling management methods and tools 
that support schedules cascading process. 

o Rationale: The reality of Airbus development programs is that organisation 
structure has different organisational and management levels with different 
missions and responsibilities. Links between different levels shall take into 
account not only a top down approach but also a bottom up approach. Indeed, 
on one hand, top-level targets shall be cascaded effectively to different 
organisational levels, and on the other hand, a design team shall be able to 
measure work progress taking into account the progress of teams situated in 
the level below. These activities are time consuming and can be a source of 
errors. 

• FR-015: SPEED project shall develop project management methods and tools that 
support management teams decision support process by making available Key 
Performance Indicators related to activities progress and contracts status. 

o Rationale: Head of different management levels need a at a glance vision of 
the activity progress of teams in its scope. Moreover status of the contracts 
between these teams will allow him or her identify possible source of 
inconsistency cases. 

Dealing with the uncertainty aspects related to the design team leader user, we have 
identified the following functional requirements: 

• FR-016: SPEED project shall develop methods and tools to link scheduling and 
interdependencies management processes with risk management processes. 

o Rationale: Risks are currently managed using specific methods and tools and 
are not directly supported by scheduling and contract management tools. 

• FR-017: SPEED project shall develop scheduling management methods and tools 
that support alternatives management. 

o Rationale: At the design stage, different alternatives have to be managed 
simultaneously through different planning scenarii. Schedules should support 
the evaluation of the different scenarii and be used within the decision-making 
process. Schedules are currently considered as objects to be updated as a 
consequence of decisions rather than objects enabling the preparation and 
consolidation of decisions. 

• FR-018: SPEED project shall develop scheduling management methods and tools 
that support buffers and margins management in scheduling process. 

o Rationale: In the case that the problem solving method finds a solution, 
available margin concerning an accurate constraint can be useful for leader of 
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the team in order to identify tight periods and periods where constraints are 
largely respected. 

Dealing with the uncertainty aspects related to the head of a management team user, we 
have identified the following functional requirements: 

• FR-019: SPEED project shall develop scheduling management and resources 
allocation methods and tools that support the head of a management team in the 
trade offs concerning critical resources allocation. 

o Rationale: Critical resources allocation includes supplementary resources 
hiring when tight periods arise. The allocation of these resources to the right 
teams needs to deal uncertainties concerning the real needs of each team. 
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Annexe 3: Technical requirements 
Technical requirements are specific requirements issued from the functional requirements. 
These constraints concern the tool development. 

• TR-001: SPEED Tool shall allow illustrating the task and milestone information 
varying task forms and date and titles position taking into account the specificities of 
different Airbus skills.  

o Rationale: The tool is going to be deployed into different development groups 
as well as different countries. 

• TR-002: SPEED Tool shall be able to illustrate the activities of the development as 
well as the main milestones that could be common for different groups. 

o Rationale: Common milestones need to be modified in all the schedules 
where has been deployed. It is the case for example of “rendez voues” 
milestones. 

• TR-003: SPEED Tool shall be able to illustrate the resources allocations that has 
been decided by the development group related to an activity. 

o Rationale: Resources allocation will be later a key point for the energy 
oriented method that will be utilised. 

• TR-004: SPEED Tool shall be able to illustrate the milestones related to contracts 
defined between two or more teams. 

o Rationale: It is been discussed the accurate information that has to be 
illustrated relating the contract. 

• TR-005: SPEED Tool shall be able to illustrate the constraints that have been defined 
for the scheduling model. 

o Rationale: This requirement is related to the model that has been proposed for 
scheduling design activities. 

• TR-006: SPEED Tool shall be able to illustrate the solutions that satisfy all the 
constraints defined for the scheduling model. 

o Rationale: This requirement is related to the model that has been proposed for 
scheduling design activities. 

• TR-007: SPEED Tool shall be able to illustrate the margins of the solutions if there 
are. 

o Rationale: This requirement is related to the model that has been proposed for 
scheduling design activities. 

• TR-008: SPEED Tool shall be able to propose a way to define a hierarchy of 
constraints relaxing. 

o Rationale: This requirement is related to the model that has been proposed for 
scheduling design activities. 

• TR-009: SPEED Tool shall be able to relax the first constraints defined in the 
hierarchy list in order to find a solution. 

o Rationale: The first constraint could be relaxed in a way that could not be 
implemented n reality. 

• TR-010: SPEED Tool shall be able to illustrate the process for relaxing constraints  
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o Rationale: The used will easily realise the modifications until a solution id 
found. 

• TR-011: SPEED Tool shall be able to save a scenario that has been defined by the 
user. 

o Rationale: This requirement is related to the model that has been proposed for 
scheduling design activities. 

• TR-012: SPEED Tool shall be able to compare different scenarios depending on the 
constraints that have been relaxed in order to choose the best one. 

o Rationale: This requirement is related to the model that has been proposed for 
scheduling design activities. 

• TR-013: SPEED Tool shall be able to relax automatically some constraints in order to 
find a feasible and acceptable solution. 

o Rationale: This is an automatic mode with no interaction with the user. 

• TR-014: SPEED Tool shall allow illustrating the task considering the energy needed 
to perform the task as well as earliest start date and latest end date. 

o Rationale: The tasks are not defined by the duration but the energy needed to 
perform it, nevertheless in order to constraint the task from a time point of 
view a time window is defined. 
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Annexe 4: ECLIPSe-Prolog Kernel Code 
4.1- Visualisation 
 
spy_Table(_M, [_Nb_Activites, _Nb_Semaines], no). 
 
spy_Table(M, [Nb_Activites, Nb_Semaines], yes) :- 
 (for(Num_Activite,1,Nb_Activites), param(M,Nb_Semaines) 
 do 
  (for(Num_Semaine,1,Nb_Semaines), param(M, Num_Activite) 
  do 
   X is M[Num_Activite, Num_Semaine], 
   monitor(X,Num_Activite,Num_Semaine) 
  ) 
 ). 
  
monitor(X,A,S) :- 
 suspend(report(X,A,S), 1, [X->constrained, X-> inst]). 
 
report(X,A,S) :- 
 var(X), 
 dom(X,D), 
 write('Domaine   activite'),write(A), 
 printf(" semaine%3d = ", [S]), 
 writeln(D), 
 suspend(report(X,A,S), 1, [X->constrained, X-> inst]). 
 
report(X,A,S) :- 
 nonvar(X), 
 write('Intensite activite'),write(A), 
 printf(" semaine%3d = ", [S]),writeln(X). 
  
  
 %*********************% 
 %    Print solution   % 
 %*********************% 
  
print_Table(M,Nb_Activites,Nb_Semaines) :- 
 nl, 
 write('   \\ sem'), 
 (for(N, 1, Nb_Semaines) 
 do 
  printf(" %2d ",[N]) 
 ), 
 nl, 
 write('act \\---'), 
 (for(_N, 1, Nb_Semaines) 
 do 
  write('----') 
 ), 
 nl, 
 (for(Num_Activite,1,Nb_Activites), param(M,Nb_Semaines) 
 do 
  printf("%4d     ",[Num_Activite]), 
  (for(Num_Semaine,1,Nb_Semaines), param(M, Num_Activite) 
  do 
   X is M[Num_Activite, Num_Semaine], 
   dvar_domain(X,D), 
   dom_range(D,Min,Max), 
   print_var(Min,Max) 
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  ), 
  nl 
 ). 
  
print_var(Min,Max) :- 
 (Min=Max -> (Min=0 -> write('    ') 
      ; 
      write(' '), write(Max),write('  ') 
    ) 
   ; 
   write(Min), write('~'), write(Max), write(' ') 
 ). 
 
 
4.2- Predicats 
:- lib(fd_search). 
 
 %********************** 
 % Methode de résolution 
 %********************** 
   
 
 
instancierplustot([]). 
instancierplustot(L):-   
 deleteff(X,L,Xs),     % selection de la variable la plus contrainte 
  indomain(X,max),            % X prend la valeur max de son domaine 
 instancierplustot(Xs).   
 
/* 
instancierplustot([]). 
instancierplustot([X|Xs]):-  % sélection simple (dans l'ordre gauche 
droite) 
  indomain(X,max),  % X prend la valeur max de son domaine 
  instancierplustot(Xs).   
*/ 
 
4.3- Data 
 %****************** 
 % FICHIER EXEMPLE * 
 %****************** 
 
 %**************************** 
 % DESCRIPTION DES ACTIVITES * 
 %**************************** 
  % activite( ?Nom, ?Energie, ?debut_plus_tot, ?fin_plus_tard). 
 
Activite(1,’A’, 20,  1, 9). 
Activite(2,’B’, 20,  1, 13).   
Activite(3,’C’, 16,  4, 18). 
Activite(4,’D’, 10,  6, 17). 
Activite(5,’E’,  8,  6, 18). 
Activite(6,’F’,  8, 10, 19). 
Activite(7,’G’,  4, 12, 20). 
Activite(8,’H’,  3, 15, 20). 
 
 
Intensite_maximum(_Activite, 3). 
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  % energie totale requise : = 90 
  
  
 %***************************** 
 % DESCRIPTION DES RESSOURCES * 
 %***************************** 
  % horizon( ?debut_horizon, ?fin_horizon) 
  % disponibilite( ?numero_semaine, ?intentisité_maximale). 
    
Horizon(1,20). 
 
Disponibilite(_NS, 5). 
% :-   % 5 par exemple … 
% horizon(Inf,Sup), 
% NS :: Inf..Sup, 
% indomain(NS). 
  
  % energie totale disponible : 5x(20) =100 
 
4.4- Constraints 
 
 %**************************** 
 % CONTRAINTES DE PRECEDENCE * 
 %**************************** 
  % precede( ?activite1, ?activite_2, 
energie_minimale_1_avant_debut2) 
   
precede(‘B’,’A’,6). 
%precede(‘A’,’C’,20). 
%precede(‘B’,’E’,8). 
%precede(‘B’,’F’,8). 
 
  % succede( ?activite1, ?activite_2, 
energie_minimale_2_apres_fin1) 
 
 
contraintes_dates_limites(M, Liste_activites, Nb_activites, Nb_semaines) :- 
 (foreach(A,Liste_activites),for(Num_activite,1,Nb_activites), 
param(M,Nb_semaines) 
 do 
  activite(_,A,_,R,D), 
   
   % contrainte de debut au plus tot  
  R2 is R-1, 
  (for(Num_semaine,1,R2), param(M,Num_activite)  
   do 
    X is M[Num_activite,Num_semaine], 
    X #= 0 
   ), 
    
    % contrainte de fin au plus tard 
  D2 is D+1, 
     (for(Num_semaine,D2,Nb_semaines), param(M,Num_activite) 
     do 
      X is M[Num_activite,Num_semaine], 
   X #= 0 
     ) 
 
 ). 
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Contraintes_cumul(M, Nb_activites, Nb_semaines) :- 
 (for(Num_semaine,1,Nb_semaines),param(M,Nb_activites) 
 do 
  L is M[1..Nb_activites, Num_semaine], 
  flatten(L, List_resources_pour_semaine), 
  disponibilite(Num_semaine, Max_Domain),  %défini dans le 
fichier de donnees 
  (foreach(Intensite, List_resources_pour_semaine), 
fromto(0,In,Out,Cumul) 
           do Out = 
Intensite+In 
  ), 
  Cumul #<= Max_Domain 
 ).   
  
 
Contraintes_energie(M, Liste_activites, Nb_Activites, Nb_Semaines) :- 
 (foreach(A,Liste_activites),for(Num_activite,1,Nb_Activites), 
param(M,Nb_Semaines) 
 do 
  activite(_,A,Energie,_,_), 
  L is M[Num_activite, 1..Nb_Semaines], 
  flatten(L, Distribution_intensite_tache), 
  (foreach(Intensite, Distribution_intensite_tache), 
fromto(0,In,Out,Energie_tache) 
           do Out = 
In+Intensite 
  ), 
  Energie_tache #= Energie 
 ).     
 
Contraintes_prec_ener(M, Nb_Semaines) :- 
 findall([A,B,Eab], precede(A,B,Eab), Liste_Precedences), 
 (foreach([I,J,Eij],Liste_Precedences), param(M,Nb_Semaines) 
 do 
  activite(Num_I,I,_Ei,_Ri,_Di), 
  activite(Num_J,J,_Ej,_Rj,_Dj), 
    
  Liste_Ai is M[Num_I, 1..Nb_Semaines], 
  Liste_Aj is M[Num_J, 1..Nb_Semaines], 
   % Propagation uniquement sur l’activité I 
    
  suspend(algorithme1(Liste_Ai,Liste_Aj,Eij), 2, Liste_Ai -> 
constrained) 
   
  %, 
   
   % Propagation uniquement sur l’activité J 
  %Ereste is Ei-Eij, 
  %algorithme2(Liste_Ai,Liste_Aj,Ereste) 
 ). 
  
  
Algorithme1(Liste_Ai,Liste_Aj,Eij) :- 
 recherche_debut_plus_tot(Liste_Ai,Eij,1,Tij,0), 
 Tpred is Tij -1, 
 annuler_intensites(Tpred,Liste_Aj), 
 suspend(algorithme1(Liste_Ai,Liste_Aj,Eij), 2, Liste_Ai -> 
constrained).  
 
Recherche_debut_plus_tot([As|Liste_Ai],Eij,Semaine,Tij,Somme) :- 
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 Somme < Eij, 
 dvar_domain(As,D), 
 dom_range(D,_Min,Max), 
 Somme_suiv   is Somme  + Max, 
 Semaine_suiv is Semaine+ 1, 
 recherche_debut_plus_tot(Liste_Ai,Eij,Semaine_suiv,Tij,Somme_suiv). 
 
recherche_debut_plus_tot(_,Eij,Semaine,Semaine,Somme) :- 
 Somme >= Eij. 
  
Annuler_intensites(0,_Liste_Aj). 
Annuler_intensites(N,[Aj|Liste_Aj]) :- 
 N>0, 
 N1 is N-1, 
 Aj #= 0, 
 annuler_intensites(N1,Liste_Aj). 
  
/* 
 
pour chaque contrainte precede(i,j,Eij) 
 algo1(i,j,Eij 
 calculer t tel que E=Ebef(i,t)>= Eij 
 annuler tous les aj(u) pour u=t..est(j) 
 si E < Eij, redéclencher algo1 
 */ 
 
4.5- Main program 
 
 %**************************************** 
 % Chargement des librairies nécessaires * 
 %**************************************** 
 
:- lib(fd). 
:- lib(fd_search). 
 
 
:- [contraintes]. 
:- [visualisation]. 
:- [predicats].   %predicats autres que contraintes ou affichage  
 
 %********************** 
 % PROGRAMME PRINCIPAL * 
 %********************** 
  
 
main(Fichier_exemple,M, Spy_or_not) :- 
 
  %************************* 
  % CHARGEMENT D'UN EXEMPLE 
  %************************* 
 compile(Fichier_exemple), 
  
 findall(A, activite(_,A,_E,_R,_D), Liste_Activites), 
length(Liste_Activites,Nb_Activites), 
 
 write(Nb_Activites),write(' activites :'), write(Liste_Activites),nl, 
  
 horizon(A,B), 
 write('Horizon : '), write([A,B]),nl, 
  
 Nb_Semaines is B-A+1, 
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  %********************************************* 
  % creation du Table des variables intensites 
  %********************************************* 
 dim(M, [Nb_Activites, Nb_Semaines]), 
  
  %************************************** 
  % creation des variables debuts et fins 
  %************************************** 
 writeln('creation des variables deb et fin'), 
 dim(Debuts_activites, [Nb_Activites]), 
 dim(Fins_activites,   [Nb_Activites]), 
  
 (foreach(A, Liste_Activites), for(NA, 1, Nb_Activites), 
  param(Nb_Semaines,Debuts_activites,Fins_activites) 
 do 
  activite(_,A, _E, R,D), 
  DebA is Debuts_activites[NA], % acces à la NAieme variable du 
Table des debuts 
  FinA is Fins_activites[NA],   % acces à la NAieme variable du 
Table des fins 
  DebA :: R..Nb_Semaines,     % définition des 
  FinA :: 0..D,                 % domaines 
  DebA #<= FinA            % contrainte minimale (on peut 
mieux faire...)  
 ), 
 
 
  %****************************************************** 
  % surveillance des variations de domaines des variables 
  %****************************************************** 
 spy_Table(M, [Nb_Activites, Nb_Semaines], Spy_or_not), 
  
  
 %********************************************** 
 % Pose des contraintes sur le Table principal 
 %********************************************** 
 writeln("Pause des contraintes ...."), 
  
 % de domaine 
 writeln("...de domaines"), 
 L is M[1..Nb_Activites, 1..Nb_Semaines], 
 flatten(L, V), 
 intensite_maximum(_Ac, IMax), 
 V :: 0..IMax, 
 
 % de dates de debut + tot et de fin + tard 
 writeln("...de dates initiales"), 
 contraintes_dates_limites(M, Liste_Activites, Nb_Activites, 
Nb_Semaines), 
  
 % de cumul maximum par semaine 
 writeln("...cumulatives"), 
 contraintes_cumul(M, Nb_Activites, Nb_Semaines), 
  
 % energie de chaque activite = cumul des intensités sur l'horizon 
 writeln("...d'energie"), 
 contraintes_energie(M, Liste_Activites, Nb_Activites, Nb_Semaines), 
 
 % de precedence energetique 
 writeln("...de precedence energetique"), 
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 contraintes_prec_ener(M, Nb_Semaines),  
  
 % affichage du Table (avant résolution) 
 print_Table(M,Nb_Activites,Nb_Semaines), 
   
 %**************** 
 %   instanciation 
 %**************** 
 !, 
 instancierplustot(V), 
 
 % affichage du Table (après résolution) 
 print_Table(M,Nb_Activites,Nb_Semaines) 
 
 . 
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Aide au pilotage d’activités d’ingénierie pour le développement distribué d’un système 
complexe 

Résumé :  De nos jours, pour maîtriser la complexité structurelle et fonctionnelle 
associées à la conception et au développement d’un système complexe tel qu’un avion, les 
entreprises mettent en place des organisations elles aussi complexes, à la fois hiérarchisées et 
distribuées. Ainsi le développement du système est confié à différentes équipes provenant 
d’entreprises aux métiers différents mais complémentaires. Ces équipes fonctionnent en ingénierie 
concourante et doivent se coordonner lors de la conception (échanges de résultats intermédiaires 
concernant des sous-systèmes à différents niveaux de maturité) et lors de l’intégration (travail en « 
plateaux »). 

Ce travail se focalise plus particulièrement sur le pilotage des activités d’ingénierie au sein d’une 
équipe, compte tenu de contraintes globales sur les ressources (nombres de personnes allouées) et 
sur les délais (fenêtres temporelles des activités), mais aussi compte tenu des contraintes de 
synchronisation que traduisent l’interdépendance des équipes. 

L’originalité de ce travail est de proposer une caractérisation énergétique des activités et des 
contraintes qui les lient et de valider la cohérence des décisions de pilotage (avance ou retard des 
activités, allocation de ressources supplémentaires) par l’utilisation d’un outil rigoureux basé sur la 
programmation par contraintes. Les mécanismes de propagation de contraintes peuvent être utilisés 
pour valider différentes simulations afin de servir de références pour la renégociation de contraintes 
lorsque celle-ci devient obligatoire. Une première spécification des modes d’utilisation d’un outil d’aide 
à la décision est également proposée. Nous concluons sur les extensions du modèle et sur les 
travaux d'expérimentation et de validation qui doivent prolonger ce travail afin de parvenir à un outil 
opérationnel diffusable à l’ensemble des équipes partenaires d’un projet de développement d’un 
système complexe. 

Mots clés :  activités d’ingénierie, ordonnancement, aide à la décision, coopération, 
gestion de projet, simulation de scenario, équipes de conception distribuées,  
allocation de ressources, contraintes. 

 

Steering engineering activities for the distributed development of a complex system 
Summary: At the present time, in order to manage the functional and structural 

complexity associated with the design and development of a complex system such as an aircraft, 
companies put in place organisations that are themselves highly complex – both hierarchical and 
distributed. Thus, system development is outsourced to different teams from companies that are 
specialised in different, complementary areas. These teams work according to the principle of 
concurrent engineering and must coordinate their activities during the design phase (exchange of 
intermediary results concerning sub-systems at various levels of maturity) and the integration phase 
(working together on “plateaux”). 

The present study focuses primarily on the steering of engineering activities within a team, taking into 
account general constraints related to resources (number of people allocated) and lead times (time 
slots assigned to activities), as well as the synchronisation constraints inherent to interdependency 
between the teams. 

The originality of this study lies in the energetic characterisation it offers of the activities and the 
constraints that link them, and the fact that it validates the consistency of the steering decisions 
(activities brought forward or set back, allocation of additional resources) through a rigorous tool 
based on constraints programming. The constraints propagation devices can be used to validate 
different simulations in order to be used as a reference for the renegotiation of constraints when such 
renegotiation becomes mandatory. We also offer an initial specification of the operating procedure for 
a decision support system tool. We conclude by studying possible extensions of the model as well as 
the experimentation and validation work that must accompany this study in order to obtain an 
operational tool that can be circulated among all the teams that are partners in a complex system 
development project. 

Keywords:   engineering activities, scheduling, decision support system, cooperation, 
project management, scenarios simulation, distributed design teams, 
resources allocation, constraint satisfaction problem. 
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