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Introduction

In the early 1980’s classical electromagnetism was seen as a largely played out discipline. It had had

well over a century in which to reach full maturity. After the exciting period during and immediately

following the Second World War, when transmission line theory and antenna theory reached their final

form, very few new ideas came to light. Research concentrated more and more on phenomena involving

quantum effects, such as superconductivity, or on aspects related to exotic behavior such as bianisotropy

or nonlinear effects. Classical electromagnetism appeared to have run out of tricks.

However, by the late eighties excitement was in the air once again, and once more, the Semiconductor

Revolution had been the enabling agent. It was pointed out (independently by Yablonovitch [1] and

John [2]) that, theoretically, artificial materials could be designed that would exhibit a photonic band-

gap (PBG), by analogy to the electronic bandgaps responsible for the behavior of semiconductors and

insulators. Whereby semiconductors owed their usefulness to the fact that the position of the Fermi level

within the gap – and thereby their electric behavior – was malleable, it was hoped that the PBG would

allow a control of photons analogous the the control of electrons achieved in semiconductors.

In order to understand these developments in the broader context of electromagnetic metamaterials

research, we now consider the different methods available to control light, while emphasizing the notion

of scale. We will divide phenomena and devices into categories following the relative scale of four

characteristic lengths. The first, and most obvious is the wavelength of light, λ. The second is the

typical size of atoms, a, where an “atom” is generally and somewhat arbitrarily understood as a collection

of electrons and nuclei that can be seen as a scattering unit in the sense that its interaction with its

environment may be treated perturbatively. This somewhat vague definition covers not only atoms in

the chemical sense but also any electromagnetically convenient grouping thereof, including molecules,

unit cells of crystals or macroscopic scatterers like dipole antennas. The third scale is the inter-atomic

distance d while the fourth scale is that on which the medium is structured, s, where “structure” refers

to any heterogeneity of the medium other than that associated with the internal structure of the atoms

themselves: for instance, the presence of regions where their internal structure, density or arrangement

is different, or where they are absent. Note that the inter-atomic distance and the atomic size can only

be identified in the case of natural dielectric media. They may be different, however, in man made

metamaterials, a liberty we use to full advantage in Chapter 3.

The most familiar case is where d ≈ a ≪ λ and s → ∞. This is the case of an unbounded dielectric

medium. The microscopic inhomogeneity on the a scale is averaged to give a homogeneous description

of the medium as represented by the permittivity ε and permeability µ. A remarkable feature in the

homogeneous description is that it is equivalent to treating each atom of the material as a point scatterer

which acquires a dipole moment in an external applied field [3]. This dipolar approximation shall be very

useful since it applies not only to physical atoms, but to any structure of a size much smaller than the

wavelength of an applied field. While, as we shall see, it is not absolutely necessary in order to define

the macroscopic parameters permittivity ε and permeability µ, if the dipolar approximation is not valid,

then the usefulness of the homogeneous parameters µ, ε is drastically reduced (e.g. when quadrupolar
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6 INTRODUCTION

moments are non-negligible). These parameters are in general dyadic (rank 2 tensors) and depend on

the frequency.

It is shown in Chapter 1 that in order for an analytic closed form model of the medium to be possible,

it is not only necessary for the atoms to behave as point dipoles in interaction with the macroscopic field,

but also in interaction with each other. They must therefore be not only smaller than the wavelength

but also smaller than the distances separating them. In the case of a natural, solid dielectric this is

clearly not the case, but when dealing with metamaterials composed of macroscopic scatterers this is

not an obstacle. As an example, a multiscattering model is offered in Appendix A that can be used to

determine frequency regions where a dielectric rod grating can be seen as a row of dipoles or not.

Another familiar case is where d ≈ a ≪ λ ≪ s. In this category one finds devices such as lenses and

mirrors, and phenomena explained using beam optics. Similarly, two- or multi-conductor transmission

lines (parallel plate, coaxial, micro-strip) as well as dielectric waveguides in the single mode regime far

below cutoff fall into this category. What all these devices have in common is that light propagation in the

structure is characterized by only two (possibly frequency dependent) parameters: a phase parameter (the

optical index in optics, the propagation constant in transmission lines) and an impedance parameter.

The phase parameter governs the phase variation with propagation in a given medium (or section of

transmission line), while the impedance parameter governs transmission at interfaces between media

(except for total internal reflection, which is a phase-phenomenon). In the case of two or three dimensional

structures (e.g. dielectric media) these parameters can take the form of tensors. When they are well

defined, the index and impedance contain the same information as the permittivity and permeability

mentioned above. Generally speaking, the former are more phenomenologically rooted, while the latter

have more physical origins; there are situations, notably when µ and ε are tensors, when the index and

impedance are not well defined in the sense that they depend on the polarization of the field. In these

cases the index and impedance can be seen as properties of the field, or wave, while the permittivity

and permeability as properties of matter, or the medium, in which the wave is propagating. They

are obviously closely related. Engineers tend to prefer the first set, while physicists the second. We

will generally prefer using the second set whenever possible because it distinguishes naturally between

electric and magnetic phenomena.

A somewhat less familiar case but which had also been studied extensively prior to the developments

of the late 80’s is the case of d ≈ a ≪ s ≪ λ. This situation is encountered, for instance, when considering

the propagation of microwaves through clouds or through metal-dielectric composites such as cermets.

The first results in this case were obtained as early as 1904, with the work of Maxwell-Garnett [4] and

the Wiener bounds several years later [5], and continued through the work of Bruggeman [6], Hashin

and Shtrikman [7], Milton [8] and finally Tsang and Kong [9]. This approach was characterized by the

lack of information about the detailed microscopic structure of the material under study; design was not

seen as an option. Thus, a precise approach was not possible and bounds had to be obtained on the

effective permittivity of the medium based on the information available, such as the filling fraction of the

component materials, and the symmetry of the microscopic particles involved [10]. Indeed, the approach

of Maxwell-Garnett, for instance, relies on the microscopic randomness of the medium.

Meanwhile, for cases when the microscopic structure of the medium was known in detail, more

rigorous methods were developed starting in the 1970’s [11]. These heavily mathematical methods would

not seek to average the field within a given structure, but rather to obtain the (partial differential)

equation which the asymptotic field would need to satisfy, when λ → ∞. By comparing the equation

obtained with the standard wave equation in a homogeneous material, effective medium parameters

could be obtained. However these methods are often mathematically intense and provide little in the

way of physical intuition. Moreover in certain cases this rigorous approach is not necessary, namely in

cases where the medium can be considered as composed of independent scattering elements. In these
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cases the same averaging methods could be applied to the scatterers as to the atoms themselves when

introducing the macroscopic fields D and H. The scattering elements could therefore be treated as a

kind of macroscopic ”meta-atoms”. Indeed, some steps in this direction had been taken by Kock as early

as 1948 [12] but they generated relatively little interest before the late 1990’s, see below.

This is where electromagnetic material science stood at the beginning of the 1980’s. Meanwhile, it

is interesting to note that the situation in the field of electron transport was quite different. At room

temperature the wavelength of most electrons in a typical medium is shorter than the typical distance

between atoms. In the case of conductors, some of the electrons may have wavelengths larger than the

atomic distances, though not by much. We see, therefore that for electrons propagating in a material

we have d ≈ a ≈ λe which means that the approximations we need to define homogeneous parameters

such as the index are no longer justified. An altogether different approach is required. The electronic

“field” propagating in a periodic lattice is no longer sinusoidal, nor even strictly periodic, but rather a

quasiperiodic wave known as a Bloch wave. The propagation of a Bloch wave in a lattice is considerably

more complicated than that of a plane wave in a homogeneous medium. Its phase parameter depends not

only on the frequency but also on the direction of propagation. It is possible to have waves with different

phase parameters propagating in the same direction at the same frequency and even to find frequencies

at which no propagation is allowed at all. These phenomena are lumped together under the name of

spatial dispersion and they appear when the scale of the wavelength is comparable with one or the other

two length scales: the atomic scale a, or the structural scale s. The notions of index or impedance then

become unwieldy or outright useless. In general, in order to characterize the propagation, one needs

to perform a separate calculation for each frequency and phase parameter that one is interested in, see

Chapter 2.

In this context we can say that Yablonovitch’s original idea basically comes down to a realization

that the behavior of electrons when λe ≈ a may be reproduced by photons when λp ≈ s. In this way a

pattern of the relative permittivity as a function of position may play the same role for photons as the

periodic spatial distribution of atoms in a crystal does for electrons. The difference is that with modern

technology the macroscopic scatterers can be designed and tailored to our convenience whereas we have

only limited liberty of controlling the behavior of atoms or their precise assembly.

In all fairness we must also mention that a considerable amount of work had been done before the

80’s on one type of structure for which s ≈ λ: the diffraction grating. These structures, made of

thin, long indentations on flat dielectric or metallic surfaces, had been under study since the late 19th

century. A series of high performance mathematical and numerical methods had been painstakingly

developed over the years, and by the early 80’s the field had reached full maturity. However, in spite

of the similarities with the physics of electron transport in crystalline solids, the crosstalk between the

two fields was minimal. For instance the classic 1980 text edited by R. Petit on the “Electromagnetic

Theory of Gratings” makes a single passing reference to the Floquet-Bloch theorem, a major pillar of

solid state physics, with no further development. At the time gratings were seen as structures more akin

to a scattering obstacle rather than an extreme case (a monolayer) of a spatially dispersive medium. It

took the shift in perspective brought about by the work of Yablonovitch to realize how deep the analogy

goes.

But the realization that by designing the medium on the s scale we can tailor the (complicated)

dispersion relation when λ ≈ s naturally led to considering the - in principle simpler - situation of

designing media with λ ≫ s, as suggested by Kock in 1948. Research in the design of artificial dielectrics

did begin, though timidly at first and it is only in the late 90’s that the work of Pendry [13, 14, 15]

can finally be considered to have launched the field of metamaterials. Pendry pointed out that there is

a class of extremely exotic materials which do not exist in nature, but which could be obtained by a

careful design of the material structure on the s scale: media with a negative permittivity and a negative
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permeability, or, equivalently, with a negative index of refraction. We will refer to these artificial media

as negative index metamaterials or double negative media.

Since all the media we shall be interested in will be periodic, then for the rest of this text we will

take both s and d equal to the structure period. Thus what we mean by “atom” will depend on the

context: in real dielectric media we will mean real atoms, while in artificial metamaterials we will mean

meta-atom, or scatterer. We therefore have three important scales, a, d and λ. We will be concerned with

the study of electromagnetic materials for which the wavelength is either about the same size as d, or

for which the wavelength is larger, though not by much. We will be working either within, or bordering

on, the intermediate grey area between heterogeneous (λ < d) and homogeneous (λ ≫ d). This grey

area is characterized by a phenomenon rarely alluded to in established electromagnetics texts, spatial

dispersion. It appears whenever λ nears either d or a (remember we have set s = d).

In the first chapter, we will provide a presentation of classic homogenization theory that does not

ignore spatial dispersion as is done in most formulations, but on the contrary, highlights it at each step.

In this way we shall be building up a physical intuition about its origins, the main factors that shape

it, and the conditions under which it can or cannot be ignored. Whereas classical expositions such as

those available in most texts rely on holistic arguments of mainly academic interest, our approach is a

constructive one, with an explicit emphasis on design .

The chapter begins with the microscopic Maxwell’s equations in a region of space populated with

point charges, and defines the fields and parameters that enter into the well known macroscopic Maxwell

equations and the associated constitutive relations. This first part of the chapter corresponds to the

homogenization of natural dielectrics. This case is then compared and contrasted with the case of

artificial metamaterials, whereby we shall be laying the ground work and introducing the main ideas of

later chapters. In particular, the conceptually rich Section 1.7 introduces the novel notions of custom-

made effective medium models, and of meta-photonic crystals. The rest of the text draws on

the physical ideas introduced in the first chapter by considering first photonic crystals in Chapter 2 and

then negative index metamaterials in Chapter 3.

In Chapter 2 we will show how the spatial dispersion relation can be calculated exactly in dielectric

structures and in this context it will prove to be an ally, since it will lead to surprising new phenomena.

In Chapter 3, however, the situation is reversed due to the fact that the most interesting phenomena

and applications rely on non-spatially dispersive structures. Spatial dispersion becomes an enemy and

the goal is to find ways to diagnose and avoid it.



Chapter 1

Electrons, dielectrics and beyond

1.1 Spatial averaging as truncation

This section presents the first step leading from the microscopic description of matter, involving point

charges moving in empty space, to the macroscopic description, involving parameters such as the permit-

tivity and the permeability. It is a way of averaging the microscopic fields e and b and the distribution of

charge and of current η(x, t) and j(x, t) to obtain the macroscopic fields E, B, P and M and the macro-

scopic charge and current densities ρ(x, t) and J(x, t). The meaning of the underlines is discussed below.

If one assumes the medium behaves as a linear time invariant system, then one can define permittivity

and permeability tensors through the relations

ε̄E = ε0E + P

µ̄B = µ0(B + µ̄M)

where the underlines are absent for reasons discussed below. The formal asymmetry between these

definitions has the benefit of leading to a highly symmetrical formulation of the macroscopic Maxwell

equations, which we will obtain in Section 1.6. It also results in a simple relationship between the

permittivity and the permeability on one hand, and the phenomenological parameters of refractive index

n and the impedance Z on the other hand, which in an isotropic medium are defined as

n =
√

µε

Z =

√
µ

ε
.

P and M are called the macroscopic polarization and magnetization respectively, and they represent the

overall macroscopic effect of the microscopically complicated distribution of bound charges and bound

currents within the atoms.

We start, therefore, with the microscopic Maxwell’s equations:

∇ · b = 0 ∇× e + ∂b

∂t = 0

∇ · e = η/ε0
1

µ0
∇× b − ε0

∂e

∂t = j
(1.1)

and with an averaging procedure. Various approaches to the averaging have been put forward: spatial,

temporal or ensemble averaging. It was argued by Russakoff [16] that only the spatial averaging is

truly necessary in order to consistently define the macroscopic fields. However, as we shall see, in order

to define macroscopic parameters such as the relative permittivity, an additional, ensemble average, is

9



10 CHAPTER 1. ELECTRONS, DIELECTRICS AND BEYOND

required. The usual macroscopic quantities we are familiar with are therefore both spatial and ensemble

averages. Since in this section we are concerned only with the consequences of spatial averaging all

quantities will be underlined as a reminder that they have not yet been ensemble averaged. When the

ensemble average is taken, the underlines are removed, and some of the relationships in this section may

have to be reconsidered.

The spatial averaging can be seen from two points of view: as a spatial “sliding average”, or as

a lowpass filter in reciprocal space, or k-space. We explain by considering a generic space and time

dependent quantity ξ(x, t) though in what follows the time is fixed and we will omit it to avoid cluttering

the equations.

In the moving average view the macroscopic quantity [ξ(x)] is defined at each point by taking the

average of the original ξ(x) over a small region centered at x. We write

[ξ(x)] =

∫
d3x′f(x′)ξ(x − x′) (1.2)

where the function f(x) is real, its support is microscopically large but macroscopically small, it contains

the origin where it is nonzero, is normalized to 1:
∮

f(x)dV = 1 and is radially symmetric in order to

preserve the symmetry properties of ξ: f = f(r). This corresponds to a generalized version of our

intuitive notion of a sliding average. The form of the integral above is also known as a convolution and

we can rewrite the equation as

[ξ(x)] = f(x) ◦ ξ(x) (1.3)

where the small circle denotes convolution.

In the lowpass filter view the average is seen as a truncation of the spatial Fourier transform of the

quantity ξ(x) whereby all components with |k| > k0 are excluded. We apply the convolution theorem to

Eq. (1.2):

[ξ(x)] = f(x) ◦ ξ(x)

= F−1(F(f(x))F(ξ(x)))

= F−1(f̃(k)ξ̃(k)) (1.4)

where the Fourier transform of ξ is denoted as F(ξ(x)) = ξ̃(k) and has the specific form

F(ξ(x)) =

∫
ξ(x)e−ik·xd3x F−1(ξ̃(k)) =

1

(2π)3

∫
ξ̃(k)eik·xd3k. (1.5)

It is clear that f̃(k) plays the role of a filter on the frequency components of ξ(x). In our case we want

to remove the microscopic features of ξ which is equivalent to removing its high frequency components.

f̃(k) must then be a low pass filter, a point of view emphasized by Robinson [17]. Moreover, from the

well known general properties of the Fourier transform we know that if f is well-behaved, normalized to

1 and symmetrical, then f̃ ≈ 1 and ∇kf̃ ≈ 0 in some neighborhood of k = 0 and the approximations

can be made arbitrarily good in the right neighborhood. The importance of these facts will become clear

below.

Since the convolution commutes with space and time differentiation, when we apply the brackets to

Maxwell’s equations we obtain directly

∇·[b] = 0 ∇×[e] + ∂[b]
∂t = 0

∇·[e] = [η]/ε0
1
µ0
∇×[b] − ε0

∂[e]
∂t = [j]

. (1.6)
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The macroscopic fields E and B are then defined as E = [e] and B = [b] and in order to obtain the

macroscopic equations we need to write out the average charge and current densities, [η] and [j]. We will

write out only the charge density in detail.

We now make two simplifying assumptions.

The first, and relatively innocuous one, is that the medium as a whole is neutral. This assumption

is due to the fact that electromagnetic interactions are so strong compared to the masses of the objects

involved that electrical charges will quickly pair up, such that even over microscopic distances (say,

several unit cells) most media of interest are all but almost perfectly neutral.

The second assumption, which we call the atomic assumption (the medium is composed of stable

atoms), is far more consequential and deserves a serious discussion. However since it is not required in

this section or the next, and its central importance and impact will become clear only later, we leave

this discussion to the section on “Ensemble averaging” below.

For the time being we simply group charges in the medium in atoms. Thus the whole charge dis-

tribution of the medium can be considered as a sum over the charge distributions of individual atoms

η =
∑

n ηn(x− xn). In other words there are no free or surplus charges. Note that the individual atoms

need not be neutral, only collectively.

We now apply Eq. (1.4) to [η(x)]:

[η(x)] = F−1(f̃(k)η̃(k))

= F−1(f̃(k)
∑

n

η̃n(k))

=
∑

n

F−1(f̃(k)η̃n(k)). (1.7)

Since we have seen that the multiplication by f̃(k) has the role of a filter which passes only frequency

components with k close to 0 it is reasonable to attempt to represent η̃n(k) as a Taylor series around

k = 0 and hope that we may only need to keep a few terms. We have

η̃n(k) = η̃n(k)
∣∣
k=0 + k · ∇kη̃n(k)

∣∣
k=0 + k · R̃n(k)

= η̃n(k)
∣∣
k=0 + k ·

(
∇kη̃n(k)

∣∣
k=0 + R̃n(k)

)
(1.8)

where the first term is easily seen as the total net charge qn, the second term is the dipolar term, while the

k dependent term Rn collects all the rest of the higher order multipolar terms, which we hope are small;

the above equation is therefore not an approximation but a true equality. Before going any further, let

us try to get a feel for the physical meaning of the quantity in parentheses. Let us assume the R̃n term

is negligible, and write out the gradient term. The interpretation is facilitated if we take the Fourier

transform around xn. From Eq. (1.5) we have

∇kη̃n(k)
∣∣
k=0 =

∫
ηn(x)e−ik·(x−xn)(−i(x− xn))d3x

∣∣∣∣
k=0

= −i

∫
(x − xn)ηn(x)d3x

= −ipn

where we have introduced pn, the equivalent point dipole moment of the atom, in the limit of k → 0.

Assuming R̃n to be negligible is therefore equivalent to what in the Introduction was referred to as the

dipolar approximation. We now define the generalized electric moment

p̃n(k) = i ∇kη̃n(k)
∣∣
k=0 + iR̃n(k) = pn + iR̃n(k) (1.9)
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Note that the charge distribution of a given atom at any given time t need not be symmetrical, even

when there is no external field applied. The dipolar term ∇kη̃n(k)
∣∣
k=0 therefore need not be zero.

Summarizing:

η̃n(k) = qn − ik · p̃n(k) (1.10)

We now write the Taylor expansion of f̃(k):

f̃(k) = 1 + k · ∇kf̃n(k)
∣∣∣ k=0 + k · R̃f(k)

= 1 + k · R̃f(k) (1.11)

where we have used the symmetry of f as mentioned above. The remainder terms R̃n and R̃f are

by definition null at the origin: R̃n(k)
∣∣∣ k=0 = R̃f(k)

∣∣∣
k=0

= 0 and continuous there. Moreover it is

important to note that the k dependent rest terms R̃n(k) and R̃f(k) are not on the same footing, from

a physical point of view. While the R̃n term is related to the microscopic configuration of the medium

at the given time, the R̃f term is related to the properties of the function f which is a mathematical

construct that we can choose as suits our needs. We can therefore constrain f to be such that R̃f(k) be

arbitrarily small compared to the other terms in Eq. (1.7). We shall see what this constraint entails in

the next section.

The generic term of Eq. (1.7) takes the form:

F−1(f̃(k)η̃n(k)) = F−1
(
qnf̃(k) − ik · p̃n(k)f̃ (k)

)
(1.12)

= qnδ(x − xn) ◦ f(x) − δ′(x − xn) ◦ F−1
(
f̃(k)p̃n(k)

)

= qnf(x− xn) −∇ ·
(
f(x) ◦ pn(x − xn)

)

What is the physical meaning of this result ? For the interpretation of the first term it is sufficient

to look at the definition of the smoothing process, Eq. (1.3). We have

qnf(x − xn) = qnδ(x − xn) ◦ f(x) = [qnδ(x − xn)]

so from a macroscopic point of view the net charge of the atom is seen as if the atom consisted of a

single point charge qn localized at the center of the atom, xn. Even though the actual charge distribution

within the atom may be complicated, with many individual point charges spread over a finite volume,

the smoothing process wipes out all the detailed information leaving only two aspects: the net charge qn

and the mean position xn.

The interpretation of the second term is not quite as straightforward. We write out the position

dependent polarization vector:

pn(x − xn) = F−1(p̃n(k))

= F−1(pn + iR̃n(k))

= pnδ(x − xn) + iRn(x − xn) (1.13)

Note that since R̃n(k) is null at the origin by definition, this means that Rn(x − xn) integrates to zero

over all space. The electric polarization of the atom therefore has two components. One of them is

singular, the ideal dipole localized at the center of the atom, while the other is regular and decreases to

zero quickly with distance. When the k dependence of p̃n(k) is negligible the homogenization process

reduces the atom to a smoothed version of a point dipole pn localized at xn. In the more general case,

however, we must write ∇ · [pn(x−xn)] where the electric moment of the atom cannot be idealized as a
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point dipole but is smeared out, in a sense, over a finite region of space. We now sum over all the atoms

to obtain the total smoothed charge density

[η(x)] = −∇ ·P(x) (1.14)

where the macroscopic polarization P(x) is defined

P(x) =

[
∑

n

pn(x − xn)

]
(1.15)

which in the limit of k → Γ (the origin in reciprocal space) becomes

PΓ(x) =

[
∑

n

pnδ(x − xn)

]
.

It is important to point out that the main shortcoming of the results of this section is the fact that

the spatial averaging is done at one instant in time. Consequently, none of the quantities defined in this

section (marked with underlines) contain any information about the actual properties of the medium,

about its behavior, or about its response to an applied external stimulus. All underlined quantities only

give information about the state of the system at one instant, not about its dynamics, or evolution. In

order to obtain a new set of quantities which do contain such information it is necessary to eliminate

the corrupting effects of the random statistical microscopic fluctuations of the medium. This requires an

ensemble averaging procedure, which is discussed in the next section.

Before moving on, note that the way we have defined the macroscopic polarization differs from the

way it is defined in texts such as Jackson’s [3]. In our case, the P(x) includes the quadrupolar and higher

terms of the multipolar expansion of the microscopic charge distribution η, such that Eq. (1.14) is an

exact equality in neutral media with no free charges. In Jackson’s definition the macroscopic polarization

is defined as what we would call the macroscopic dipolar polarization and in that case the Eq. (1.14)

would be only an approximation. We have here a first glimpse of one of the two main physical origins

of the phenomenon of spatial dispersion: the proximity of λ and a (the other, the proximity of λ

and d, is discussed below in Sections 1.3 and 1.4). When higher multipolar terms of the polarization

are not negligible, we say the medium exhibits spatial dispersion, which means that its response at a

given point depends not only on the instantaneous intensity of an applied field at that point but also

on its instantaneous phase and direction of propagation at that point. However, since for the time being

we cannot rigorously speak of “response to applied fields” for the reason explained above, we leave this

discussion to Section 1.4 where we introduce the susceptibility.

1.2 Ensemble averaging

If one wants to characterize a given system, then one must find a way to specify some kind of correlation

between stimuli and responses. In the case of linear systems this connection is encapsulated in the

transfer function. In the case of the dielectric media which we want to study, the electric divergence

equation ∇ · e = η/ε0 indicates that there is a connection between the electric field and the charge

distribution. It therefore seems reasonable to attempt to describe the medium in terms of the response

of the charge distribution to an external applied field. Since we have assumed the medium is neutral and

has no free charges, then the most important term in the charge distribution is the polarization, see Eq.

(1.10). A way to characterize the system would be to specify a relationship between the macroscopic

electric field and the polarization of the medium. In this sense the electric field would be the input signal
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or stimulus of our linear medium, and the polarization the output, or response. They would be related

by a transfer function. However, in order for the transfer function to be a useful tool, the system must

be not only linear, but also time invariant.

A glance over the arguments of the previous section makes it clear that the model is not time invariant

if only the spatial averaging is used. In fact the quantities defined above contain no information about the

behavior of the medium, or its response to a given stimulus, but only about the configuration at a given

fixed time t. It is not possible to make any clear correlation between these quantities and external applied

fields or even between these quantities and general properties of the medium itself such as its periodicity.

The forces acting between charges in the medium and the electric and magnetic fields (due to sources

both external and internal to the medium) have not been accounted for, not even approximately or

indirectly. In fact we have only made use of the fact that there is a region with a (singular) distribution

of charges and a continuous field, that high spatial frequencies in both are unobservable, and of the

existence (though not the nature) of an interaction between field and charges. The force between charges

need not even be central, for instance. If the Lorentz force did not exist, the macroscopic polarization

field of Eq. (1.15) would still be a well defined quantity. The macroscopic fields as defined above are

therefore of no use in describing the behavior of the medium. For instance, one undesirable feature of

the macroscopic quantities as defined above is that even in a structure composed of atoms arranged

periodically, the microscopic quantities would not be periodical. In fact, their spatial Fourier spectrum

would contain a certain amount of noise (of thermal origin). The arguments of this section, however, are

general, and a detailed discussion of periodic media is left to the next section.

A means of rendering the medium time invariant is required. At first it might seem like a time

averaging may be required but this is not quite the correct answer. Firstly, many oscillating quantities

including the electric field would average to zero rendering the average useless. Also, averaging over

periods of time shorter than a full oscillation does not render the system time invariant either due to

the corrupting effect of correlations in time between the positions of particles. A way to eliminate these

effects and to obtain a truly time invariant description is the ensemble average. It could be seen as a

very special type of time averaging which excludes correlation effects.

Going into the arcane and subtle aspects of the precise nature of the averaging procedure required

is beyond the scope of this chapter. We will therefore postulate that there exists a procedure, called

ensemble averaging, that has the following key features:

1. Makes it possible to treat the structure as a linear time invariant system, in particular allowing

us to define inputs, outputs and transfer functions. Transfer functions are particularly useful since

it is they that contain the macroscopic time invariant information we seek about the behavior (as

opposed to simply the state) of the system.

2. Incorporates the symmetry properties of the medium into the ensemble distribution function by

eliminating random spatial fluctuations so as to bring the structure within the reach of Bloch’s

theorem. In other words the ensemble averaged charge distribution of a periodic medium must be

periodic.

3. Includes the effect of the interactions between the particles and the microscopic fields as well as

the interactions (electromagnetic and quantum) among the particles themselves, on the sub-atomic

scale. Both interactions within the same atom and with particles in neighboring atoms must be

accounted for. These effects would be reflected in the ensemble distribution function.

An introduction to the details of ensemble averaging is available in Chapters 6 and 7 of Ref. [17]

and references therein while a quantum mechanical treatment can be found in Refs. [18, 19]. The

consequences of point 2 will be discussed in the next section. The rest of this section is devoted to
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a discussion of the 3’d point, particularly its close connection to the atomic assumption which was

introduced without justification in the previous section.

The atomic assumption consists of assuming the medium is composed of atoms, where an atom is

understood as a stable collection of charges with an existence independent of the material of which it

is a part. The word “stable” has a particular significance in a text such as this, which explicitly limits

itself to purely classical considerations, because stable atoms do not exist in classical electromagnetism.

As a matter of fact, this failure of Maxwell’s theory was one of the major motivations for the later

development of quantum theory. We therefore have two options. Either we stick to purely classical

considerations, or we attempt to include, even if only phenomenologically, quantum effects. If we want

to remain strictly within the classical domain, then, since atoms are outside its scope, no study of lossless

dielectric media is possible, and we are limited to the study of collisionless plasmas, since they can be

treated completely using only Maxwell’s equations [20]. Otherwise, we must include quantum effects,

even if only phenomenologically, through an ad-hoc relation introduced at the appropriate moment.

Obviously, we must choose the latter option. This immediately implies that, by definition, our

ensemble average is a procedure which does not leave Maxwell’s equations unchanged. The equations are

not invariant with respect to ensemble averaging. We therefore emphasize that one should not expect the

divergence equation ∇·e = η/ε0 to suffice in describing the interaction between the microscopic field e and

the charge distribution η, even when magnetic effects are negligible. An independent equation containing

additional information is required. This equation is the equation which establishes the relationship

between the ensemble averaged microscopic electric field and the ensemble averaged atomic polarization

vector:

pn(x − xn) = ε0γ
e
n(x − xn)e(x) (1.16)

Note that this equation would be meaningless within the framework of the previous section, where

the ensemble average had not been taken, because we want γe
n to be a time invariant property of

the internal structure of atom n, not just the (randomly fluctuating in time) factor of proportionality

between the polarization and the electric field at some time t. Thus each atom will be treated as a

black box, and the interactions between the particles inside will be inaccessible to us. Some of these

interactions may be electrical in nature, but some will clearly not be, and “for all we are concerned atoms

could equally well be held together with glue and rubber bands”, as Robinson correctly observes [17].

Thus the internal dynamics of the atom, as well as the modification in its internal dynamics due to the

presence of neighboring atoms’ electron clouds, are encapsulated within the parameter γe
n such that the

total polarization can be written as a sum over the atoms, and Eq. (1.15) remains valid (though only

formally) without the underlines:

P(x) =

[
∑

n

pn(x − xn)

]
= [p(x)] = [ε0γ

e(x)e(x)] (1.17)

where

p(x) =
∑

pn(x − xn) and γe(x) =
∑

n

γe
n(x − xn)

We see that the effect of taking an ensemble average in an atomic medium is to replace the two

fundamental interacting quantities e and η with the quantities e and p. The charges are displaced by

an electric field according to Eq. (1.16) while the polarization charge density η(x) = −∇·p(x) produces
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an electric field according to Coulomb’s law,

epol(x) =
1

4πε0
∇x

∫ ∇x′ · p(x′)

|x− x′| d3x′ (1.18)

The net result of ensemble averaging is therefore that it is now possible to define a time independent

polarizability, such that the time dependence of the polarization p (and therefore the charge distribution

η) is tied directly to the time dependence of the electric field. The two equations ∇·e(x, t) = η(x, t)/ε0

and Fj(t) = qje(xj , t) have been replaced by equations (1.18) and (1.16) respectively. There are no

more forces, and no more point charges, only two position and time dependent continuous fields, e and

p whose time dependence is synchronous if the atomic polarizability is real. The total electric field then

satisfies the equation

e(x) = Eext(x) + epol(x) = Eext(x) +
1

4πε0
∇x

∫ ∇x′ · γe(x′)e(x′)

|x − x′| d3x′

The order in which the ensemble average and the spatial average are taken is indifferent for our

purposes. However this may not be the case if one were undertaking a study of the statistical fluctuations

of the system. Such a study would require a closer look at the details of the ensemble averaging process,

which is beyond the scope of this work.

In the above we have assumed the polarizability is a scalar, meaning that the atoms are perfectly

isotropic. However, a diagonal dyadic polarizability can be included with minimal effort. As long as the

polarizability is diagonal the equations above, as well as those of the rest of this chapter retain their

form.

We note that Eq. (1.17) indicates that if the smoothing function f is much wider than the support

of the atomic polarizability γe
n(x − xn) then the result of the smoothing is equivalent to the smoothing

of a point dipole with dipole moment pn = γe
n(x − xn)e(x). However, if the smoothing function is not

sufficiently large then the point dipole approximation is not satisfactory, and the fact that the atoms

are not negligibly small but have a finite size begins to make itself felt. In this case the macroscopic

polarization has contributions from higher order multipolar terms, which are, in essence, manifestations

of the internal structure of atoms. When noticeable, these contributions lead to a dependence of the

polarization on the phase and direction of propagation of the electric field, and therefore, to spatial

dispersion. This contribution, which is due to the nearness of the a and λ scales, may be termed atomic

spatial dispersion to distinguish it from the lattice spatial dispersion which is due to the nearness

of the d and λscales. The latter is discussed in the next two sections.

One may wonder, however, why we would ever want to choose an averaging volume so small that

it starts to be comparable to the size of the atoms. Until now there has been no indication that there

might be some upper limit or constraint to the size of the averaging volume. But we will see in the next

section that this constraint is imposed by the size of the wavelength of the macroscopic electric field

inside the medium. Consequently, for short wavelengths, the averaging volume may have to be reduced

to the point where the internal structure of the atoms starts to play a role, through the quadrupolar and

higher terms in the macroscopic polarization.

The second of the three properties we have postulated for the ensemble average brings periodic media

within the reach of our theory, and the next section is devoted to exploring the consequences.
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1.3 Periodic media

In this section we explore the consequences of the fact that the truncation (spatial averaging) discussed

above must be simultaneously applied to the electric field and the charge distribution, since they appear

in the same equation, the divergence equation. We also take a closer look at the Taylor expansions of

η̃(k) and f̃(k) in relation to the behavior of the molecular polarization vector pn(x − xn).

The Bloch theorem tells us that a wave at a single temporal frequency ω propagating in a periodic

lattice has a space dependent part of the form

e(x) = U(x)eikBx (1.19)

where U(x) is a function with the periodicity of the lattice and where the time dependence has been

ignored as above. If we consider a 1D lattice of period a then the function U(x) contains spatial

frequencies no lower than K = 2π/a (without counting the null frequency). The local field e which

results when a wave at a single temporal frequency ω propagates in a periodic lattice contains more

than one spatial frequency; specifically it contains the frequencies: kB + nK, n ∈ Z. However in a

homogeneous material only one spatial frequency is present. The smoothing procedure must therefore

remove the harmonics which are due to the periodic structure, namely kB +nK, n ∈ Z
∗ leaving only the

Bloch phase harmonic kB. The cutoff beyond which the filter f̃(k) must strongly attenuate the spatial

Fourier components must therefore be below K (actually K/2). The definition of “strong attenuation”

depends on the precision we require of our effective medium model.

More precisely, the region in reciprocal space that the lowpass filter may admit is called the first

Brillouin zone. For a definition and detailed discussion see Refs. [21, 22]. The filter does not have to

allow all k in the Zone but only those k necessary for the description of the problem at hand (only kB

for a single plane wave propagating in an infinite medium), while of course satisfying all the rest of the

restrictions already imposed on it (symmetry, normalization, smoothness).

Since this filter is applied to both sides of the electric divergence equation simultaneously this means

that the frequencies filtered out of E(k) must also be filtered out of η̃(k). The cuttoffs for the two are the

same. The k’s of the previous section are therefore identified with the wavevectors (spatial harmonics) of

the electric field. We can now take a closer look at the physical implications of the mathematical results

of the previous section. In what follows we will refer to K/2 or the “edge of the BZ” interchangeably,

with the first being the 1D version of the second, and useful for purposes of illustration. We begin by

considering the various options for the choice of filter function f̃(k).

A reasonable first try for f̃(k) is the Gaussian function, whose Fourier transform is also a Gaussian.

This function removes all frequencies outside the first BZ, but also partially filters out some frequencies

just inside it. This makes no difference, of course, if the wavevector kB in Eq. (1.19) is very close to

Γ such that f̃(kB) ≅ 1. However, if kB is closer to the BZ edge a Gaussian will no longer give a good

representation of the medium. A possible improvement is, for instance, a function of the form (in 1D)

real(f̃(k)) = exp

(
− 1

2ν

(
2k

K

)2ν
)

, (1.20)

see Fig. 1.1. When ν = 1 this is a Gaussian, but by increasing it the function can be made arbitrarily

close to 1 over the interval kB ∈ (−K/2, K/2). Its imaginary part is defined by the requirement that f

be real. Thus we can always find a suitable function f such that the variation of the field at the a scale is

averaged out, while the variation at the λB = 2π/kB scale is preserved to arbitrary accuracy. The price

paid, however, is that of using filtering functions f̃(k) with a sharper and sharper cutoff. The effect this

has on the spatial smoothing function f can be seen in Fig. 1.1 where we compare the absolute values
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Figure 1.1: Comparison of smoothing functions f with sharper and sharper cutoffs, in direct and recip-
rocal space. The blue curves are Gaussians while the green and red curves correspond to ν of 5 and 30
respectively. The sharper cutoff leads to broader smoothing functions in direct space.

of f and f̃ for ν = 1 (Gaussian) and ν very large (square filter).

When the filter function f̃ is Gaussian, then for a cutoff around K/2 the averaging volume is of a

size around a. However, as the wavelength approaches a, the filter must become sharper, the averaging

volume becomes considerably larger than a. Firstly, this implies that the value of a generic macroscopic

quantity [ξ] at a point x depends on the microscopic details of ξ two, three, or more unit cells away from

x. Secondly, it means that the averaging volume may then become comparable to the wavelength. This

in turn means that the value of [ξ] at the point x depends on values of the electric field other than the

value of the electric field at x.

This is not an intuitive phenomenon. One way of approaching it is to think of temporal rather than

spatial frequencies. The job of the function f̃ is to tell apart two frequencies, kB and K/2. Imagine the

two as “sounds” starting in phase. If the two frequencies are quite different, it takes a small fraction

of a wavelength for the two signals to go out of phase. Consequently it takes only a short time to tell

them apart, or in the case of spatial frequencies, a short distance. When the two frequencies are closer,

however, they will stay in phase for longer, perhaps several wavelengths. Consequently it takes a longer

time to tell them apart, or in the case of spatial frequencies, a longer distance. This is why a sharper

filter f̃ in k-space requires a more sprawled out smoothing function f in real space.

The size of the smoothing volume, in turn, is important because it is responsible for the macro-

scopically non-local behavior of the medium. In fact, the spatial averaging implicitly results in non-local

macroscopic quantities in the sense that the macroscopic polarization at any given point does not depend

only on the electric field at that point but over a whole region surrounding it, the smoothing volume f .

In most cases of interest, however, the wavelength within the medium is much larger than this volume,

the electric field being roughly constant over it. This in effect hides the non-locality of the macroscopic

description, making the medium response seem local.

As the wavelength of the external field becomes smaller, the wavevector moves farther away from

Γ, the origin of the reciprocal space. This in turn requires smoothing functions with sharper cutoffs

in reciprocal space, corresponding to broader averaging volumes in direct space. There comes a point

where the variation of the macroscopic field over the size of the averaging volume is non negligible, in

which case the macroscopic polarization field depends not only on the intensity of the applied electric

field, but also on its phase and direction of propagation. The phase and direction of propagation in turn

are functions of the wavevector k of the EM wave in the medium, a situation which is known under the

name of spatial dispersion. Nonlocality and spatial dispersion are therefore seen to be two sides of the

same coin.

Yet another way to think about it is to consider the product in k-space between a very wide, smooth

function (η̃n(k)) and an almost square filter (f̃(k) of Eq. (1.20) with a very large ν). By multiplying
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them one could say that the sharpness of the filter “introduces” higher frequencies into the original signal,

with the result that while the original η̃(k) may have been almost constant (independent of k over the

region of interest), the smoothed version may have a very strong k dependence, or in other words, a

strong spatial dispersion. The need for sharp filtering could then be said to “introduce” spatial dispersion

into physical quantities such as the charge density ηn.

This duality is the direct consequence of the appearance in the same equation (the electric divergence

equation), of the field E and the charge distribution. When the smoothing is applied, this equation

imposes a constraint in that one must keep the macroscopic oscillations of the field, but filter out

the microscopic oscillations of the charge density. As these two spatial frequencies become closer the

smoothing volume f becomes wider. These ideas are clarified and rendered more explicit in the next

section where we introduce the susceptibility.

But before moving on we must clarify an aspect related to the interactions between neighboring

atoms. In real dielectric media, composed of atoms with overlapping electron clouds, the interactions

between neighboring atoms are governed by both quantum mechanics and classical electromagnetics.

The black box inside which we hide the quantum effects needs to include not only interactions within

atoms, but also with neighboring atoms, due to the non-negligible electron cloud overlap. The atomic

polarization field, pn(x) will therefore overlap with those of neighboring atoms, which means that the

electromagnetic interaction between them cannot be expressed in terms of multipole expansions, due to

the fact that these are valid only outside a given charge distribution. This has the potential to complicate

considerably the analysis of the interaction between the e and p vectors. However, since the goal of this

work is to construct an analytic model of metamaterials obeying the macroscopic Maxwell equations, we

are only interested in the case of clearly separated atoms whose interactions are mediated by multipolar

fields. In this case the charge distributions (the scattering objects) do not overlap, and they interact

with each other through both a). dipolar fields, and b). higher multipolar fields. The latter we lump

together under the label “near fields” since they attenuate rapidly with distance.

1.4 Polarizability, susceptibility – electric

Dielectric media are linear systems when the field intensity is not too large. As with any linear system,

there are a number of degrees of freedom, some of which are of interest and some of which are either not

of interest or in any case inaccessible or unobservable. In the case of dielectric media, which are composed

of extremely large numbers of extremely small particles, the unobservable parameters are those related

to the microscopic degrees of freedom of the particles. The external description of dielectric media,

also known as the macroscopic description, therefore must be obtained by an averaging over a large

number of inaccessible microscopic degrees of freedom. Distances on this microscopic scale are therefore

meaningless from the point of view of the macroscopic description. This leads to a spatial smearing which

implies that the observable properties of the material at a given position x are in fact the result of a large

number of individual microscopic interactions over a whole region surrounding point x. What happens

at x, therefore, depends to some extent on the conditions prevailing in a certain volume v surrounding

x. This is what we refer to below as the “electromagnetic neighborhood” of x. If we apply, therefore,

some position dependent stimulus to the material, the macroscopic response of the medium at x will

depend on the stimulus over the whole volume v. If the stimulus is the macroscopic electric field noted

E and the response the polarization P then we can define the transfer function of the medium through

the relation

P(x) = ε0χ
e(x) ◦ E(x) = ε0χ

e(x) ◦ [e(x)]. (1.21)
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The microscopic field inside the structure is in turn composed of two contributions, one external, and

one internal, due to the polarization charge density in the medium, given by epol of Eq. (1.18):

e(x) = Eext(x) + epol(x).

The nonlocal nature of the transfer function might seem peculiar given that the interaction between

charged particles and electromagnetic fields is local, according to the electrostatic Lorentz force equation

Fn = qnE(xn), where Fn is the force on particle n located at xn. The force on a particle at xn depends

only on the electromagnetic fields at xn.

This however, is a purely classical view, a view that, as we have seen in the section on ensemble

averaging, is incompatible with any consideration of a medium composed of stable atoms. The ensemble

averaging is the procedure that accounts for these quantum effects, resulting in a continuous charge

distribution and rendering the notion of position of any given charge henceforth meaningless. The

spatial averaging required to eliminate the oscillations of the electric field due to the periodicity of the

lattice contributes even further to this blurring. Since both averages involve a loss of information about

the positions and velocities of particles, they implicitly render the description nonlocal.

From a historical point of view, the definition of the response function of a dielectric medium as

nonlocal in direct space (and therefore local in reciprocal space) can be understood by considering the

fact that from a classical perspective, where light is seen as a wave, it does not make much sense to insist

on the notion of position of the wave, and rather more on the frequency (temporal or spatial). It was

far easier to fix the wavelength of a light wave than its exact position, indeed, the very notion of the

position of a wave seemed meaningless. Transfer functions local in direct space are typical of particle like

behavior, while transfer functions local in reciprocal space are typical of wave like behavior. Since the

dual wave/particle nature of light became known rather late, after the work on the photoelectric effect

in the early years of the 20th century, the non-local wave-like description was (and for most purposes

remains) the most natural.

We now compare Eq. (1.21) with Eq. (1.17) obtaining the master equation of the dielectric medium

[p(x)] = [ε0γ
e(x)e(x)] = ε0f(x) ◦ (γe(x)e(x)) = ε0χ

e(x) ◦ [e(x)] (1.22)

where we have assumed zero intrinsic polarization at zero field (no ferro-electricity). The susceptibility χe

is therefore a macroscopic quantity defined as a relationship between two macroscopic quantities rather

than as an average of some microscopic quantity. As such it is a macroscopic property whose relationship

to the microscopic description is indirect and intuitively slippery. While χe is obviously fundamentally

dependent on γe, it is far from clear in what way (if any) this dependence may be made more explicit

or straightforward in the general case. The difficulty resides in the fact that in this equation we see an

intricate interplay of the micro- and macro-, of classical and quantum, worlds that are intuitively and

physically apart and no straightforward or smooth transition is possible.

Eq. (1.22) provides the ab-initio starting point for calculating the susceptibility of a given medium.

However, in order to obtain the position dependent polarizability of atoms their internal dynamics must

be considered, and one cannot avoid a detailed quantum mechanical analysis. In the case of naturally

occurring dielectric media the microscopic and the macroscopic are worlds governed by different rules.

The microscopic is governed by Schrodinger’s equation, while the macroscopic is governed by Maxwell’s

equations. A detailed understanding is therefore a very ambitious enterprise and often the phenomeno-

logical approach is the most pragmatic. As we shall see in the following chapters, however, this will not

be the case for artificial materials, since in that case, both the unit cell and the macroscopic descrip-

tion are governed by the same equations, the macroscopic Maxwell’s equations. An exact description is
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therefore much more easily accessible.

If we consider Eq. (1.22) then it is clear that spatial dispersion can be ignored whenever the right

hand side can be written as a product, that is, whenever the left hand side is proportional to [e(x)],

meaning that the susceptibility is singular. As a first, and rather trivial case, this is possible when the

polarizability γe(x) is simply a constant. Then it can be taken out of the convolution and we would

have χe(x) = ε0γ
eδ(x). However, a constant polarizability means either there are no atoms, or they are

much larger than the period (see subsection 1.4.2), neither case being very interesting or relevant. A

second, far less obvious and more relevant case, is that where the wavelength is sufficiently large that

the field can be considered constant over a volume the size of the electromagnetic neighborhood of any

given lattice site. This case is discussed in detail in the next subsection.

In the following discussion we will assume the medium is periodic with cubic symmetry and a single

atom per unit cell, for purposes of illustration. We consider two simplified but important cases. The first

is the case where the atom is much smaller than the unit cell, and the unit cell is much smaller than the

averaging volume f . The second is where the size of the atom is similar to or greater than the unit cell,

but both are much smaller than the averaging volume. We will refer to the two situations as the “small

atoms” and “large atoms” cases.

1.4.1 Small atoms – electric

Our small-atoms assumption has two components. First, since the atoms are small, their electron clouds

do not overlap, and it is therefore possible to expand the electric field due to any particular atom into

a multipole series. Second, the distances separating the atoms from each other must be larger than the

distance over which the quadrupole and higher moments are negligible. This implies that the field seen

by the neighbors of any particular atom is given, to an arbitrarily good approximation, only by the

dipolar component of the field of said atom. From the point of view of any particular lattice site the

rest of the lattice can be treated as a collection of point dipoles. The validity of this approximation in a

simple geometry such as that of a circular dielectric rod grating can be verified using the multiscattering

model of Appendix A.

In this form the small-atoms assumption has a very important consequence. The fact that the atoms

are isolated means that the left side of Eq. (1.22) must be modified. By assuming the atoms are isolated

we have eliminated the effect that the internal fields, or the higher multipole fields of any given atom

could have on the others. In fact, the field seen by any given atom is no longer the total field due to all

the other atoms, but the dipolar radiated field due to all the other atoms. The distinction between the

total field and the radiated field of a distribution of charges (an atom) is important because the second

excludes the fields over the region occupied by said distribution. A multipole expansion is only given

with respect to some closed surface which must completely enclose the charge and is valid only outside

of it. For instance if we consider the field of a point dipole placed at the origin we have

edipole(x) =
1

4πε0
∇
(
p · ∇ 1

‖x‖

)
=

1

4πε0

(3x̂(x̂ · p) − p)

‖x‖3 − p

3ε0
δ(x) (1.23)

whereas the radiated field (in the static limit) of the same dipole is

e∗dipole(x) =
1

4πε0

(3x̂(x̂ · p) − p)

‖x‖3 (1.24)

since the singular term encapsulates the localized fields which are not seen by neighboring scatterers. x̂

is the unit vector in the direction of x. In what follows we will distinguish radiated fields from total fields

with a star in the superscript. The field e∗(x) seen by any particular dipole can therefore be written in
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terms of the total field as

e∗(x) = e(x) +
∑

n

pnδ(x − xn)

3ε0
(1.25)

Eq. (1.22) for this case must therefore be written as

f(x) ◦ (γe(x)e∗(x)) = χe(x) ◦ [e(x)] (1.26)

We begin by writing the total polarizability γe(x) as a sum over the atomic polarizabilities γe
n(x)

f(x) ◦ (γe(x)e∗(x)) = f(x) ◦
(
∑

n

γe
n(x)e∗(x)

)
(1.27)

Since we have assumed that γe
n(x) is very localized, then its Fourier transform is well represented by the

zeroth term of its Taylor expansion, such that γ̃e
n(k) ≅ γ̃e

n(0) ≡ γe
s (all atoms are identical) and we have

γe
n(x) ≅ γe

s δ(x−xn) where the s subscript stands for the singular, or DC component of the polarizability.

The left side of Eq. (1.22) becomes

f(x) ◦ (γe(x)e∗(x)) = f(x) ◦
(

e∗(x)
∑

n

γe
s δ(x − xn)

)

We take the Fourier transform of the above equation to obtain

f̃(k)

(
ẽ∗(k) ◦ γe

s

Vuc

∑

n

δ(k − Gn)

)
(1.28)

where the Fourier transform of a Dirac comb is also a Dirac comb in reciprocal space, the Gn are the

reciprocal lattice vectors, and Vuc is the volume of the unit cell in real space (see Eq. 2-12 of Kittel

[21]). We note N = 1/Vuc the atomic number density. The electric field is quasiperiodic as per Bloch’s

theorem, such that its Fourier transform can be written

ẽ∗(k) =
∑

m

E∗
mδ(k − kB − Gm)

and we can rewrite expression (1.28) as

Nγe
s f̃(k)

(
∑

n,m

E∗
mδ(k − kB − Gn − Gm)

)

We must now recall that the function f̃(k) has been designed in order to filter out all spatial frequencies

which are not in the first Brillouin zone. Consequently, in the above sum, only those terms will survive

where Gn +Gm = 0 such that the delta function is at kB and therefore within the first BZ. This relation

is satisfied when m = −n and therefore for any m nonzero, there will be exactly one n such that the

term survives. The E0 term is not filtered out because it is already by default in the first BZ. We can

therefore rewrite the above expression

Nγe
s f̃(k)


E∗

0δ(k − kB) +
∑

n6=0

E∗
nδ(k − kB)


 .

Now, the En coefficients are the Fourier coefficients of a Bloch wave, and as such they have some

dependence on the Bloch vector kB. When this vector is large (approaching the edges of the BZ)
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this dependence is strong, the quantity in parentheses becomes a function of kB, leading to a spatially

dispersive medium. However, when this vector approaches 0 the dependence diminishes and the Fourier

coefficients become, to a good approximation, independent of kB. Moreover, when the medium is highly

symmetrical (cubic symmetry) one can show [3] that the sum over E∗
n reduces to zero and we obtain

f(x) ◦ (γe(x)e∗(x)) = F−1
(
Nγe

s f̃(k) (E∗
0δ(k − kB))

)

= Nγe
s [e∗(x)]

This only holds for cubic crystals. The averaged radiation field can be written in terms of the averaged

total field by using Eqs. (1.23) and (1.24) and the fact that the unit cell contains only one atom:

Nγe
s [e∗(x)] = Nγe

s

[
e(x) +

∑

n

pnδ(x − xn)

3ε0

]

= Nγe
s

(
[e(x)] +

1

3ε0
[p(x)]

)

= Nγe
s

(
[e(x)] +

1

3
χe(x) ◦ [e(x)]

)

Putting this back into the definition of the susceptibility we have

Nγe
s

(
[e(x)] +

1

3
χe(x) ◦ [e(x)]

)
= χe(x) ◦ [e(x)] (1.29)

and by grouping the terms containing χ we obtain

χe(x) ◦ [e(x)] =
Nγe

s

1 − Nγe
s/3

[e(x)].

The susceptibility is therefore singular:

χe(x) =
Nγe

s

1 − Nγe
s/3

δ(x) (1.30)

and we recognize the Mossotti-Clausius relation. When the polarizability is anisotropic but diagonal

this relation can be considered to hold separately for each coordinate component, or may equivalently

be rewritten as

χe(x) = Nγe
s (I − Nγe

s/3)
−1

δ(x)

We see that the difference between the total field of a dipole and its radiated field is essential. The

assumption that the atoms are non-overlapping, which enables us to use the multipole expansion, is

equivalent to assuming the fields localized on the atoms do not play a role in the behavior of the other

atoms. If we had subsequently used the total field average [e(x)] on the left side of Eq. (1.36) instead of

the radiated field [e∗(x)] that would have amounted to a contradiction of the small atoms assumption.

Before going on to discuss the case of strongly coupled atoms we must point out an aspect of detail,

which is consistently neglected in most discussions of the Mossotti-Clausius result. The above discussion

makes no distinction between fields incident on the medium under study from outside, and fields origi-

nating within the medium. In Eq. (1.25), for instance, the term e(x) contains, in principle, contributions

from both the radiation fields of the scatterers within the medium, as well as external incident fields

presumably due to charge distributions outside the medium. This is the distinction between the internal

and the external field. In the interest of clarity this distinction was not made explicitly above, but it

must be mentioned because it becomes important when one considers energy conservation.
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Strictly speaking the above discussion is inconsistent from a point of view of energy conservation.

If we consider a single scattering atom exposed to an incident plane wave, then it is easy to see that

it will accept some energy from the wave, and it will scatter some energy. If the incident field stops

furnishing energy, then the dipole will eventually radiate its energy and gradually settle down in a rest

state (classically speaking). The dipole acts like a damped oscillator. As long as it is driven it oscillates,

but when the driving field stops, it radiates away its remaining energy and eventually comes to rest.

However this means that the polarizability cannot be real. The radiation mechanism must be accounted

for through an imaginary radiative damping term. This may seem surprising if one considers Eq. (1.30)

because it seems to imply that even in a medium composed of non-absorbing scatterers, the susceptibility

must be imaginary, which is clearly false.

The answer is that the polarizability which appears in this section is in fact not exactly the same as

if the atom had been alone in space, even if electron cloud overlap and near field effects are accounted

for. The difference is that whereas for the free-space atom scattered (or radiated) energy is forever lost,

for the atom in the bulk of a material this energy is not lost because each of the atoms surrounding it

sends back a small part. In fact, since the medium is assumed to be infinite (the atom is very far from

any interface), and regular (cubic or rectangular symmetry), all of the scattered energy is scattered back

by the other atoms in the crystal. This energy balance can be accounted for by replacing the free-space

imaginary polarizability γ with a real polarizability γ′ given by the relation (see Section III of Ref. [23])

γ′ =
1

Real
(

1
γ

) .

It is assumed the scatterers exhibit no magneto-electric coupling, in other words that the electric po-

larization p depends only on the electric field e, and the magnetic polarization m depends only on the

magnetic flux density b. In this section and the following only real polarizabilities are considered, and

the primes are omitted for readability.

We have seen in this section that when kB is sufficiently close to Γ the medium is non-spatially

dispersive, and the Mossotti-Clausius relation is obeyed. It is not clear however, how close it needs to

be. This can be qualitatively explained using the notion of electromagnetic neighborhood. In fact, since

the interaction between two atoms decreases quickly with distance, it follows that any given atom in the

lattice only interacts to any considerable extent with a small number of other atoms in its immediate

vicinity. The volume containing these neighbors we call the “electromagnetic neighborhood” of the

given atom. The internal field at any lattice site is mostly due to the atoms in its electromagnetic

neighborhood. Now, the derivation of the Mossotti-Clausius relation makes use of the fact that the

applied field is uniform throughout the lattice. In reality this is only an approximation, because we are

not working at ω = 0, and the field is not uniform. However, if the field is uniform over a volume the

size of the EM neighborhood of a given atom, then from the point of view of the atom the result is the

same. The electric field looks uniform.

We should also point out that in the Small Atoms case, since the a scale is smaller than the d scale,

the atomic and lattice contributions are expected to be unequal. In fact, in this case the lattice effects

dominates. This is why, in Chapter 3, we will treat the resonators as point dipole scatterers. The

multipole coupling between neighboring cells (atomic dispersion) is a weak effect compared to the effect

of the nonuniformity of the smoothed field over these cells (lattice dispersion).

In fact, as we will see in the next section, from the point of view of the formal validity of the Mossotti-

Clausius relation, it is not even necessary that the interactions between neighbors be dipolar in nature,

since the polarizability can simply be redefined to include non-dipolar effects. What is important is that

the neighbors see the same applied field. When this is no longer the case, then different neighbors see
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different fields, which depend on the phase and direction of propagation of the applied field, resulting in

spatial dispersion.

1.4.2 Big atoms – electric

In this case we can no longer consider the atoms isolated, and we must take into account the total fields

at the positions of the atoms. The total position dependent polarizability of the medium is a function

with the periodicity of the medium, γe(x). Its Fourier transform can be written as

γ̃e(k) =
∑

i

γe
i δ(k − Gi)

where γe
i are the Fourier coefficients, and γe

0 = γe
s/Vuc. The case of the small atoms amounts to assuming

γe
i ≅ γe

0. We now drop this simplification, and in addition assume that the quantum aspects of the electron

cloud overlap of neighboring atoms is already contained in the polarizability. Eq. (1.28) becomes

f̃(k) (γ̃(k) ◦ ẽ(k)) = f̃(k)

(
∑

i

γe
i δ(k − Gi)

)
◦


∑

j

Ejδ(k − Gj − kB)




= f̃(k)
∑

i,j

γe
i Ejδ(k − Gi − Gj − kB) (1.31)

The field and the polarization are combined in a more complicated way than before. However, we know,

from the first section, that when the wavelength is large enough, the medium is equivalent to a lattice

of point dipoles, whether the atoms overlap or not. Macroscopically the behavior of each atom depends

on only two quantities: its effective polarizability, and the effective field that acts on it. However, since

all that is visible on the macroscopic scale is the product of these two quantities, and the microscopic

information has been discarded, then the meaning that may be attached to these quantities is open to

discussion, a discussion we leave to Section 1.8. For now, we have two options.

1. We can consider that the effective atomic polarizability is the same as for non-overlapping atoms,

but that the effective field seen by the atoms is not the same as before.

2. We can consider that the field seen by the atoms is the same as before, but that the effective atomic

polarizability seen on the macroscopic scale is different due to the overlap.

We first consider option 1.

In the previous section, we showed that Small Atoms do not see each other’s internal fields, and we

wrote

[e∗(x)] =

[
e(x) +

∑

n

pnδ(x − xn)

3ε0

]

When the atoms are much larger than the distance separating them, then we can consider that they see

the total field in the medium, and we have

[e∗(x)] = [e(x)]

Intermediate situations may therefore be accounted for phenomenologically by writing

[e∗(x)] =

[
e(x) + α

∑

n

pnδ(x − xn)

3ε0

]
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where the parameter α tells us to what extent the atoms can be considered as isolated. When α = 1

the atoms are perfectly isolated and when α = 0 the atoms are so large compared to the period that

the polarizability is simply a constant, a situation also mentioned on page 21 above. This leads to a

Mossotti-Clausius-like relation of the form

χ(x) =
Nγe

s

1 − αNγe
s /3

δ(x)

We now consider option 2. In this case we basically include the phenomenological parameter α into

the effective polarizability, which was a phenomenological parameter to start with. We define

γe
eff =

3γe
s

3 + Nγe
s (1 − α)

(1.32)

and the Mossotti-Clausius relation remains formally unchanged

χe(x) =
Nγe

eff

1 − Nγe
eff/3

δ(x)

1.5 Polarizability, susceptibility – magnetic

We have so far said nothing about the magnetic activity of the material under study. As mentioned

above, the mathematical details involved in the spatial averaging are somewhat more involved in the

case of the microscopic current density j. However, when there is no net or free charge (and therefore no

free current), the space and ensemble averaged bound current can be written

[j(x)] =
∂[p(x)]

∂t
+ ∇× [m(x)]

Here m(x) stands for

m(x) =
∑

n

mn(x − xn)

and mn is the atomic magnetic moment. By noting the macroscopic magnetization M(x) = [m(x)] and

introducing the magnetic field

H(x) =
B(x)

µ0
− M(x) (1.33)

the inhomogeneous curl equation from Eq. (1.6) becomes

∇× H(x) − ∂

∂t
(ε0E(x) + P(x)) = 0 (1.34)

The reason we have introduced the magnetic field H is that for historical reasons the magnetic suscep-

tibility is defined as relating M and H (rather than M and B)

M(x) = χm(x) ◦ H(x)

The atomic polarization, however, cannot be defined with respect to h because there is no such thing

as the microscopic magnetic field. The magnetic field is a derived macroscopic quantity that is not the

smoothed version of some microscopic field. The magnetic polarizability is defined by the relation

m(x) =
∑

n

mn(x) =
∑

n

1

µ0
γm

n (x)b(x) =
1

µ0
γm(x)b(x)
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where the 1/µ0 is for later convenience. The analog of Eq. (1.22) is then obtained by combining the last

two equations

f(x) ◦ (γm(x)b(x)) = χm(x) ◦ H(x) (1.35)

In the following section we consider the small atoms case.

1.5.1 Small atoms – magnetic

As before, when the atoms are small, we must distinguish between the total and the radiated field. Since

on the microscopic scale only b is defined, then the magnetic flux density of a dipole at the origin is

bdipole(x) =
µ0

4π
∇×

(
m × x

‖x‖3

)
=

µ0

4π

(3x̂(x̂ · m) − m)

‖x‖3 +
2µ0m

3
δ(x)

whereas the radiated field (in the static limit) of the same dipole is

b∗
dipole(x) =

µ0

4π

(3x̂(x̂ ·m) − m)

‖x‖3

Compare and contrast with Eqs. (1.23) and (1.24). Consequently we can write the microscopic radiated

field in the medium in terms of the total field as

b∗(x) = b(x) −
∑

n

2µ0mnδ(x − xn)

3

The development then proceeds by analogy with section 1.4.1 until we obtain

f(x) ◦ (γ(x)b∗(x)) = Nγm
s [b∗(x)] = Nγm

s

[
b(x) −

∑

n

2µ0mnδ(x − xn)

3

]

= Nγm
s

(
[b(x)] − 2µ0

3
[m(x)]

)

= Nγm
s

(
[b(x)] − 2µ0

3
χm(x) ◦ H(x)

)

Putting this back into the definition of the susceptibility we have

M(x) = Nγm
s

(
[b(x)] − 2µ0

3
χm(x) ◦ H(x)

)
= χm(x) ◦ H(x) (1.36)

We now replace

[b(x)] = B(x) = µ0H(x) + µ0M(x) = µ0H(x) + µ0χ
m(x) ◦ H(x)

and group terms containing χm(x) to obtain

χm(x) ◦ H(x) =
Nγm

s

1 − Nγm
s /3

H(x)

which results in a singular susceptibility given by the magnetic version of the Mossotti-Clausius relation

χm(x) =
Nγm

s

1 − Nγm
s /3

δ(x)

The path was somewhat different but we have arrived at a very similar result as for the electric
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susceptibility. Within this formulation electric and magnetic phenomena are formally symmetrical on

the macroscopic scale in the absence of free charges.

1.6 Permittivity and permeability – index and impedance

Now that we have obtained macroscopic parameters which characterize the behavior of the material we

would like to write the full macroscopic Maxwell’s equations in order to obtain the plane wave solutions.

The spatial and ensemble averaged divergence equation

∇ · [e(x)] = [η(x)]/ε0

becomes (using Eq. (1.14))

ε0∇ · E(x) = −∇ · P(x)

We now introduce the electric flux density, or the electric displacement vector

D(x) = ε0E(x) + P(x) = ε0(δ(x) + χe(x)) ◦ E(x) = ε0ε(x) ◦ E(x).

where the relative permittivity (also often referred to abusively as the dielectric “constant”) is defined in

general by ε(x) = δ(x)+χe(x) which reduces to ε(x) = 1+χe(x) for local media. The electric divergence

equation in a medium with no free charges now takes the simple form

∇ · D(x) = 0

If we use the newly introduced electric displacement field the macroscopic Maxwell-Ampère equation

from Eq. (1.34) is then written

∇× H(x) − ∂D(x)

∂t
= 0

By rewriting Eq. (1.33) we have

B(x) = µ0H(x) + µ0χ
m(x) ◦ H(x) = µ0µ(x) ◦ H(x)

where the relative permeability is defined in general by µ(x) = δ(x) + χm(x) which reduces to µ(x) =

(1 + χm(x))δ(x) in local media.

We are now able to write the complete source free macroscopic Maxwell’s equations:

∇× H(x) + iωD(x) = 0 (1.37)

∇ · B(x) = 0 (1.38)

∇× E(x) − iωB(x) = 0 (1.39)

∇ · D(x) = 0 (1.40)

and the corresponding constitutive relations

B(x) = µ0µ(x) ◦ H(x)

D(x) = ε0ε(x) ◦ E(x)

We see immediately one of the benefits of the homogenization procedure. Whereas on a microscopic

scale the electric and magnetic phenomena are inevitably asymmetric, from a macroscopic point of view
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electric and magnetic phenomena in source free regions are, at least formally, perfectly symmetric, as

can be seen by inspection of the above equations.

In general the solutions to these equations are complicated and require a numerical computational

approach. However, there are some simple cases where the solutions can be written explicitly. An example

is that of local homogeneous isotropic media, for which the relative permittivity and permeability are

purely singular and scalar ε(x) = εδ(x) and µ(x) = µδ(x). In this case by eliminating H from Eqs.

(1.37) and (1.39) we obtain the Helmholtz wave equation

(
∇2 + µ0ε0µεω2

)
E(x, t) = 0.

One possible solution is a field of the form

E(x) =




Ex

Ey

Ez


 eikx−iωt. (1.41)

This represents a plane wave of frequency ω propagating in the positive x direction. k is the wavevector

and by the Helmholtz equation it is related to ω through the relation

k2 = µ0ε0µεω2

where if we denote the speed of light in a vacuum c = 1/
√

µ0ε0 and we introduce the index n2 = µε then

we can rewrite it as

k2 = n2 ω2

c2

It is interesting to consider the lossy case. If the electric field and the polarization of the medium are not

exactly in phase, then the permittivity and/or the permeability must have a non-zero imaginary part. It

is easily seen that this imaginary part is positive for lossy media, and negative for gain media when the

time dependence is of the form e−iωt, because if k has a positive imaginary part the wave is attenuated

as it propagates along the x axis. We write k = β + iα with α, β real and α > 0. We have

µ = µ′ + iµ′′

ε = ε′ + iε′′

n2 = µ′ε′ − µ′′ε′′ + i(µ′ε′′ + ε′µ′′)

with µ′′, ε′′ > 0. Once the permittivity and the permeability have been determined for a given material

then the wave propagates with a wavevector that can be determined from the equations

β2 − α2 = µ′ε′ − µ′′ε′′ (1.42)

2αβ = µ′ε′′ + ε′µ′′ (1.43)

In particular, if the imaginary parts are much smaller than the real parts of the permeability and

permittivity but the real parts of both are negative then β must be negative also, as can be seen from

the second equation. Consequently, a material with negative real parts of permittivity and permeability

will exhibit a negative real part of the index. It is important to note, however, that this condition is

sufficient but not necessary, at least not in lossy media. In other words the real part of the index can be

negative even when one of the real parts of either the permittivity or permeability is positive. This can

be seen from Eq. 1.43 if one keeps in mind that α, ε′′ and µ′′ must all be positive in a passive medium
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Figure 1.2: Schematic representation of the homogenization procedure.

with the sign conventions chosen in this work.

These concepts can be extended in a straightforward way to media for which the permittivity and

permeability are 3x3 diagonal tensors. In those cases the index of a given wave depends on the polar-

ization of the electric and magnetic field vectors. For instance if the electric field is polarized purely

along x, and the magnetic field is polarized purely along y then n = µyεx. However note that there is

no such thing as the “tensor index” in the anisotropic case. The definition n2 = µε is only valid in the

scalar case. In the anisotropic case one must begin once more with Eqs. (1.37) and (1.39) (where the

permittivity and the permeability no longer commute with the curl operator) and it is then possible to

define an index ellipsoid, which specifies the index corresponding to any given field polarization. When

the ellipsoid is an ellipsoid of revolution the medium is termed uniaxial, the most common type, both in

natural and in artificial media.

1.7 Inhomogeneous models and local models

Homogenization is the process whereby the complicated and cumbersome microscopic fields existing in a

heterogeneous medium are replaced by smooth varying (a.k.a. macroscopic) fields which, though ignoring

the detailed aspects on the scale of heterogeneity, are very useful for characterizing the behavior of the

medium. In essence, at a given wavelength, the field propagation in a given medium is independent

of the microscopic details of the structure, being sensitive only to its macroscopic, average properties.

Homogenization can therefore be seen as the process whereby all the (presumably useless) microscopic

information is discarded, leaving only the useful, macroscopic information.

As we will see below, an important consequence of this process is that the blurring of the microscopic

details of the field and the charge distribution implicitly makes the description nonlocal. In other words,

once in the macroscopic world, the notion of “point” must be blurred into the notion of “ball”. One can

no longer locate any point in space to within less than a certain distance which is related to the amount

of blurring that has been done, or to the amount of microscopic information that has been discarded

in the homogenization process. We therefore expect macroscopic fields to be related to each other in a

non-local way related to how blurred the microscopic picture is by the homogenization process.

In this section we take a step back and take a broader look at the theory developed in the previous

sections. We have outlined a procedure whereby one starts with a set of microscopic quantities (e(x),

p(x), γ(x)) and proceeds to obtain a set of macroscopic quantities (E(x), P(x), χ(x)) via a series of

steps involving, in particular, spatial averaging. The spatial averaging takes the form of a convolution

by a smoothing function f(x) and the macroscopic parameter of electric susceptibility is defined by the
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following relation between the macroscopic field and polarization

P(k) = χ(k)E(k).

By writing out the above equation in detail, such that only microscopic quantities appear, we obtain the

master equation of the effective medium model :

f(x) ◦ (γe(x)e(x)) = χe(x) ◦ (f(x) ◦ e(x))

This equation is quite complex and non-intuitive due to the fact the the averaging function f(x) has

the role of erasing microscopic information. Consequently, the susceptibility defined by this equation is

not unique. Any amount of microscopic spatial jitter can be added, and the equation will remain correct.

A detailed discussion of this equation is beyond the scope of this work but I must emphasize several

aspects related to the role of the function f(x).

In most formulations of the derivation of the macroscopic Maxwell equations [16, 17, 3], this function

appears as a purely academic construct, and the sole concern of the authors is to state the required

properties and to show that all of them can, in principle be satisfied. Thus, the jury is rigged, in the

sense that one already knows the susceptibility that a given medium has, and the only concern is to show

that a smoothing function f(x) can be found that will result in the expected value of the susceptibility.

These arguments are focused above all on the coherence and consistency of the theoretical construction,

rather than on the notion of model-building. In a sense, the model (the susceptibility) was already built

and all there was left to do was to show that it was consistent with all the other assumptions that are

commonly made about the microscopic behavior of dielectric media.

The point of view I would like to emphasize here is different. In this approach, we do not know in

advance the model that we must obtain. Instead, we make full use of the fact that f(x) is a mathematical

construct which we can choose as suits us. We treat the smoothing function f(x) as a dial which we

can tune to obtain different types of models: we hereby introduce the novel concept of a custom-made

effective medium model . In order to understand the usefulness of this mathematical dial, we must

take a closer look at the relation defining the susceptibility.

Let us consider the impact of the spatial averaging on the definition of the susceptibility: P(k) =

χ(k)E(k). In direct space this takes the form of a convolution integral:

P(x) = χ(x) ◦ E(x) =

∫
d3x′χ(x − x′)E(x′).

Since, as argued above, the macroscopic description has been blurred by the spatial averaging, we expect

the susceptibility to have a size similar to the averaging volume. In other words, the macroscopic

polarization at some point in space is expected to depend on the macroscopic field over a region of

similar size to the averaging volume f(x). But let us consider what happens in the case of very large

wavelength. In that case the macroscopic electric field can be considered constant over a region as large

as an averaging volume, and the electric field can be taken out of the above integral. The macroscopic

polarization becomes

P(x) ≅ E(x)

∫
d3x′χ(x − x′) = χ

DC
E(x)

where χDC is the DC component of the susceptibility. In this case, for all intents and purposes, the

susceptibility acts as if it was singular: χ
eff

≈ χ
DC

δ(x) and the macroscopic model acts as if it was local.

In essence the implicit non-locality of the macroscopic description is hidden by the size of the wavelength.

The electric field acts as a lowpass filter, in a sense, on the observed susceptibility and the blurring due

to the spatial averaging is not detectable.
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Figure 1.3: Smoothing function f(x) in one dimension - case of very large wavelength.

This works well as long as the wavelength of the macroscopic field in the medium is much larger than

the averaging volume such that the field can be considered constant over the extent of the averaging

volume. In this case the macroscopic model acts as if it was local, and therefore exhibits no spatial

dispersion. This is the situation most widely considered in textbooks or other contexts.

However, as the wavelength becomes shorter, the non-locality must inevitably come into its rights.

Indeed, as soon as the electric field is no longer approximately constant over volumes the size of f(x) the

finite size of the susceptibility starts to make itself felt, with the result that one must once again write

P(x) = χ(x) ◦ E(x). Note that the above discussion implies that what is local or non-local is not the

medium as is commonly thought, but the model we have made of it, which depends on the position of the

f(x) dial. By choosing a sufficiently small f(x) we can always obtain a local model. Non-locality (known

as spatial dispersion in reciprocal space) is a direct consequence, not of the properties of the medium,

but of the neglect of microscopic details of the field and charge distributions which spatial averaging

implies.

In this way, it becomes clear why a local model may be preferable to a non-local one if one is interested

in understanding the physics of a given medium. Non-local models are in a sense incomplete descriptions

of the underlying media through their neglect of important microscopic features of the field and charge

distribution in the media.

In order to understand where the missing microscopic information resides it is simplest to consider

the homogenization of a one-dimensional periodic system. The left side of Fig. 1.3 shows a Gaussian

smoothing function in real space. If one recalls that spatial averaging is a convolution integral this figure

shows that the value of some macroscopic smoothed quantity (for instance the macroscopic electric field

E(x)) at x = 0 depends on the corresponding microscopic quantity (the microscopic electric field e(x))

over a region the size of the support of f(x), which in this case is about 0.2au across. In reciprocal space,

however, a convolution integral transforms to a simple product and the smoothing function f(k) can

be interpreted as a lowpass filter on the spatial frequency harmonics of the quantity being filtered. In

our case, the microscopic electric field propagates in a periodic lattice of period d and Bloch’s theorem

tells us it is composed of a series of Bloch harmonics at spatial frequencies kB + nK where kB = 2π/λ

and K = 2π/d. When the wavelength is very large the kB term can be virtually ignored and the Bloch

harmonics coincide with the reciprocal lattice vectors of the periodc medium. The homogenization

process can then be seen (Fig. 1.3) to consist of filtering out all but the lowest harmonic, corresponding

to n = 0.

This is relatively devoid of complications as long as the wavelength is very large. However, as the

wavelength becomes smaller, the kB term can no longer be ignored, and the Bloch harmonics no longer

coincide with the reciprocal lattice vectors of the medium. This is illustrated on the right side of Fig.

1.4. Notice that in order for the filter f(k) to continue to serve its purpose, that is, to smooth over all

higher harmonics except the lowest one, its shape must change. This shape change has a very important

consequence in real space: the averaging volume becomes significantly larger as can be seen in the left
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Figure 1.4: Smoothing function f(x) in one dimension - case of shorter wavelength (green), case of very
large wavelength (blue).
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identity model, the one where all harmonics are kept, corresponding in real space to f(x) = δ(x) the
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plot.

Eventually, as the wavelength becomes smaller and the averaging volume larger one arrives at a

situation where the macroscopic electric field can no longer be considered constant over the size of the

averaging volume. The homogeneous model has become nonlocal, or spatially dispersive. This is a result

of the fact that the information contained in the higher Bloch harmonics which are filtered out in the

averaging process is in fact non-negligible, and a model must include these higher harmonics if it is to

be complete, and therefore local. It is these higher spatial harmonics filtered out in the spatial averaging

process which contain the “missing information” discussed above.

These arguments can be extended in a straightforward way to the two-dimensional case. This is

illustrated in Fig. 1.5. From left to right we have the identity model (f(x) = δ(x) the Dirac delta), a

1D model and the homogeneous model. As claimed above, the smoothing function f(x) can be tuned

to obtain different types of models. In the frequency region where non-local effects appear this idea can

be used to trade off non-locality against in-homogeneity. If the above arguments are correct, then the

non-locality of the homogeneous model is related to the importance of the information contained in the

higher Bloch harmonics of the field. This, in turn, leads to two predictions, which we test numerically
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in Chapter 3:

1. If the homogeneous model and the 1D model disagree (give different transmission and re-

flection coefficients for normal incidence, for instance) at a given frequency, then the homo-

geneous model is non-local, and it also disagrees with the identity model. We expect this

because if the 1D intermediate model disagrees with the homogeneous model, this implies

the y-harmonics which are included in the 1D model contain important information about

the medium, and cannot be ignored, meaning that the homogeneous model is incomplete and

therefore nonlocal.

2. If the homogeneous model agrees with the identity model, then it is local, and it also agrees

with the 1D intermediate model. We expect this because if the homogeneous and the identity

model agree, then this implies that the information contained in all the higher harmonics is

irrelevant so that the homogeneous model is complete and therefore local.

It is clear that this approach can be used to determine in a straightforward way whether a homogeneous

model is non-local or not, without going through tedious off-normal transmission and reflection calcula-

tions. But this is only one of the applications of the new approach to homogenization discussed in this

section. We discuss two others in particular.

The first idea starts from the fact that the metamaterial structures which are most easily analyzed

using analytical methods [13, 14], being the most physically intuitive, do not always coincide with the

structures that are most easily fabricated. In particular, a number of structures have been proposed re-

cently [24, 25] which experiments have shown to exhibit interesting behavior. However, in such structures

it is not always clear what is the important region of the unit cell, for instance, related to the magnetic

or the electric activity of the material. This question is important for reasons of design optimisation.

One would like to know, for instance, whether it is the thickness of the metal components, their length,

their shape, or the distance separating them that dictates whether a strong magnetic response will be

observed at a given frequency. This question can be settled by using the above approach to create in-

homogeneous models of these structures which enable to designer to look inside the unit cell and gain

a better understanding of the physical phenomena giving rise to the macroscopic behavior observed in

the experiment (real or numerical), even if the wavelength is sufficiently large that the homogeneous

behavior of the structure is not in question.

The second, and perhaps most interesting, possibility opened up by the ideas of this section is the

idea that composite metamaterials may be useful even for wavelengths which are not large enough for

the medium to behave as a homogeneous local medium. For wavelengths which are in the intermediate

regime where spatial dispersion holds sway, the structure may be effectively modeled as an inhomogeneous

effective medium, which may be seen as a meta-photonic crystal . This is an interesting new concept,

because it makes use of a frequency region hitherto considered useless, and moreover, because this

approach may allow the design of photonic crystals previously impossible to realize on the same scale.

For instance, one may create novel new effective media, made up of interlocking negative permittivity

and negative permeability regions, a possibility which goes far beyond current photonic crystal structures

which mainly consist of regions of naturally occurring dielectric with a positive index alternating with

regions of index equal to 1 (air holes). Classic numerical tools for the study of photonic crystals such as

the MIT Photonic Bands software package will have to be updated to take into account the possibility

of meta-photonic crystals, that is photonic crystals made of combinations of truly arbitrary alternating

media within the unit cell.
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1.8 Constructive versus holistic

This chapter has been mainly concerned with establishing connections between two main theaters: the

micro- and the macro-. In any study of this kind, in which one studies a system which is composed of

a large number of smaller and simpler systems, there are two main paradigms, the constructive and the

holistic.

The constructive approach endeavors to start with the atoms (in the very general sense of “basic

units”), and deduce the properties of the whole. There are generally two steps involved. The first

characterizes the behavior of the atoms by analyzing their internal structure. The second step accounts

for the interactions between the basic units and establishes the dependence between the parameters

characterizing the whole and the parameters characterizing the atoms. The manipulations involved in

calculating the parameters of the whole from a knowledge of the internal structure of the atoms and

their mutual interaction can be more or less complicated depending on the type of structure. When

the relationships connecting the micro- and the macro- parameters are sufficiently simple to be written

down in closed form we will speak of a physical description of the system because it is ideal as a guide

for the intuition. The phenomena involved therefore lend themselves readily to design. However when

the relationships are more complicated a purely computational approach is required. The system still

falls within the limits of the theoretical tools available, but it is somewhat removed from the realm of

intuition. Design is still possible though it may involve some trial and error.

The holistic approach considers the structure as a monolithic whole, which cannot be described in

a simple or straightforward way in terms of its components. It becomes useful when the behavior of the

whole is sufficiently different from the behavior of the parts that no direct or intuitively useful connection

can be drawn. This approach is at best intensely computational, and at worst purely phenomenological.

Design is properly speaking not possible, except through the groping use of purely trial and error methods.

In view of the preceding discussion we see that the dielectric medium model presented in this chapter

is unfortunately a combination of all three of these approaches. The reason for this is that even though

the dielectric media can be considered as linear time invariant systems, the subatomic domain is not

governed by the same rules as the macroscopic domain. Dielectric media straddle two physical worlds,

the classical and the quantum, and if one wishes to remain in the classical domain, then one is forced to

account for quantum effects phenomenologically. Once the appropriate black box parameters have been

introduced (in our case the atomic polarizability γn(x)) the modeling can continue computationally, in

general. There is also a particular situation where we can dispense with the computation, and where once

the quantum effects have been locked away inside the polarizability, the rest of the description simplifies

considerably, resulting in the famous physical relation known as the Mossotti-Clausius formula. This

physical description, however, only applies in the case of highly symmetrical crystals composed of well

isolated atoms. If the atoms are larger (or, equivalently, closer to each other) we are forced to revert to

the computational description, which would take into account cumbersome higher multipole interaction

terms, in order to evaluate the parameter α.

The non-dipolar coupling parameter α therefore has purely electromagnetic roots, while the polar-

izability γ(x) is a parameter that is related to the internal structure of the atoms and is therefore of

quantum mechanical origin. The definition of the effective polarizability γeff (Eq. 1.32) is therefore

conceptually hybrid and its role is not to express our knowledge of the system, but to hide our ignorance.

The notion of effective polarizability can be extended to all materials when the wavelength is sufficiently

large even though in some cases, such as for example that of covalent crystals, where the electron clouds

of neighboring atoms overlap considerably, its usefulness or physical meaning is dubious. Macroscopically

all that is observed is the polarization per unit volume, and therefore each unit cell can be assigned a

dipole moment. But the exact relationship between this dipole moment and the atomic internal struc-
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ture and the microscopic field is lost in the homogenization process. This is why the Mossotti-Clausius

relation is in reality far less general than it seems. Its generality is implemented artificially by defining

the quantities appearing in it in such a way as to satisfy the relation. In many cases, consequently, it is

a reverse-engineered relation and cannot be seen as a properly physical description in the sense in which

we use the term here.

In summary, we have seen above that the main reason why a phenomenological parameter had to be

introduced was in order to avoid delving into the quantum realm. This was to some extent useful as long

as the wavelength was sufficiently large such that the electric field could be considered constant over the

size of the support of f which we refer to as the averaging volume. In the following chapters however

we will consider only structures where the atoms, defined as the basic scattering units, will be described

purely classically. In this case both the subatomic and the macroscopic domains will be governed by the

same equations (the macroscopic Maxwell equations) and a complete, though perhaps computational,

description will be possible. The need for black box parameters will be eliminated and the rest of this

work endeavors to remain within the constructive paradigm, trying, wherever possible, to stick to as

physical a description as possible.

The next chapter presents a study of dielectric photonic crystals, structures where the wavelength is

comparable to the crystal period. The atoms (dielectric rods or holes) are large and interact strongly

through higher multipolar fields. A computational approach is required, which we describe and illustrate

on several concrete examples.

The final chapter considers the effective medium theory of metallic metamaterials particularly in

view of the possibility of designing media which on the macroscopic scale exhibit a negative index of

refraction, that is, a negative permeability and a negative permittivity simultaneously. Since we seek to

design such media, we take a physical approach, in order to obtain a description of the effective medium

that is as explicit as possible. Since the materials required are inevitably three dimensional, as we shall

see, the computational approach, though possible, is often impractical for purposes of design.

1.9 Beyond dielectrics - truncation revisited

The novelty of the last two decades of research in the field of electromagnetic research springs from the

realization that the situations where λ ≈ s and λ > s are analogous to the situations where λ ≈ a

or λ > a with the very important difference that modern technology allows us to design the geometry

on the s scale in ways that are impossible on the a scale. As a result we can control and tailor the

behavior of the EM field in ways that were previously impossible. Moreover, working on the s scale

rather than the a scale has the major advantage that all phenomena can be understood completely using

only one set of equations and physical intuitions: the macroscopic Maxwell’s equations, whereas, as we

saw above, working on the a scale has the major inconvenient of the inevitability of quantum mechanics

for a complete description. We are now standing safely on the solid ground of the macroscopic Maxwell’s

equations.

Methods for solving them numerically in heterogeneous dielectric media are discussed in the next

chapter, while metallic media will be discussed in chapter 3. We first give a general prescription for

homogenization of macroscopic structures, and in the rest of this section we consider 1D dielectric

structures.

If we are presented with a periodic macroscopic structure which responds to an incident field with

a wavelength far larger than the periodicity then it is possible to define effective permittivity and per-

meability parameters similarly to the prescription of Ref. [26]. Namely, one averages the constitutive

relations component-wise:
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µi,j
eff =

〈Bi〉
〈Hj〉

εi,j
eff =

〈Di〉
〈Ej〉

The brackets indicate spatial averaging, which as discussed above can be seen as the truncation of the

spatial Fourier spectrum of the concerned quantity. This is theoretically straightforward, though exper-

imentally cumbersome, since the values of the fields must be known everywhere. The above definitions

will become useful in relation to the 1D stack model of composite metamaterials described in Section

3.7.

Let us now attempt to obtain a homogeneous description of a 1D dielectric stack. We consider the

constitutive relation:

D(x) = ε(x)E(x)

We would like to obtain a relationship between the averaged electric field and the averaged displacement,

[E(x)] and [D(x)]. However, convolution is not associative with respect to multiplication except when

the multiplication is by a scalar, or a constant. In a 1D medium there are two cases of polarization.

When E is parallel to the layers then the continuity of E‖ at the interfaces insures that E is constant

over the whole structure, if the wavelength is large. In this case we can write

[D(x)] = [ε(x)E(x)] = [ε(x)][E(x)]

The effective permittivity is just the average permittivity. However, if the electric field is polarized

normal to the layers this is no longer the case. E is no longer constant, but D is. Therefore, if we divide

by ε(x) before averaging we can write

[E(x)] =
[
ε−1(x)D(x)

]
=
[
ε−1(x)

]
[D(x)]

or

[D(x)] =
[
ε−1(x)

]−1
[E(x)]

which implies that the averaged permittivity is given by

[
ε−1(x)

]−1

which is more commonly known as the harmonic mean of the permittivity. In the limit of large wavelength

the medium is anisotropic with a diagonal permittivity given by

εeff =




[
ε−1(x)

]−1
0 0

0 [ε(x)] 0

0 0 [ε(x)]




keeping in mind that this is for a stack oriented in the x direction in the limit of λ ≫ d.

The essential aspect of this derivation is that we have a quantity that is constant or almost constant

which is a product of two quantities that may have rapid variations which “cancel out” in some sense.

For instance when E is normal to the layers D is constant (or varies very slowly) even though it is the

product of two quantities, ε and E which vary quickly. In Fourier terminology, we have a quantity that

does not contain high frequencies that is the product of two quantities that do. Truncating the spectra
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(another way to see the averaging) therefore leaves the first quantity, in this case D, unmodified, but it

modifies both of the other two, with the result that [D] 6= [ε][E], but rather [D] = [ε−1]−1[E].

But homogenization is not the only situation when we are interested in truncating the spectrum of a

given quantity. Another very common situation is when attempting to represent a periodic quantity by

its Fourier series in view of using it in a numerical algorithm. Periodic quantities must be approximated

by a truncated finite subset of their infinite set of Fourier coefficients. Cutting off the Fourier series at

some point amounts to imposing a low-pass filter on the signal, in a way that is completely analogous

to the homogenization approach described above. In some cases the Fourier spectrum of the quantities

involved, notably ε, does not extend too far into the high frequencies, but there is one case when it

does: when the permittivity has discontinuities. In this case truncation throws away some information

no matter how high the cutoff. By truncating the Fourier spectrum of a quantity one implicitly modifies

the constitutive relations in an anisotropic way.

In direct space the truncation with a very high cutoff essentially comes down to a sliding average

using a very small volume for the f(x) function. Since the volume is much smaller than the distances

over which the fields vary it leaves them unmodified almost everywhere. The smoothing is noticeable

only around discontinuities. The effect of this smoothing is to replace the normal constitutive relations

with the following anisotropic constitutive relations in the vicinity of discontinuities

D⊥(x) =
[
ε−1(x)

]−1
E⊥(x)

(1.44)

D‖(x) = [ε(x)] E‖(x)

This result has also been obtained with exquisite mathematical rigor by Li [27]. Analogous relations

hold for the magnetic constitutive relations. The orientations of the normal and parallel fields depend,

of course, on the orientation of the discontinuity at any given point. The numerical implementation of

these ideas is discussed in the next chapter.



Chapter 2

Photonic crystals – the super-prism

effect

2.1 Introduction

The initial idea of a photonic crystal, that is, of an artificial dielectric medium patterned at the scale of

optical wavelengths, was proposed simultaneously at the end of the 1980’s by Eli Yablonovitch of Bell

Labs [1] and Sajeev John of Princeton University [2]. It was the result of work which, at the time, was

trying to improve the performance of lasers by finding ways of controlling their main limiting factor:

spontaneous emission. By analogy with the well known electronic band-gaps responsible for the behavior

of most dielectrics and semiconductors in the optical range, it was hoped that spontaneous emission

could be controlled by strongly limiting the density of states available to it. It thereby seemed possible

to improve laser characteristics considerably. Once the idea was put forward it quickly became clear that

more efficient lasers is only one of the many possible applications and of the wealth of remarkable optical

phenomena which can be realized in photonic crystals.

During the following fifteen years photonic crystal research was dominated by the study and char-

acterization of photonic band gaps (PBGs) and associated phenomena, most especially the confinement

and guiding of light on a scale close to the fundamental limit, the wavelength. It was imagined that

optical integrated circuits, filters, multiplexers, routers, and of course, lasers could all be realized by

using the remarkable properties resulting from the existence of PBGs.

More recently, though, another idea was put forward. Photonic crystals could be used not only as

photonic “insulators” but as photonic “conductors”. Aside from the properties related to the PBGs,

photonic crystals also exhibit remarkable light transmission properties. Surprising phenomena were

predicted and subsequently experimentally confirmed, such as negative refraction, the super-prism effect

[28, 29, 30], and propagation with very low group velocities (slow light), making possible the amplification

of non-linear effects [31, 32]. Whereas the PBG related properties of photonic crystals are due to the

absence of propagating modes at a given frequency within the crystal, these latter phenomena are due

to the peculiar properties of the propagating modes when they do exist in the crystal.

In the following section we present succinctly the methods most widely used for the study of photonic

crystals. The rest of the chapter will be concerned with an investigation of the super-prism effect with

particular emphasis on crystals with rectangular unit cells.
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2.2 Numerical Methods

Photonic crystals are structures which function in the regime a ≪ s ≈ λ where a represents the atomic

size, λ the free space wavelength and s the scale of the unit cell, or the scale on which the medium is

structured. Consequently, as argued in the preface, the notions of index of refraction or impedance are of

little use. However, since macroscopic dielectric structures are described accurately by the macroscopic

Maxwell’s equations, it is possible to solve for the total fields through a computational method.

The macroscopic electric and magnetic fields are continuous quantities in the sense that they have a

value at every point in space. Computers, however, can only deal with discrete data sets. Consequently

the Maxwell’s equations must be discretized. Time and space can be dicretized in either direct or

reciprocal space, giving four possible combinations: (x, t), (k, t), (x, ω), (k, ω). As it turns out only three

of them have been applied to any significant extent.

Discretizing in real space is appropriate when the structure is not periodic, which is the case partic-

ularly when one is dealing with a finite structure. In this case one takes a scattering approach to the

problem and has the option between a time or frequency domain treatment. Of the (x, t) methods the

most widespread is the Finite Difference Time Domain method, which we discuss briefly below. Fre-

quency domain (x, ω) methods are also available. This is the case of harmonic finite element (FEM)

solvers such as those provided with commercial packages such as Comsol Multiphysics or CST Mi-

crowave Studio. We will use these in chapter 3.

When the structure under study is periodic then it is natural to discretize in reciprocal space since the

Fourier transform of a periodic quantity is discrete. However periodic structures are implicitly infinite,

which means that all fields must come from infinity (both in space and in time). The temporal Fourier

transform is likewise appropriate. Of the various (k, ω) methods available the most popular is the plane

wave method as implemented in the MIT Photonic Bands package which is described below. No (k, t)

method has been put forward this far to the author’s knowledge but equivalent results can be obtained

by using a (k, ω) implementation, running it many times and performing the inverse temporal Fourier

transform on the results.

The methods mentioned above are usually quite general, since they start directly with the Maxwell’s

equations and do not rely crucially on any other major assumptions. However, when dealing with

structures with certain kinds of symmetry one has also has the option of using a method adapted for

that particular type of geometry. Examples are transfer/scattering matrix methods, or fictitious sources.

We shall see an example of a scattering matrix method in detail in chapter 3 and Appendix A.

We now give a short presentation of the principle of the plane wave method of the MPB package.

2.2.1 The plane wave expansion method

In a periodic medium the fields obey Bloch’s theorem, and they take the form of Bloch waves. For

instance the magnetic field can be written

H(x) = UkB(x)eikB·x

where UkB is a function which has the periodicity of the lattice,

UkB(x) = UkB(x + n1T1 + n2T2 + n3T3), n1, n2, n3 ∈ Z.

Here kB is the Bloch wavevector, as in the first chapter, and T1,2,3 are any set of direct lattice vectors.

Since the function Uk is periodic it can be decomposed in a Fourier series, which in general may be three



2.2. NUMERICAL METHODS 41

dimensional. The magnetic field can be written

HkB(x) =
∑

G

HGei(kB+G)·x (2.1)

where G are the reciprocal lattice vectors and HG are the Fourier coefficients. Physically this expression

can be interpreted as considering the Bloch wave as a superposition of plane waves, each with a weight

given by the corresponding Fourier coefficient. The expansion is justified because the plane waves form

a complete basis of piecewise continuous periodic functions. A knowledge of the Fourier coefficients

is therefore sufficient to completely specify the magnetic field inside the structure. However, the series

above is infinite, meaning that the Fourier coefficients form a discrete but infinite set. An exact numerical

treatment is therefore not possible and a truncation of the Fourier series is required. The field is therefore

approximated by a finite series where the plane waves with very large wavevectors are neglected.

As discussed in section 1.9 the truncation of the Fourier series has the effect of modifying the consti-

tutive relations which connect the different fields and the permittivity and the permeability, especially

when these parameters contain discontinuities. Moreover the constitutive relations are modified in a way

which depends on the structure, particularly on the orientation and position of the discontinuities in the

two parameters. There are two options available to deal with this aspect.

First, one may implement the method using one or the other of the two following constitutive rela-

tions:

D = [ε]E

D =
[
ε−1
]−1

E

The first implementation will be efficient when the electric field is parallel to discontinuities while the

second implementation will be efficient when the field is normal to them. For instance, in 2D calcula-

tions when the electric field is chosen to be parallel to the infinite direction (E‖ polarization) the first

implementation will be optimal. However, in the H‖ polarization the second implementation will be

preferable, though not optimal, because the electric field will not be normal to the discontinuities every-

where. There will be regions where E has a component that is parallel to the discontinuities, leading to

slow convergence. In 3D the convergence is sub-optimal for all polarizations.

The advantage of this approach, however, is that it is rigorous in the sense that by letting the

number of plane waves go to infinity (increasing the cutoff of the truncation) the solution will approach

the rigorous solution for the Maxwell’s equations in the given structure, though non-uniformly. In other

words the results may not be very reliable for low cutoffs, but one is assured to simulate the actual

structure, including the discontinuities in the permittivity and/or permeability. This approach was

taken, for instance, by Cassagne [33].

The second possibility is to implement a single algorithm, using a single constitutive relation, but

with a slightly modified permittivity:

D = [εm]E

As we have seen in the previous chapter, truncating the Fourier series of a given quantity is equivalent

to taking a sliding average of that quantity. The two constitutive relations of Eq. (1.44) can therefore

be interpreted as a kind of anisotropic smoothing of the permittivity. Roughly speaking one takes the

arithmetic average for components parallel to the discontinuity and the harmonic average for components

normal to the discontinuity. Even if the permittivity is scalar everywhere in the original structure, the

new structure will have a permittivity that is smooth but anisotropic, at least in the regions where it

changes abruptly.
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This approach has the advantage that the same algorithm is optimally efficient for all polarizations (in

the sense that it converges uniformly to a solution), which includes 3D calculations, whereas the previous

approach was optimal only in some 2D or 1D cases. However, since the permittivity that is entered into

the computation has been modified to smooth over the discontinuities, this method converges faster, but

to something different from the rigorous mathematical solution for the original non smoothed structure.

Any features of the solution which depend in any essential way on the discontinuities of the permittivity

will have been lost.

Experience has shown that the second of the two approaches is largely preferable, and it is the

approach that we use in the rest of this work. It is the method adopted by the MPB package, which we

have used to obtain the results of this chapter, and which is described in detail by Johnson [34] and very

briefly below.

The equations obeyed by the field in the structure are the macroscopic source free (a.k.a homogeneous)

Maxwell’s equations:

∇× H(x) + iωD(x) = 0

∇ ·H(x) = 0

∇× E(x) − iωB(x) = 0

∇ · D(x) = 0

where the medium is nonmagnetic and lossless and the constitutive relations take the form

B(x) = µ0H(x)

D(x) = ε0εm(x)E(x)

The relative permittivity is position dependent but real and positive. The time dependence of all fields

is in e−iωt. Eliminating E from the two curl equations we obtain a second order linear equation in H

∇×
(
εm(x)−1∇× H(x)

)
=

ω2

c2
H(x) (2.2)

This equation must now be Fourier transformed. In reciprocal space the curl operator becomes

∇× F→ k×

while the product with the inverse permittivity becomes a convolution with ε̃−1
m (k). The exact expression

for εm in terms of the original, possibly discontinuous, ε can be found in Ref. [34]. The Fourier transform

of the field H can be written

H̃(k) =
∑

n

HGn
δ(k − kB − Gn) (2.3)

By introducing this expression in Eq. (2.2) we obtain a standard eigenvalue problem in the unknowns

HGn

Θ̂kBHGn
=

ω2

c2
HGn

where the operator Θ̂ is given by

Θ̂n,l = (kB + Gl) × ε̃−1
m n,l(kB + Gn)×

If we truncate the sum in Eq. (2.3) to N terms, then the above operator will take the form of a 3N ×3N
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matrix. The permittivity is represented by a 3N × 3N matrix which is Toeplitz-like in the sense that it

is constructed through repeated cyclic permutations of the same N 3×3 matrices containing the Fourier

coefficients of the tensor εm(x).

This classic eigenvalue problem can be further simplified. The fact that electromagnetic waves are

transverse waves as required by the electric and the magnetic Gauss’s laws, Eqs. (1.38) and (1.40) means

that the problem can be reduced from a 3N × 3N problem to a 2N × 2N problem by eliminating the

longitudinal degree of freedom of the fields. Also, since we are usually interested only in the first few

lowest eigenvalues (or bands, in solid state physics terminology) it is possible to apply efficient iterative

methods that do not require the direct diagonalization of the whole 2N × 2N problem. These aspects

are described in detail in Ref. [34] and references therein.

2.2.2 The finite difference time domain method

The FDTD method is one of the first numerical methods used to solve Maxwell’s equations. It samples

the fields in direct space and in the time domain, so no Fourier transforms are taken. The curl equations

are

∇× H(x, t) =
∂D(x, t)

∂t

∇× E(x, t) = −∂B(x, t)

∂t
.

Since real media do not respond to applied fields instantaneously the dependence of the displacement

field at any given time depends on the electric field at all times prior. Consequently, assuming a local

response, we must write

D(x, t) = ε0

∫ t

∞
ε(x, t − t′)E(x, t′)dt′.

The displacement field is then represented as a time convolution of the electric field with a time dependent

permittivity. This must be the starting point of a formulation of the FDTD method that would take into

account the frequency dispersion of real materials. For illustration purposes in this section we assume the

medium response is instantaneous, which is to say that the permittivity takes the form of a Dirac-delta

in time: ε(x, t) = ε(x)δ(t). This is a good approximation when the electric fields in a given simulation

cover a sufficiently small frequency domain. A similar argument applies to the magnetic constitutive

relation giving the non physical but numerically convenient

∇× H(x, t) = ε(x)
∂E(x, t)

∂t

∇× E(x, t) = −µ(x)
∂H(x, t)

∂t
.

The electric and the magnetic field are sampled at points in two cubic lattices which are offset from

each other by a half step in each Cartesian direction, as shown in Fig. (2.1) representing a Yee cell

[35]. The time evolution of the electric field depends on the spatial variation of the magnetic field at

neighboring points and vice-versa. The meaning of this can be made clearer by writing out one of the six

scalar equations that make up the two vectorial curl Maxwell’s equations. We consider the x component

of the E field. We have

ε(x)
∂Ex(x, t)

∂t
=

∂Hz(x, t)

∂y
− ∂Hy(x, t)

∂z
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Figure 2.1: The Yee lattice.

This can be rewritten in terms of the fields sampled over the Yee lattice the following way

εx(i,j,k)

En+1
x(i,j,k) − En

x(i,j,k)

∆t
=

H
n+ 1

2

z(i,j+1,k) − H
n+ 1

2

z(i,j,k)

∆y
−

H
n+ 1

2

y(i,j,k+1) − H
n+ 1

2

y(i,j,k)

∆z

or

En+1
x(i,j,k) = En

x(i,j,k) +
∆t

εx(i,j,k)∆y

(
H

n+ 1
2

z(i,j+1,k) − H
n+ 1

2

z(i,j,k)

)
− ∆t

εx(i,j,k)∆z

(
H

n+ 1
2

y(i,j,k+1) − H
n+ 1

2

y(i,j,k)

)

where at time step n the unknown quantity En+1
x(i,j,k) is expressed in terms of the known quantities.

Analogous equations can be written for the other five field components and the solution thus evolves

from one time step to the next. Remember that the lattices over which the electric and the magnetic

field are sampled are shifted, so that for a Yee cell of size l if Ex(i,j,k) = Ex(x0) then Hy(i,j,k) =

Hy(x0 − l
2 x̂ − l

2 ŷ − l
2 ẑ). A detailed presentation of the FDTD method and its many variations and

improvements is available in the authoritative text by Taflove and Hagness [36].

In this work we have used the commercial implementation Fullwave/Beamprop by Rsoft.

2.3 Iso-frequency curves – the construction line

The superprism effect is the very abrupt change of direction of light at the interface between a homo-

geneous medium and a photonic crystal. In particular the direction of propagation of light inside the

photonic crystal can change dramatically for only a small variation in the angle of incidence on the

interface.

In the absence of a well defined index of refraction for the photonic crystal medium the refraction

phenomenon must be studied in terms of a more general form of the Ibn Sahl-Snell-Descartes rules 1.

This general rule states that the tangential component of the wavevector is conserved when a plane wave

traverses an interface. It is easy to show that when both media are homogeneous this reduces to the

1Though rarely aknowledged, the rules of optical refraction at a plane interface were first obtained and used by Ibn Sahl
in the year 984 C.E. [37].
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Figure 2.2: Construction line figure.

classic form of the Ibn Sahl-Snell-Descartes rules. However, when one or both of the media are photonic

crystals, the more general rule must be used. For a field of given frequency incident on an interface at a

given angle, coming from some medium A, the rules select one or more allowed wavevectors inside the

medium B which are consistent with the above conservation law. In order to determine these allowed

wavevectors it is necessary to have a knowledge of all allowed wavevectors at the given frequency. The

diagram of all allowed wavevectors in a photonic crystal at a given frequency is referred to as the iso-

frequency diagram, or the iso-frequency curves. The reciprocal plane is infinite but the periodicity of the

structure means that all the required information is contained in the first Brillouin zone. In the following

we will see that it is advantageous to plot the iso-frequency curves over several neighboring Brillouin

zones as well.

Before going any further we should say something about the units. In this chapter we use the fact

that Maxwell’s equations are scale invariant. Consequently the exact dimensions are not important, only

the ratios between them. In the following we will measure lengths in units of the period of the structure

under study, which we call a. Moreover, it is a widely used convention on iso-frequency diagrams to

express the frequency in units of a/λ. As concerns the wavevectors we have adopted the convention used

by MPB, which expresses wavevectors in units of 2π/a.

In order to determine the direction of propagation of the transmitted fields inside a photonic crystal

we use the method of the construction line, as illustrated on the iso-frequency diagram of Fig. 2.2. In

this figure we see superimposed the isofrequency diagrams of the two media on each side of the interface.

The wave in this case is incident from a homogeneous isotropic medium, which therefore has an isotropic

isofrequency curve in the form of the green circle. The smaller red circle is the iso-frequency curve of

free space. The ratio of the radii of the two circles is the refractive index of the homogeneous medium.

Another, more important, reason for plotting the red circle (or the light cone) is discussed in the next

section.
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The blue curves are the iso-frequency curves of a photonic crystal consisting of a 2D square lattice

of circular air holes of radius r in a homogeneous background with index n = 3.21. The interface

between the media is represented by the thick horizontal black line. At a point of wavevector k the

wave propagates in a direction given by the group velocity of the Bloch wave at that point. It can be

shown that at any point on a given iso-frequency curve the group velocity is directed along the line

perpendicular to the curve. In isotropic media (e.g. green circle) this direction is collinear with the

direction of the wavevector, but in strongly anisotropic media like photonic crystals this is no longer the

case, as can be seen by inspecting the blue curves of Fig. 2.2.

We consider a plane wave incident on the interface at the angle θi. The wavevector of the incident wave

is represented by point A in Fig. 2.2 and k‖ is the component of A which is parallel to the interface. The

vertical line indicates that the wavevectors allowed inside the crystal must have a horizontal component

equal to k‖. The points of intersection of this vertical line with the iso-frequency curves of the photonic

crystal are the set of allowed wavevectors inside the crystal. Only two of these points are within the first

Brillouin zone. The direction of propagation of the waves at the two allowed points are indicated by the

vectors S1 and S2, the group velocities. Since the incident wave is propagating upwards, the transmitted

wave must also propagate upwards, and we must choose S2. The wave is therefore transmitted with

an angle θt. The restriction of choosing only waves propagating away from the interface in the second

medium has eliminated one of the two possible solutions. In general, for media with mirror symmetry

the number of solutions allowed by the construction line is even, but half of them are eliminated by the

above condition.

Since the direction of propagation of the waves inside the crystal is not given by the wavevector but

by the group velocity, the super-prism effect is obtained by exploiting a region where the iso-frequency

curves exhibit an abrupt change of direction. In this way a small change in incident wavevector can lead

to a large variation in the direction of propagation inside the photonic crystal.

2.3.1 The effective index approximation

Since in the following we will consider only two dimensional photonic crystals, we must also say a few

words on the third direction. In theory we take it to be infinite, but this is clearly not realistic. In fact

experiments are carried out on dielectric slabs whose thickness is on the same order of magnitude as

the crystal period. We need a way to take into account the effect of the finite height of the photonic

crystals. Rigorously speaking this must be done using three dimensional calculations, which are heavy to

implement as they require considerable computing power and time. An example of a three dimensional

study of photonic crystal slabs is available, for instance in Ref. [38].

However, it is possible to obtain results similar to the rigorous calculations with much less time

consuming methods using the effective index approximation. This approximation states that at least for

the lower bands the modes of the finite structure can be obtained by a two-dimensional calculation by

using slightly different value of the refractive index of the dielectric slab in which the photonic crystal

(the air holes) is etched. Since in a finite structure the fields are expected to extend to a certain extent

into the air half spaces above and below the slab, it seems reasonable to assume that, to first order, this

will have the effect that the field will see a somewhat lower refractive index than for the two-dimensional

structure. One way to approximate this effective index is to consider a homogeneous dielectric slab of

index n and thickness h and to calculate the dispersion relation of its guided modes. Any given mode

propagating in the slab can be assigned an effective index given by

ne =
β

k
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where β is the wavevector of the slab mode and k is the free space wavevector at the same frequency.

If the waveguide is symmetrical then there is no cutoff for the two lowest modes, usually designated

as the TE0 and the TM0 modes. There is a frequency region where these two modes are the only two

modes confined to the slab. The TE0 modes have an electric field parallel to the slab, and a magnetic

field perpendicular to it, while the TM0mode has a magnetic field parallel to the slab and an electric

field perpendicular to it. The effective index of the TM0mode is generally lower than the TE0mode

which means that the TE0 mode is the better confined of the two. Consequently it is the mode that is

generally used. In fact, it is convenient to draw an analogy between the TM0 and the TE0 modes of the

finite slab and the E and H modes of the two-dimensional photonic crystal structure respectively. The

former are the finite height version of the latter. Consequently when calculating the dispersion relation

of a photonic crystal in polarization H one must use the effective index of the TE0mode to account for

the finite height of the structure. The index used for the rest of this chapter is that given in Ref. [39]

for the In-P slab used in their etching process: neff = 3.21.

There are two aspects that must be kept in mind when modeling finite height structures using 2D

simulations.

First, the effective index approximation is good only below the cutoff of the higher order TE1and

TM1 slab modes. We only expect the few lowest bands of the photonic crystal dispersion relation to

be reproduced accurately using this method. For higher bands full three-dimensional calculations are

required.

Second, vertical losses due to poorly confined slab modes are not accounted for. In fact, the red circle

mentioned in the previous section delimits the region of reciprocal space where the fields are not confined

within the PC slab and the modes are lossy. This is why the region inside the red circle is to be avoided.

2.4 The super-prism effect

In order to find a configuration appropriate for observing the super-prism effect several conditions must

be satisfied.

• Optimizing vertical confinement requires us to use H polarized fields propagating in slabs containing

air holes (rather than rods suspended in air or in a lower index medium).

• There must be an abrupt change of group-velocity for a small change of wavevector.

• There must be only one transmitted mode, giving one transmitted beam.

• The propagating mode inside the crystal cannot be a lossy mode.

• Practical fabrication considerations limit us to considering circular air holes.

In order to satisfy these requirements we have a series of knobs, or degrees of freedom:

• The shape of the unit cell, given by its aspect ratio, x = |T2|
|T1| where T1and T2 are the lattice vectors,

which are perpendicular to each other, and |T2| ≥ |T1| = a.

• The frequency, specified by the normalized frequency parameter f = a
λ where λ is the free space

wavelength.

• The hole radius, specified by the normalized parameter r = R
a .

We have used the length of the shorter lattice vector as the length unit.
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Figure 2.3: Iso-frequency diagram for r = 0.25, x = 2, f = 0.203. For an angle of incidence is θi = 3.52◦

(point A) the angle of refraction is θt = 63.4◦.

~62°

3.5°

Figure 2.4: FDTD simulation of the configuration of Fig. 2.3. We have a refracted beam at 62◦ for an
incident beam at 3.5◦ from the normal.

By suitably adjusting these knobs it is possible to find a crystal satisfying all of the above constraints

[40]. The isofrequency curves are represented in Fig. 2.3. For small angles of incidence we see that we

have a single transmitted mode with group velocity S1. When changing the angle of incidence several

degrees around normal incidence we can obtain a very large variation in the direction of the group

velocity. A calculation of the group velocity S1 at this frequency gives (0.25, 0.1252) in units of c, giving

an angle of refraction θt = 63.4◦ for an angle of incidence of θi = 3.52◦. Since the medium is symmetrical

with respect to the normal to the interface, by changing the angle of incidence by 7◦ we can obtain a

variation of the angle of refraction of over 126◦. The FDTD simulation confirms this result as can be seen

in Fig. 2.4. For an angle of incidence of 3.5 degrees we obtain an angle of refraction of approximately 62

degrees. This is in good agreement with the prediction based on the dispersion relation of the infinite

crystal.

The FDTD simulation also illustrates another important aspect of the super-prism effect. The main

criterion for observing it is that there be a strong variation of the group velocity over a small region in

reciprocal space. Consequently, if the incident field contains a range of spatial frequencies that is of a

size similar to this region, then the effect will be difficult to see due to the fact the some components
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Figure 2.5: An alternative configuration which satisfies the conditions set out above, but at a lower
frequency. Here we have x = 2, r = 0.3 and f = 0.173. For an angle of incidence of 3.5◦ we have an
angle of refraction of -55.3◦.

of the incident field will refract differently from other components resulting in a fanning out of the

refracted beam inside the crystal. Rather than selecting a point on a iso-frequency curve a whole section

will be excited, corresponding not to a construction line but to a construction band. In this case it is

no longer possible to define a refraction angle properly speaking. Consequently, in order to observe the

super-prism effect one must use very large beams, corresponding to narrow spatial frequency profiles

in reciprocal space in order to be able to select a single point rather than a whole section of a given

iso-frequency curve. This is why the FDTD simulations in this chapter use very wide beams incident on

very wide crystals. In the case of Fig. 2.4 the incident Gaussian beam has width W ≈ 50a.

But the configuration which uses the elliptical curve at the center of Fig. 2.3 is not the only possible

configuration. Another possibility exists, which also has the advantage that it illustrates a remarkable

refraction phenomenon in photonic crystals: negative refraction. This configuration is represented on the

iso-frequency diagram of Fig. 2.5. The incident field at point A is going to the right, but the refracted

field has a group velocity traveling to the left. The angle of refraction is therefore negative. This is seen

also on the FDTD simulation of Fig. 2.6. The incident beams in Figs. 2.4 and 2.6 are identical but in

the first case the transmitted beam is going right, while in the second case the transmitted field is going

left.

2.5 Transmission efficiency

There is one drawback to the iso-frequency diagrams that we use to find useful configurations for the

super-prism effect. The diagrams tell us what wavevectors are allowed inside the crystal, consistent with

the continuity conditions at the interface, but they do not tell us how efficiently they are transmitted.

It is not possible to obtain this information simply from the iso-frequency curves. What is needed is a

more detailed knowledge of the underlying Bloch modes and their field profiles.

A situation illustrating this aspect is the crystal with the iso-frequency diagram of Fig. 2.3 illuminated
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~54°

3.5°

Figure 2.6: FDTD simulation corresponding to the configuration of Fig. 2.5. The refraction angle is
approximately 54◦ which is in excellent agreement with the iso-frequency diagram prediction.

incidence
normale

Figure 2.7: The same crystal as in Figs. 2.3 and 2.4 is illuminated in normal incidence. The light is
completely reflected.

at normal incidence. The construction line would indicate that the field should couple to the mode at

point P and propagate straight up, undeviated. The FDTD simulation of Fig. 2.7 indicates that this is

not the case. In fact the field is completely reflected at the interface.

This phenomenon can be understood by looking at the field profile of the mode at point P, see Fig.

2.8. It is clear that since the incident wave is directed along a nodal plane of the Bloch mode, the incident

field and the Bloch wave are therefore orthogonal and the wave is completely reflected. This is also the

reason why the transmission for small angles of incidence as in Fig. 2.4 is quite small as can be seen in

Fig. 2.9.

We must therefore find a way to avoid normal or near-normal incidence but still somehow couple to

the Bloch modes near the top of the ellipse shaped iso-frequency curve of Fig. 2.3. If we take a closer

look at the field profile of Fig. 2.8 we notice that even though a normally incident field is incompatible

with the field profile, a plane wave incident obliquely may have a better chance of coupling efficiently

to this mode. This is illustrated in Fig. 2.10. A plane wave lined up with the red and blue rows of

the field profile would seem more promising. This optimal angle is estimated by inspection of Fig. 2.10

to be around arctan(3/2) ≈ 56◦. However, such a plane wave would couple to this mode only if the

k‖ conservation at the interface is respected. As it turns out it is possible to satisfy this condition as

illustrated on the iso-frequency diagram of Fig. 2.11. An incidence angle of 50.12◦ makes it possible to

couple to the same Bloch mode as in normal incidence. This is made possible by the anisotropy of the

unit cell. The transmitted efficiency for this case is over 40%. For this configuration the angle at which
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P

Figure 2.8: The field map of the Bloch mode at point P in Fig. 2.3. For a plane wave incident vertically
the coupling is zero due to the symmetry.

Figure 2.9: Transmitted power detected numerically in the FDTD simulation of Fig. 2.4 just below
(green) and within (blue) the photonic crystal as a function of time. The scale is normalized to the
power of the incident beam, and the transmission is seen to stabilize at a steady state value around 6%.
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B

~56°

Figure 2.10: An incident beam at a larger angle would be more likely to couple efficiently to the modes
close to point P, but of course, only of the conservation of the tangential component of the wavevector
allows it. An incidence around 56◦ seems the most promising.

A

S1P 50.12°

Figure 2.11: Another option for coupling to mode P. The parameters are the same as in Fig. 2.3 but the
angle of incidence is 50.12◦.

the coupling is allowed by the boundary condition is not exactly equal to 56◦ but it is close enough to

be a real improvement.

As we increase the angle of incidence we observe similar deviation of the transmitted beam as for

near normal incidence. For an angle of incidence of 53.5◦ we observe a refracted angle of around 54◦ and

a transmission efficiency of almost 80%.

We have therefore used the particular features of the isofrequency diagram together with a knowledge

of the field profile of the mode to find a near-optimal configuration for observing the super-prism effects.

In particular, due to the anisotropy of the unit cell the transmission can be improved from between 0

and 6 percent for near normal incidence to between 40 and 80 percent for incidence around θi = 53◦.

2.6 The incident beam width

In the previous section we have discussed the super-prism effect for the case of very large beam widths.

A beam that is large in real space is very narrow in reciprocal space meaning that it is well approximated

by a single point. The beam can be thought of as a plane wave and the fact that it contains more than

just a single spatial frequency can be ignored. In this section we discuss the issues that appear when the

size of the beam is decreased.

Let us consider the example of Fig. 2.7 of a beam incident normally on the photonic crystal with
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53.5°

Figure 2.12: For an angle of incidence of θi = 53.5◦ the angle of refraction is around 54◦. The super-prism
effects is only slightly altered, but the transmission is increased to almost 80%.

the iso-frequency diagram of Fig. 2.3. We saw that a broad beam is completely reflected from the

interface due to the symmetry mismatch with the field profile of the Bloch wave. If we reduce the size

of the beam, this mismatch is no longer perfect, because a smaller beam must contain k components

that are somewhat off-normal. These components are expected to be transmitted, as is illustrated on

the iso-frequency diagram of Fig. 2.13.

The FDTD simulation of Fig. 2.14 confirms that the narrow beam is partially transmitted. The

transmitted components to the left and right are weak but noticeable. No energy is transmitted normally

due to the symmetry mismatch.

These results show that when dealing with photonic crystals whose dispersion relations are compli-

cated and may contain regions where the behavior changes abruptly in reciprocal space, one must exercise

care in approximating incident beams by plane waves. In general, the different k components making

up a beam may be transmitted in different directions and with different efficiencies at a photonic crystal

interface. These effects must be taken into account in order to make correct predictions, particularly

when dealing with photonic crystals exhibiting the super-prism effect.
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WR

M M1 2

L 1
L 2

Figure 2.13: The construction line method applied to a narrow incident beam. The width of the beam
in direct space is WD ≈ 16a, the angle of incidence is 0◦ and the parameters of the photonic crystal are
r = 0.25, x = 2, f = 0.203. The two vertical construction lines delimit the construction “band” of width
WR = 2/WD.

Figure 2.14: FDTD simulation of narrow incident beam with WD ≈ 16a. The beam is more than three
times narrower than the beam used in the FDTD simulation of Fig. 2.7 for which WD ≈ 50a.



Chapter 3

Negative Index Composite

Metamaterials

3.1 Prior art

After the initial theoretical work of Pendry in which he and coworkers suggested that a negative index

medium may be obtained by intermixing magnetic resonators and thin wires [13, 14, 15], the race was on

for the experimental confirmation of his theoretical prediction. The race was won by Shelby, Smith and

Schultz [41] but it is an open secret today that the results presented in that first paper, while encouraging,

are not sufficient to rigorously demonstrate the existence of a negative index of refraction.

In fact the notions of negative index, negative refraction, double negative medium, backward wave

and non-diffraction limited focusing (a.k.a. subwavelength resolution) have a history peppered by several

confusions. Much effort has gone into clarifying the relationship between them. In this section we attempt

to outline the main emerging conclusions as well as some of the remaining issues. We conclude the section

by placing our work on the larger map of the research activity in the field.

Chronologically, the first idea that grabbed the spotlight was Pendry’s “superlens” [15] which we

discuss in detail in the next section. It argued that media with n = −1 (more precisely ε = µ = −1,

hence “double negative”) exhibit negative refraction which leads to flat (slab-shaped) lens focusing, and

that in addition subwavelength resolution can be achieved due to the “amplification” of evanescent fields

emanating from the object. This article had a major impact on the field of classical electromagnetics

but very broadly speaking it resulted in an increase in research activity in two different directions: one

focused on the subwavelength imaging applications, and one focused on the physics and realization of

double negative materials.

3.1.1 The Imaging Studies

The first course was pursued by rather engineering minded workers, who were interested in obtaining

novel imaging devices based on the superlens idea. The essential point that workers in this group focused

on was the idea of subwavelength resolution and the possibility of obtaining such resolution with flat

lenses. They found that the essential ingredient for this purpose was the existence of resonances in

the lens. These resonances could be interface modes or bulk modes, and the problem became that of

designing these modes to produce the right amplification of evanescent waves which is responsible for

the subwavelength image. Since photonic crystals technology had reached a certain maturity compared

to composite metamaterials which were in their infancy, this group of researchers focused mainly on

55
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photonic crystal implementations of subwavelength resolution flat lenses.

This research direction started somewhat on the wrong foot, with two articles that led to some

confusion regarding the relationship between the negative index and several other deceivingly related

notions.

First was the article by Notomi [42] where photonic crystal structures were put forward which, even

though not homogenizable, behaved in a way like homogeneous media. More precisely, the dispersion

relation was such that a Ibn Sahl-Snell-Descartes [37] rule-like dependence could be established between

the direction of propagation of an incident beam and that of a transmitted beam at an interface. In this

sense, and in this sense only, Notomi showed that it is possible to define a refractive index-like parameter

which would correctly give the angle of refraction at an interface between a homogeneous medium and a

given photonic crystal. However, the usefulness of the notion of index of refraction as it is most widely

defined and used in all electromagnetics texts is that it also describes properties of the medium other than

refraction. For instance the transmission efficiency and the phase shift of a beam which traverses a slab

of material are also given by the refractive index as defined in most texts, but NOT by the effective index

defined by Notomi in photonic crystals. This was stated by Notomi in the original paper, but it did not

prevent numerous other workers from overlooking the very important distinction between the real index

which must be obtained through some homogenization theory (see the Introduction and Chapter 1) and

Notomi’s index which only has a meaning as far as the Ibn Sahl-Snell-Descartes rule [37] is concerned,

and no further. This confusion proved remarkably resilient.

The second article that contributed to the confusion was by Luo et al. [43]. In this work it was

correctly pointed out that negative refraction and negative index are two different notions and that it

is possible to obtain negative refraction without a true negative index. This cleared up to some extent

the confusions which Notomi’s work had (inadvertently) generated, but overlooked another detail. In

this work Luo et al. claim to have illustrated subwavelength resolution by using the negative refraction

obtained using a photonic crystal which, very importantly, had been cut to a thickness that would

optimize the transmission efficiency. The fact that the interfaces had been modified by cutting the

crystal is given no importance. It later turned out, as the same authors admitted the following year

[44], that the improvement in the resolution was due not to the negative refraction or to the thickness

of the slab but to the modified surfaces. By cutting the photonic crystal they had modified the surfaces

and introduced surface states (or resonances) [45] which had allowed higher resolution information to be

carried from one interface of the slab to the other. However, even having clarified this subtle point, two

unclear aspects of the first 2002 article remained: first, the term “superlens” had been used even though

no negative index could properly be defined and the phase of the image had no relation to the phase of

the object, and second, an image size of 0.67λ was interpreted as proof of superlensing, whereas in fact

such image sizes do not demonstrate superlensing as is shown by Li et al. [46].

These two articles led to a considerable literature relying on Notomi’s effective index to characterize

photonic crystals, neglecting the role of the effective impedance, and claiming superlensing when in fact

only negative refraction was present. This continued [47, 48] until the comprehensive clarification of Li

et al. [46, 49] in early 2006.

A very telling example of misleading results is the work of Cubukcu et al. in Ref. [50]. In this article

the authors claim to demonstrate superlensing experimentally. They use a photonic crystal composed

of rods disposed in a square pattern, with a unit cell of 4.79x4.79 mm. The photonic crystal slab lens

is oriented such that the interfaces are aligned with the 11 lattice vector. Consequently the direction

normal to the slab, that in which the light propagates, is also in the 11 direction. The authors then place

two sources near the surface of the crystal, at a distance of 6.78mm from one another and 7mm from

the crystal. They then measure the field near the output interface and observe two well resolved peaks

at about 6.78mm from one another.
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However, it is easily seen that the choice of placing the two sources 6.78mm apart could not have been

random. In fact 6.78mm just happens to be exactly the surface periodicity, the distance between two

adjacent rods in the 11 lattice direction: 4.79
√

2mm ≅ 6.78mm. The distance between two successive

field peaks at the exit interface is therefore always around 6.78mm and the sources were placed this

distance apart specifically in order to be able to neatly claim “superlensing”. In reality the results prove

nothing, of course. At best one may say that the photonic crystal behaves as an array of near field probes,

and therefore, the resolution is given by the size of the probes, in this case the size of the dielectric rods,

which are smaller than the wavelength. There is nothing new or interesting in this “imaging technology”.

3.1.2 The Materials Studies

The second major direction stimulated by Pendry’s article was driven by the more physics-minded

workers, which were interested rather in the notion of a double negative medium (µ, ε < 0), and the

physics and various exotic phenomena that it leads to. For this group, the essential ingredient seemed to

be the cohabitation of negative permittivity and negative permeability within the same material. These

researchers generally prefer to speak of the “Veselago lens”, in recognition to the physicist that first put

forward the idea of a flat lens based on a negative index medium, Victor Veselago, working in Russia in

1967.

This second group of researchers had to fight simultaneously on two fronts. On one hand, several

theoretical aspects related to the homogenization theory (a.k.a. effective medium theory) of composite

metamaterials had to be clarified. On the other, design and fabrication techniques for the composites had

to be developed in order to reduce their size from the microwave regime, in which the vast majority of

experiments were initially conducted, to the optical regime, where most interesting applications awaited.

In an initial phase the experimental work advanced faster than the theoretical work, partly due to the

theoretical and numerical difficulties involved in studying an intrinsically three dimensional structure.

Since constructive bottom up quantitative homogenization theories were hard to come by at first, the

more pragmatic spirits resorted to the holistic phenomenological approach. As already discussed in

Section 1.8 the phenomenological approach is the last resort, when more intuitive physical models are

unavailable. In this case the holistic model took the shape of the widely used parameter extraction

procedure [51]. This procedure considers the medium as a black box. There is an incident electromagnetic

wave, a reflected and a transmitted wave. From the magnitudes and the phases of these waves it is possible

to estimate the effective refractive index and the effective impedance of the material inside the box. This

procedure works best for very thin layers of material, though in the case of a metamaterial, one is limited

by the period. The main advantage as well as the main drawback of this procedure is that it always

gives a result. No matter what is inside the box, the extraction procedure will give a result. Even if

the medium exhibits strong spatial dispersion, and is far from behaving homogeneously, for any given

frequency and angle of incidence, an effective index and an effective impedance can be defined. The

difficulty resides in estimating how much meaning may be usefully attached to the values given by the

extraction procedure. But this is not possible without looking inside the box, or to put it differently,

a constructive approach is needed. The extraction procedure and its drawbacks are discussed in more

detail in Appendix B.

In order to obtain a medium with simultaneously negative permittivity and negative permeability, a

double negative medium, the two media (wires and resonators respectively) must be combined in some

way. However, not all ways to mix the two types of elements are equal. This was suggested among others

by the theoretical work of Pokrovsky and Efros [52] and Marques and Smith [53] as well as the numerical

work of Woodley et al. [54].

Pokrovsky and Efros showed that by placing thin metallic wires within a medium with a negative
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permeability the negative permittivity of the wires is lost. In other words the interaction between the

thin wires and a negative permittivity medium is strong enough as to destroy the negative effective per-

mittivity phenomenon. This produced some consternation until Marques and Smith showed that there

are ways to combine negative permittivity and negative permeability such that they do not mutually

undermine each other. Their arguments were the first indications that the correct placement and orien-

tation of resonators and wires within the unit cell may have a central role to play in the design of double

negative composites. They were later confirmed by the numerical results of Woodley et al. which showed

that the orientation and placement of the wires and resonators has a strong effect on the homogeneous

properties of the composite. The problem was not treated in depth but some suggestions were made. In

particular it became clear that the deterioration of the double negative homogeneous properties of the

composites was closely linked to the near field inductive coupling between wires and resonators.

These issues are clarified by the simple arguments of Maslovski [55].

In a previous work [56] he and coworkers had shown that the permittivity of a wire medium is related

to the effective inductance of the wires. This effective inductance depends in turn in a natural way on the

permeability of the surrounding medium. Consequently the expression giving the effective permittivity

of the wire structure depends on the permeability of the medium in which these wires are placed. More

precisely, for wires placed in a medium with relative permittivity εm and permeability µm the effective

relative permittivity of the structure is given approximately by

εeff = εm − 2π

µm(kd)2 log
(

d2

4r(d−r)

) . (3.1)

It is clear that by placing wires in a medium with a positive permittivity and a negative permeability it

is impossible to obtain a medium with a negative effective permittivity. This means that, for instance, if

the distances between wires are much larger than the distances between resonators, then each wire will

behave as if surrounded by a negative permeability medium, and the negative permittivity will be lost.

However, this is not the situation under study, due to the need for the wavelength of light to be larger

than the element spacing in the metamaterial. Consequently, the distances between adjacent resonators

and adjacent wires must be the same. Each unit cell must contain one of each. It is necessary to find a

unit cell configuration that reduces inductive coupling. Both Maslovski and Marques and Smith argue

that this can be achieved by placing the resonators at nodes of the quasi-static magnetic field of the wire

medium. In this way each resonator behaves as if it is surrounded only by resonators, and each wire as

if it is surrounded only by wires.

Perhaps one of the most careful and detailed theoretical studies of the composites we are interested

in is that of Simovski et al. [57]. In this work the structure studied is similar to ours in all respects with

the very important exception that the resonators are placed directly in between nearest neighbor wires.

Thus between any given wire and its nearest neighbors one finds a resonator. The theoretical study then

reports strong interference between the wires and resonators manifested in a strong modification of the

effective permittivity of the composite in the vicinity of the double negative pass band, that is, of the

magnetic resonance. The authors of this study then refer to the work of Belov et al. [58] in which it

is shown that wire media exhibit strong spatial dispersion in conical incidence. We quote the relevant

paragraph in full:

“When the wave propagates strictly in the plane orthogonal to the axis of the wires one can still neglect

the spatial dispersion since all parameters are independent of the coordinate [parallel to the wires]. Thus,

the problem is 2-D and possible to be homogenized [59]. However, if there is a lattice of scatterers with

which the wires interact, the situation becomes quite different (even for propagation orthogonal to the

wires). Here the problem is not 2-D and the wire current is influenced by all the SRR particles positioned
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along its infinite length. It results in the abnormal frequency behavior of the effective permittivity of the

structure.”

We believe that the strong interference and spatial dispersion reported in this work can be avoided

by correctly placing the resonators such that their inductive coupling to the magnetic field of the wires

is minimized. Since the effective permittivity is in essence an interference phenomenon (see Section 3.4),

it is very susceptible to the presence of any scatterers in the spaces between the wires. The solution is

to place resonators at nodes of the magnetic field of the wires, in which case the negative permittivity

and negative permeability cohabitate harmoniously as shown by the results of Section 3.7.

These ideas reconcile the skepticism of theoretical workers such as Pokrovsky and Efros with the

optimism of experimental workers such as Smith and Soukoulis. It turns out that the experiments were

built (perhaps due to extensive trial and error) in exactly the right way to avoid the problems discussed

by Pokrovsky, Woodley or Simovski. The basic elements, the resonators and the wires must be placed

in such a way as to minimize the inductive coupling.

However, even though these aspects have been known for some time, their verification has left a

lot to be desired. In particular, numerical studies of composite metamaterials have had two main

drawbacks: they make use of the parameter extraction technique, which is a phenomenological black

box technique, and also the media are characterized quantitatively only for normal incidence. Eventual

spatial dispersion effects have therefore been ignored, since they would only appear when comparing the

behavior of the medium for different angles of incidence. Spatial dispersion also remains a major obstacle

to the realization of the superlens, which is, after all, one of the main motivations for the research in this

field.

In this work we provide a constructive physical model for negative index composites, and we provide

a metamaterial design that avoids the deleterious effects of spatial dispersion. We support our results

with comprehensive numerical computations, including sweeping the angle of incidence, a first in the

literature.

3.2 Negative index of refraction – the superlens

In this section we consider in more detail the notion of index of refraction and we focus particularly on

media in which both the permittivity and permeability are negative as compared to media where both

are positive. We will see that the medium with µ, ε = −1 behaves, in a sense as the optical inverse of

frees pace. The evolution of a wave while propagating in free space can be in all respects undone by

having it propagate an equal distance in the µ, ε = −1 medium. In the following we will refer to waves

or materials where µ, ε > 0 as positive index or double positive, and to waves or materials where µ, ε < 0

as negative index or double negative. Our development follows the formulation of Ref. [60]

Let us consider the propagation of a scalar wave in the region of space for which 0 < z < Z. We

assume this region contains no sources, so that the field satisfies the homogeneous Helmholtz equation.

The vector nature of the electromagnetic field does not pose an obstacle in this context. We can for

instance consider the fields component-wise, or consider a field polarized parallel to the z = const. plane.

We write the total field

V (x, y, z, t) = U(x, y, z)e−iωt

and the spatial part U(x, y, z) satisfies

(
∇2 + k2

)
U(x, y, z) = 0

where we have written k2 = µ0ε0µεω2 = µεω2

c2 = µεk2
0 . The field in a plane z = const. can be represented
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as a Fourier integral

U(x, y, z) =

∫ ∫ ∞

−∞
Ũ(u, v; z)ei(ux+vy)dudv. (3.2)

Replacing this in the Helmholtz equation we obtain

∫ ∫ ∞

−∞

(
∇2 + k2

) (
Ũ(u, v; z)ei(ux+vy)

)
dudv = 0

or ∫ ∫ ∞

−∞

(
(
k2 − u2 − v2

)
Ũ(u, v; z) +

∂2Ũ(u, v; z)

∂z2

)
ei(ux+vy)dudv = 0

This is the Fourier development of the null function, so each coefficient must be null independently. We

have
∂2Ũ(u, v; z)

∂z2
+
(
k2 − u2 − v2

)
Ũ(u, v; z) = 0.

If we introduce w2 = k2 − u2 − v2 then the general solution of this equation takes the form

Ũ(u, v; z) = A(u, v)eiwz + B(u, v)e−iwz.

If we assume that the sources of the fields are all in the z < 0 half space then all waves must propagate

in the positive z direction and B(u, v) = 0. We obtain

Ũ(u, v; z) = A(u, v)eiwz (3.3)

It is therefore clear that in the plane z = 0 the Fourier components of the field distribution ar given

by A(u, v). As the field propagates in the z direction, the Fourier composition in the plane z = Z is

Ũ(u, v; Z) = A(u, v)eiwZ . The propagation in an isotropic homogeneous medium therefore has the effect

of transforming the Fourier components of the field distribution according to the factor eiwz. In the

following we shall refer to it as the evolution operator, by analogy to the quantum mechanical time

evolution operator. The parameter w therefore seems to be of paramount importance. Recall that it is

defined as

w2 = µεk2
0 − u2 − v2.

In this relation all quantities are real except possibly µ, ε and w. As in section 1.6 we introduce the

index n2 = (β + iα)2 = µε where β and α are real, α is positive, and they are given by Eqs. (1.42) and

(1.43). As before the imaginary part α is only introduced in order to determine the signs of the real

parts, and it is then made to tend to zero. We also write w = b + ia. Since no active media are present

all imaginary parts must be positive. We write out the real and imaginary parts of the above relation:

b2 − a2 = (β2 − α2)k2
0 − u2 − v2

ab = αβk2
0

By letting α tend to zero in the second equation it results that either a or b must also go to zero. It is

the first equation that will determine which. For vanishing α we have b2 − a2 = β2k2
0 − u2 − v2. When

u2 + v2 < β2k2
0 then the quantity is positive and a must be the one that vanishes along with α. If on

the other hand u2 + v2 > β2k2
0 then it must be b that vanishes. The sign of the remaining quantity is

determined by the sign of β from the second relation above. We have already seen in Section 1.6 that

when the medium is double positive, then β is positive, but that when it is double negative, then β is

negative. The different possibilities are summarized in Table (3.1).
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u2 + v2 < β2k2
0 u2 + v2 > β2k2

0

β > 0
w real positive

w =
√

β2k2
0 − u2 − v2

w imaginary positive

w = +i
√

u2 + v2 − β2k2
0

β < 0
w real negative

w = −
√

β2k2
0 − u2 − v2

w imaginary negative

w = −i
√

u2 + v2 − β2k2
0

Table 3.1: Table of the possible behaviors of w.

From the table it is clear that features corresponding to large spatial frequencies u, v correspond

to evanescent waves, while low frequency features correspond to propagating waves. In the course of

propagating between the planes z = 0 and z = Z the low frequency components have undergone a

unitary transformation, or a change of phase. In the case of the high spatial frequencies, however, the

phase does not evolve, but the amplitude does. When β is positive this amplitude is attenuated, while

when β is negative this amplitude is amplified. If we note wp for a double positive medium and wn for

the corresponding double negative medium, then from the above table we have

wp = −wn.

The evolution of the field in the z direction in the material with β = −1 is exactly the reverse from

the evolution of the field when β = 1 if losses are ignored. In fact, it is as if the time runs backwards.

This is not an accident. If we consider the Maxwell curl equations (1.37) and (1.39) then changing the

signs of the constitutive parameters µ and ε is formally equivalent to taking the inverse of the time

dependent term e−iωt.

It is tempting now to consider a system of two such complementary slabs, by simply multiplying the

exponential evolution operators. However this is in general not correct. The reason is that above we have

assumed the sources of all fields were to the left of the region of interest and that consequently all fields

propagate in the same direction, the z positive direction. But this can only be the case if the medium is

homogeneous and infinite in the z direction. If an interface or a scattering element of any kind is present

then this is no longer true. In such cases we must consider both left and right going waves, and the way

that they couple at interfaces. This is done by calculating transmission and reflection of each wave at

each interface, by employing the notion of impedance. Without going into the details, we will only point

out that these reflections are absent when the materials are matched. If the two media have the same

impedance then our assumption is justified and it is possible to simply multiply the evolution operators.

It is then possible to consider a region of free space of width z as a filter with a transfer function

given by the evolution operator eiwz, while a similar region filled with µ = ε = −1 placed next to the

first provides the inverse filter, e−iwz. After propagation through the two layers the field is reproduced

exactly . It is, however, well known in the theory of linear systems that inverse filtering is sensitive to

noise. If the initial filter has reduced the amplitude of some frequency components to values close to the

noise amplitude at those frequencies, then when the inverse filter re-amplifies them, it amplifies the noise

as well, resulting in a very noisy reconstructed signal. A way to avoid this problem is to avoid small signal

amplitudes. Since extinction and amplification are given by a term exponential in the distance z then it

may be advantageous to use many thin alternating regions of double positive and double negative media,

rather than two thick ones. As long as they both occupy equal volumes the signal will be reproduced

exactly. The noise limitation also places an upper bound on the distance between an object and the
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surface of the lens, for any given required resolution. The higher the resolution we seek, the higher the k

components that must be resolved. Higher k components, in turn, attenuate faster with distance, which

means that the object must be placed closer to the lens surface in order for the signal level at the large

k to be larger than the noise. The alternative, of course, is cooling the lens to very low temperatures.

The signal reproducing device described above is known as a super-lens because it is capable of repro-

ducing an image including the high spatial frequencies, which in normal optical systems are inevitably

lost. The loss of high frequency components of an image is known as the “diffraction limit” and it is

often said in the literature that the super-lens can overcome the diffraction limit. The fact that high

frequency components of a signal are carried by waves that are attenuated in space, or evanescent waves,

has also led some workers to say that the superlens can “focus” the evanescent waves, in addition to

focusing the propagating waves. This is however subject to the noise limitation mentioned above, even

when absorption is ignored.

In fact the possibility of having media with negative constitutive parameters was investigated for

the first time in a speculative article by Victor Veselago in 1967, translated in English in 1968 [61].

Veselago showed that such media would have many exotic and unexpected properties such as a reversed

Doppler shift, reversed Cerenkov radiation and negative refraction. He did not, however, point out that

evanescent waves would be amplified in such a medium. This was done over thirty years later by John

Pendry in the now famous Physical Review Letters article [15] which can be said to have truly launched

the field of negative index metamaterials.

In order to picture these ideas it is convenient to illustrate them by plotting the transmission co-

efficient of a homogeneous slab as a function of the tangential component of the incident wavevector.

It is especially interesting to observe the behavior for tangential components that are larger than the

wavevector. The plots below show the magnitude of the transmission coefficient through various slab

media as a function of the parameter α =
√

u2+v2

k0
=

√
k2−w2

k0
for H‖ polarization. Though it may sound

paradoxical, α is the tangential component of the incident wavevector in units of the magnitude of the

said wavevector. When α > 1 this means that the “incident” wave in question is an evanescent wave (also

known as inhomogeneous because equiphase planes and equiamplitude planes do not coincide). Large

α correspond to high spatial harmonics of the object in front of the lens. When α > 1 the wave is

evanescent in free space, though it may propagate in media with a high enough index. In other words w

is not necessarily imaginary when α > 1 but only when α > |k| / |k0|.
We begin by comparing the transmission of a regular dielectric slab, with both µ and ε positive with

the transmission of a superlens, that is, a slab with µ = ε = −1. On the left side of Fig. 3.1 we have

plotted the transmission through a slab of thickness d = 1au with µ = 1, ε = 12 for λ = 5au while on the

right side we have plotted the transmission of free space in blue and of the superlens with µ = ε = −1

in green.

There are several important differences between the three situations. Propagating waves, that is, for

which α < 1, are perfectly transmitted by the two media in the right plot, though not quite in the left

plot. The transmission is exponentially decreasing with increasing α for the case of the dielectric slab as

well as for free space, though the decay is faster in the dielectric slab. In addition, the transmission of

the slab exhibits poles, or values of α for which the transmission diverges. This happens close to α = 1

and α = 2.5 for our choice of parameters. No such divergences appear in the right plot. These poles

correspond to guided modes in the dielectric slab. The absence of poles in the right plot indicates that

neither free space nor the superlens support guided modes. The reason for this difference is that in the

right plot, neither of the two media exhibits total internal reflection at the interface with free space.

Light cannot be guided using these media.

It would be tempting to explain the absence of guided modes by the fact that these media are

impedance matched to free space. However, this is not correct. It is possible to have guided modes
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Figure 3.1: Transmission of dielectric slab with thickness d = 1au, with µ = 1, ε = 12 and wavelength
λ = 5au as a function of the tangential component of the wavevector (left). On the right side we compare
the transmission of frees pace slab (blue) and the superlens (green).
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Figure 3.2: As the permittivity and permeability of the slab approach -1 the guided mode is shifted to
infinity and the transmission approaches that of the superlens, the black curve, also the green curve in
Fig. 3.1.

in structures that are perfectly impedance matched to free space. In order to see this we plot the

transmission for three slabs with µ = ε = {1.1, 1.01, 1.001}, traced in blue, green and red respectively.

The superlens transmission is plotted in black. All three slabs support a single guided mode, though

the mode is shifted to higher α the closer we get to the superlens condition. In fact the superlens

can be seen as having a guided mode at infinity on the α axis. Total internal reflection and partial

reflection at transmission through an interface are two physically distinct and unrelated phenomena.

Partial reflection is related to the impedance mismatch while total internal reflection is an effect which

is related to the translation symmetry of the interface and the conservation of the tangential component

of the wavevector which the symmetry requires. Partial reflection is an impedance phenomenon, while

total internal reflection is a symmetry and index phenomenon.

One interesting aspect that can also be seen in Fig. 3.2 is that in principle one does not need a

perfect superlens in order to observe the amplification of evanescent waves across a slab. If one can

obtain a medium with µ = ε = −1.01, corresponding to the green curve, then spatial harmonics up to

about α = 4 will be transmitted accurately across the slab. Higher spatial harmonics will still be lost,

but speaking very loosely one may say that the traditional diffraction limit has been beaten very roughly

by a factor of 4. Of course, this is nothing revolutionary, since resolutions far better than this can be

achieved using widespread near field scanning optical probe microscopy. What is novel in this case is the

means used: a double negative medium.

Before going on to discuss two examples of the larger family of flat lenses let us emphasize once

more that the remarkable properties of the superlens reside essentially in its response to an incident

evanescent field, that is, for α > 1 and that negative refraction is a phenomenon which is a behavior

which pertains to fields with α < 1. Consequently while the superlens may exhibit negative refraction,

negative refraction does not imply a superlens.
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3.3 Flat lenses

In the previous section we have seen that the operation of the superlens depends on three crucial factors.

1. The phase evolution of propagating waves in free space is reversed resulting in refocusing.

2. The amplitude evolution of evanescent waves in free space (decay) is reversed resulting in amplifi-

cation.

3. Interfaces are perfectly matched so that there are no back reflections and no guided modes distorting

the transmission of evanescent fields.

When one speaks of a super-lens it is understood that all three of the above conditions are fulfilled.

However, since it is clear that such superlenses are ideal situations and since no way was immediately

available to design and construct true double negative media, various workers have attempted to emulate

superlensing action using other means. This work has given rise to a series of flat lens proposals, some

of which are closer kin than others to the true superlens as described in the previous section. In this

section we discuss two of these proposals.

But we must say a few words about surface modes.

Let us consider Eq. (3.3). This equation gives the 2D Fourier transform of the field in the x−y plane

at coordinate z. If we use the definition of Eq. (3.2) then we can write the field in plane z as

U(x, y, z) =

∫∫ ∞

−∞
A(u, v)ei(ux+vy+wz)dudv +

∫∫ ∞

−∞
B(u, v)ei(ux+vy−wz)dudv.

It can be seen immediately that the exponential terms in the integrals are solutions of the Helmholtz

equation, because applying the scalar Laplace operator to them is equivalent to multiplication by u2 +

v2 + w2 = k2 = k2
0n

2. Consequently the expression above can be seen as a mode representation of the

field in the slab geometry where each mode has a weight given by the coefficients A(u, v) or B(u, v). The

space of modes in the slab geometry has two degrees of freedom since it can be parameterized by two

parameters, u and v. These field distributions are called modes because each of them is independently

a solution of the Helmholtz equation in the slab.

The slab modes can be distinguished into two types, according to whether w is real or imaginary.

When w is imaginary then the fields are either exponentially increasing or exponentially decreasing with

z. This means that if the slab is sufficiently thick (or if w is sufficiently large), any given mode will be

confined to one of the surfaces, either at z = 0 or z = Z. For this reason, these exponentially increasing

or decreasing modes are also known as surface modes. The majority of the energy that they carry is

strongly localized in the vicinity of one or the other of the two slab faces.

From this point of view, one can say that the particularity of the superlens as compared to any other

slab, is that it allows the electromagnetic energy emitted by an object close to the input surface to couple

efficiently to the surface mode on the output surface. This peculiar phenomenon makes it seem like the

field is “amplified” as it “propagates” across the slab. The net result is that the evanescent field due to a

source, by coupling to the interface mode on the far side, gets a new lease on life, so to speak. A detector

placed close to the output surface can detect fields associated with k components that would not have

been detectable without the negative index slab, or lens.

The trick is to have the high k components of the incident field couple efficiently to the surface mode

on the exit surface. In the ideal superlens this happens directly, with no intermediary. In other types of

flat lenses this process is mediated by the surface mode of the input surface. The energy first couples to

the input interface, and then it propagates to the output interface. The translation symmetry of the slab
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Figure 3.3: We compare the transmission of a superlens (ε = µ = −1, solid curves) with that of an ideal
plasma slab (ε = −1, µ = 1, dashed curves) for wavelengths of λ = 10au(blue) and λ = 15au(green).
The slab thickness is 1au.

insures the conservation of the component of the wavevector in the x − y plane, thereby transmitting it

across the slab.

Two main flat lens ideas have been put forward. The first consists of a thin metal film, while the

second consists of a photonic crystal slab. The metal film is conceptually very closely related to the

superlens, while the photonic crystal idea is considerably farther removed. We first discuss the metallic

film.

Being aware that a true superlens may not be easy to come by experimentally in the short term, in

his original article Pendry also put forward a “watered down” simplified version of the superlens, that he

hoped may be more easily amenable to experimental test. He claimed that superlensing action may also

be observed in a slab of negative permittivity material, provided it was very thin, or equivalently, the

wavelength was very large, and independently of the value of the permeability. His argument goes like

this. In the absence of free charges the behavior is electrostatic and the two curl Maxwell equations can

be ignored. The electromagnetic problem is reduced to one of electrostatics, in other words, a problem

independent of the permeabilities of the media involved. The very thin negative permittivity lens should

therefore behave as a superlens regardless of the value of the permeability. The only requirement is that

the permittivity be close to -1. Pendry therefore claimed that electrostatics reduces the requirement

µ = ε = −1 to simply ε = −1 and it is known that there are frequencies where this value is approached

by several metals.

It is true that metals do contain free charges, which is expressed in the fact that their permittivity

has a non-negligible imaginary part. However, for silver, this imaginary part has been shown to be

sufficiently small to allow experimental workers to observe limited superlensing action. This impressive

experimental feat is due to Fang and coworkers [62] at UC Berkeley and took almost five years to achieve.

In the case of silver the interface modes required to carry the higher spatial harmonics of the input

signal are surface plasmons. Joule absorption notwithstanding, the field at the exit interface is sufficiently

strong to be detected. As far as the phase evolution of the electromagnetic field across the slab, in a

negative permittivity medium this phase shift is null and would not correspond to a superlens-like

behavior, but for the fact that in this case we are dealing with a layer much thinner than the wavelength,

so the phase evolution across it would have been close to zero in any case.

Figure 3.3 compares the transmission through a true superlens (solid curves) with the transmission

through a slab with µ = 1, ε = −1 (dashed curves). The thickness is 1au (arbitrary unit) and the

wavelength is λ = 10au for the blue curves and λ = 15au for the green curves. It is easy to see that as

the wavelength increases the negative permittivity slab becomes a good approximation to the superlens.

Thus the theoretical predictions of Pendry were, at least partially, experimentally confirmed.
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The second flat lens design that was put forward was the photonic crystal flat lens [43]. In this design

one mimics superlensing action without the presence of either a well defined permittivity, permeability

or index. The three points at the beginning of this section may potentially be satisfied, at least in

theory, but in a way that is far from straightforward. The photonic crystal slab is a generalization of the

homogeneous slab due to the fact that the translation symmetry group is discrete, rather than continuous

and moreover the optical size of the unit cell may be quite large, depending on the relative permittivity

and geometry. The notions of propagating, evanescent and anti-evanescent modes must be generalized.

This can and has been done within the monodromy matrix formalism [63].

The monodromy matrix is to a photonic crystal slab what the evolution operator eiwz is to the

homogeneous slab as discussed in the previous section. It is an operator that propagates the field from

one side of the slab to the other. And just as in the case of the homogeneous slab, the operator has

propagating or evanescent components (corresponding to unimodular and nonunimodular eigenvalues

respectively), with the added complication that they are always both present to some extent and no

straightforward simplifications can be made, even when the incident field is a homogeneous plane wave.

In the case of vanishing index contrast this formalism reduces to the angular spectrum representation

discussed in the previous section and in Ref. [60] and the monodromy matrix reduces to the evolution

operator eiwz.

A further complication which appears in the case of the slab, but which we were able to ignore with

the superlens is the impedance mismatch at the input and output interfaces. The superlens was perfectly

matched to free space but photonic crystals slabs rarely are, if ever. Consequently the monodromy matrix

is not sufficient to characterize the imaging properties of the slab and one must consider it in conjunction

with the conventional transmission matrix formalism which takes into account the impedance mismatch

at the interfaces. This mismatch further complicates the study of such flat lenses and a systematic study

of these phenomena from this fundamental point of view has yet to appear in the literature. The intricate

interplay between propagating and evanescent fields in the image formation in PC lenses has been studied

numerically and somewhat empirically by several authors, but with ambiguous results [44, 46, 49].

3.4 Thin wire medium

In this section we obtain an expression for the effective permittivity of a thin wire medium with a

rectangular unit cell. We begin by considering the transfer matrix of a single thin metal-wire grating of

period d in an air slab of thickness h, and comparing it directly with the transfer matrix of a homogeneous

slab with a permittivity ε and the same thickness. This holistic phenomenological approach leads to the

expressions of Eqs. (3.9) and (3.10). We then show that the permittivity given by these expressions

should in fact be seen as the effective permittivity of a rectangular two-dimensional wire medium, with

periodicities d and h. This interpretation is not immediately obvious and is another illustration of the

dangers of doing physics phenomenologically, as discussed in Section 1.8 and Appendix B. The expressions

derived below have the benefit of applying also to media with rectangular unit cells, by contrast with

the best existing estimate, that of Maslovski et al. [56], which applies only to media with a square unit

cell.

3.4.1 Transfer matrix of thin metal wire grating

This derivation follows closely that of Ref. [64]. The case of thin metal wires is a special case of the

theory outlined in Sections A.4 to A.7. More precisely, only the polarization whereby the E field is

parallel to the wires needs to be considered since thin metal wires are transparent to H ‖ polarized

waves. In addition, since the wires are much smaller than the period which is itself smaller than the
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wavelength, this means that only the central monopolar term needs to be kept, namely b0 from Eq.

(A.3). Consequently the scattering equation, Eq. (A.6), becomes

b0 =
i0

(S0)−1 − A0

where i0 is given by Eq. (A.2), S0 is given by Eq. (A.1) and A0 is given by Eq. (A.9). According to Eq.

(A.12) the transmission coefficient becomes

t = 1 + b0 K

πk cosφ

= 1 +
1

−H0(ka)

J0(ka)
− K

πk cos θ + 1 − i 2
π

(
ln(K

k ) + ln 2 − γ
)

K

πk cosφ

= 1 +
1

− K
πk cos θ − 2i

π ln(Ka)

K

πk cosφ

= 1 +
1

−1 + ikL cosφ
(3.4)

where the asymptotic forms of H0 and J0 for small arguments are found in Ref. [65], and where

L = − 2

K
ln(Ka). (3.5)

The reflection coefficient is therefore

r =
1

−1 + ikL cosφ
. (3.6)

We should now have enough information to obtain the transfer matrix characterizing the electromag-

netic properties of the thin wire grating. We use the unimodular matrix formalism (see Refs. [66, 67])

where transfer matrix T for a layer with given reflection and transmission coefficients r and t satisfies

the relation:

T ·
(

1 + r

ik cosφ(1 − r)

)
=

(
t

ikt cosφ

)
(3.7)

Let us note

T =

(
a b

c d

)
.

We would like this transfer matrix to describe a layer of zero thickness and reflection and transmission

coefficients given by Eqs. (3.4) and (3.6), with the additional requirement of field continuity across the

layer.

Field continuity immediately requires

a = 1

b = 0

In addition the unimodular property of the transfer matrix then also requires d = 1. c therefore remains

the only unknown. By writing out the bottom part of Eq. (3.7) we obtain:

c =
2

L
.
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Figure 3.4: We obtain a homogeneous model for the wire grating by adding layers of the surrounding
medium on the top and the bottom of the grating. The total transfer matrix given by M = T (h/2, εm)×
TW × T (h/2, εm) is then compared with the transfer matrix of a homogeneous layer of the same total
thickness h, T(h, εeff).

The transfer matrix therefore takes the very simple form [64]

TW =

(
1 0
2
L 1

)
.

3.4.2 Effective permittivity - analytical

In order to model the row of wires as a slab of homogeneous material with a finite thickness we must

sandwich it between layers of a homogeneous surrounding medium as shown in Fig. 3.4.

To obtain a layer of total thickness h we must consider the grating itself as a surface of thickness zero

characterized by TW between two layers of homogeneous dielectric of thickness h/2 each, characterized

by T(h/2, εm). Then the total transfer matrix takes the form:

M = T(h/2, εm) × TW × T(h/2, εm)

=

(
cos(βh

2 ) 1
β sin(βh

2 )

−β sin(βh
2 ) cos(βh

2 )

)(
1 0
2
L 1

)(
cos(βh

2 ) 1
β sin(βh

2 )

−β sin(βh
2 ) cos(βh

2 )

)

=

(
cos(βh) + 1

βL sin(βh) 2
β2L sin2(βh

2 ) + 1
β sin(βh)

−β sin(βh) + 2
L cos2(βh

2 ) cos(βh) + 1
βL sin(βh)

)

where β2 = k2εm − k2 sin2 φ and h is the total thickness. In order to obtain an estimate for an effec-

tive permittivity of the structure we compare the transfer matrix above with the transfer matrix of a

homogeneous layer of thickness h and permittivity εeff :

T(h, εeff) =


 cos(

βeffh

2 ) 1
βeff

sin(
βeffh

2 )

−βeff sin(
βeffh

2 ) cos(
βeffh

2 )




where β2
eff = k2εeff − k2 sin2 φ. In fact in order to obtain an estimate for εeff we need only compare one

of the elements, the most convenient one, the 11 element:

cos(βh) +
1

βL
sin(βh) = cos(

βeffh

2
).

We obtain:

εeff = sin2 φ +
1

k2h2

(
arccos

(
cos(βh) +

1

βL
sin(βh)

))2

. (3.8)

Let us now check that this estimate is physically reasonable. As we will see, the answer is “almost”.

One more modification will be necessary in order for the formula to be correct.
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Figure 3.5: φdependence of Eq. (3.8) for a grating of period d = 1, wire radius r = 0.01 and λ = 10.
The horizontal line at the bottom of the figure represents the estimate given by Maslovski’s formula
[cite]. The φ dependence is clearly very weak (less than a half of a percent) while the agreement with
Maslovski’s estimate is very good (about half of a percent relative difference).

First, we notice that the effective medium seems to depend on the incidence angle φ. To have an

idea of the strength of this dependence we plot εeff as a function of φ in Fig. 3.5. It is clear that the

dependence on the angle of incidence is negligible. Over the whole range between normal and grazing

incidence the effective permittivity varies by less than a half of a percent. We can therefore safely fix

the angle to 90◦ with negligible error. We discuss that choice below. At the same time we will see below

that the formula gives results which agree very well with the existing estimate by Maslovski et al. [56].

The formula we obtain is therefore:

εeff = 1 +
1

k2h2

(
arccos

(
cos(βgh) +

1

βgL
sin(βgh)

))2

(3.9)

where βg = k
√

εm − 1 or more usefully to a form resembling Maslovski’s expression of Eq. (3.1):

εeff = εm +
1

k2h2

(
arccos

(
1 +

h

L

))2

(3.10)

Obtaining this neat formula is the reason why we chose to fix the angle at 90◦ in Eq. (3.8) above.

This expression seems, at first sight, satisfactory, and its accuracy is excellent as shown in the next

section. However, there is a question as to its interpretation. Can one consistently speak of the effective

permittivity of a single wire grating? In other words, is a single wire grating in a way analogous to

a monoatomic layer? It is known that it is possible to introduce the concept of the permittivity of a

monoatomic adsorbed layer [68], even though it is a derived quantity and less physically meaningful than

the permittivity in the bulk.

In fact the more physically meaningful quantities in the context of an atomic monolayer are the

tangential and normal susceptibilities per unit area noted by Dignam and Moskovits as γt and γn. In

our case, the wire medium is only of interest in the case of polarization corresponding to the electric

field parallel to the wires, such that only γtappears. It is then known that in order for the monolayer

permittivity to be a useful quantity, one must have

γt = (1 − εt)h

be independent of h where h is the thickness of the effective medium with which one would like to replace
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Figure 3.6: E is plotted as a function of the effective permittivity. It can be seen that a slab with
εeff ≈ −1.9 (henceforth the numerical estimate) has a transfer matrix which reproduces to within 5%
the transfer matrix M of the structure under study. The minimum value of E in percent, which we
denote Emin (in this case 5%), is then a measure of how “homogenizable” the structure is.

the monolayer. For our wire structure this comes down to requiring

(εeff − 1)h = const.

A quick look at Eq. (3.10) is sufficient to see that this is not the case. It is a good approximation when

h ≪ L but since L is a logarithmic function of the wire radius, it does not increase very quickly, and h/L

cannot be treated as a perturbation in many cases of interest. There seems to be something inconsistent

about extracting an effective permittivity from a single thin wire grating.

This puzzle is clarified by a close consideration of the results of Pokrovsky and Efros [52] and the

discussions in Refs. [53] and [69]. The results of these workers indicate that the negative permittivity

of thin metal wires is due to the effect of the interference of the multiple scattered waves from the wires

composing the structure, while the negative permeability of resonator media is due to the effect of the

resonances in each individual metal resonator. In particular, the metal resonators can be interpreted

by analogy to atoms characterized by a (magnetic) polarizability, whereas this cannot be said of the

thin metal wires. The effective permeability of the resonator medium can be obtained by estimating the

polarizability of each resonator and the number of resonators per unit volume, where the polarizability

depends, to a very good approximation, only on the internal structure of the resonators, and not on

their spacing. This is not the case for the wire medium, because if one were to define an effective wire

polarizability, it would have to depend not only on the radius of the wires, but also on the distances

between them and on their spatial disposition. The negative permittivity of wire media is then an

intrinsically collective effect. This is why the permittivity of a single wire grating is an ill defined

quantity. One can only speak meaningfully of the permittivity of a two dimensional structure.

Consequently the expressions of Eqs. (3.9) and (3.10) are correctly interpreted as the effective per-

mittivity of a rectangular two-dimensional wire medium with periods d and h.

3.4.3 Effective permittivity - numerical

We now numerically check the accuracy of Eq. (3.8) by comparing the transfer matrix of the three layer

structure of Fig. 3.4, M = T (h/2, εm) × TW × T (h/2, εm), with the transfer matrix of the equivalent

homogeneous slab, T (h, εeff). We define E(εeff) =
norm(M−T (h,εeff))

norm(M) using Matlab’s “infinity” norm and

we plot it as a function of εeff in Fig. 3.6. There is a pronounced minimum around εeff = −1.9 where

the homogeneous slab approximates the wire grating to within better than 5%. This numerical estimate

is in very good agreement with the analytical formula of Eq. (3.9) which gives a value of εeff = 1.85.
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Figure 3.7: Comparison of analytical formula of Eq. (3.9) (solid line) with Maslovski’s formula (dashed
line). The figure shows the relative offset of both estimates in percent from the numerical estimate given
by the minimum of E as shown in Fig. 3.6. The dots represent the “homogenizability” Emin in percent
(see caption of Fig. 3.6)

We now compare our estimate with that given by Maslovski [56] in Fig. 3.7:

εM
eff = 1 − λ2

2πd2 ln
(

d2

4r(d−r)

) .

Eq. (3.9) works better than Maslovski’s formula for wire radii smaller than about d/50. For wire radii

larger than this Maslovski’s formula works better, but at the same time, Emin becomes larger than

10% meaning that the structure is less and less homogenizable. For wire radii smaller than d/1000 the

accuracy of Eq. (3.9) is limited only by the numerical precision.

3.5 Dielectric resonators

O’Brien and Pendry were the first to point out that resonances in high dielectric fibers can be used to

create artificial magnetism in metamaterials [70]. One starts by observing the field distribution inside

and around a dielectric fiber illuminated at its first resonance. For the case of large relative permittivities

the images are quite striking. In Fig. 3.8 we plot the magnetic field and the displacement current in a

circular fiber of radius 0.5 and ε = 200. It is clear that the resonance induces a large magnetic field within

the fiber due to the circulation of the displacement current. In fact, the circulating displacement current

plays the role of a current loop, which then acts as a source for the magnetic field. The question then

naturally arises as to whether by filling space with such dielectric rods one may obtain a metamaterial

with an effective magnetic response, which may therefore be described by an effective permeability. Such

a possibility has the element of novelty that it allows one to construct an effectively magnetic medium

from purely dielectric components (the individual rods). As O’Brien and Pendry point out, at the right

wavelength, such a medium behaves as a magnetic conductor, or a magnetic plasma, the Mie resonances

of the rods acting as fictitious magnetic poles.

The homogenization theory of high dielectric resonating media was placed on a rigorous mathematical

basis by the work of Felbacq and Bouchitté [71, 69, 72]. For instance, in the case of a medium of square

rods of period 1 and side a the effective permeability around the first two s-type (monopolar, or non-null
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Figure 3.8: Magnetic field (left) and electric displacement field (right) of resonating dielectric rod, with
ε = 200 + 5i, r = 0.5 at λ = 18.4. The displacement field outside the rod is too small for the arrows to
be visible on the plot, which also explains the weak magnetic field there (left).

mean value) resonances is given by:

µh = 1 +
64

π4

(
k2

( 2π2

a2εr
− k2)

+
k2

9(10π2

a2εr
− k2)

)
. (3.11)

It is interesting to point out that even though the homogenization theory referred to above is valid for

an infinite 2D medium of dielectric rods, the model continues to be a good approximation even for the

case of a single row, a monolayer, see Fig. 3.9. This is due to the fact that the high relative permittivity

of the rods strongly localizes the field, leading to very weak evanescent coupling between neighboring

rods. Consequently each rod acts as a scattering center in the quasi-static approximation (due to the

large wavelength), and the monolayer thereby’ falls within the domain of applicability of the Mossotti-

Clausius model. It is one of the remarkable features of this model and an indication of its robustness

that over 92% of the “bulk” local field seen by any particular dipole is due to other dipoles in the same

plane. In other words a monolayer approximates the bulk to within better than 8%, and the agreement

improves quickly as one adds more layers [68, 73].

3.6 Metal resonators

The changing magnetic field at the position of the resonator produces an induced electro-motive force

EHin each ring:

EH = −µ0S
∂H

∂t
= jωµ0SH

where S is the surface area of the right, S = πr2 and H is the amplitude of the magnetic field at the

position of the resonator. We assume that the field is approximately homogeneous over distances on the

scale of r. The current induced in each ring is I and obeys Ohm’s law

I

(
1

jωC
+ jω(M + Ls + Li) + R

)
= EH
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Figure 3.9: Real (red) and imaginary (green) parts of the transmission coefficient for grating (solid)
and equivalent homogeneous slab (dashed). The grating has period 1, rods are squares of side 0.5, and
εr = 200 + 5i. The effective permeability of the slab is given by Eq. (3.11) and the effective permittivity
is 1.7, see [Felbacq Bouchitté].
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Figure 3.10: Broadside coupled resonator. The thickness of the metallic strips as well as widths of
the gaps do not appear in the formulas characterizing the resonance subject to reasonable conditions
discussed in the text.
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Each ring is modeled as a series RLC circuit. The capacitance C is the sum of the mutual capacitance

of the two rings and the gap capacitance. The inductance is given by the sum of the mutual inductance

of the rings, M , the self-inductance of each ring, Ls, and the low frequency internal inductance of the

conductors, Li. In the following we shall note L = M + Ls + Li. Since the rings are considered to be

made of a perfect conductor, the resistive term is not related to Joule losses but rather to radiative losses.

Each ring acts as a small emitting antenna. This term is necessary for maintaining the energy balance,

as discussed at the end of Section 1.4.1.

The magnetic moment m of a small current loop is given by m = IS where I is the current, and S

is the surface area. Since there are two loops we have

m = 2IS

=
2SEH(

1
jωC + jωL + R

)

=
2jωµ0S

2

(
1

jωC + jωL + R
)H

and we can define the complex magnetic polarizability of the broadside coupled resonator as

γm
cplx =

2jωµ0S
2

(
1

jωC + jωL + R
)

which can be put in the form

γm
cplx =

2ω2µ0S
2

L

1

ω2 − ω2
i − jω2k3µ0S2

3πL

. (3.12)

We have introduced ωi = 1/(LC) and the radiative losses are accounted for through the R term with

R =
k3ωµ0S

2

3π

where k is the free space wavevector of the radiation at frequency ω [74, 23].

The appearance of this imaginary term may seem surprising because it is immediately seen that by

putting expression (3.12) into the Mossotti-Clausius relation we obtain an imaginary permeability even

though no absorbing media are present. This aspect was already discussed in Section 1.4.1 with the

conclusion that the complex polarizability γm
cplx must be replaced, in the Mossotti-Clausius relation by

the real polarizability given by

γm =
1

Real( 1
γm
cplx

)
. (3.13)

γm
cplx may be seen as the free-space polarizability while γm is the polarizability in the bulk.

We now discuss the inductive terms, L and M . All inductances are given in SI units of Henry.

As far as the inductive properties of thin metal strips of width c are concerned, at large wavelengths,

they are equivalent to cylindrical wires of radius rw = c/4. Consequently we shall treat each ring as a

loop of cylindrical wire of radius rw. The mutual inductance of two parallel loops of wire of radius r

spaced d apart is given by [75]

M = µµ0r

[(
2

ξ
− ξ

)
K(ξ) − 2

ξ
E(ξ)

]
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where

ξ2 =
4r2

d2 + 4r2
,

E(x) =

∫ π/2

0

√
1 − x2 sin2(φ)dφ

and

K(x) =

∫ π/2

0

dφ√
1 − x2 sin2(φ)

.

The self-inductance of each loop is given by

L = µµ0(2r − rw)

[(
1 − ζ2

2

)
K(ζ) − E(ζ)

]

where

ζ =
4r(r − rw)

(2r − rw)2
.

The low frequency internal inductance of round wires is given by [75]

Li ≈ 2πr
µµ0

8π
= µµ0

r

4
.

It is easy to verify that this quantity is about two orders of magnitude smaller than the other two terms

making up the total inductance (the mutual- and the self-inductance) and we ignore it in the rest of this

work.

The total capacitance of the resonator is given by

Ctot = Cm + 2Cs.

Since this must be divided between the two loops, the series capacitance C seen by each loop is given by

C = Cs +
Cm

2
.

However, it is easy to see that the mutual capacitance will be far larger than the split capacitance as long

as the two loops are very close together and the split is not too narrow. The validity of this assumption

is discussed further below.

We now evaluate the mutual capacitance. If the charge distribution over the two loops were uniform,

such that one loop would be positively charged and the other negative, with the charge distributed

uniformly over their surface, then the mutual capacitance of the two loops would simply be equal to

C = πεε0rc/d. However, the loops must remain neutral, and the charge distribution cannot be uniform.

It is shown in the Appendix of Ref. [76] that for the first (lowest frequency) resonance this has the effect

of reducing the mutual capacitance by a factor of π. Consequently the capacitance of the loops takes

the form

C = εε0
rc

d
. (3.14)

Once we have determined the magnetic polarizability of the resonators, we can insert it into the

magnetic Mossotti-Clausius relation to obtain the effective permeability of a medium composed of such

resonators. If the wavelength is much larger than the period of the structure, then the permeability is

approximately local and we have

µz = 1 + χm = 1 +
Nγm

1 − Nγm/3
, (3.15)
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Figure 3.11: The unit cell of the slab of resonators. The structure is repeated in the x and y directions
with period 1cm. The resonators are spaced by 1.3cm in the z direction.

where N is the resonator number density, or N = V −1 where V is the volume of the unit cell which

contains a single resonator.

We have now obtained a model for the magnetic behavior of a medium filled with metallic resonators,

as long as the axes of all resonators are aligned with the magnetic field of the incident wave, and the

resonators are evenly (e.g. periodically) distributed. But the resonators also have an electric response

in addition to the magnetic response. The electric field of the incident wave produces a polarization of

the metal rings, resulting in an induced electric dipole moment. In the polarization under study the

magnetic field is parallel to the axis of the loops and the electric field must lie in the x − y plane (See

Fig. 3.10).

It has been pointed out by various authors that when the electric field is oriented in the y direction,

across the ring splits, an electric resonance appears which complicates both theoretical and experimental

studies of the magnetic behavior of the metamaterials. Consequently we prefer to orient the electric field

in the x direction, in which case the behavior is independent of the presence of the splits. In this case,

the polarizability of a round loop of radius r of round wire of radius rw can be shown to be equal to [77]

γe =
4π2r3

eff

log( 8reff

rw,eff
) − 2

and using the electric Mossotti-Clausius relation we have

εx = 1 +
Nγe

1 − Nγe/3
.

It is worth noting that the radius of the loop and of the wire which must be used in the expression

for the electric polarizability are not the same as r and rw = c/4 as used above, because in that

case we were considering the inductive properties of the loops, whereas here the polarization properties

are under study. Consequently, reff is not necessarily equal to r and rw,eff is not necessarily equal to

c/4 as above. Numerical simulations show that the effective permittivity of the resonator medium is

approximately given by εy = 1.41. Since we are working in Ey polarization, this is the only component

of the permittivity tensor which appears in the effective medium model.
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Figure 3.12: Magnitude of the transmission coefficient for normal incidence onto a slab of four layers of
resonators with r = 3.5mm, c = 1mm, d = 0.05mm. Numerical (solid) and theoretical (dashed).

With this, our model for the effective permeability and permittivity of a metamaterial composed

of broadside coupled split ring resonators distributed uniformly in space is complete. Fig. 3.12 shows

excellent agreement between our analytical model (dashed) and the numerical calculation (solid), in both

amplitude and phase. The plot compares the magnitude of the transmission coefficient through a medium

composed of four planes of resonators. The unit cell is shown in Fig. 3.11. The numerical computations

are done using the finite element method as implemented in the commercial package CST Microwave

Studio. All metal components are modeled as perfect conductors because they only require surface

meshing resulting in considerably faster calculations than for real conductors, which must be meshed

throughout their volume.

However, we must point out that the very good agreement between theory and numerical calculations

is due to the fact that a configuration was chosen where the simplifying assumptions made along the

way hold to a good approximation. In particular, the distance between the two metal loops was chosen

extremely small, 200 times smaller than the period. We now discuss why this is necessary.

There are four different effects that have been left out of the analytical calculation. First is the

split capacitance Cs, second is the internal inductance of the strips Li, third is the correction to the

mutual inductance Lm due to the metal being thin strips rather than cylindrical wires, and fourth is

the edge effect due to the fact that the two metal surfaces are not infinite, and the electric field lines

close to the edges bulge out into space or even couple to nearby objects. The first two effects tend

to increase the capacitance and the inductance pushing the resonance frequency lower, while the third

effect tends to decrease the mutual capacitance Cm pushing the resonance frequency higher. In the

case of Fig. 3.12 the fourth effect is slightly stronger than the first three, resulting in a very slightly

higher resonance frequency than that predicted theoretically; the solid curve resonates just above the

dashed curve. Overall, however, the agreement is very good; due to the fact that since the two rings are

very close together, both the mutual capacitance and the mutual inductance are large and the various

corrections are small.

However, as we increase the separation d we expect our analytical values to underestimate the effective

capacitance and inductance of the resonators since the split capacitance and the internal inductance are

no longer negligible. The increasingly important effects of the edges complicate the treatment further,

with the result that for larger separations d we treat L and C as fit parameters which are determined

phenomenologically before proceeding any further. They are obtained by fitting γm of Eq. (3.13) to the

numerical data.

The table below gives the values of effective inductance and effective capacitance for different resonator

geometries. The unit cell in all cases is a brick of 1× 1× 1.3 centimeters where the structure is periodic

in the x and y directions with period of 1cm. The period in the z direction is therefore 1.3cm. The
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Ro[cm] Ri[cm] d[cm] Leff Ceff

0.4 0.3 0.005 21.39nH 0.534pF
0.4 0.3 0.01 20.63nH 0.298pF
0.37 0.3 0.02 15.76nH 0.203pF
0.37 0.3 0.04 16.79nH 0.11pF
0.37 0.3 0.06 16.32nH 0.09pF
0.37 0.3 0.08 14.64nH 0.087pF
0.37 0.3 0.1 13.52nH 0.086pF

Table 3.2: Effective capacitance and inductance of broadside coupled split ring resonators for different
geometries.
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Figure 3.13: Magnitude of the transmission coefficient for normal incidence onto a slab of four layers of
resonators with Ro = 3.7mm, Ri = 3mm, d = 0.4mm. Numerical (solid) and theoretical (dashed).

outside and inside radii of the resonators are noted Ro and Ri, such that in the notation of Fig. 3.10

c = Ro − Ri and r = (Ro + Ri)/2.

As the distance between the loops increases, both the mutual capacitance and the mutual inductance

decrease, leading to larger resonance frequencies. Whereas the resonance frequency for d = 0.05mm is

slightly below 1.5GHz, for d = 0.4mm the resonance is higher than 3.5GHz as can be seen in Fig. 3.13.

It can be seen that for larger metal loop separations the fit is not quite as good as above, at least insofar

as the phase is concerned. However, in the frequency range of interest, in this case just below 4GHz, the

agreement continues to be very good.

It is important to recall, however, that these simulations are done for normal incidence only. Since

the most interesting applications of composite metamaterials involve fields incident at angles far from

normal incidence we now check the validity of our homogeneous model as a function of angle of incidence.

In the plots below, we compare the magnitude and phase of the transmission coefficient obtained from

3D finite element calculations and from transfer matrix homogeneous slab calculations for the structure

of Fig. 3.12 for incidence angles varying from 0◦ to 80◦ in steps of 10◦ at a frequency of 1.5GHz. The

agreement is excellent.

The wavelength at this frequency is λ = 20cm which is over 15 times larger than the period of the

structure and 25 times larger than the diameter of the resonators.

Given the excellent agreement between rigorous simulation and theoretical model, we may confidently

claim that the resonator medium behaves as an anisotropic homogeneous medium with an effective

permeability tensor with one negative element in a given frequency range 1. The permeability can be

accurately calculated using the model presented in this section.

1The permeability tensor has both positive and negative elements making this an indefinite homogeneous effective
medium [78].
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Figure 3.14: Magnitude and phase of the transmission coefficient for a slab of four layers of resonators
with Ro = 4mm, Ri = 3mm, d = 0.05mm at a frequency of 1.5GHz and for an incidence angle varying
between 0◦ and 80◦. At this frequency we have effective permeabilities µx = −0.838, µy = 1 and µz = 1.
The effective permittivity is εy = 1.41. 3D finite element calculation (solid) and effective medium theory
(dashed).

3.7 Composite metamaterial – the 1D stack approach

In this section we put together the results of Section 1.4 with the results of the previous sections of the

current chapter. Since, as emphasized in Section 1.8 and in Appendix B we search for a constructive

model of the metamaterials under study, we must work within the Small Atoms configuration. What

is required for this, however, is not only a wavelength sufficiently large compared to the period, but

also that the atoms be sufficiently far from one another and their fields sufficiently localized. We avoid

squeezing together the wires and resonators as done in other studies [79] and moreover we choose a

resonator geometry exhibiting fields that are strongly localized within the narrow space between the two

metal loops. By, in addition, placing the elements in such a way as to minimize the near field overlaps (see

section 3.1.2), we create a situation where the elements composing our material see each other effectively

as point dipoles, as opposed to point multipoles, making the medium amenable to analytical methods.

In the previous sections we have studied the effective media associated with collections of thin wires

on one hand, and of split ring resonators on the other. The thin wire medium exhibits an effective

negative permittivity for frequencies below a certain cutoff which depends on the radius of the wires.

For thinner wires the cutoff frequencies are lower. The variation of the cutoff with the wire radius is

slow, since the radius appears inside a logarithm function, see Eq. (3.5). The resonators placed in a

regular array exhibit a negative effective permeability within a certain small frequency range around the

resonance frequency for fields in a single space direction. The resonance frequency depends on the mutual

inductance and capacitance of the two rings, and is generally speaking shifted to lower frequencies as the

two rings are brought closer together and interact more strongly.

As discussed in section 3.1.2, the mixing of the two types of media has raised questions relating to

how the negative permittivity and negative permeability effects influence and perturb each other. The

best solution seems to be to place resonators at nodes of the magnetic field of the wires, as illustrated

in Fig. 3.15. In this way the interference of the scattered waves of neighboring wires is only minimally

perturbed by the presence of the resonators.

This we first illustrate on the structure composed of wires and closed resonators. As is well known

and discussed in Ref. [80] as well as in section 3.6 above, metal ring resonators have not only a magnetic

response but also an electric response. By closing the resonator one eliminates the magnetic response,

and is able to study the effect that the electric polarization of the resonators due to the incident field

has on the behavior of the wires. For the resonator geometries used here the value of the effective

permittivity seems to be close to εy ≈ 1.41. That this value gives results in good agreement with 3D
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Figure 3.16: Magnitude of the transmission coefficient of wires alone (red) and of wires and closed
resonators (green) as a function of frequency. Dashed curves are given by Eq. (3.10) with εm = 1 (red)
and εm = 1.41 (green). The wires are of radius 0.05 mm and the structure is composed of 4 rows of
period 1 cm and spaced by 1.3 cm from each other.

numerical simulation can be seen in Figs. 3.12 and 3.14.

The effect of the superposition of the electric

1cm

1.3cm

Figure 3.15: Schematic metamaterial geometry.

response of the resonators and of the wires is to

lower the plasma frequency of the wires, or, in

other words, to increase the effective permittiv-

ity of the composite by approximately 0.41. This

can be seen immediately from Maslovski’s formula

giving the effective permittivity of a wire lattice

immersed in a medium with εm and µm:

εeff = εm − 2π

µm(kd)2 log
(

d2

4r(d−r)

) .

However, we are dealing with a rectangular unit

cell, so this formula cannot be applied directly.

Instead we use Eq. (3.10):

εeff = εm +
1

k2h2

(
arccos

(
1 +

h

L

))2

. (3.16)

Thus the electric behavior of the medium is fairly well understood. It remains to combine the

permittivity of Eq. (3.10) with the permeability as derived in the previous section. We consider the

two resonator geometries that were also studied in the previous section: in the first type of resonators

were 1mm wide and d = 0.1mm apart, while the second were 0.7mm wide and d = 0.4mm apart. For

the purpose of this study the most important difference between them is their resonance frequency. In

the first case it is close to 2GHz while in the second case it is close to 4GHz. The operating wavelength

therefore differs by a factor of two.

The question which we shall attempt to address is that of the homogeneity of the metamaterial, or, in

other words, the importance of the spatial dispersion which a medium exhibits. If the spatial dispersion is

important then the homogeneous effective medium model is of limited usefulness, while if it is negligible,

then the homogeneous effective medium constitutes a very useful and simple model, opening the way to

the design of materials with remarkable properties.

In general, in order to check that a medium is spatially dispersive, one must perform calculations as a

function of two different parameters, the wavelength, and the angle of incidence, and compare the results

with the results given by the homogeneous model. The experimental data available is encouraging, but
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Figure 3.17: Homogenization as a progression.

not conclusive. The existence of spatial dispersion in composite media is rarely acknowledged in the

literature [81]. Consequently at the present time, in the view of the author, it is premature to claim that

negative index media have been experimentally observed.

In this section I put forward a method whereby a designer may estimate whether a given metamaterial

will behave as a homogeneous effective medium, or whether, on the contrary, the spatial dispersion is

expected to be strong. The argument below is not meant to be mathematically rigorous, but to provide

a certain intuition about the logic behind the method. It follows naturally from the discussion of Section

1.7 and is illustrated visually in Fig. 3.17.

The idea is to homogenize the composite, but only partially, obtaining not a homogeneous effective

medium but an effective slab stack. The geometry of this slab stack would mimic the geometry of

the composite, as shown in Fig. 3.17. Each wire row would be represented as a negative permittivity

slab, and each row of resonators as a negative permeability slab. In this context it seems reasonable

to assume that if the composite behaves as a homogeneous medium, then so does the slab stack. The

homogenization of the metamaterial must “pass through” the homogenization of the 1D stack, in some

sense. This is what we refer to as the “squeeze conjecture”. An equivalent way to state it is that if

the partially homogenized medium behaves inhomogeneously, then so will the composite medium. We

are using an intermediate homogenized model to gauge how far the composite metamaterial is from its

homogeneous effective medium.

Let us explain in more detail what we mean by “intermediate model” (see Section 1.7) and to give a

more precise meaning to our notion of “homogenization axis”.

We begin by recalling that one of the ways that has been used to obtain homogeneous parameters

from composite metamaterials (see Section 1.9 and Ref. [26]) is to define

µi,j
eff =

〈Bi〉
〈Hj〉

εi,j
eff =

〈Di〉
〈Ej〉

where the indices run over x, y, z and the brackets indicate spatial averaging. In Chapter 1 it was

shown that spatial averaging can be written as a convolution with an averaging function f(x), which

is equivalent, in reciprocal space, to multiplication by the filter function f̃(k). One may then say that

when we are comparing the behavior of the composite with that of its effective medium, we are basically

comparing two models of the structure corresponding to two choices of smoothing function f . The
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composite itself corresponds to a choice of f whose support in reciprocal space includes all lattice points :

f(x) = δ(x), corresponding to the identity filter in reciprocal space. The homogeneous model corresponds

to a choice of f whose support in reciprocal space excludes all lattice points except the Γpoint. In this

context then, an intermediate model would correspond to any model obtained by choosing a smoothing

function f between the two extremes. In the case of the 1D stack model, the support of f̃(k) is chosen

to exclude all lattice points except the Γ point and also the points corresponding to the periodicity in

the y direction (Fig. 3.17). In this sense the 1D stack model can be said to be an “intermediate model”

because the filter function f̃(k) used to obtain it lets through not only the DC component but also one

higher harmonic, namely the one associated with the periodicity in the y direction.

Basically we have ordered the different possible models of the composite according to how many of

the spatial harmonics of the 3D periodic structure they keep; the composite itself contains all harmonics;

the homogeneous effective medium contains only one: the DC harmonic; the 1D stack contains two:

the DC harmonic and the first y harmonic. This ordering clarifies somewhat what we meant above

by “homogenization axis”. It is a graphical representation of a process whereby the spatial harmonics

making up the field in a 3D periodic structure are progressively removed to obtain models progressively

closer to the homogeneous effective medium.

In this language then, the “squeeze conjecture” above says that if two models obtained from different

smoothing functions f give the same transmission and reflection for all angles of incidence, then for some

intermediate smoothing function, the result must be the same. These ideas were also discussed, from a

more fundamental point of view, in Chapter 1, Section 1.7.

We now show how to obtain the parameters of the 1D single negative stack. The overall homogeneous

medium parameters are given by the equations of previous sections. The unit cell is 13mm deep, and

the resonators occupy about 8mm. Consequently we model the structure as a slab-stack with h1 = 8mm

and h2 = 5mm with µ2 = 1 and where µ1, ε1 and ε2 are fixed by requiring

h1 + h2ε2

h1 + h2
= εwires alone

eff

h1µ1 + h2

h1 + h2
= µres. alone

eff (3.17)

h1ε1 + h2

h1 + h2
= εres. alone

eff

where εwires alone
eff is given by Eq. (3.16) and µres. alone

eff by Eqs. (3.12), (3.13) and (3.15) and εres. alone
eff =

1.41. The permittivity and permeability are now position dependent, periodic with the period of the

lattice, but in such a way that they average to the fully homogenized effective medium values, εeff and µeff .

In a sense, the homogenization of the composite metamaterial must “pass through” the homogenization

of the single negative stack [82].

Let us now consider a structure analogous to the ones studied experimentally in the literature. We

design the resonators such that the resonance frequency be just below the plasma frequency of the

wires+closed resonators. Looking at Fig. 3.16 the frequency range between 3.5 and 4 GHz seems

promising. The geometry that resonates at this frequency is the second geometry studied in the previous

section namely, with Ro = 3.7mm, Ri = 3mm, d = 0.4mm. We shall refer to this as the “A resonator”,

or the “A type geometry”. The wires are of radius r = 0.05mm and the unit cell layout is as in Fig. 3.15.

The frequency range between 3.5 and 4GHz corresponds to a free space wavelength around 6 times

larger than the period, and about 10 times larger than the diameter of the resonators. This is similar to

the experimental configurations used, among others, by Ref. [80]. The simulation results are presented

in Fig. 3.18. The plot on the left side compares the magnitude of the transmission coefficient of the 3D

composite (in blue) with the equivalent homogeneous effective medium, with εeff and µeff as discussed
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Figure 3.18: Magnitude of the transmission coefficient as a function of frequency; A type resonators
with Ro = 3.7mm, Ri = 3mm, d = 0.4mm. 3D composite (blue), homogeneous model (red) and single
negative stack (green).
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Figure 3.19: Module and phase of transmission coefficient as a function of angle of incidence. 3D
composite (blue) and homogeneous model (red). The frequency is f = 3.748GHz. The homogeneous
parameters values at this frequency are µeff = −1.13 and εeff = −0.412.

above (in red). We see that there is a transmission peak, indeed at the right frequency, as expected, and

as reported experimentally in the literature, but that the agreement with the homogeneous model is not

good. Only the general position of the peak is predicted correctly by the homogeneous model, not its

precise shape. This peak is analogous to what Katsarakis et al. [80] refer to as their “true left handed”

peak. However, on the right side of Fig. 3.18 we also compare the 3D composite with the single negative

stack, with parameters that can be obtained from Eqs. (3.17). The agreement is very poor.

This is to us an indication that what we are looking at is not a transmission peak due to homogeneous

behavior, but rather an inhomogeneous peak. In order to test this, we study the transmission of the

material at a single frequency where the red and the blue curves agree (f = 3.748GHz), by sweeping the

angle of incidence. The results are presented in Fig. 3.19. Our impression is confirmed. The homogeneous

model is a poor description of the behavior of this material and the agreement for normal incidence at

this frequency is accidental. The magnitude as well as the phase of the transmission coefficient off normal

incidence disagree for the 3D composite and the homogeneous model. The most important consequence

here is that simply reporting a transmission peak below the plasma frequency of a wire+resonator medium

for a single angle of incidence does not “demonstrate” anything [83, 84, 85].

We believe these results show that when using the A type resonators the wavelength is too small

for homogenization theory to be truly useful. We need to work at longer wavelengths. This can be

done by shifting the resonance frequency of the resonators to lower frequencies. For this purpose we

use resonators with the ”type B” geometry, that is with Ro = 4mm, Ri = 3mm, d = 0.1mm. In this

second geometry we have reduced somewhat the wire radius, to r = 0.02mm. This is because at this

lower frequency we are further away from the plasma cutoff frequency, which means that the effective
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Figure 3.20: Magnitude of the transmission coefficient for normally incident plane wave on 3D structure
(blue) and on equivalent homogeneous slab (red). See text for parameters.

permittivity of the wires is larger, more negative. This in turn makes the medium less homogeneous.

By reducing the wire radius we lower the plasma frequency and reduce the effective permittivity of the

wires making the medium more homogenizable.

The transmission curve looks as in Fig. 3.20. The homogeneous model used to obtain the red curve is

very slightly different (several percent) from that of the resonators alone. The effective capacitance C of

the resonators is slightly increased by the presence of the wires (Cres
eff = 0.336pF, about 10% higher than

in Table 3.2), but this shift is so small that we consider this as confirmation that the placement of the

resonators and wires in the configuration of Fig. 3.15 achieves its main aim, that of decoupling the near

fields of the wires and resonators. Most importantly the permittivity of the wires and the effective

inductance of the resonators are unaffected . See the discussion of subsection 3.1.2 above.

The two curves seem to be in good agreement, however, a closer look at the transmission peak will

show that the agreement is not uniform. At some frequencies the agreement is better than at others.

For instance above a frequency of 1.95 GHz the medium seems to behave homogeneously. According to

our hypothesis outlined above, we expect the single negative stack model to agree with the homogeneous

model at those frequencies where the homogeneous model agrees with the 3D composite, and to disagree

with it where it does not. This hypothesis is confirmed by the results of Fig. 3.21. At those frequencies

where the red curve agrees with the blue curve, it also agrees with the green curve. However, for

frequencies between 1.85 and 1.95GHz the medium clearly does not behave homogeneously and the red

and green curves disagree.

Moreover, and most remarkably, we see that in this case the agreement between the green and the

blue curves is almost perfect everywhere, in the vicinity of the transmission peak. At least in normal

incidence the composite seems to behave exactly like a single negative stack. Once more this

confirms that the correct placement of the resonators has decoupled them from the inductive interaction

with the wires, and that the part of the double-negative peak that is not homogeneous in nature is not

due to the spatial dispersion of the infinite wires, as hypothesized by Simovski et al. [57], but rather to

the periodicity and layerwise arrangement of the composite components.

But as mentioned above, plotting the transmission as a function of frequency is not enough to justify

claims about the effective permittivity and permeability. We must also study how it varies as a function

of the angle of incidence. This is done in Fig. 3.22 for a frequency of 1.958GHz. The agreement is far

better than in the first case, where the type A resonators were used. In this second case we have also

reduced the wire radius to r = 0.02mm in order to bring the effective permittivity closer to -1. At this

lower frequency we are operating farther from the plasma frequency of the wires, resulting in a larger

negative effective permittivity. A higher permittivity contrast between the wires and the resonators alone
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Figure 3.21: Comparing the transmission of the 3D composite (blue), the homogeneous model (red), and
the slab stack (green). The agreement between the blue and green curves is striking.
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Figure 3.22: Module and phase of transmission coefficient as a function of angle of incidence. 3D
composite (blue) and homogeneous model (red). The frequency is f = 1.958GHz and the wires are of
radius 0.02mm, a factor of 2.5 thinner than in Fig. 3.19. The homogeneous parameter values at this
frequency are µeff = −0.295 and εeff = −4.332.

(which, recall have εres. alone
eff = 1.41), is harder to homogenize.

These results show that it is possible to model composite metamaterials quantitatively, construc-

tively. We have shown that the composite behaves as an anisotropic homogeneous slab at least at some

frequencies, for all angles of incidence. In addition the above results show that it is possible to determine

the frequency regions where the medium is likely to have a homogeneous behavior from regions where it

is not by comparing the predictions of the homogeneous model with the 1D single negative stack model

given by Eqs. (3.17). At the frequencies at which the two models disagree, it is highly likely that the

spatial dispersion of the composite will be too large for it to be usefully modelled as a homogeneous

medium. This is the first time that a straightforward method is proposed for gauging the homogeneity

of a double negative composite metamaterial.

In order to relate these results to the discussion of Chapter 1 one may say that the 1D model is a way

of accounting for the effect of the lattice dispersion in the medium. Recall that the lattice contribution

is expected to dominate the spatially dispersive response of not-quite-homogeneous composites, and that

it is due to the nonuniformity of the macroscopic field over the volume of the smoothing volume f(x).

The 1D model is the first and simplest way to account for this field nonuniformity and it can be seen

that it works remarkably well, at least in cases where the medium is close to homogeneous, such as in

Fig. 3.20. In cases where the medium is farther from homogenization, such as in Fig. 3.18, the spatial

dispersion is too strong and a more complex model than the 1D stack is required, one which includes

Bloch harmonics in other directions than the y direction. At such wavelengths the metamaterial becomes

a meta-photonic crystal, as discussed in Section 1.7.





Conclusion

This work has been concerned with the study of the interaction of matter with the electromagnetic field

in a classical context. In particular, we have been most interested in the study of configurations situated

in the intermediate region where matter does not behave quite homogeneously, but where the scale is

such that neither ray, beam, nor Fourier optics are very useful. These intermediate configurations are

characterized by a wavelength that is on a scale comparable to the structure period.

In such cases there are two approaches to the characterization of the medium.

The first is a method that is a ramification of work done on solid state physics, and it relies on a

Bloch wave description of the field propagation. This could be seen as the microscopic approach, since it

provides an exact and rigorous description of the field in the structure. However, it has the drawback of

being computationally intense, which means that it is intuitively opaque and much design work is reduced

to an elevated form of trial and error. This approach is described and illustrated in Chapter 2 where it

is used to study the superprism effect in dielectric photonic crystals. It is shown that photonic crystals

with anisotropic unit cells are well suited for applications employing the superprism effect, particularly

due to the fact that they offer the possibility of optimizing the transmission by changing the angle of

incidence.

The second method originates in the field of optics, as it attempts to describe the medium by intro-

ducing the effective medium notions of permittivity and permeability (or index and impedance). This

approach is macroscopic in character, in that it does not provide a complete description of the electromag-

netic field. In the language of linear time invariant systems, the homogeneous description is an external

description, since it renders inaccessible the internal variables related to the exact field distribution. The

external description only includes enough information about the medium and the field to be able to

correctly predict its interaction with the outside world in terms of incoming and outgoing fields. This

effective medium approach has the advantage of being simple, intuitive, and readily amenable to design,

with the drawback that it is an incomplete description. In its quest for simplicity and intuitiveness this

description leaves out much information about the structure, and not always in a controlled manner.

This is why, unfortunately, effective medium models are often too easily used to “describe” structures

where such simplifications are not warranted.

The first Chapter of this work is concerned with a detailed discussion of the effective medium descrip-

tion from first principles, with much attention focused on the assumptions and hypotheses underlying

the introduction of effective medium parameters such as the permittivity. The novel concepts of custom-

made effective medium models and meta-photonic crystals are discussed, both being based on the use of

the spatial smoothing function f(x) as a dial useful for trading off non-locality against inhomogeneity.

The distinction between holistic and constructive approaches is also discussed, particularly in relation to

the usefulness of the Mossotti-Clausius relation between the susceptibility and the atomic polarizability.

It is shown that from a constructive point of view the Mossotti-Clausius relation is only valid in the case

of Small Atoms, where the scatterers composing the medium are sufficiently far away from each other

as to be considered oscillating point dipoles. In any other case the dependence of the susceptibility on
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the polarizability becomes either heavily computational, or, more often, holistic, or phenomenological,

thereby losing much of its usefulness.

Moreover, in the derivation of the Mossotti-Clausius relation, one crucial assumption is made, namely,

that the same electric field acts on all atoms in the (infinite) lattice. In reality this is clearly not the case,

but the approximation is in many cases far better than one would expect due to the fact the the strength

of the interaction between lattice sites falls off rapidly with distance. Consequently, it is not necessary for

the field to be uniform everywhere, but only over a volume the size of the “electromagnetic neighborhood”

of the typical atom. Here, “electromagnetic neighborhood” of a given lattice site is understood as the

region including all atoms interacting non-negligibly with the given site. When defining effective medium

parameters, the important parameter is therefore not the ratio of the wavelength to the period, but rather

the ratio of the wavelength to the size of the EM neighborhood. It is therefore useless to squeeze together

atoms since even though this reduces the period, it is unlikely to reduce the size of the EM neighborhood.

Placing the atoms too close together is also detrimental to the Small Atoms approximation rendering a

constructive description more difficult.

The insights developed in Chapter 1 are applied in Chapter 3 to the study of negative index com-

posite metamaterials. These media are composed of thin wires, exhibiting a strong electric response,

and resonators, exhibiting a strong magnetic response. They are first studied separately in order to

characterize their electric/magnetic behavior in isolation. In the last section of Chapter 3 they are com-

bined and the behavior of the composite is submitted to detailed numerical scrutiny. In particular the

external, homogeneous description is tested not only as a function of frequency, but also as a function

of angle of incidence, a first in the literature. The agreement between the homogeneous model and the

3D finite element simulations is remarkable, in both magnitude and phase, as can be seen in Figure 3.22

in particular.

A model is proposed whereby the composite structure is modeled as a 1D stack of alternating negative

permittivity/negative permeability layers. The predictive power of this model is remarkable, particularly

when the medium is not quite homogenized, as can be seen in Fig. 3.21. It is shown that this 1D structure

can be used to gauge the homogeneity of the 3D composite. The predictions made in Chapter 1, Section

1.7, are tested and confirmed by the numerical results of this chapter. When the 1D structure behaves

inhomogeneously, then so does the 3D composite. This is the first time that a method is proposed

that is able to distinguish in a straightforward way frequency regions where an effective medium model

of a composite medium can be expected to be useful from regions where this is not the case. Most

importantly these results open the way to a new and potentially very fruitful way of looking at composite

metamaterials, as discussed in Section 1.7.
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Appendix A

Multiscattering theory of circular rod

gratings

A.1 Single circular rod

In this appendix we develop a multiscattering theory of gratings composed of circular rods (whether

metallic or dielectric). Only dipolar terms are kept, such that the theory only accounts for interactions

between the rods that are mediated by dipolar fields. Comparing the results of this theory with those of

an exact, rigorous method one can determine frequency domains where the rods behave as Small Atoms

in the sense of subsection 1.4.1.

The basic unit of the grating is the individual circular rod. Its optical properties are characterized by

what we will call the scattering matrix. This matrix is defined by the relationship between the incident

waves and the diffracted waves. In cylindrical coordinates it is most convenient to express these in terms

of infinite series of Bessel and Hankel functions respectively, Jn and Hn. Hankel functions of the first or

second kind must be used as outgoing waves, according to which convention is used for the frequency

eiωt or e−iωt.

The scattering matrix is obtained by matching the fields inside and outside the rod using the boundary

conditions appropriate to the material of which the rod is made. For the case of cylindrically symmetrical

objects the scattering matrix takes a diagonal form. For example for a metallic cylindrical rod surrounded

by dielectric with ε = ν2we have

Smetal
n =




− Jn(kνR)

Hn(kνR)
for E ‖ polarization

− J′

n(kνR)

H′

n(kνR)
for H ‖ polarization

(A.1)

while for a dielectric rod with ε1 = ν2
1 surrounded by dielectric with ε2 = ν2

2 we have

Sdielectric
n =





ν2Jn(kν1R)J′

n(kν2R)−ν1Jn(kν2R)J′

n(kν1R)

ν1Hn(kν2R)J′

n(kν1R)−ν2H
′

n(kν2R)Jn(kν1R)
for E ‖ polarization

(1/ν2)Jn(kν1R)J′

n(kν2R)−(1/ν1)Jn(kν2R)J′

n(kν1R)

(1/ν1)Hn(kν2R)J′

n(kν1R)−(1/ν2)H
′

n(kν2R)Jn(kν1R)
for H ‖ polarization

Here R is the radius, k = 2π/λ0 is the free space wavevector and all Hankel functions are of the first

kind.
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Figure A.1: Infinite grating notation.

A.2 Infinite grating

Figure (A.1) shows the notation which we will use below. The continuity conditions are written on the

boundary of the rods. Thus fields are evaluated at points such as P, of cylindrical coordinates r
(P )
l and

θ
(P )
l in the reference frame of rod l. The same point has coordinates r

(P )
j and θ

(P )
j in the reference frame

of rod l + j. Finally, the position of the center of rod l + j in the reference frame of rod l is given by

rj
l and θj

l . The incident field has wavevector k in the surrounding medium (generally assumed to be

vacuum) and its tangential component α gives the quasi-periodicity of the field.

The field at P contains two contributions. The first comes from the incident field, and the second

comes from the fields diffracted by all the other rods.

A plane wave incident with wavevector k on a grating as depicted in Fig. (A.1) can be written as a

sum of Bessel functions as follows:

A.3 Plane wave - Bessel series representation

We start with the formula

eir sin θ =

∞∑

−∞
Jn(r)einθ

In our case we would like to obtain a for-

r

k

φ

θ
X

Y

Figure A.2: Angle definitions

mula for eik·r where k = k

(
sin φ

cosφ

)
and r =

r

(
cos θ

sin θ

)
. Here θ is referenced to the X axis

while φ is referenced to the Y axis, as it is the

angle of incidence of the plane wave on the hori-

zontal grating. We therefore have

eik·r = eikr(sin φ cos θ+sin θ cos φ)

= eikr sin(φ+θ)

=

∞∑

−∞
Jn(kr)ein(φ+θ)

=

∞∑

−∞
einφJn(kr)einθ
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By considering Jn(kr)einθ as the basis of a vector space, and by considering only the three lowest

harmonics then a plane wave with an angle of incidence of φ can be represented by the column vector

Q =




i−1

i0

i1


 =




e−iφ

1

eiφ


 . (A.2)

Keeping only the three lowest terms is a good approximation for wavelengths larger than the optical size

of the individual dielectric rods or larger than the diameter for the case of metallic rods.

In the notation introduced above we can now estimate the field produced by a plane wave at point P

at the surface of rod l in the reference frame of rod l. It is given by:

eik·r(P )
l ≈

1∑

−1

einφJn(kr
(P )
l )einθ

(P )
l .

A.4 Multi-scattering contribution to the local field

The field produced at P by rod j is simply the series of Hankel functions representing the outgoing field

corresponding to rod j, explicitly
∞∑

−∞
bn
j Hn(kr

(P )
j )einθ

(P )
j

or, keeping only the first three terms, as explained above,

b−1
j H−1(kr

(P )
j )e−iθ

(P)
j + b0

jH0(kr
(P )
j ) + b1

jH1(kr
(P )
j )eiθ

(P )
j . (A.3)

We now sum over all the rods except for the center one to obtain the total multi-scattering contribution

at point P: ∑

j 6=0

b0
jH−1(kr

(P )
j )e−iθ

(P )
j +

∑

j 6=0

b0
jH0(kr

(P )
j ) +

∑

j 6=0

b1
jH1(kr

(P )
j )eiθ

(P )
j . (A.4)

The coefficients b are unknown and determining them is the purpose of the multi-scattering theory

outlined below. It is important to note that for each value of j the cylindrical coordinates r and θ

correspond to a different system of coordinates, the j-th. In order to write the continuity conditions at

rod l we must express all geometrical quantities in the coordinate system of rod l. This is done by using

Graf’s formula to go from coordinates j to coordinates l. In our case, for which r
(P )
l < rj

l , it is written:

Hm(kr
(P )
j )eimθ

(P )
j =

∞∑

−∞
ei(m−q)θj

l Hq−m(krj
l )Jq(kr

(P )
l )eiqθ

(P )
l ,

or, by denoting the grating period by d and the rod radius by a,

Hm(kr
(P )
j )eimθ

(P )
j =

∞∑

−∞
ei(m−q)θj

l Hq−m(k |j| d)Jq(ka)eiqθ
(P )
l .

Applying this to Eq. (A.4) and keeping only terms with q ∈ {−1, 0, 1}, we can write the multi-

scattering contribution to the field at P in the form:

TJ−1(ka)e−iθ
(P )
l + UJ0(ka) + V J1(ka)eiθ

(P )
l
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where

T = b−1
0

∑

j 6=0

eijαdH0(k |j| d) + b0
0

∑

j 6=0

eijαdsgn(j)H−1(k |j| d) + b1
0

∑

j 6=0

eijαdH−2(k |j| d)

U = b−1
0

∑

j 6=0

eijαdsgn(j)H1(k |j| d) + b0
0

∑

j 6=0

eijαdH0(k |j| d) + b1
0

∑

j 6=0

eijαdsgn(j)H−1(k |j| d)

V = b−1
0

∑

j 6=0

eijαdH2(k |j| d) + b0
0

∑

j 6=0

eijαdsgn(j)H1(k |j| d) + b1
0

∑

j 6=0

eijαdH0(k |j| d)

and where we have used the identities H2 = H−2 and H−1 = −H1, we denoted eiθj

l =sgn(j), and where

the field quasi-periodicity tells us that bj = b0e
ijαd. The field diffracted by the j-th rod is the same as

the field diffracted by the central l rod with a phase shift which depends on α.

To clarify the notation we introduce the quantities

A0 =
∑

j 6=0

eijαdH0(k |j| d) (A.5)

A1 =
∑

j 6=0

eijαdsgn(j)H1(k |j| d)

A2 =
∑

j 6=0

eijαdH2(k |j| d)

which enable us to write the multiscattering equations self-consistently as

b−1 = S−1(i−1 + b−1A0 − b0A1 + b1A2)

b0 = S0(i0 + b−1A1 + b0A0 − b1A1)

b1 = S1(i1 + b−1A2 + b0A1 + b1A0).

Rearranging and writing in a matrix form we obtain




b−1

b0

b1


 = −




A0 − (S−1)
−1 −A1 A2

A1 A0 − (S0)
−1 −A1

A2 A1 A0 − (S1)
−1




−1


i−1

i0

i1


 . (A.6)

We should emphasize that superscripts indicate the harmonic on i and b coefficients only. On all

other quantities a superscript is an exponent.

The multi-scattering problem is therefore solved once the quantitites A0, A1 and A2 are determined.

This is what we shall undertake in the remainder of this Appendix.

A.5 Computing A0, A1 and A2 numerically

Hankel series expansions such as that of Eq. (A.9) converge extremely slowly. We illustrate by plotting

the convergence of A0 (solid) and A2 (dashed) for a wavelength equal to ten times the period, and for

an angle of incidence of 30 degrees. See Figure A.3. On the horizontal axis is the number of terms

calculated and on the vertical axis is the absolute difference between two consecutive estimates. One

needs to calculate over ten million terms in order to estimate the sums to better than two decimal places.

This is clearly not satisfactory especially since these sums depend on both the wavelength and on the

angle of incidence which means they need to be evaluated often. An analytical approach is indispensable.
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Figure A.3: Convergence study of Hankel series A0 (solid) and A2(dashed)

A.6 Estimating A0, A1 and A2 analytically

The derivation begins by writing the series as a limit:

A0 = lim
r→0


∑

j 6=0

eijαdH0(k ‖r − jdx̂‖)




where we assume the limit exists, and where x̂ is the unit vector in the x direction. If the limit exists,

then we can let r approach the origin in any way we like. In particular, choosing the x axis, we can set

y to zero immediately, in which case ‖r− jdx̂‖ = |x − jd|.
We now apply Weyl’s formula:

H0(k ‖r‖) =
1

π

∫
1

ξ
eiξ|y|eiσxdσ (A.7)

where the Hankel function is of the first kind as throughout this Appendix, ξ = 1√
k2−σ2

and r =

(
x

y

)
.

Since we have already set y to zero, we have

∑

j

eijαdH0(k |x − jd|) =
∑

j

eijαd 1

π

∫
1

ξ
eiσ(x−jd)dσ

=
1

π

∫
1

ξ
eiσx


∑

j

eijd(α−σ)


 dσ

But the sum of complex exponentials inside the integral can be written as a sum of Dirac delta “functions”.

By denoting K = 2π
d and αn = α + Kn we obtain

1

π

∫
1

ξ
eiσx


∑

j

eijd(α−σ)


 dσ =

1

π

∫
1

ξ
eiσxK

(
∑

n

δ(σ − (α + Kn))

)
dσ

=
K

π

∑

n

∫
1

ξ
eiσxδ(αn − σ)dσ

=
K

π

∑

n

1

βn
eiαnx
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Summarizing, we now have

∑

j

eijαdH0(k |x − jd|) =
K

π

∑

n

1

βn
eiαnx (A.8)

It is important to notice that by letting x → 0 both sides of this equation diverge, even though on the

right side this is due to a divergent series, while on the left side this is due to a single diverging term, the

zeroth term which contains the troublesome H0(k |x|). Fortunately, the quantity that we seek to evaluate

is the left hand sum without the zeroth term (see Eq. (A.9)). In what follows we will show that the

right hand sum diverges in such a way that, in the limiting case of very small x, it exactly cancels the

diverging zeroth term of the left side resulting in a meaningful limiting process.

The asymptotic form of H0 for small positive arguments can be found in Abramowitz and Stegun

[65]:

lim
x→0

H0(kx) = 1 + i
2

π
(ln(kx) + γ − ln 2)

where γ is the Euler-Mascheroni constant. It is clear that it is the natural logarithm which drives the

divergence for small x. By extracting a natural logarithm from the right hand side of Eq. (A.8) we may

be able to cancel out the diverging terms.

We rewrite

K

π

∑

n

1

βn
eiαnx =

K

π

∑

n

ei(α+nK)x

√
k2 − α2

n

=
K

π
eiαx


 1

k cos θ
+
∑

n6=0

einKx

√
k2 − α2

n




Let us now focus on the last sum.

∑

n6=0

einKx

√
k2 − α2

n

=
∑

n6=0

(
einKx

√
k2 − α2

n

− einKx

iK |n| +
einKx

iK |n|

)

=
∑

n6=0

(
1√

k2 − α2
n

− 1

iK |n|

)
+

∞∑

n=1

einKx + e−inKx

iKn

= ∆ − 2

iK
ln(Kx)

Here ∆ converges quickly to a small value for large λ and we can safely ignore it. We obtain

lim
x→0

∑

j 6=0

eijαdH0(k |x − jd|) = lim
x→0

(−H0(k |x|) +
K

π

∑

n

1

βn
eiαnx)

= lim
x→0

(
−1 − i

2

π
(ln(kx) + γ − ln 2) +

Keiα0x

πk cos θ
− K

π

2

iK
ln(Kx)eiα0x

)

=
K

πk cos θ
− 1 + i

2

π

(
ln(

K

k
) + ln 2 − γ

)
.

We are now able to evaluate

A0 ≈ K

πk cos θ
− 1 + i

2

π

(
ln(

K

k
) + ln 2 − γ

)
. (A.9)

Derivations similar to the one above result in convenient approximate forms for A1 and A2:

A1 ≈ − 2

π
sinφ + i

K

πk
tanφ



A.7. TRANSMISSION AND REFLECTION COEFFICIENTS 97

A2 ≈ K

πk

cos(2φ)

cosφ
− i

1

π

(
K2

3k2
− cos(2φ)

)

where φ is the angle of incidence, as above.

A.7 Transmission and reflection coefficients

Let us now assume that we have calculated the scattering coefficients b−1, b0and b1 from Eq. (A.6). We

now show how the reflection and the transmission coefficients can be obtained.

The field diffracted by the l = 0-th rod at any point of coordinates r and θ in the coordinate system

of rod l = 0 is given by

b−1
0 H−1(k ‖r‖)e−iθ + b0

0H0(k ‖r‖) + b1
0H1(k ‖r‖)eiθ. (A.10)

We must sum these contributions for all the rods to obtain the total field at r and by following the

derivation leading up to Eq. (A.8) but without letting y go to zero. One can show that

b0
0

∑

l

eilαdH0(k ‖r − ldx̂‖) = b0
0

K

π

∑

n

1

βn
ei(αnx+βn|y|). (A.11)

It is easy to see that this formula basically translates a field produced by an infinite row of isotropic

point scatterers (left side) into a sum of plane waves (right side). For the case of a wavelength larger

than the grating period we must also point out that αn and βn are real only for n = 0. This means

that only the first plane wave is propagating, all the other being evanescent in the upper and lower half

spaces. Consequently in the far field we can ignore all but the n = 0 term. The amplitude of the plane

wave due to the b0 term is therefore given by

b0
0

K

πk cosφ
. (A.12)

In fact, we should point out that there are two plane waves produced by this term, one in the upper half

plane, for which y > 0 and one in the lower half plane, for which y < 0 in Eq. (A.11). The first will

contribute to the transmitted field, while the second will contribute to the reflected field.

We now calculate the contributions of the b−1 and b1 terms from Eq. (A.10). First we need a way to

also translate the series of H1 and H−1 functions into series of plane waves, as in Eq. (A.11). We begin

once again with Weyl’s formula, Eq. (A.7):

H0(k ‖r‖) = H0(k
√

x2 + y2) =
1

π

∫
1

ξ
eiξ|y|eiσxdσ

We now apply the differential operator ∂
∂x + i ∂

∂y to both sides. On the left side we obtain

(
∂

∂x
+ i

∂

∂y

)
H0(k

√
x2 + y2) = −H1(k

√
x2 + y2)

(
kx√

x2 + y2
+ i

ky√
x2 + y2

)

= −kH1(k
√

x2 + y2)eiθ

and therefore

H1(k ‖r‖)eiθ =
1

πk

∫
ξsgn(y) − iσ

ξ
ei(σx+ξ|y|)

H−1(k ‖r‖)e−iθ =
1

πk

∫
ξsgn(y) + iσ

ξ
ei(σx+ξ|y|).
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Figure A.4: Dielectric cylinder of radius 0.3 as represented in the RCW grating simulation.

From here one can follow a development similar to the one leading up to (A.8) to obtain the formulas

analogous to Eq. (A.11):

b1
0

∑

l

eilαdH1(k ‖r − ldx̂‖)eiθ = b1
0

K

πk

∑

n

βnsgn(y) − iαn

βn
ei(αnx+βn|y|)

b−1
0

∑

l

eilαdH−1(k ‖r − ldx̂‖)eiθ = b−1
0

K

πk

∑

n

βnsgn(y) + iαn

βn
ei(αnx+βn|y|)

The contributions to the transmitted (upper half plane, y > 0) plane wave are therefore:

b1
0

K

πk cosφ
(cos φ − i sinφ) and b−1

0

K

πk cosφ
(cos φ + i sinφ)

while the contributions to the reflected (lower half plane, y < 0) plane wave are

b1
0

K

πk cosφ
(− cosφ − i sin φ) and b−1

0

K

πk cosφ
(− cosφ + i sinφ).

The reflection and transmission coefficients are therefore given by

r = K
πk cos φ

(
b0
0 + b−1

0 (− cosφ + i sinφ) − b1
0(cosφ + i sinφ)

)

t = 1 + K
πk cos φ

(
b0
0 + b−1

0 (cosφ + i sinφ) + b1
0(cos φ − i sinφ)

)

A.8 Domain of validity - comparison with rigorous simulations

In this section we compare the results obtained using the method described above with the Rigorous

Coupled Wave (RCW) transfer matrix method as described by Nevière and Popov [86]. In this way we

can gain a better understanding of the domain of validity of the approximations made above.

Since in the above calculations we have assumed a single plane wave incident on the grating, and a

single plane wave diffracted respectively above and below the grating, our calculations only apply in the

single-order-of-diffraction regime, where λ > d, d being the grating period. In the figures that follow the

horizontal axis will therefore represent the wavelength measured in units of the period and λ > 1.

The RCW method is one in which a given geometry is divided up into thin layers and the transfer

matrices of the individual slices are assembled to give the transfer matrix of the whole structure. As a

result, when circular rods are considered the actual structure being simulated is something resembling

Fig. A.4 rather than a perfect cylinder. However, for the large wavelengths under study here the

difference is negligible.
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Figure A.5: The absolute value of the transmission coefficient for a grating of dielectric rods with ε = 10
and r = 0.3 at normal incidence. Comparison between RCW simulation (solid) and the asymptotic
analytic method (dashed).
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Figure A.6: The absolute value of the transmission coefficient for a grating of dielectric rods with ε = 30
and r = 0.4 at normal incidence. Comparison between RCW simulation (solid) and the asymptotic
analytic method (dashed).

We begin with a typical structure, with a relative permittivity of 10 and rod radius of 0.3, in units of

the period. We see in Fig. A.5 that the agreement is excellent down to wavelengths about twice as large

as the period. In other words the asymptotic method seems to give good results for λ ' 2d. This is quite

satisfactory for a study of the homogeneous properties of this kind of structure where the wavelengths

under study are usually considerably larger than the period. The agreement is quite robust for different

values of relative permittivity or rod radius but there are two cases in which it breaks down.

The first one is illustrated in Fig. A.6. In this case we chose a very large relative permittivity, ε = 30,

with a slightly larger rod radius r = 0.4. We see that a series of resonances appear which are accounted

for reasonably well by the asymptotic theory. However, it is clear that the resonances around λ = 2.2

and λ = 2.8 are not reproduced. The reason for this is that they are higher order multipolar resonances

which cannot pe reproduced by our theory which keeps only monopolar (b0) and dipolar (b−1,b1) terms.

The second limitation is, more interestingly, for the case of very low relative permittivities (ε = 3),

and for rods that are very close to each other (r = 0.49), as illustrated in Fig. A.7. We can see that

the two methods agree well only for much larger wavelengths, of λ ' 4− 5. The explanation for this lies

in the fact that the asymptotic method relies on a tight-binding-like expansion of the fields. The fields

are expressed in terms of functions localized around individual fibers. As a consequence the results are

good when the grating is in the tight-binding regime, in other words when the relative permittivity is
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Figure A.7: The absolute value of the transmission coefficient for a grating of dielectric rods with ε = 3
and r = 0.49 at normal incidence. Comparison between RCW simulation (solid) and the asymptotic
analytic method (dashed).
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Figure A.8: Magnitude of transmission coefficient for normal incidence obtained through the analytical
method above (dashed) and by the finite element method employed by Femlab Multiphysics (solid).
The wire radius is r = 0.01d and the incidence is normal.

large and the fibers are relatively far from each other. In this situation it is a good approximation to

consider that the total field is produced by a superposition of the fields generated by individual fibers.

When the relative permittivity is small and the fibers are almost touching, then the grating is closer

to a perturbation regime where the coupling between the fibers is strong, and the grating behaves more

similarly to a flat dielectric guide with a periodic perturbation.

A good agreement between the analytic theory and a rigorous simulation is therefore, generally

speaking, an indication that the grating is in the tight-binding regime and that the dominant phenomenon

is the individual rod resonance. From this perspective it is possible to use this method to test the extent

to which the rods are coupled through non-dipolar fields, also known as near fields or evanescent fields.

When the code works well, this is an indication that the rods see each other as dipole scatterers. In

the context of the development presented in Chapter 1 this is quite interesting, because we now have a

criterion for determining whether the all important dipolar approximation is justified or not in a given

structure.

For the case of thin metal wires the agreement is even better than for dielectric rods, since the wires

act as monopolar scatterers and since even wavelengths close to 1 are much larger than the size of the

scatterers. We illustrate by comparing the results of the analytic method above and the finite element

method employed by the commercial suite Comsol Multiphysics in Fig. A.8.



Appendix B

The parameter extraction procedure

As mentioned in Section 3.1, the initial absence of detailed constructive approaches to the homogeniza-

tion of composite metamaterials led some authors to take a holistic black box approach to modeling

metamaterials. This approach took the form of a procedure which would be able to deduce the effective

index and the effective impedance of a slab of material from the reflection and transmission coefficients.

Both the magnitude and phase of these coefficients are required, as well as the thickness of the struc-

ture. Since the phases play an important role in the parameter extraction and since they depend on the

conventions and choice of coordinates during the derivation we give the details below.

If we consider a homogeneous slab of thickness d, index n and impedance z surrounded by air, above

and below, oriented normally to the y axis, then the field above the slab takes the form

ua(y) = a−
a e−ik0y + a+

a eik0y

and the field below the slab takes the form

ub(y) = a−
b e−ik0y.

Since we are in normal incidence we have the choice of writing the continuity conditions in E‖ or H‖,

the result will be the same. We choose E‖. In this case the field u is continuous at the two interfaces

and also the quantity 1
µ0µ

∂u
∂y is continuous. Writing out the continuity conditions in matrix form we can

define the transfer matrix for any given interface between medium j and medium j + 1 as the matrix

Tj =

(
sj dj

dj sj

)

where

sj =
kj +

µj+1

µj
kj+1

2kj
dj =

kj − µj+1

µj
kj+1

2kj
.

The propagation of the field within the layer is accounted for by the matrix

C =

(
e−ink0d 0

0 eink0d

)
.

The overall transfer matrix through the slab is then given by

M = T0CT1

101
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Figure B.1: Effective permittivity and effective permeability extracted from a slab with ε = −2 and
µ = −5, d = 1[au].

and the reflection and transmission coefficients are given by

r =
M2,1

M1,1
t =

1

M1,1
.

Writing these out in terms of the index and impedance of the slab, we have

t−1 =

(
cos(nk0d) − i

2
(z − 1/z) sin(nk0d)

)
eik0d

and

r = −t
i

2
(z − 1/z) sin(nk0d)eik0d.

These relations can be inverted in order to express n and z in terms of r and t. We have [51]

n =
1

k0d
cos−1

(
1

2teik0d

[
1 − (r2 − t2e2ik0d)

])
+

2πm

kd
(B.1)

where m is an integer, and

z = ±
√

(1 − r)2 − t2e2ik0d

(1 + r)2 − t2e2ik0d
. (B.2)

The sign in front of the square root in the expression for the impedance is fixed by the requirement

that in passive materials the real part of the impedance is always positive. The imaginary part of the

index must likewise be positive in passive media. If the structure in question is lossless, all imaginary

parts must be null. The remaining ambiguity is the choice of branch for the inverse cosine, in the

expression for the index. In order to fix the value of m at least two measurements must be performed,

for two different thicknesses. The value of m which gives the same value of n must then be chosen.

However, for samples with an optical thickness that is sufficiently small we have m = 0. The optical

thickness depends on both the physical thickness and the optical index. Therefore, we expect that the

expression for n give good results with m = 0 for situations where the sample is thin, and the index is

not much larger than 1.

We illustrate first on a homogeneous slab, and then on a very high contrast grating (see Section 3.5).

The dielectric slab has thickness d = 1, µ = −5 and ε = −2. We extract the effective permittivity and

permeability for wavelengths ranging from λ = 1.1 to λ = 20. Clearly, when the wavelength is shorter

than about six times the thickness of the slab, a different branch must be chosen for the inverse cosine

of Eq. (B.1), namely that with m = 1. The extraction seems to work well for this simplest of cases,

especially because the medium is not dispersive and we know that the extraction works when we see a

straight horizontal line on the extraction plots. The situation is considerably more complicated when we
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Figure B.2: Effective permittivity and effective permeability extracted from a single grating of square
rods or side 0.5[au] suspended in air. The thickness of the effective homogeneous slab is d = 1[au].
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Figure B.3: Effective permittivity and effective permeability extracted from two gratings of square rods
of side 0.5[au] suspended in air. The thickness of the effective homogeneous slab is d = 2[au].

are dealing with a strongly dispersive structure.

We use the example of the grating of Fig. 3.9, which consists of a series of dielectric rods suspended

in air, with ε = 200. The rods are square, of side 0.5[au] and the period is p = 1[au]. We try to replace

this structure with a homogeneous slab of thickness d = 1[au]. The extraction is presented in Fig.

The permeability is resonant around the first Mie resonance at λ ≈ 10 as expected, but the permit-

tivity seems to have a resonance also at about the same position. However, it is not clear whether the

form of the permittivity is an actual part of the homogeneous description of the two dimensional medium

or whether it is an artefact due to the fact that we are extracting parameters from a single monolayer,

a single grating. It is to be expected that a monolayer will not behave exactly as the bulk crystal, and

it is likely that that is the reason for the appearance of the unexpected resonance of the permittivity.

We must therefore attempt to extract parameters from a thicker structure, composed of more stacked

gratings.

Unfortunately, however, as we increase the thickness of the structure the extraction procedure ceases

to give reliable results. Figures B.2 and B.3 show the results of the extraction for a monolayer and a

bilayer respectively. The permeability seems to be consistent, in the two cases, but the results for the

effective permittivity are quite different. One cannot say from these results whether the medium truly

has a resonant effective dielectric response or if it is simply an artefact of the extraction method due

to the small thickness of the structures. It is encouraging to notice, though, that at least around a

wavelength of about 9.5au, wavelength for which the effective permeability is close to -1 and which is of

particular interest to us, the effective permittivity given in both cases is close to 2. This is reasonably

close to the theoretically predicted value of 1.7 of Felbacq and Bouchitté [72].

The best confirmation of the theoretical model, though, is a direct comparison between the result

of the simulation of the rod structure and the effective homogeneous structure. The difference between
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Figure B.4: Comparison of the real and imaginary parts of the reflection coefficient of a structure
composed of 8 layers of square dielectric rods of ε = 200 and the effective homogeneous slab with µ given
by Eq. (B.3).

the two approaches is important because one is a holistic black box model that may have no physical

content, and the other is a constructive model where the physics appears explicitly, taking the form of

the closed form expressions:

µeff = 1 +
16

π4

k2

8π2/ε − k2
(B.3)

εeff = 1.7. (B.4)

In the first approach, design is purely trial and error, while in the second, design is direct and almost

automatic. When taking a constructive approach we can be sure to have captured the physical phe-

nomenon involved. Figure B.4 compares the real and imaginary parts of the reflection coefficient from a

structure of 8 stacked gratings, with the same geometry as above, with the reflection from the effective

homogeneous slab with parameters given in Eqs. (B.3) and (B.4).

The agreement is excellent almost everywhere, with the exception of a small region just above λ = 10.

In particular, the agreement is almost perfect in the region of interest where the effective permeability

becomes negative, 9 < λ < 10. This validates the constructive analysis of Ref. [72] and constitutes a

strong argument in favor of constructive methods, as opposed to holistic, phenomenological methods.
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________________________________________________________________
__________________
RESUME en français

Les métamatériaux composés sont des structures périodiques metallo-dielectriques fonctionnant à 
des longueurs d'onde plus grandes que leur périodicité. A des longueurs d'onde sufisamment 
grandes ces  structures  se comportent comme des milieux homogènes caractérisés  par  des 
paramètres  tensoriels  de  permittivité  et  perméabilité.  Ces  paramètres  peuvent  prendre  des 
valeurs en dehors du domaine naturellement disponible; notamment il est possible de concevoir 
des matériaux avec une permittivité et perméabilité simultanément négative, donnant lieu à un 
indice de refraction négatif. Cependant, il n'est pas toujours évident que un modèle homogène 
soit adapté pour decrire le comportement d'une structure donnée à une longueur d'onde donnée. 
C'est un aspect souvent passé sous silence dans la littérature. 

Dans ce mémoire je commence avec une analyse fondamentale des notions de perméabilité et 
permittivité dans l'absence des charges libres. Les conclusions de cette discussion sont utilisés 
pour analyser le comportement des métamatériaux composites à indice négatif. Je propose une 
méthode qui permet de identifier des domaines de fréquence où une structure puisse être décrite 
quantitativement par des paramètres homogènes de permittivité et perméabilité. Ce travail ouvre 
la voie vers une compréhension plus détaillée de la transition entre  comportement homogène et 
inhomogène dans les métamatériaux composites, et introduit, notamment, les notions nouvelles 
de modèle effectif sur mesure, et de meta-cristaux photoniques.

_______________________________________________________________________________
__

TITRE en anglais
Electromagnetic Metamaterials – From Photonic Crystals to Negative Index 
Composites
________________________________________________________________
__________________
 RESUME en anglais

Composite metamaterials are periodic metal-dielectric structures operating at wavelengths larger 
than the structure period. If properly designed these structures behave as homogeneous media 
described by effective permittivity and permeability parameters. These effective parameters can 
be designed to take values in domains that are not available in naturally occurring media; notably 
it is possible to design composite metamaterials with simultaneously negative permittivity and 
permeability, or, in other words, with a negative refractive index. However, in many experimental 
or numerical studies it is far from obvious that the use of a homogeneous model is justified for a 
given structure at a given wavelength. This issue is often glossed over in the literature. 

In this work I take a detailed look at the fundamental assumptions on which effective medium models 
rely and put forward a method for determining frequency domains where a given structure may or 
may not be accurately described by homogeneous effective  medium parameters.  This work 
opens the door to a more detailed understanding  of the transition between homogeneous and 
inhomogeneous  behavior  in  composite  metamaterials,  in  particular  by  introducing the  novel 
notions of custom made effective medium model, and of meta-photonic crystal.
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DISCIPLINE  

     Physique de la matière condensée
________________________________________________________________
___________

MOTS-CLES 

Effective medium theory, homogenization, negative index, permittivity, permeability, superlens, 
photonic crystal, magnetic resonator, spatial dispersion, non-local, metamaterial, meta-photonic 
crystal, inhomogeneous effective medium.
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