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2.3.3 Itô-Wentzell formula . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.3.4 Existence of symmetric integrals and chain-rule formulae . . . . . . 74

2.4 SDE driven by a scv process and semimartingales . . . . . . . . . . . . . . 78
2.4.1 The equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
2.4.2 Hypotheses on the coe�cients . . . . . . . . . . . . . . . . . . . . . 79
2.4.3 Some properties on the trajectories of a solution . . . . . . . . . . . 80
2.4.4 Existence and uniqueness . . . . . . . . . . . . . . . . . . . . . . . 85
2.4.5 On the uniqueness of the integral equation . . . . . . . . . . . . . . 89
2.4.6 The �nite quadratic variation case . . . . . . . . . . . . . . . . . . . 91
2.4.7 The H�older continuous case . . . . . . . . . . . . . . . . . . . . . . 94

i



TABLE DES MATI�ERES

2.4.8 The case of the fractional Brownian motion . . . . . . . . . . . . . 97
2.4.9 Existence in the case of Brownian motion . . . . . . . . . . . . . . . 98

Bibliographie 100

ii



Introduction

Le calcul d'Itô a �et�e amplement employ�e en math�ematiques �nanci�eres pour mod�eliser
l'�evolution des actifs �nanciers et celle d'un portefeuille d'investisseur. Cette th�eorie s'ap-
puie principalement sur l'hypoth�ese de propri�et�e de semimartingale pour les processus
d�ecrivant le cours des prix d'un actif risqu�e.

N�eanmoins, pour plusieurs raisons que nous d�ecrirons plus loin, il semble pertinent
de r�e
�echir �a une th�eorie s'a�ranchissant de cette propri�et�e. A l'origine, le but de cette
th�ese �etait l'application du calcul stochastique via r�egularisation au d�eveloppement d'une
telle th�eorie. En e�et, ce calcul repr�esente un outil essentiel puisqu'il �etend le calcul d'Itô
au-del�a des semimartingales. Par la suite, nos recherches ont soulev�e plusieurs probl�emes
techniques dont la r�esolution constitue une partie importante de la th�ese. C'est pourquoi
celle-ci s'inscrit dans la continuit�e du calcul via r�egularisation en contribuant �a l'�etude et
�a la g�en�eralisation des processus de Dirichlet.

Le calcul via r�egularisation a �et�e introduit en 1991 dans [52] et a �et�e d�evelopp�e dans les
quinze derni�eres ann�ees par plusieurs auteurs ; un panorama de ce calcul se trouve dans
[57]. Ses avantages principaux sont sa g�en�eralit�e et sa souplesse. Il int�egre le cadre du
calcul stochastique mais la structure probabiliste sur laquelle il se fonde est minimale. Il
constitue, d'ailleurs, un pont entre le calcul stochastique classique et le calcul trajectoriel.

Dans ce contexte on introduit l'int�egrale forward, l'int�egrale sym�etrique et la covaria-
tion. Ces objets sont d�e�nis �a travers une proc�edure de r�egularisation et convergence. On
pose, pour " > 0;

I("; Y; �; t) =
1

"

Z t

0

Ys(�s+" � �s)ds; I�("; Y; �; t) =
1

2"

Z t

0

Ys(�s+" � �s�")ds

et

C("; Y; �; t) =
1

"

Z t

0

(Ys+" � Ys)(�s+" � �s)ds:

Si les suites de processus (I("; Y; �; t))">0; (I
�("; Y; �; t))">0 et (C("; Y; �; t))">0 convergent

en probabilit�e pour tout t et le processus limite admet une modi�cation continue, nous
dirons respectivement que Y est �-forward int�egrable, que l'int�egrale sym�etrique de Y
par rapport �a � existe et que le vecteur (�; Y ) admet sa covariation. L'int�egrale forward,
l'int�egrale sym�etrique et la covariation serons symbolis�ees respectivement par

R �
0
Ytd

��t,R t
0
Ytd

��t, et [�; Y ] : Si Y = �; � est dit processus �a variation quadratique �nie et [�; �]

est not�e [�] : Si la suite de processus
�
1
"

R t
0
(�s+" � �s)

3ds
�
">0

converge en probabilit�e uni-
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CHAPITRE 0. INTRODUCTION

form�ement sur [0; 1]; et pour tout suite ("k)k�0 il existe une sous-suite (�"k)k�0 telle que

sup
k�0

1

�"k

Z 1

0

j�s+�"k � �sj3 ds < +1; p:s:;

� est appel�e processus �a variation cubique �nie (strong cubic variation, en anglais). Le
processus limite est not�e [�; �; �] :

L'int�egrale forward est employ�ee lorsque � est un processus �a variation quadratique
�nie, alors que l'int�egrale sym�etrique intervient si � a une variation cubique �nie.

L'int�egrale forward g�en�eralise l'int�egrale d'Itô et peut être li�ee �a l'int�egrale de Skoro-
hod lorsque l'int�egrateur est le mouvement brownien. L'int�egrale sym�etrique, lorsque les
processus intervenants sont des semimartingales ou des processus gaussiens, co��ncide avec
l'int�egrale de Fisk-Stratonovich. La covariation de deux semimartingales co��ncide avec le
crochet droit classique.

Un outil classique fondamental du calcul d'Itô est la d�enomm�ee formule d'Itô qui
permet de d�evelopper f(t; �t) pour une certaine fonction f : R! R su�samment r�eguli�ere
et une semimartingale �. A ce jour, il existe une quantit�e impressionnante de travaux
g�en�eralisant la formule d'Itô et il serait impossible de tous les lister. Un premier niveau de
g�en�eralisation survient lorsque � est �a variation quadratique �nie. L'�etat de l'art de cette
formule appliqu�ee �a un processus �a variation quadratique �nie se trouve par exemple dans
[25], [56], voir aussi [57]. Les g�en�eralisations ult�erieures vont dans deux directions :

1. lorsque � n'est pas n�ecessairement �a variation quadratique �nie. Par exemple si �
est un mouvement brownien fractionnaire d'indice de Hurst H > 1

6
, et f de classe

C6; voir e.g. [29, 11] ;

2. lorsque � est une semimartingale (r�eversible), donc essentiellement un int�egrateur
classique, mais f est moins r�eguli�ere, par exemple de classe C1, voir par exemple
[26, 55].

Si � est un processus �a variation quadratique �nie et f 2 C1;2([0; 1] � R), f(t; �t) se
d�eveloppe de la fa�con suivante :

f(t; �t) = f(0; �0) +

Z t

0

@sf(s; �s)ds+

Z t

0

@xf(s; �s)d
��s +

1

2

Z t

0

@(2)x f(s; �s)d [�; �]s :

Si � est un processus �a variation cubique �nie et f 2 C1;3([0; 1]� R) alors ([21])

f(t; �t) = f(0; �0) +

Z t

0

@sf(s; �s)ds+

Z t

0

@xf(s; �s)d
��s � 1

12

Z t

0

@(3)x f(s; �s)d [�; �; �]s :

La formule d'Itô pour les processus �a variation quadratique �nie admet des g�en�eralisations
de nature Itô-Wentzell, comme dans [24], o�u la d�ependance en temps est de type semi-
martingale. Plus pr�ecis�ement, il est possible de d�evelopper Xt(�t) lorsque Xt(x) est une
famille de semimartingales, relatives �a une �ltration F = (Ft); d�ependant d'un param�etre
x dans R :

X(t; x) = f(x) +
nX
i=1

Z t

0

ai(s; x)dN i
s; (1)
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o�u pour chaque x; f est F0-mesurable, ai est F-adapt�e et (N1; :::; Nn) est un vecteur de
F-semimartingales tel que � est F-adapt�e et le vecteur (�;N1; :::; Nn) a tous ses crochets
mutuels, i.e. [N i; N j] ; [�;N j] et [�; �] existent pour tout i; j = 1; : : : ; n: Plus pr�ecis�ement,

X(�; �) = X(0; �0) +
nX
i=1

Z �

0

ai(s; �s)dN
i
s +

Z �

0

@xX(s; �s)d
��s (2)

+
nX
i=1

Z �

0

@xa
i(s; �s)d

�
N i; �

�
s
+
1

2

Z �

0

@(2)x X(s; �s)d [�; �]s :

L'approche du calcul via r�egularisation permet d'�etablir des formules de substitutions.
Soient

(M(t; x); t 2 [0; 1]; x 2 R) et (N(t; x); t 2 [0; 1]; x 2 R)
deux familles de F-semimartingales d�ependant d'un param�etre x et (h(t; x); t 2 [0; 1]; x 2
R) une famille de processus F-adapt�es. Sous des conditions minimales il est possible de
d�emontrer que, pour toute variable al�eatoire F1-mesurable L on aZ �

0

h(t; L)d�M(t; L) =

�Z �

0

h(t; x)dM(t; x)

�
x=L

; (3)

et �egalement

[M(�; L); N(�; L)] = ([M(�; x);M(�; x)])x=L : (4)

Nous rappelons que [M(�; x); N(�; x)] co��ncide avec le crochet droit classique entre deux
semimartingales ; voir �a ce sujet [54] et [56]. Ces formules deviennent utiles dans les
contextes d'anticipation lorsque ni le calcul de Skorohod, ni les techniques de grossissement
de �ltration peuvent être appliqu�ees.

Nous signalons que parmi les champs d'investigations du calcul via r�egularisation on
trouve aussi les processus fractionnaires, les �equations di��erentielles stochastiques �a drift
tr�es irr�egulier, voire distributionnel.

Concernant l'application �nanci�ere, nous nous sommes plac�es dans le cadre o�u le prix
d'un actif risqu�e est un processus �a variation quadratique �nie et nous avons remplac�e
l'int�egrale d'Itô par l'int�egrale forward. L'hypoth�ese d'existence d'une variation quadra-
tique des prix apparâ�t comme la g�en�eralisation la plus naturelle de la propri�et�e de se-
mimartingale alors que l'int�egrale forward est l'objet ad�equat pour d�ecrire la propri�et�e
d'auto�nancement des strat�egies. En e�et, toute semimartingale est un processus �a varia-
tion quadratique �nie et, de plus, cette hypoth�ese se r�ev�ele indispensable si le processus
des prix lui-même est compris parmi toutes les strat�egies admissibles auto�nanc�ees (voir
�a ce propos la remarque 1.5.1).

Au-del�a de ces consid�erations, la propri�et�e de variation quadratique �nie peut elle-
aussi être une barri�ere. En e�et, l'observation de certaines s�eries �nanci�eres, voir [47],
laisse apparâ�tre que des processus n'�etant pas �a variation quadratique �nie peuvent in-
tervenir dans la mod�elisation. Dans ce contexte, il est naturel de consid�erer des �equations
di��erentielles stochastiques pour d�ecrire l'�evolution des prix ainsi que la richesse d'un
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CHAPITRE 0. INTRODUCTION

investisseur. Pour cette raison la deuxi�eme partie de cette th�ese est consacr�ee �a une classe
d'�equations faisant intervenir des processus �a variation cubique �nie m�elang�es �a des mar-
tingales.

Ce m�emoire est donc r�eparti en deux chapitres. Le premier �etablit les fondements
de cette nouvelle approche �a la mod�elisation �nanci�ere et le deuxi�eme se concentre sur
des �equations di��erentielles stochastiques g�en�erales o�u interviennent les int�egrales via
r�egularisation.

En 1900, Bachelier, dans sa th�ese ([3]), montre la n�ecessit�e d'utiliser les probabilit�es
pour construire les bases d'une \th�eorie de la sp�eculation". Il propose de mod�eliser le cours
d'un actif �nancier risqu�e �a l'aide d'un mouvement brownien avec tendance. En 1965,
Samuelson ([58]) sugg�ere de retenir cette mod�elisation et de l'appliquer aux rendements
des actifs plutôt qu'aux cours, a�n d'�eviter des prix n�egatifs. En 1973 Black, Scholes ([8])
et Merton ([42]) renforcent cette th�eorie �nanci�ere innovatrice, en introduisant le concept
de prix d'un produit d�eriv�e comme \ le prix de sa couverture ". Ils proposent l'int�egrale
d' Itô comme objet math�ematique apte �a d�ecrire la dynamique de la richesse d'un agent.

En particulier, dans tous les mod�eles propos�es, le processus des prix d'un actif risqu�e
S est une semimartingale et, de plus, il existe une probabilit�e �equivalente �a la probabilit�e
de r�ef�erence, qui rend S une martingale. L'existence d'une telle mesure de probabilit�e
entrâ�ne l'absence d'opportunit�es d'arbitrage. Ces mod�eles reposent donc sur l'hypoth�ese
fondamentale de la Finance : dans un march�e tr�es liquide, ou il n'y a ni coûts de
transactions, ni limitations sur l'achat et la vente des actifs, il n'est pas possible de gagner
de l'argent sans risque, �a partir d'un investissement nul.

Une quantit�e consid�erable de recherche a �et�e produite dans le but de justi�er la
propri�et�e de semimartingale mentionn�ee ci-dessus et de lui donner une interpr�etation
�economique. Elle a culmin�e en 1994 dans le foundamental theorem of asset pricing par
Delbaen et Schachermayer [16]. Ce th�eor�eme �etablit le lien entre la propri�et�e de semimar-
tingale et une notion plus g�en�erale d'arbitrage, le free lunch with vanishing risk (FLVR) :
en absence de FLVR sur l'ensemble des strat�egies simples et pr�evisibles par rapport �a la
�ltration G repr�esentant le 
ux d'informations disponible pour l'agent, le prix de l'actif
est une G-semimartingale.

Par ailleurs, plusieurs consid�erations pratiques d�e�ent le remarquable th�eor�eme de
Delbaen et Schachermayer.

Une des activit�es en �nance est celle des arbitrageurs, qui sont des intervenants ga-
gnant de l'argent en exploitant des opportunit�es d'arbitrage temporaires. Cette observa-
tion soul�eve des doutes sur la validit�e de l'hypoth�ese de non-arbitrage (NA) : les arbitrages
existent, même marginalement. De plus, la pr�esence de ces arbitrages temporaires est cor-
robor�ee par les donn�ees �econom�etriques : la structure microscopique de la source al�eatoire
des prix ne r�ev�ele pas la propri�et�e de semimartingale, �a cause des imperfections dûes
aux e�ets intra-day. Un mod�ele qui prend en compte ces imperfections pourrait rajou-
ter au mouvement brownien qui d�ecrive le logarithme des prix, un mouvement brownien
fractionnaire avec un indice de Hurst sup�erieur �a 1

2
; voir [9] et [64].

A ce propos, des mod�eles de march�e dans lequel le prix d'un actif �nancier est un
mouvement brownien fractionnaire d'indice de Hurst H 6= 1=2, ont �et�e d�evelopp�es en
utilisant le produit de Wick, aussi bien dans l'�equation qui d�ecrit le cours, que dans la
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d�e�nition de strat�egie admissible, voir par exemple [19] et [35]. La litt�erature relative
au calcul stochastique via le produit de Wick est tr�es riche lorsque l'int�egrateur est un
mouvement brownien, dans le cadre de la th�eorie du white noise calculus. Pour un calcul
relatif au mouvement brownien fractionnaire nous signalons [4] et ses r�ef�erences.

L'introduction du produit de Wick dans la d�e�nition de strat�egie admissible exclut les
arbitrages. Malheureusement [7] montre que cette id�ee ne conduit pas �a une interpr�etation
�economique raisonnable.

En dehors de ces consid�erations sur la structure des prix, les mod�eles sans semimar-
tingale trouvent leur justi�cation d'existence même quand la condition d'arbitrage est
vraisemblable. En fait, la validit�e du th�eor�eme fondamentale d�epend fortement du choix
de l'ensemble des strat�egies admissibles. Dans [16] les strat�egies admissibles varient dans
une classe su�samment grande, d'un point de vue math�ematique, dans le but de pouvoir
�etablir le r�esultat recherch�e. Toutefois, la classe des strat�egies admissibles est susceptible
d'être restreinte �a cause des r�egulations de march�e ou pour des raisons purement pra-
tiques. Par exemple, l'investisseur peut être oblig�e de limiter ses achats et de ne d�etenir
qu'un nombre �x�e d'actions. D'autre part, il pourrait être raisonnable d'imposer une dis-
tance temporelle minimale entre deux transactions, comme sugg�er�e par Cheridito ([10])
(voir aussi [33]) : lorsque le logarithme des prix est un mouvement brownien fractionnaire
g�eom�etrique, il n'y a pas de possibilit�e d'arbitrage satisfaisant cette hypoth�ese minimale.
Nous rappelons que sans cette restriction, le march�e admet des arbitrages, voir �a ce sujet
[50].

Par ailleurs, bien que la condition de (NA) pour un investisseur honnête soit r�ealiste,
un initi�e pourrait r�ealiser des arbitrages par rapport �a la �ltration engendr�ee par G et
l'information suppl�ementaire dont il dispose. La pr�esence d'un initi�e fournit une situation
typique o�u les mod�eles sans semimartingale peuvent être appliqu�es.

La litt�erature concernant l'initi�e, et plus g�en�eralement l'asym�etrie d'information, a �et�e
consid�erablement enrichie par plusieurs auteurs lors des derni�eres ann�ees, parmi lesquels
Pikowski et Karatzas ([46]), Grorud et Pontier ([31]), Amendinger, Imkeller, et Schweizer
([1]). Ces auteurs furent les premiers �a adopter les techniques de grossissement de �ltration
pour mod�eliser la dynamique des prix des actifs par rapport �a la �ltration d'un initi�e.

R�ecemment, d'autres travaux ont abord�e le probl�eme de fa�con novatrice en utilisant
l'int�egrale forward, dans le cadre du calcul stochastique via r�egularisation. Leon, Navarro
et Nualart, dans [39], ont r�esolu le probl�eme de la maximisation logarithmique de la ri-
chesse terminale d'un initi�e, lorsqu'une information additionnelle est r�ev�el�ee �a l'initi�e �a
l'instant initial de la p�eriode de n�egociation. Ils travaillent sous des conditions techniques
qui, a priori, n'impliquent pas la condition classique (H') pour le grossissement de �l-
tration consid�er�ee dans [36]. N�eanmoins, a posteriori, ils d�ecouvrent que leurs conditions
impliquent la propri�et�e de semimartingale des prix.

Biagini et �ksendal ([5]) ont consid�er�e une sorte d'implication inverse : s'il existe
un portefeuille maximisant l'utilit�e terminale, alors le processus des prix est une semi-
martingale. Ankirchner et Imkeller ([2]), en se restreignant au cadre du grossissement de
�ltration, ont �etabli un lien entre le th�eor�eme fondamentale et l'utilit�e born�ee de la ri-
chesse terminale d'un investisseur. En particulier, ils retrouvent un r�esultat comparable �a
celui contenu dans [5].
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CHAPITRE 0. INTRODUCTION

Dans le premier chapitre de la th�ese, le march�e consid�er�e comporte un seul actif risqu�e,
dont le prix est d�ecrit par un processus strictement positif S, et un actif moins risqu�e de
prix S0, �eventuellement sans risque, mais a priori seulement �a variation �nie.

Nous sp�eci�ons A comme un sous-espace vectoriel de strat�egies de portefeuille
admissibles. Si A n'est pas su�samment riche pour contenir toutes les strat�egies admis-
sibles simples, alors S n'est pas n�ecessairement une semimartingale, même lorsque tout
free lunch with vanishing risk est exclu parmi les strat�egies de A.

Ce chapitre essaie de poser les bases d'une th�eorie �nanci�ere ad�equate permettant de
traiter des probl�emes de valorisation de prix par couverture ou non-arbitrage, de maxi-
misation d'utilit�e et de discuter les propri�et�es de viabilit�e et compl�etude du march�e.

Par simplicit�e, dans la description suivante nous supposons que l'actif moins risqu�e S0

est constant et �egal �a 1, et que [log(S)]t = �2t; � > 0:
Comme anticip�e, un outil naturel pour d�ecrire la condition d'auto�nancement est

l'int�egrale forward. SoitG = (Gt)0�t�1 une �ltration sur un espace de probabilit�e (
;F ; P ),
avec F = G1 ; G repr�esente le 
ux d'information accessible �a l'investisseur. Un porte-
feuille auto�nanc�e est un couple (X0; h) o�u X0 est la valeur initiale du portefeuille et
h est un processus G-adapt�e et S-forward int�egrable, qui sp�eci�e le nombre de parts de
l'actif S d�etenues dans le portefeuille. La valeur liquidative X d'un tel portefeuille est
donn�ee par X0+

R �
0
hsd

�Ss, tandis que h
0
t = Xt� Stht constitue la quantit�e d'actif moins

risqu�e.
Cette formulation d'auto�nancement est coh�erente avec celle des mod�eles discrets. A

cet e�et, consid�erons une strat�egie buy-and-hold, c'est-�a-dire un couple (X0; h) o�u h =
�I(t0;t1]; 0 � t0 � t1 � 1; et � est une variable al�eatoire Gt0-mesurable. En se servant
de la d�e�nition d'int�egrale forward, il n'est pas di�cile d'obtenir que Xt0 = X0; Xt1 =
X0 + �(St1 � St0). Ceci implique que h0t0+ = X0 � �St0 ; h

0
t1+

= X0 + �(St1 � St0) et
�nalement

Xt0 = ht0+St0 + h0t0+; Xt1 = ht1+St1 + h0t1+:

Aux instants de re-n�egociations t0 et t1; la valeur de l'ancien portefeuille doit être r�einvestie
pour constituer le nouveau portefeuille sans consommation ni apport de fonds. Ici ht+
symbolise lims#t hs:

Par la suite, A d�ependra du type de probl�eme auquel nous serons confront�es, �a savoir :
couverture, maximisation d'utilit�e, mod�elisation d'un initi�e. Comme annonc�e auparavant,
si l'on demande que S appartienne �a A; S doit être un processus �a variation quadratique
�nie. En fait,

R �
0
Sd�S existe si et seulement si la variation quadratique [S] existe, voir

[57] ; en particulier dans ce cas on trouve :Z �

0

Ssd
�Ss = S2 � S2

0 �
1

2
[S]:

L est un sous-espace vectoriel de L0(
) repr�esentant un ensemble d'actifs conditionnels
int�eressants pour un investisseur. Un actif conditionnel A-r�eplicable est une variable
al�eatoire C pour laquelle il existe un portefeuille auto�nanc�e (X0; h) avec h dans A et

C = X0 +

Z 1

0

hsd
�Ss:
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On appellera X0 le prix de r�eplication de C. Le march�e est (A;L)-complet si chaque
�el�ement de L est A-r�eplicable.

Dans cette introduction nous choisissons comme L l'ensemble de tous les actifs condi-
tionnels europ�eens C =  (S1) o�u  est continue �a croissance polynomiale, et comme
A = AS l'ensemble suivant :

AS = f(u(t; St)); 0 � t < 1 j u : [0; 1]� R! R; bor�elienne

�a croissance polynomiale et born�eeg :
Un tel march�e est (A;L)-complet : en fait, une variable al�eatoire C =  (S1) est un actif
conditionnelA-r�eplicable. Pour construire une strat�egie de r�eplication, l'investisseur peut
choisir v comme �etant la solution du probl�eme�

@tv(t; x) +
1
2
�2x2@

(2)
xx v(t; x) = 0

v(1; x) =  (x)

et X0 = v(0; S0): Ce r�esultat est une cons�equence directe de la formule d'Itô contenue
dans la proposition 1.2.11 ; voir proposition 1.5.29 et remarque 1.5.30.

Cette m�ethode peut être adapt�ee pour couvrir �egalement des options asiatiques. Ce
r�esultat est le contenu de la proposition 1.5.31.

Une notion cruciale dans ce travail est celle de A-martingale. Ce processus intervient
naturellement dans la maximisation d'utilit�e, dans l'�etude de la viabilit�e de march�e, et
dans la caract�erisation de l'unicit�e des prix de r�eplication.

Un processus M est une A-martingale si pour Y 2 A

E

�Z t

0

Ysd
�Ms

�
= 0; 8t 2 [0; 1]:

Si A contient la classe des processus F-previsibles born�es pour une �ltration F par rapport
�a laquelle M est adapt�e, alors M est une F-martingale.

Un exemple de A-martingale est le mouvement brownien faible d'ordre k = 1
(en anglais weak Brownian motion of order k = 1) de variation quadratique �egale �a
t. Cette notion a �et�e introduite par [27] : un mouvement brownien faible d'ordre 1 est un
processus X tel que la loi de Xt est N(0; t) pour chaque t � 0.

Un portefeuille (X0; h) est appel�e A-arbitrage si h 2 A, X1 � X0 presque sûrement
et PfX1 �X0 > 0g > 0. Le march�e est A-viable s'il n'existe pas de A-arbitrages. Nous
notons par M l'ensemble des mesures de probabilit�e �equivalentes �a la probabilit�e P de
r�ef�erence par rapport auxquelles S est une A-martingale. Si M n'est pas vide alors le
march�e est A-viable. En e�et, si un couple (X0; h) constitue un A-arbitrage et Q 2 M,

alors EQ[X1�X0] = EQ[
R 1

0
hd�S] = 0. Dans un tel cas, le prix de r�eplication X0 d'un actif

conditionnelA-r�eplicable C est unique, pourvu que pour chaque variable al�eatoire born�ee
� 2 G0 et h dans A; le processus h� appartienne encore �a A. De plus X0 = EQ[CjG0]. En
r�ealit�e, le prix de r�eplication reste toujours unique sous l'hypoth�ese plus faible d'absence
d'opportunit�e d'arbitrage, voir proposition 1.5.27.

Par ailleurs, siM n'est pas vide etA = AS; comme c'est le cas dans cette introduction,
la loi de St doit être �equivalente �a la mesure de Lebesgue pour chaque 0 < t � 1; voir la
proposition 1.5.21.
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Si le march�e est (A;L)-complet, alors toute mesure de probabilit�e dans M co��ncide
avec �(L), voir proposition 1.5.28. Si �(L) = F ; alors M est un singleton et ce r�esultat
recouvre le cas classique.

Soit une fonction d'utilit�e satisfaisant aux hypoth�eses habituelles ; la proposition 1.5.44
montre que son maximum � est atteint dans une classe A de proportions de portefeuilles si
et seulement s'il existe une mesure de probabilit�e pour laquelle log(S)�R �

0

�
�2�t � 1

2
�2
�
dt

est une A-martingale. Pour cette raison, si A est su�samment grande pour v�eri�er les
conditions de l'hypoth�ese E dans la d�e�nition 1.4.6, alors S est une semimartingale clas-
sique.

En conclusion, nous pouvons a�rmer que la plupart des r�esultats fondamentaux de
la th�eorie �nanci�ere classique, admettent une g�en�eralisation naturelle �a des mod�eles sans
semimartingale.

Le premier chapitre est organis�e de la fa�con suivante.

Apr�es les pr�eliminaires sur le calcul stochastique via r�egularisation pour les int�egrales
forward, nous pr�esentons des exemples d'int�egrateurs et int�egrands pour lesquels l'int�egrale
forward existe et nous d�emontrons des propri�et�es importantes en pr�evision des applications
�nanci�eres. Ces exemples proviennent du calcul de Malliavin, des formules de substitution
et des semimartingales d�ependant d'un param�etre. Ces exemples serons largement utilis�es
tout au long du premier chapitre.

Concernant les formules de substitutions relatives �a un processus �a variation quadra-
tique �nie � nous faisons appel aux r�esultats contenus dans [24]. Nous d�e�nissons une
classe de processus telle que si h et k appartiennent �a celle-ci alors h et k sont for-
ward int�egrables par rapport �a �,

R �
0
htd

�
R t
0
ksd

��s existe, coincide avec
R �
0
htktd

��t et�R �
0
htd

��t;
R �
0
ktd

��t
�
=
R �
0
htktd [�; �]t :

Le deuxi�eme exemple porte sur le lien entre l'int�egrale forward et l'int�egrale de Sko-
rohod lorsque l'integrateur est un mouvement brownien. Nous introduisons le processus
D�u comme la limite en Lp, p � 2, de la suite (Dtut�")">0 ; lorsque " tend vers z�ero, Du
�etant la d�eriv�ee dans le sens de Malliavin d'un processus u: Nous montrons que, sous des
conditions opportunes, il est possible de d�ecomposer l'int�egrale forward d'un processus
u comme la somme de l'int�egrale de Skorohod et de l'int�egrale de D�u par rapport au
temps. En utilisant ce r�esultat pr�eliminaire nous �etablissons des r�egles d'associativit�e pour
l'int�egrale forward dans ce contexte sp�eci�que.

Le troisi�eme exemple s'inscrit dans le cadre des formules de substitutions. Nous a�nons
des r�esultats obtenus dans [56] et [55] relatifs aux formules (3) et (4), en fournissant une
version localis�ee des conditions de type Kolmogorov intervenant dans leurs hypoth�eses,
voir propositions 1.3.33 et 1.3.30. Des conditions pour assurer l'associativit�e des int�egrales
d�e�nies �a travers la substitution sont �egalement �etablies.

Dans les applications �a la �nance, la classe des strat�egies d�e�nie via le calcul de
Malliavin est utile lorsque log(S) est un mouvement brownien g�eom�etrique par rapport
�a une �ltration F contenue dans G ; les formules de substitutions sont employ�ees lorsque
l'investisseur est un initi�e disposant d'une information suppl�ementaire �a la date t = 0 ;
les semimartingales d�ependant d'un param�etre sont utiles �a chaque fois que S est un
processus �a variation quadratique �nie.
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La section 1.4 est d�edi�ee �a l'�etude des A-martingales : apr�es avoir d�e�ni cette notion
et �etabli ses propri�et�es fondamentales, nous avons explor�e sa relation avec le mouvement
brownien faible. Celle-ci est d�ecrite dans un corollaire de la proposition 1.4.17 dont une
version simpli��ee est la suivante : un processus X �a variation quadratique �egale �a t; est
une A1

X-martingale si et seulement si sa loi est N (0; t) o�u

A1
X = f( (t; x); 0 � t � 1; �a croissance polynomiale t.q.  = @x	

	 2 C1;2([0; 1]� R) avec j@t	j+
��@(2)xx	

�� born�ee 	 :
Ceci implique que pour k = 1, X est une A1

X-martingale si et seulement si c'est un mou-
vement brownien faible d'ordre k. Si X est une AX-martingale alors X est un mouvement
brownien faible d'ordre k ; de plus, si k � 8 alors la r�eciproque a lieu (proposition 1.4.21).
Nous avons ensuite utilis�e ce r�esultat pour explorer la transformation d'une A-martingale
�a travers un changement de probabilit�e �equivalente �a la probabilit�e de r�ef�erence P , voir
proposition 1.4.19.

Successivement nous analysons le lien avec l'existence d'un maximum dans une classe
A de processus pour un certain probl�eme d'optimisation et la propri�et�e de A-martingale.
Pour cela, nous avons utilis�e la notion de d�eriv�ee de Gâteaux dont nous rappelons la
d�e�nition et quelques propri�et�es.

A la section 1.5 nous traitons �nalement les applications �a la �nance. Nous d�e�nissons
la notion de strat�egie auto�nanc�ee et nous fournissons des exemples. Par la suite, nous
discutons l'absence de A-arbitrages, la (A;L)-compl�etude de march�e et la couverture.

La �n de la section 1.5 est d�edi�ee au probl�eme de maximisation de l'utilit�e de la
richesse terminale. Nous r�esolvons des probl�emes techniques, li�es �a l'emploi de l'int�egrale
forward, dans le but de d�ecrire l'�evolution de la valeur liquidative d'un portefeuille �a partir
de la proportion de la richesse investie dans l'actif risqu�e. Ces di�cult�es proviennent du
manque d'associativit�e de l'int�egrale forward, voir la remarque 1.5.36. Nous introduisons
une classe A+ de processus jouant le rôle de proportion de la richesse investie dans S.
Nous d�emontrons que, s'il existe un processus � dans A+ maximisant l'utilit�e esp�er�ee de
la richesse terminale, alors le processus A� V � R �

0
�td [A]t, o�u

A = log(S)� log(S0) +
1

2

Z �

0

1

S2
t

d [S]t ; V = log(S0)

est une A+-martingale par rapport �a une mesure de probabilit�e Q� d�ependant de � et
�equivalente �a la probabilit�e de r�ef�erence. Sous l'hypoth�ese 1.5.32 cette proposition admet
une r�eciproque. Si A+ est su�samment grande alors l'existence d'un maximum entrâ�ne
la propri�et�e de semimartingale pour S. Nous concluons la section en fournissant quelques
exemples g�en�eralisant les r�esultats de [39] et [5].

Nous passons maintenant �a la pr�esentation de la deuxi�eme partie qui discute de fa�con
g�en�erale des �equations di��erentielles stochastiques dirig�ees par un processus � qui n'est
pas n�ecessairement �a variation quadratique �nie. Nous �etablissons une famille de r�esultats
d'existence et d'unicit�e lorsque le processus � est muni d'un facteur multiplicatif �. Le
principe est que plus les trajectoires de � sont irr�eguli�eres, plus la r�egularit�e sur � doit
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CHAPITRE 0. INTRODUCTION

être importante. En particulier, si les r�ealisations de � sont h�older continues de param�etre

 > 1

2
, alors seul le caract�ere h�olderien de � est requis.

Nous g�en�eralisons la formule d'Itô-Wentzell (2) pour les processus �a variation qua-
dratique �nie, en �etablissant une formule similaire dans le cas o�u � est un processus �a
variation cubique �nie et (�;N1; : : : ; Nn) v�eri�e une condition technique introduite dans l'
hypoth�ese (D) de la d�e�nition 2.3.6. Nous supposons l'existence d'une �ltrationH � F; par
rapport �a laquelle le vecteur (N1; :::; Nn) est toujours un vecteur de semimartingales, tel
que � se d�ecompose en la somme de deux processus H-adapt�es Q et R; o�u (Q;N1; :::; Nn)
a tous ses crochets mutuels et R est fortement pr�evisible (strongly predictable) par rap-
port �a H, voir d�e�nition 2.3.5. En particulier R est un processus H-weak Dirichlet dans
le sens de [21]. Nous rappelons qu'un processus H-weak Dirichlet est la somme d'une H-
martingale locale continue et d'un processus H-adapt�e Q tel que [Q;N ] = 0 pour chaque
H-semimartingale N . De nouveaux d�eveloppements sur le sujet sont parus dans [28] et
[12]. L' hypoth�ese sur R mentionn�ee ci-dessus est v�eri��ee dans les cas suivants :

{ lorsque R est F0-mesurable ;
{ R est ind�ependant de (N1; :::; Nn) et la �ltration engendr�ee par
(N1; :::; Nn) et tout le processus R; contient F:

Entre autre, le calcul mis au point autour de la formule d'Itô-Wentzell nous permet de
clari�er la structure des processus F-weak Dirichlet lorsque F est la �ltration naturelle
associ�ee �a un mouvement brownien W . Si Q est un processus F-adapt�e et [Q;W ] a tous
ses crochets mutuels, la covariation [Q;L] peut être �evalu�ee explicitement pour chaque
F-semimartingale continue L, voir proposition 2.3.9. Ceci nous permet de montrer qu'un
processus A est F-weak Dirichlet si et seulement si il est la somme d'une F-martingale
locale et d'un processus F-adapt�e Q; avec [Q;W ] = 0:

L'�equation di��erentielle stochastique �etudi�ee dans ce chapitre est de la forme suivante

d�Xt = �(t;Xt) [d
��t + �(t;Xt)d

�Mt + �(t;Xt)dVt] ; (5)

o�u M est une martingale locale, V est un processus �a variation �nie et � un processus �a
variation cubique �nie avec (�;M) v�eri�ant l'hypoth�ese (D), par rapport �a une �ltration
H: Nous montrons, dans plusieurs situations, comment appliquer la formule d'Itô r�eduisant
le coe�cient de di�usion � �a 1. Ceci nous permet de discuter un th�eor�eme d'existence
et d'unicit�e pour (5) en �etudiant des �equations o�u le processus � apparâ�t comme terme
additif. La terminologie impropre de coe�cient de di�usion sera utilis�ee dans tout le
second chapitre. Un cas particulier de cette �equation a �et�e consid�er�e par [21] o�u � = 0:
Dans ce papier, � �etait de classe C3; et la notion de solution pour le processus X n'�etait
pas naturelle car il �etait demand�e que le couple (X; �) soit un symmetric vector Itô process.
Lorsque � est born�ee inf�erieurement par une constante positive, cette �equation peut être
�etudi�ee avec nos techniques. Ceci nous permet de relaxer les hypoth�eses sur les coe�cients,
d'agrandir la classe d'unicit�e et d'am�eliorer le sens de solution en �evitant la notion de
symmetric vector Itô process.

Dans la litt�erature, des �equations di��erentielles stochastiques (EDS) de type forward

d�Xt = �(Xt)d
��t + �(t;Xt)dLt;

ont �et�e consid�er�ees et r�esolues en op�erant des transformations Y = h(Xt), pour une
fonction h bien choisie. Une premi�ere tentative a �et�e e�ectu�ee dans [56], lorsque L est �a
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variation �nie. Des r�esultats similaires ont �et�e �etablis de fa�con ind�ependante dans [63].
Dans [24], l'existence et l'unicit�e ont �et�e prouv�ees dans une classe de processus (X(t; �t)),
o�u X(t; x) est une famille de semimartingales d�ependant d'un param�etre et L est une
semimartingale. Dans cet article, la r�egularit�e de � �etait de classe C4 avec �0; �00 born�ees.
Dans un tel contexte, nos r�esultats permettent �a nouveau d'agrandir la classe d'unicit�e et
demandent moins de r�egularit�e sur les coe�cients.

Les �equations de type (5) ont �et�e consid�er�ees par T. Lyons et ses collaborateurs, dans
le cadre de la th�eorie des rough paths. A ce sujet dans le cas multidimensionnel on peut
consulter [41], lorsque � est Lipschitzienne, � = 0, pour un processus X �a p-variation
d�eterministe strictement inf�erieure �a 3. Dans [32], [23] on trouve d'autres formulations
int�eressantes de cette th�eorie et quelques applications aux EDS. L'analyse des rough paths
est purement d�eterministe contrairement �a la notre qui combine les techniques trajecto-
rielles du calcul stochastique via r�egularisation et les concepts probabilistes, voir hypoth�ese
(D).

Nous consid�erons �egalement l'�equation

d�Xt = �(t;Xt) [d
��t + �(t;Xt)dt] ; (6)

o�u � est localement h�olderienne, � est localement lipschitzienne �a croissance lin�eaire, et
� est un processus continu �a trajectoires 
-h�olderiennes, avec 
 > 1

2
:

Nous appliquons notre m�ethode �a cette �equation en utilisant une formule d'Itô �etablie
dans [64], pour les int�egrales de type fractionnaire, qui co��ncide avec celle de Young [62]
dans le contexte des int�egrales et int�egrands h�olderiens respectivement de param�etre � et

 avec 
 + � > 1: Nous v�eri�ons en fait que dans ce cas l'int�egrale sym�etrique co��ncide
bien avec celle de Young, voir la proposition 2.4.26. Nous rappelons que les trajectoires
du mouvement brownien fractionnaire d'indice de Hurst H sont 
-h�older continues pour
chaque 
 strictement inf�erieur �a H: L'utilisation de la dite formule d'Itô nous permet
d'�etudier l'�equation (6) lorsque � est un mouvement brownien fractionnaire d'indice de
Hurst H sup�erieur �a 1

2
: Nous transformons (6) en une �equation du même type avec � = 1;

c'est �a dire o�u le mouvement brownien fractionnaire intervient de fa�con additive, qui peut
être trait�e grâce aux techniques de [44]. Nous pouvons ainsi am�eliorer notre r�esultat sur
l'existence et l'unicit�e de l'�equation (5) lorsque � = BH et BH est un mouvement brownien
fractionnaire avec H > 1

2
, i.e. :

d�Xt = �(t;Xt)
�
d�BH

t + �(t;Xt)dt
�
: (7)

Si H = 1
2
le mouvement brownien fractionnaire BH se r�eduit au mouvement brownien ;

ainsi une formule d'Itô pour fonctions C1 de semimartingales r�eversibles, voir la propo-
sition 2.4.35, peut être utilis�ee. Cet outil nous fournit un th�eor�eme d'existence (2.4.36)
pour l'�equation (7), quand � est juste continue et � est mesurable born�e, voir le th�eor�eme
2.4.36. Si H est inf�erieur �a 1

2
; la formule d'Itô pour les int�egrales de type Young n'est plus

applicable. N�eanmoins, en partant de notre analyse, des conditions pour assurer l'exis-
tence et l'unicit�e de l'�equation (7) peuvent être d�eduites. En e�et, le mouvement brownien
fractionnaire d'indice de Hurst H � 1

3
a une variation cubique �nie. Dans ce cas, le coe�-

cient � doit admettre, entre autre, une d�eriv�ee seconde continue par rapport �a la variable
d'espace.
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D'autre part, la nature h�olderienne du mouvement brownien fractionnaire peut être
exploit�ee pour �etudier des �equations de type (7) lorsque H < 1

2
, dans le cadre des tech-

niques trajectorielles. Le prolongement naturel de l'int�egrale et du calcul de Young est
e�ectivement l'analyse des rough paths.

Cette th�eorie a �et�e perfectionn�ee dans plusieurs travaux, voir [14], [32], [13]. Ces auteurs
adaptent les r�esultats de la th�eorie des rough paths aux EDS dirig�ees par des processus

-h�olderiens avec 
 > 1

3
; ou par le mouvement brownien fractionnaire avec un indice de

Hurst H > 1
4
.

Dans [32] l'auteur aborde l'existence et l'unicit�e des EDS de type (6) avec � = 0,
dirig�ees par des trajectoires irr�eguli�eres avec un exposant d'h�older 
 > 1

3
. Le coe�cient

multiplicatif � doit être d�erivable d'ordre 2 avec la d�eriv�ee seconde �-h�olderienne et � >
1


� 2:
A notre connaissance, la premi�ere tentative d'appliquer la th�eorie des rough paths �a

l'�etude des EDS de type (7), dirig�ees par le mouvement brownien fractionnaire BH avec
H < 1

2
; se trouve dans [14]. Ces auteurs consid�erent le cas 1

4
< H < 1

2
; et � = 0: Ils

proposent une approche trajectorielle bas�ee sur le universal limit theorem �etabli dans [40]
et supposent que le coe�cient multiplicatif � est d�erivable avec d�eriv�ees born�ees jusqu'�a
l'ordre

�
1
H

�
+ 1.

Dans les ouvrages pr�e-cit�es, il n'est pas �evident de d�eduire la nature des int�egrales
intervenant dans les EDS �etudi�ees. Par ailleurs, elle d�epend fortement du contexte dans
lequel le probl�eme est trait�e.

Un premier r�esultat liant l'approche d�eterministe et stochastique est contenu dans
[13]. Ici, l'�equation (7) est consid�er�ee avec � et � champs vectoriels d�ependant du temps.
On d�emontre que la solution provenant de la th�eorie des rough paths est bien une solution
dans le sens de Stratonovich, en supposant � d�erivable et born�e jusqu'�a l'ordre [�] avec
ses [�]-d�eriv�ees (� � [�])-h�olderiennes pour � > 1

H
:

Notre analyse sur l'unicit�e est inspir�ee par l'�equation di��erentielle ordinaire de type

dX(t)

dt
= �(X(t)); (8)

o�u � est juste continue �a croissance lin�eaire. Le th�eor�eme de Peano assure alors l'exis-
tence mais pas l'unicit�e. Dans le cas o�u fx0g = fx 2 R; t.q. �(x) = 0g ; il est possible de
d�emontrer que l'�equation (8) admet une solution unique, pour chaque condition initiale,
si pour " > 0 Z x0+"

x0

1

j�j(y)dy =
Z x0

x0�"

1

j�j(y)dy = +1: (9)

Par contre, il existe au moins deux solutions avec condition initiale x0 si la condition
pr�ec�edente n'est pas v�eri��ee. Supposons, par exemple, que la deuxi�eme int�egrale est in�nie
et posons H(x) =

R x
x0

1
�(y)

dy, x > x0: Les fonctions

X(t) = H�1(t) et X(t) � x0

sont deux solutions de l'�equation (8) de condition initiale x0:
Ce ph�enom�ene est d�ecrit dans le cas stochastique, même pour � inhomog�ene, voir, par

exemple, la proposition 2.4.30 et la remarque 2.4.31.
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Nous rappelons qu'une condition de type (9) apparâ�t lorsqu'on �etudie l'�equation sto-
chastique uni-dimensionnelle de la forme dX(t) = �(X(t))dW (t); o�uW est un mouvement
brownien classique. L'unicit�e est assur�ee, pour chaque condition initiale, si et seulement
si Z x0+"

x0�"

1

�2
(t)dt = +1;

pour x0 2 R, voir �a ce propos [20].
Notre contribution �a l'�etude de l'�equation (5) par rapport �a la litt�erature existante

peut être ainsi r�esum�ee.
{ Nous supposons que � est un processus �a variation cubique �nie et que � est inho-
mog�ene.

{ La notion de solution est simpli��ee. En e�et, nous �evitons d'introduire le concept
de symmetric vector Itô process.

{ Nous �etablissons une formule de type Itô-Wentzell pour des processus �a variation
cubique �nie.

{ Nous clari�ons la structure des processus weak Dirichlet lorsque la �ltration sous-
jacente est brownienne.

{ Lorsque les trajectoires de � sont 
-h�olderiennes et 
 > 1
2
; la r�egularit�e des coe�-

cients est a�aiblie.
{ Nous formulons un th�eor�eme d'existence nouveau pour une �equation de type (7)
dirig�ee par un mouvement brownien classique.

{ Les conditions classiques d'existence et d'unicit�e sont consid�erablement a�aiblies.
De même, nous proposons des hypoth�eses moins fortes que celles provenant de la
th�eorie des rough paths.

L'organisation du deuxi�eme chapitre est la suivante.
La section 2:2 rappelle des d�e�nitions et des r�esultats concernant le calcul stochastique

par rapport �a un processus �a variation cubique �nie. Elle inclut, entre autres, la formule
d'Itô et un r�esultat de stabilit�e de la variation cubique sous des transformations de classe
C1: Nous d�emontrons �egalement des propri�et�es techniques de l'int�egrale sym�etrique. Plus
pr�ecis�ement, nous clari�ons le comportement de

R �
0
Ytd

�Xt localis�ee �a un sous-ensemble
de probabilit�e de r�ef�erence, et nous montrons que�Z �

0

Ytd
�Xt

��

=

�Z �^�

0

Ytd
�Xt

��

;

Z �+�

�

Ytd
�Xt =

Z �

0

Yt+�d
�Xt+� ;

pour un temps al�eatoire 0 � � � 1.
Dans la section 2:3 nous introduisons la classe Ck� (H) de la forme :

Zt = Xt(�t); 0 � t � 1;

o�u (Xt(x); 0 � t � 1; x 2 R) est une fonction d�e�nie par la formule (1), d�erivable jusqu'�a
l'ordre k en x; � est un processus �a variation cubique �nie et (�;N1; : : : ; Nn) v�eri�e l'hy-
poth�ese (D) par rapport �a la �ltration H: Nous d�emontrons que si � a une variation
cubique �nie alors tout processus dans C1� (H) est un processus �a variation cubique �nie.
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CHAPITRE 0. INTRODUCTION

Nous proposons une formule d'Itô-Wentzell qui permet de d�evelopper les processus appar-
tenant �a C3� : Dans cette section nous nous int�eressons aussi aux processus weak Dirichlet :
nous introduisons un crit�ere de caract�erisation des processus F-weak Dirichlet lorsque F
est une �ltration brownienne. La section est compl�et�ee par la preuve de l'existence deR �
0
Ytd

�Xt; X et Y �etant deux �el�ements dans C2� (H); et par une formule d'associativit�e
pour l'int�egrale sym�etrique.

La section 2:4 est consacr�ee �a l'unicit�e et �a l'existence de l'�equation (5). Elle est divis�ee
en neuf sous-sections.

La premi�ere et la seconde sp�eci�ent la notion de solution et d�ecrivent le cadre du
travail : nous nous pla�cons dans le cas o�u le support S de � est ind�ependant du temps
et o�u une condition de non-int�egrabilit�e autour de ses z�eros de type (9) est v�eri��ee. Sous
cette condition il est possible de d�e�nir sur S une primitive H(t; �) de �(t; �)�1; pour tout
t.

La troisi�eme se focalise sur les trajectoires d'une solution. Si X est une solution de
l'�equation (5) et X0 2 S alors ses trajectoires restent dans S et H(t;Xt) = � +N; o�u

N = H(0; �) +

Z �

0

�(s;Xs)dMs +

Z �

0

�(s;Xs)dVs +

Z �

0

@sH(s;Xs)ds

+
1

2
[�(�; X);M ] +

1

12

Z �

0

�
�@(2)x � + (@x�)

2� (s;Xs)d [�; �; �]s :

De même, si les coe�cients dirigeant l'�equation ne d�ependent pas du temps, une solution
ayant la condition initiale � dans D = R=S est constante et �egale �a �. En combinant ces
r�esultats, dans la quatri�eme sous-section, nous �etablissons une �equivalence entre l'�equation
(5) et une �equation du même type ayant un coe�cient de di�usion �egal �a 1. Ce r�esultat
fait l'objet de la proposition 2.4.8. Nous donnons ensuite des conditions d'existence et
d'unicit�e pour cette �equation. Dans la cinqui�eme sous-section nous proposons un ensemble
de processus parmi lesquels la solution int�egrale de l'�equation est unique : la r�egularit�e de
� et � est augment�ee pour montrer l'unicit�e de la solution int�egrale dans la classe C2� (H);
en sachant que (�;M) v�eri�e l'hypoth�ese (D) par rapport �a la �ltration H. La sixi�eme
sous-section est d�edi�ee �a une r�evision des r�esultats pr�ec�edents, lorsque � est suppos�e avoir
une variation quadratique. L'hypoth�ese de variation quadratique �nie nous permet de
remplacer l'int�egrale sym�etrique par l'int�egrale forward et d'utiliser une formule d'Itô pour
des fonctions de classe C2: Les conditions de r�egularit�e sur � sont ainsi a�aiblies. Dans
la septi�eme sous-section nous appliquons notre m�ethode aux processus � �a trajectoires
h�olderiennes. La huiti�eme sous-section d�ecrit comment notre m�ethode peut être combin�ee
aux r�esultats de [44] pour traiter le cas sp�eci�que d'une �equation dirig�ee par un mouvement
brownien fractionnaire. La �n du deuxi�eme chapitre contient un r�esultat original sur
l'existence d'une solution d'une �equation de type Stratonovich dirig�ee par un mouvement
brownien, �a coe�cient de di�usion continu et avec un drift continu mesurable born�e.
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Chapitre 1

March�es �nanciers sans

semimartingale

Dans ce chapitre nous ne supposons pas, a priori, que les prix d'un actif S soient des
semimartingales. Puisque les strat�egies admissibles d'un investisseur sont auto�nanc�ees,
S est contraint d'être un processus �a variation quadratique �nie. En d�epit du fait que
S ne soit pas une semimartingale, la propri�et�e de non-arbitrage est assur�ee si la classe
A des strat�egies admissibles est restreinte. Nous rempla�cons la notion de semimartingale
classique par celle de A-semimartingale et nous d�eveloppons un calcul relatif �a celle-ci :
des exemples sont propos�es. Nous concluons avec quelques applications �a la viabilit�e du
march�e, la couverture, et la maximisation de l'utilit�e d'un investisseur, potentiellement
initi�e.1

1.1 Introduction

According to the fundamental theorem of asset pricing of Delbaen and Schachermayer
in [16], in absence of free lunches with vanishing risk (NFLVR), when investing possibilities
run only trough simple predictable strategies with respect to some �ltration G, the price
process of the risky asset S is forced to be a semimartingale. However (NFLVR) condition
could not be reasonable in several situations. In that case S may not be a semimartingale.
We illustrate here some of those circumstances.

Generally, admissible strategies are let vary in a quite large class of predictable pro-
cesses with respect to some �ltration G, representing the information 
ow available to the
investor. As a matter of fact, the class of admissible strategies could be reduced because of
di�erent market regulations or for practical reasons. For instance, the investor could not
be allowed to hold more than a certain number of stock shares. On the other hand it could
be realistic to impose a minimal delay between two possible transactions as suggested by
Cheridito ([10]) : when the logarithmic price log(S) is a geometric fractional Brownian
motion (fbm), it is impossible to realize arbitrage possibilities satisfying that minimal re-
quirement. We remind that without that restriction, the market admits arbitrages, see for

1Ce chapitre fait l'objet d'une pr�epublication en collaboration avec Francesco RUSSO
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CHAPITRE 1. MARCH�ES FINANCIERS SANS SEMIMARTINGALE

instance [50]. When the logarithmic price of S is a fbm or some particular strong Markov
process, arbitrages can be excluded taking into account proportional transactions costs :
Guasoni ([32]) has shown that, in that case, the class of admissible strategies has to be
restricted to bounded variation processes and this rules out arbitrages.

Besides the restriction of the class of admissible strategies, the adoption of non-
semimartingale models �nds its justi�cation when the no-arbitrage condition itself is not
likely.

Empirical observations reveal, indeed, that S could fail to be a semimartingale because
of market imperfections due to micro-structure noise, as intra-day e�ects. A model which
considers those imperfections would add toW , the Brownian motion describing log-prices,
a zero quadratic variation process, as a fractional Brownian motion of Hurst index greater
than 1

2
, see for instance [61]. Theoretically arbitrages in very small time interval could be

possible, which would be compatible with the lack of semimartingale property.

At the same way if (FLVR) are not possible for an honest investor, an inside tra-
der could realize a free lunch with respect to the enlarged �ltration G including the one
generated by prices and the extra-information. Again in that case S may not be a se-
mimartingale. The literature concerning inside trading and asymmetry of information
has been extensively enriched by several papers in the last ten years ; among them we
quote Pikowski and Karatzas ([46]), Grorud and Pontier ([31]), Amendinger, Imkeller and
Schweizer ([1]). They adopt enlargement of �ltration techniques to describe the evolution
of stock prices in the insider �ltration.

Recently, some authors approached the problem in a new way using in particular
forward integrals, in the framework of stochastic calculus via regularizations. For a com-
prehensive survey of that calculus see [57]. Indeed, forward integrals could exist also for
non-semimartingale integrators. Leon, Navarro and Nualart in [39], for instance, solve the
problem of maximization of expected logarithmic utility of an agent who holds an initial
information depending on the future of prices. They operate under technical conditions
which, a priori, do not imply the classical assumption (H') for enlargement considered in
[37]. Using forward integrals, they determine the utility maximum. However, a posteriori,
they found out that their conditions let S be a semimartingale.

Biagini and �ksendal ([5]) considered somehow the converse implication. Supposing
that the maximum utility is attained, they proved that S is a semimartingale. Ankkirchner
and Imkeller ([2]) continue to develop the enlargement of �ltrations techniques and show,
among the others, a similar result as [5] using the fundamental theorem of asset pricing
of Delbaen-Schachermayer. In particular they establish a link between that fundamental
theorem and �nite utility.

In our paper we treat a market where there are one risky asset, whose price is a strictly
positive process S, and a less risky asset with price S0, possibly riskless but a priori only
with bounded variation. A class A of admissible trading strategies is speci�ed. If A is
not large enough to generate all predictable simple strategies, then S has no need to be
a semimartingale, even requiring the absence of free lunches among those strategies. We
try to build the basis of a corresponding �nancial theory which allows to deal with several
problems as hedging and non-arbitrage pricing, viability and completeness as well as with
utility maximization.

2



1.1. INTRODUCTION

For the sake of simplicity in this introduction we suppose that the less risky asset S0

is constant and equal to 1.
As anticipated, a natural tool to describe the self-�nancing condition is the forward

integral of an integrand process Y with respect to an integrator X, denoted by
R t
0
Y d�X ;

see section 1.2 for de�nitions. Let G = (Gt)0�t�1 be a �ltration on an underlying probabi-
lity space (
;F ; P ), with F = G1 ; G represents the 
ow of information available to the
investor. A self-�nancing portfolio is a pair (X0; h) where X0 is the initial value of the
portfolio and h is a G-adapted and S-forward integrable process specifying the number of
shares of S held in the portfolio. The market value process X of such a portfolio, is given
by X0+

R �
0
hsd

�Ss, while h
0
t = Xt�Stht constitutes the number of shares of the less risky

asset held.
This formulation of self-�nancing condition is coherent with the discrete-time case.

Indeed, let we consider a buy-and-hold strategy, i.e. a pair (X0; h) with h = �I(t0;t1]; 0 �
t0 � t1 � 1; and � being a Gt0-measurable random variable. Using the de�nition of forward
integral it is not di�cult to see that : Xt0 = X0; Xt1 = X0 + �(St1 � St0). This implies
h0
t+
0

= X0 � �St0 ; h
0
t+
1

= X0 + �(St1 � St0) and

Xt0 = ht0+St0 + h0
t+
0

; Xt1 = ht+
1
St1 + h0

t+
1

:

at the re-balancing dates t0 and t1; the value of the old portfolio must be reinvested to
build the new portfolio without exogenous withdrawal of money.

In this paper A will be a real linear subspace of all self-�nancing portfolios and it will
constitute, by de�nition, the class of all admissible portfolios. A will depend on the kind
of problems one has to face : hedging, utility maximization, modeling inside trading. If we
require that S belongs to A, then the process S is forced to be a �nite quadratic variation
process. In fact,

R �
0
Sd�S exists if and only if the quadratic variation [S] exists, see [57] ;

in particular one would have Z �

0

Ssd
�Ss = S2 � S2

0 �
1

2
[S]:

L will be the sub-linear space of L0(
) representing a set of contingent claims of
interest for one investor. An A-attainable contingent claim will be a random variable
C for which there is a self-�nancing portfolio (X0; h) with h 2 A and

C = X0 +

Z 1

0

hsd
�Ss:

X0 will be called replication price for C. The market will be said (A;L)-complete if
every element of L is A-attainable.

In these introductory lines we will focus only on one particular elementary situation.
For simplicity we illustrate the case where [log(S)]t = �2t: We choose as L the set of

all European contingent claims C =  (S1) where  is continuous with polynomial growth.
We consider the case A = AS; where

AS = f(u(t; St)); 0 � t < 1 j u : [0; 1]� R! R; Borel-measurable

with polynomial growth and lower boundedg :

3
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Such a market is (A;L)-complete : in fact, a random variable C =  (S1) is anA-attainable
contingent claim. To build a replicating strategy the investor has to choose v as solution
of the following problem�

@tv(t; x) +
1
2
�2x2@

(2)
xx v(t; x) = 0

v(1; x) =  (x)

and X0 = v(0; S0): This follows easily after application of Itô formula contained in pro-
position 1.2.11, see proposition 1.5.29.

We highlight that this method can be adjusted to hedge also Asian contingent claims.
A crucial concept is the one of A-martingale processes. Those processes naturally

intervene in utility maximization, arbitrage and uniqueness of hedging prices.
A process M is said to be an A-martingale if for any process Y 2 A,

E

�Z �

0

Y d�M

�
= 0:

If for some �ltration F with respect to which M is adapted, A contains the class of all
bounded F-predictable processes, then M is an F-martingale.

An example of A-martingale is the so called weak Brownian motion of order k = 1
and quadratic variation equal to t. That notion was introduced in [27] : a weak Brownian
motion of order 1 is a process X such that the law of Xt is N(0; t) for any t � 0.

A portfolio (X0; h) is said to be an A-arbitrage if h 2 A, X1 � X0 almost surely and
PfX1 �X0 > 0g > 0. We denote by M the set of probability measures being equivalent
to the initial probability P under which S is an A-martingale. IfM is non empty then the
market is A-arbitrage free. In fact if Q 2M, given a pair (X0; h) which is an A-arbitrage,
then EQ[X1 � X0] = EQ[

R 1

0
hd�S] = 0. In that case the replication price X0 of an A-

attainable contingent claim C is unique, provided that the process h�; for any bounded
random variable � in G0 and h in A; still belongs to A. Moreover X0 = EQ[CjG0]. In
reality, under the weaker assumption that the market is A-arbitrage free, the replication
price is still unique, see proposition 1.5.27. Furthermore ifM is non empty and A = AS;
as assumed in this section, the law of St has to be equivalent to Lebesgue measure for
every 0 � t � 1; see proposition 1.5.21.

If the market is (A;L)-complete then all the probabilities measures inM coincide on
�(L), see proposition 1.5.28. If �(L) = F then M is a singleton : this result recovers the
classical case.

Given an utility function satisfying usual assumptions, it is possible to show that
the maximum � is attained on a class of portfolios ful�lling conditions related to as-
sumption 1.5.37, if and only if there exists a probability measure under which log(S) �R �
0

�
�2�t � 1

2
�2
�
dt is an A-martingale, see proposition 1.5.44. Therefore if A is big en-

ough to ful�ll conditions related to assumption D in De�nition 1.4.6, then S is a classical
semimartingale.

Those considerations show that most of the classical results of basic �nancial theory
admit a natural extension to non-semimartingale models.

The paper is organized as follows. After some preliminaries about stochastic calculus
via regularizations for forward integrals, we provide in section 3 examples of integrators

4
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and integrands for which forward integrals exist and realize some important properties
in view of �nancial applications : those examples appear in three essential situations
coming from Malliavin calculus, substitution formulae and Itô-�elds. Regarding �nance
applications, the class of strategies de�ned using Malliavin calculus are useful when log(S)
is a geometric Brownian motion with respect to a �ltration F contained in G ; the use
of substitution formulae naturally appear when trading with an initial extra information,
already available at time 0 ; Itô �elds apply whenever S is a generic �nite quadratic
variation process.

Section 4 is devoted to the study of A-martingales : after having de�ned and establi-
shed basic properties, we explore the relation between A-martingales and weak Brownian
motion ; later we discuss the link between the existence of a maximum for a an optimiza-
tion problem and the A-martingale property.

In Section 5 we �nally deal with applications to mathematical �nance. We de�ne
self-�nancing portfolio strategies and we provide examples. Moreover we face technical
problems related to the use of forward integral in order to describe the evolution of the
wealth process. Those problems arise because of the lack of chain rule properties. Later,
we discuss absence of A-arbitrages, (A;L)-completeness and hedging. We conclude the
section analyzing the problem of maximizing expected utility from terminal wealth. We
obtain results about the existence of an optimal portfolio generalizing those of [39] and
[5].

1.2 Preliminaries

For the convenience of the reader we give some basic concepts and fundamental results
about stochastic calculus with respect to �nite quadratic variation processes which will
be extensively used later. For more details we refer the reader to [57].

In the whole paper (
;F ; P ) will be a �xed probability space. For a stochastic process
X = (Xt; 0 � t � 1) de�ned on (
;F ; P ) we will adopt the convention Xt = X(t_0)^1;
for t in R: Let 0 � T � 1: We will say that a sequence of processes (Xn

t ; 0 � t � T )n2N
converges uniformly in probability (ucp) on [0; T ] toward a process (Xt; 0 � t � T );
if supt2[0;T ] jXn

t �Xtj converges to zero in probability.

De�nition 1.2.1. 1. Let X = (Xt; 0 � t � T ) and Y = (Yt; 0 � t � T ) be processes
with paths respectively in C0([0; T ]) and L1([0; T ]). Set, for every 0 � t � T ,

I("; Y;X; t) =
1

"

Z t

0

Ys (Xs+" �Xs) ds;

and

C(";X; Y; t) =
1

"

Z t

0

(Ys+" � Ys) (Xs+" �Xs) ds:

If I("; Y;X; t) converges in probability for every t in [0; T ]; and the limiting pro-
cess admits a continuous version I(Y;X; t) on [0; T ]; Y is said to be X-forward
integrable on [0; T ]. The process (I(Y;X; t); 0 � t � T ) is denoted by

R �
0
Y d�X: If

I("; Y;X; �) converges ucp on [0; T ] we will say that the forward integral
R �
0
Y d�X is

the limit ucp of its regularizations.
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2. If (C(";X; Y; t); 0 � t � T ) converges ucp on [0; T ] when " tends to zero, the limit
will be called the covariation process between X and Y and it will be denoted by
[X; Y ]: If X = Y; [X;X] is called the �nite quadratic variation of X : it will
also be denoted by [X] ; and X will be said to be a �nite quadratic variation

process on [0; T ]:

De�nition 1.2.2. We will say that a process X = (Xt; 0 � t � T ); is localized by the

sequence
�

k; X

k
�
k2N�

; if P
�[+1

k=0
k

�
= 1; 
h � 
k; if h � k; and I
k

Xk = I
k
X;

almost surely for every k in N:

Remark 1.2.3. Let (Xt; 0 � t � T ) and (Y; 0 � t � T ) be two stochastic processes. The
following statements are true.

1. Let Y and X be localized by the sequences
�

k; X

k
�
k2N

and
�

k; Y

k
�
k2N

, respectively,

such that Y k is Xk-forward integrable on [0; T ] for every k in N: Then Y is X-
forward integrable on [0; T ] andZ �

0

Y d�X =

Z �

0

Y kd�Xk; on 
k; a:s::

2. If Y is X-forward integrable on [0; T ]; then Y I[0;t] is X-forward integrable for every
0 � t � T; and Z �

0

YsI[0;t]d
�Xs =

Z �^t

0

Ysd
�Xs:

3. If the covariation process [X; Y ] exists on [0; T ]; then the covariation [X; Y I[0;t]]
exists for every 0 � s � t � T; and�

X; Y I[0;t]
�
s
= [X; Y ]t^s :

De�nition 1.2.4. Let X = (Xt; 0 � t � T ) and Y = (Yt; 0 � t < T ) be processes with
paths respectively in C0([0; T ]) and L1

loc([0; T )); i.e.
R t
0
jYsj ds < +1 for any t < T .

1. If Y I[0;t] is X-forward integrable for every 0 � t < T; Y is said locally X-forward
integrable on [0; T ). In this case there exists a continuous process, which coincides,
on every compact interval [0; t] of [0; 1); with the forward integral of Y I[0;t] with
respect to X: That process will still be denoted with I(�; Y;X) =

R �
0
Y d�X:

2. If Y is locally X-forward integrable and limt!T I(t; Y;X) exists almost surely, Y is
said X-improperly forward integrable on [0; T ].

3. If the covariation process [X; Y I[0;t]] exists, for every 0 � t < T; we say that the
covariation process [X; Y ] exists locally on [0; T ) and it is still denoted by
[X; Y ]: In this case there exists a continuous process, which coincides, on every
compact interval [0; t] of [0; 1); with the covariation process

�
X; Y I[0;t]

�
: That process

will still be denoted with [X; Y ] : If X = Y; we will say that the quadratic variation
of X exists locally on [0; T ]:

4. If the covariation process [X; Y ] exists locally on [0; T ) and limt!T [X; Y ]t exists, the
limit will be called the improper covariation process between X and Y and it
will still be denoted by [X; Y ]: If X = Y; we will say that the quadratic variation

of X exists improperly on [0; T ]:
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Remark 1.2.5. Let X = (Xt; 0 � t � T ) and Y = (Yt; 0 � t � T ) be two stochastic
processes being in C0([0; 1]) and L1([0; 1]); respectively. If Y is X-forward integrable on
[0; T ] then its restriction to [0; 1) is X-improperly forward integrable and the improper
integral coincides with the forward integral of Y with respect to X:

De�nition 1.2.6. A vector ((X1
t ; :::; X

m
t ) ; 0 � t � T ) of continuous processes is said to

have all its mutual brackets on [0; T ] if [X i; Xj] exists on [0; T ] for every i; j = 1; :::;m.

In the sequel if T = 1 we will omit to specify that objects de�ned above exist on the
interval [0; 1] (or [0; 1); respectively).

Proposition 1.2.7. Let M = (Mt; 0 � t � T ) be a continuous local martingale with
respect to some �ltration F = (Ft)t2[0;T ] of F : Then the following properties hold.

1. The process M is a �nite quadratic variation process on [0; T ] and its quadratic
variation coincides with the classical bracket appearing in the Doob decomposition
of M2:

2. Let Y = (Yt; 0 � t � T ) be an F-adapted process with left continuous and bounded
paths. Then Y is M-forward integrable on [0; T ] and

R �
0
Y d�M coincides with the

classical Itô integral
R �
0
Y dM:

Proposition 1.2.8. Let V = (Vt; 0 � t � T ) be a bounded variation and continuous
process and Y = (Yt; 0 � t � T ); be a process with paths being bounded and with at most
countable discontinuities. Then the following properties hold.

1. The process Y is V -forward integrable on [0; T ] and
R �
0
Y d�V coincides with the

Lebesgue-Stieltjes integral denoted with
R �
0
Y dV:

2. The covariation process [Y; V ] exists on [0; T ] and it is equal to zero. In particular
a bounded variation process has zero quadratic variation.

Corollary 1.2.9. Let X = (Xt; 0 � t � T ) be a continuous process and Y = (Yt; 0 � t �
T ) a bounded variation and continuous process. Then

XY �X0Y0 =

Z �

0

XsdYs +

Z �

0

Ysd
�Xs:

Proposition 1.2.10. Let X = (Xt; 0 � t � T ) be a continuous �nite quadratic variation
process, and f a function in C1(R): Then Y = f(X) has a �nite quadratic variation on
[0; T ] and [Y ] =

R �
0
f 0(X)2d [X] :

Proposition 1.2.11. Let X = (Xt; 0 � t � T ) be a continuous �nite quadratic variation
process and V = ((V 1

t ; : : : ; V
m
t ); 0 � t � T ) be a vector of continuous bounded variation

processes. Then for every u in C1;2(Rm � R); the process (@xu(Vt; Xt); 0 � t � T ) is X-
forward integrable on [0; T ] and

u(V;X) = u(V0; X0) +
mX
i=1

Z �

0

@viu(Vt; Xt)dV
i
t +

Z �

0

@xu(Vt; Xt)d
�Xt

+
1

2

Z �

0

@(2)xx u(Vt; Xt)d [X]t :

7
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Lemma 1.2.12. Let X = (X1
t ; : : : ; X

m
t ; 0 � t � T ) be a vector of continuous processes

having all its mutual brackets. Let  : Rm ! R be of class C2(Rm) and Y =  (X): Then,
if Z@xi (X) is X i-forward integrable on [0; T ]; for every i = 1; :::;m; Z is Y -forward
integrable on [0; T ] andZ �

0

Zd�Y =
mX
i=1

Z �

0

Z@xi (X)d�X i +
1

2

mX
i;j=0

Z �

0

Z@
(2)

xixj
 (X)d

�
X i; Xj

�
:

Proof. The proof derives from proposition 4:3 of [56]. The result is a slight modi�cation
of that one. It should only be noted that there forward integral of a process Y with respect
to a process X was de�ned as limit ucp of its regularizations.

2

1.3 Existence of forward integrals and properties

In this section we illustrate examples of processes for which forward integrals exist
and we list some related properties which will be extensively used in further applications
to �nance.

1.3.1 Forward integrals of Itô �elds

In this subsection � will be a G-adapted process with �nite quadratic variation, where
G is some �ltration of F : The following de�nitions and results are extracted from [24].

De�nition 1.3.1. Let k be in N�. A random �eld (H(t; x); 0 � t � 1; x 2 R) is called a
Ck G-Itô-semimartingale �eld driven by the vector N = (N1; :::; Nn) ; if N is a vector
of semimartingales with respect to G; and

H(t; x) = f(x) +
nX
i=1

Z t

0

ai(s; x)dN i
s; 0 � t � 1;

where f : 
 � R ! R belongs to Ck(R) almost surely and it is G0-measurable for every
x; H and ai : [0; 1] � R � 
 ! R; i = 1; :::; n are G-adapted for every x; almost surely
continuous with their partial derivatives with respect to x in (t; x) up to order k; and for
every index h � k it holds

@(h)x H(t; x) = @(h)x f(x) +
nX
i=1

Z t

0

@(h)x ai(s; x)dN i
s; 0 � t � 1:

De�nition 1.3.2. We denote with Ck� (G) the set of processes of the form

(H(t; �t); 0 � t � 1) ;

being (H(t; x); 0 � t � 1; x 2 R) a Ck G-Itô-semimartingale �eld driven by the vector N =
(N1; :::; Nn) ; such that (N1; :::; Nn; �) has all its mutual brackets.

8
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Remark 1.3.3. 1. The set C1� (G) is an algebra.

2. Let  be in C1(R) and h in C2� (G): Itô formula implies that  (h) belongs to C2� (G):

Proposition 1.3.4. Let h and k be in C1� (G): Then the following statements are true.

1. The process h is �-forward integrable, the forward integral
R �
0
htd

��t is the limit ucp
of its regularizations and it belongs to C2� (G):

2. The covariation process
��R �

0
htd

��t;
R �
0
ktd

��t
��

exists and it is equal to
R �
0
htktd [�]t :

3. The process
R �
0
htd

��t is forward integrable with respect to the process
R �
0
ktd

��t andZ �

0

htd
�

Z t

0

ksd
��s =

Z �

0

htktd
��t:

Using remark 1.2.3 it is not di�cult to prove that proposition 1.3.4 extends to processes
which are simple combinations of processes in C1� (G): We illustrate this result below.

De�nition 1.3.5. Let S(Ck� (G)) be the set of all processes h of type

h = h0If0g +
mX
i=1

hiI(ti�1;ti]

where 0 = t0 � t1; � � � ; tm = 1; and hi belongs to Ck� (G); for i = 1; :::;m:

Remark 1.3.6. Thanks to remark 1.3.3, if h belongs to S(Ck� (G)) and  is of class

C1(R); then  (h) is still in S(Ck� (G)):

Proposition 1.3.7. Let h and k be in S(C1� (G)): Then the we can state the following.

1. The process h is �-forward integrable and it belongs to S(C2� (G)):
2. The covariation process

��R �
0
htd

��t;
R �
0
ktd

��t
��

exists and it is equal to
R �
0
htktd [�]t :

3. The process
�R �

0
htd

��t; 0 � t � 1
�
is forward integrable with respect to the process�R �

0
ktd

��t; 0 � t � 1
�
and

Z �

0

htd
�

Z t

0

ksd
��s =

Z �

0

htktd
��t:

Proof. By linearity of forward integral and bilinearity of covariation it is su�cient to
prove the statement for processes of type hI[0;t] and kI[0;s]; with h and k in C1� (G) and
0 � s � t � 1: The proof is a consequence of remark 1.2.3 and proposition 1.3.4.

2
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1.3.2 Forward integrals via Malliavin calculus

We work in the Malliavin calculus framework. To this extent we recall some basic
notations and de�nitions from [45] and [43].

We suppose that (
;F;F ; P ) is the canonical probability space, meaning that 
 =
C ([0; 1];R), P is the Wiener measure, W is the Wiener process, F is the �ltration genera-
ted by W and the P -null sets and F is the completion of the Borel �-algebra with respect
to P:

Let S be the space of all random variables on (
;F ; P ); of the form

F = f(W (t1); :::;W (tn)); 0 � t0; � � � ; tn � 1;

with f in C1(Rn) being bounded with its derivatives of all orders. The iterated derivative
of order k operator is denoted byDk: ThenDk : Dk;p ! Lp

�

� [0; 1]k

�
; where Dk;p; p � 2;

k 2 N�; is the closure of S with respect to the norm

jjF jjp
Dk;p

= jjF jjpLp(
) +
kX

j=1

����������DjF
����
L2([0;1]j)

������p
Lp(
)

:

For any p � 2; L1;p denotes the space of all functions u in Lp (
� [0; 1]) such that ut be-
longs to D1;p for every 0 � t � 1 and there exists a measurable version of (Dsut; 0 � s; t � 1)

with
R 1

0
E

h
jjDutjjpL2([0;1])

i
dt <1: For every u in L1;p we denote jjujjp

L1;p
=
R 1

0
jjutjjpD1;p dt:

Similarly, for p � 2; L2;p denotes the space of all functions u in Lp (
� [0; 1]) ; such
that ut belongs to D2;p for every 0 � t � 1 and there exist measurable versions of
(Dsut; 0 � s; t � 1) and (DrDsut; 0 � s; t; r � 1) withZ 1

0

E

h
jjDutjjpL2([0;1])

i
+ E

h����D2ut
����p
L2([0;1]2)

i
dt <1:

For every u in L2;p we denote jjujjp
L2;p

=
R 1

0
jjutjjpD2;p dt:

The Skorohod integral � is the adjoint of the derivative operator D; its domain is
denoted by Dom�: An element u belonging to Dom� is said Skorohod integrable. We
recall that D1;2 is dense in L2(
); L1;2 � Dom�; and that if u belongs to L1;2 then, for
each 0 � t � 1; uI[0;t] is still in L

1;2: In particular it is Skorohod integrable. We will use

the notation �
�
uI[0;t]

�
=
R t
0
us�Ws; for each u in L1;2: The process

�R t
0
us�Ws; 0 � t � 1

�
is mean square continuous and then it admits a continuous version, which will be still
denoted by

R �
0
ut�Wt: We �nally recall that for every u in L1;p there exists a positive

constant cp such that

jj�(u)jjpLp(
) � cp

"�Z 1

0

jE [ut]j2 dt
� p

2

+
������jjDujjL2([0;1]2)������p

Lp(
)

#
(1.1)

� cp jjujjpL1;p :

It is useful to remind the following result contained in [43], exercise 1.2.13.
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Lemma 1.3.8. Let F and G be two random variables in D1;2: Suppose that both G and
jjDGjjL2([0;1]) are bounded. Then FG is still in D1;2 and D(FG) = FDG+GDF:

Remark 1.3.9. 1. Let u and v be processes in L1;p; for some p � 2; and in L1;2;
respectively, such that the random variable

sup
t2[0;1]

�
jvtj+

Z 1

0

(Dsvt)
2ds

�
is bounded. By lemma 1.3.8 the process uv belongs to L1;p and Duv = uDv + vDu:

2. Let u be a process in L2;p; for some p � 2 and v in L2;2 such that the random variable

sup
t2[0;1]

�
jvtj+

Z 1

0

(Dsvt)
2ds+

Z 1

0

Z 1

0

(DrDsvt)
2drds

�
is bounded. Then the process uv belongs to L2;p:

In order to state a chain rule formula we will need the Fubini -type lemma below.

Lemma 1.3.10. Let u be in L2 (
� [0; 1]2) : Assume that for every 0 � t � 1; the
process u(�; t) belongs to L1;2; that there exist measurable versions of the two processes
(�(u(�; t); 0 � t � 1) and (Dru(s; t); 0 � r; s; t � 1) and that

E

�Z 1

0

jjDu(�; t)jj2L2([0;1]2) dt
�
< +1: (1.2)

Then the process
�R 1

0
u(s; t)dt; 0 � s � 1)

�
belongs to L1;2 and

�

�Z 1

0

u(�; t)dt
�
=

Z 1

0

�(u(�; t))dt:

Proof. Consider the process (gs; 0 � s � 1) so de�ned : gs =
R 1

0
u(s; t)dt: Let 0 �

s � 1 be �xed. Since (u(s; t); 0 � t � 1) is in L1;2; gs is in D
1;2 and Dgs =

R 1

0
Du(s; t)dt:

By Fubini theorem
�R 1

0
Dru(s; t)dt; 0 � r; s � 1

�
admits a measurable version. Thanks

to inequality (1.2),
R 1

0
E

h
jjDgsjjL2([0;1])

i
ds < +1: This implies that g is in L1;2: The

conclusion of the proof is achieved using exercise 3.2.8, page 174 of [43].

2 2

De�nition 1.3.11. For every p � 2; L1;p
� will be the space of all processes u belonging to

L1;p such that lim"!0Dtut�" exists in L
p(
� [0; 1]). The limiting process will be denoted

by
�
D�
t ut; 0 � t � 1

�
:

11
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Remark 1.3.12. 1. If u belongs to L1;p
� then

E

�Z 1

0

�
1

"

Z s+"

s

��Drus �D�
r ur
��p dr� ds� (1.3)

converges to zero when " tends to zero. Indeed term (1.3) equals 1
"

R "
0
f(z)dz; with

f(z) = E
hR 1

0
jDrur�z �D�

r urjp dr
i
; and limz!0 f(z) = 0:

2. Let u and v be two left continuous processes respectively in L1;p
� and L1;2

� with p �
2: Suppose, furthermore, that supt2[0;1] jutj belongs to Lp(
) and that the random

variable supt2[0;1]
�jvtj+ sups2[0;1] jDsvtj

�
is bounded. Then uv belongs to L1;q

� ; for

every 2 � q < p: Moreover D�uv = uD�v + vD�u: In particular v belongs to L1;q
� ;

for every q � 2:

The hypothesis on the left continuity of u and v on point 2. of previous remark allows
us to show that

lim
"!0

�Z 1

0

jzt�" � ztjp dt
�
= 0; z = u; v; a:s: (1.4)

That condition could be relaxed. It would be enough to suppose that,

�((0 � t � 1; s:t: jzt � zt�j 6= 0)) = 0;

almost surely, for z = u; v; being � the Lebesgue measure on B([0; 1]). Nevertheless,
convergence in (1.4) does not hold for every bounded process. To see this it is su�cient
to consider, for instance, z = IQ\[0;1]:

Lemma 1.3.13. Let u and v be respectively in L1;p
� ; p � 2; and L1;2

� : Suppose that the ran-
dom variable supt2[0;1]

�jvtj+ sups2[0;1] jDsvtj
�
is bounded. Then the sequence of processes�

1

"

Z 1

0

utvt(Wt+" �Wt)dt� 1

"

Z 1

0

ut

�Z t+"

t

vs�Ws

�
dt

�
">0

converges in Lq(
) to
R 1

0
utD

�
t vtdt; for every 2 � q < p:

Proof. Set

A" =
1

"

Z 1

0

utvt (Wt+" �Wt) dt; B" =
1

"

Z 1

0

ut

�Z t+"

t

vs�Ws

�
dt:

Proposition 1.3.4 in section 1.3 of [43] permits to rewrite A" in the following way :

A" =
1

"

Z 1

0

utvt

�Z t+"

t

I[0;1](s)�Ws

�
dt:

Moreover, by point 1. of remark 1.3.9,Duv = vDu+uDv: For every 0 � t � 1; the random
variables

R t+"
t

Ds(utvt)ds and
R t+"
t

Dsutvsds are square integrable. Therefore property (4)
in section 1.3 of [43] can be exploited to write

A" =
1

"

Z 1

0

�Z t+"

t

utvt�Ws

�
dt+

1

"

Z 1

0

�Z t+"

t

Ds(utvt)ds

�
dt;

12
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and

B" =
1

"

Z 1

0

�Z t+"

t

utvs�Ws

�
dt+

1

"

Z 1

0

�Z t+"

t

Dsutvsds

�
dt:

This implies

A" �B" =

Z 1

0

�
1

"

Z t+"

t

ut(vt � vs)�Ws

�
dt

+

Z 1

0

�
1

"

Z t+"

t

(vt � vs)Dsutds

�
dt+

Z 1

0

�
1

"

Z t+"

t

utDsvtds

�
dt

= I1" + I2" + I3" :

We observe that the function (!; s; t) 7�! I(t;t+"](s)ut(!)(vt � vs)(!); for every (!; s; t)
in 
 � [0; 1]2; satis�es the hypotheses of lemma 1.3.10. Therefore I1" can be rewritten as
follows

I1" =

Z 1

0

�
1

"

Z s

s�"

ut(vt � vs)dt

�
�Ws:

Using inequality (1.1) it is possible to prove that there exists a positive constant c such
that

E
���I1" ��p� � cE

"Z 1

0

 
jutjp +

�Z 1

0

(Drut)
2dr

� p
2

!
h"tdt

#
;

with

h"t =
1

"

Z t+"

t

 
jvt � vsjp +

�Z 1

0

jDrvt �Drvsj2 dr
� p

2

!
ds:

Since supt2[0;1]
�jvtj+ sups2[0;1] jDsvtj

�
is a bounded random variable, for almost all (!; t);

h"t converges to zero when " goes to zero. Consequently, Lebesgue dominated convergence
theorem applies to conclude that E

�jI1" jp� converges to zero.
Considering the term I2" ; h�older inequality and the boundedness of v lead to

E
���I2" ��p� � cE

�Z 1

0

�
1

"

Z t+"

t

��Dsut �D�
s us
��p ds� dt�

+ cE

�Z 1

0

�
1

"

Z s

s�"

jvt � vsjp dt
� ��D�

s us
��p ds� ;

for some positive constant c: The �rst term of previous sum converges to zero by point 1.
of remark 1.3.12 ; the second by Lebesgue dominated convergence theorem.

Finally I3" may be rewritten as follows :

I3" =

Z 1

0

�
1

"

Z t+"

t

(Dsvt �D�
s vs)ds

�
utdt

+

Z 1

0

1

"

Z t+"

t

D�
s vs(ut � us)dsdt+

Z 1

0

usD
�
s vsds:

13
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H�older inequality and again remark 1.3.12 implies the convergence to zero in Lq(
) of
the �rst term of the sum for every 2 � q < p: The convergence to zero of the second
term of the sum in Lp(
) is due to the boundedness of jD�vj and the following maximal
inequality contained in [60], theorem 1. :Z 1

0

sup
">0

�
1

"

Z t+"

t

jzsjp ds
�
dt �

Z 1

0

jztjp dt; z 2 Lp(
� [0; 1]):

This leads to the conclusion.

2

We omit the proof of the following lemma which is, indeed, a slight modi�cation of
the proof of previous one.

Lemma 1.3.14. Let v be in L1;p
� ; p � 2. Then the sequence of processes�

1

"

Z 1

0

vt(Wt+" �Wt)dt� 1

"

Z 1

0

�Z t+"

t

vs�Ws

�
dt

�
">0

converges in Lp(
) to
R 1

0
D�
t vtdt:

Lemma 1.3.15. Let u be a process in L1;p with p � 2: Then the process�Z t

0

usds; 0 � t � 1

�
belongs to L1;p

� ; and D�
�R �

0
utdt

�
=
R �
0
Dutdt:

Proof. We set gt =
R t
0
usds: Clearly g is in Lp(
� [0; 1]): As already observed for the

proof of lemma 1.3.10, since the process u belongs to L1;2 for every 0 � t � 1; gt is in D
1;2

and Dgt =
R t
0
Dusds: Moreover H�older inequality implies

E

�Z 1

0

jjDgtjjpL2([0;1]) dt
�
� E

�Z 1

0

jjDusjjpL2([0;1]) ds
�
< +1:

Then g belongs to L1;p: To conclude it is su�cient to observe that

E

�Z 1

0

Z t

t�"

jDtusjp dsdt
�
= E

�Z 1

0

Z s+"

s

jDtusjp dtds
�
;

and that the right hand side of previous equality converges to zero when " goes to zero
by point 1: of remark 1.3.12.

2

Lemma 1.3.16. Let u be a process in L2;p; with p � 2: Suppose furthermore thatZ 1

0

�
E

h
jjDutjjpLp([0;1])

i
+ E

h����D2ut
����p
Lp([0;1]2)

i�
dt < +1: (1.5)

Then the process
�R t

0
us�Ws; 0 � t � 1

�
is in L1;p

� ; and

D�

�Z �

0

ut�Wt

�
=

Z �

0

Dut�Wt:
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Proof. We set g =
R �
0
ut�Wt: By proposition 5.5 of [45], for every t in [0; 1]; gt belongs

to D1;2 and Drgt = �
�
DruI[0;t]

�
+ urI[0;t](r); for every r; almost surely. Using inequality

(1.1) it is possible to �nd a positive constant c such that

jjgjjpLp(
�[0;1]) � c jjujjp
L1;p

< +1:

To prove that g belongs to L1;p we still have to show that E
hR 1

0
jjDgtjjpL2([0;1]) dt

i
is �nite.

Clearly, E
hR 1

0

����uI[0;t]����pL2([0;1]) dti � jjujjLp(
�[0;1]) ; which is �nite. It remains to prove that

E

�R 1

0

�R 1

0

��� �DruI[0;t]
���2 dr� p

2

dt

�
< +1: Applying again inequality (1.1) we obtain, for

some c > 0;

E

"Z 1

0

�Z 1

0

��� �DruI[0;t]
���2 dr� p

2

dt

#
� c

Z 1

0

E

�Z 1

0

��� �DruI[0;t]
���p dt� dr

� c

Z 1

0

Z 1

0

����DruI[0;t]
����p
L1;p

drdt

� c

Z 1

0

jjDrujjpL1;p dr:

Last term in the expression above is bounded by the integral appearing in inequality (1.5).
This permits to get the result.

2

Proposition 1.3.17. Let v be a process in L1;p
� ; with p > 4. Then v is both forward and

Skorohod integrable with respect to W andZ �

0

vtd
�Wt =

Z �

0

vt�Wt +

Z �

0

D�
t vtdt:

Furthermore, if v is also left continuous with right limit, then
R �
0
vtd

�Wt has �nite qua-
dratic variation equal to

R �
0
v2t dt:

Proof. First of all we observe that if a process v belongs to L1;p
� then I[0;t]v inherits

the property for every t in [0; 1]: Using lemma 1.3.14 and lemma 1.3.10 we �nd that
I("; v;W; t) � R t

0
vs�Ws converges in L

p(
) toward
R t
0
D�
s vsds; for every 0 � t � 1: If v

belongs to L1;p
� ; with p > 4; by theorem 5.2 in [45], the Skorohod integral process

R �
0
vt�Wt

admits a continuous version. At the same time, thanks to theorem 1.1 of [54] we know
that

R �
0
vt�Wt has �nite quadratic variation equal to

R �
0
v2t dt: The proof is complete.

2

Proposition 1.3.18. Let u and v be left continuous processes, respectively in L1;p
� and

L1;2
� ; with p > 4. Suppose that supt2[0;1] jutj belongs to Lp(
); and that the random variable

supt2[0;1]
�jvtj+ sups2[0;1] jDsvtj

�
is bounded. Then uv and v are forward integrable with
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respect to W: Furthermore u is forward integrable with respect to
R �
0
vtd

�Wt andZ �

0

utd
�

�Z t

0

vsd
�Ws

�
=

Z �

0

utvtd
�Wt

=

Z �

0

utvt�Wt +

Z �

0

(vtD
�
t ut + utD

�
t vt)dt:

Proof. By point 2. of remark 1.3.12 the process uv belongs to L1;q
� ; for every 4 < q < p;

and D�uv = vD�u+ uD�v: Proposition 1.3.17 immediately implies thatZ �

0

utvtd
�Wt =

Z �

0

utvt�Wt +

Z �

0

(vtD
�
t ut + utD

�
t vt)dt:

Lemma 1.3.13 permits to write, for every 0 � t � 1;

I

�
"; u;

Z �

0

vtd
�Wt; t

�
=

1

"

Z t

0

us

Z s+"

s

vrd
�Wrds

=
1

"

Z t

0

us

�Z s+"

s

vr�Wr

�
ds

+
1

"

Z t

0

us

�Z s+"

s

D�
r vrdr

�
ds:

Since supt2[0;1]
��D�

t vt
�� belongs to Lp(
) the second term of previous sum converges towardR t

0
usD

�
s vsds in L

q(
); for every 2 � q < p: As a consequence of this, by lemma 1.3.13,

I
�
"; u;

R �
0
vtd

�Wt; t
�
converges toward

R t
0
usvsd

�Ws in L
2(
): The proof is then complete.

2

De�nition 1.3.19. We say that a process u belongs to L1;p
�;loc if it is localized by a sequence�


k; u
k
�
k2N

; with uk belonging to L1;p
� for every k in N:

Lemma 1.3.20. Let u = (u1; : : : ; un) ; n > 1; be a vector of left continuous processes with
bounded paths and in L1;p

� ; for some p � 2. Then, for every  in C1 (Rn) the process  (u)
belongs to L1;p

�;loc. Moreover, the localizing sequence
�

k;  (u)

k
�
k2N

can be chosen such that

 (u)k is left continuous, and supt2[0;1]
�� (u)kt �� belongs to Lp(
) for every k in N:

Proof. For k in N�; set 
k =
�
sup0�t�1 jjutjjRn � k

	
and  (u)k =  (u)fk(u); being

fk(u) = f(u
k
); and f a smooth function from Rn to R; with compact support and f(x) = 1;

for every jjxjj � 1: Clearly  (u) is localized by
�

k;  (u)

k
�
k2N

: By [45], proposition 4.8,

 (u)k belongs to L1;2; for every k in N�: Since  � fk has bounded �rst partial derivatives,
proposition 1.2.2 of [43] implies that

D (u)ks =
nX
i=1

@i( � fk)(us)Duis:

In particular  (u)k belongs to L1;p: Using the continuity of all �rst partial derivatives
of  � fk and the left continuity of ui for every i = 1; :::; n; it is possible to prove that

16
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 (u)k belongs indeed to L1;p
� ; and D� (u)k =

Pn

i=1 @i( � fk(u))D�ui: The proof is then
complete.

2

We conclude this section giving a generalization of proposition 1:3:18:

Proposition 1.3.21. Let u = (u1; : : : ; un) ; n > 1; be a vector of left continuous processes
with bounded paths and in L1;p

� ; with p > 4: Let v be a process in L1;2
� with left continuous

paths such that the random variable jvtj + sups2[0;1] jDsvtj is bounded. Then for every  
in C1(Rn)  (u)v and v are forward integrable with respect to W: Furthermore  (u) is
forward integrable with respect to

R �
0
vtd

�Wt andZ �

0

 (ut)d
�

�Z t

0

vsd
�Ws

�
=

Z �

0

 (ut)vtd
�Wt:

Proof. Let
�

k;  (u)k

�
k2N

be a localizing sequence for  (u) such that  (u)k is left

continuous and supt2[0;1]
�� (u)kt �� belongs to Lp(
) for every k in N: Such a sequence exists

thanks to lemma 1.3.20. Clearly
�

k;  (u)kv

�
k2N

localizes  (u)v: For every k in N; thanks

to proposition 1.3.18,  (u)k and  (u)kv are forward integrable with respect to W andZ �

0

 (u)kt d
�

Z t

0

vsd
�Ws =

Z �

0

 (u)kt vtd
�Wt:

The conclusion follows by remark 1.2.3.

2

1.3.3 Forward integrals of anticipating processes : substitution

formulae

Let F = (Ft)t2[0;1] be a �ltration on (
;F ; P ) ; with F1 = F ; and L an F -measurable

random variable with values in Rd. We set Gt = (Ft _ �(L)) ; and we suppose that G is
right continuous :

Gt =
\
">0

(Ft+" _ �(L)) :

In this section PF (PG; resp.) will denote the �-algebra of F(of G; resp.)-predictable
processes. E will be the Banach space of all continuous functions on [0; 1] equipped with
the uniform norm jjf jjE = supt2[0;1] jf(t)j :

Preliminary results

We state in the sequel some results about forward integrals involving processes that are
random �eld evaluated at L: To be more precise we will establish conditions to insure the
existence of such integrals, their quadratic variation and a related associativity property.

De�nition 1.3.22. An increasing sequence of random times (Tk)k2N is said suitable if
P
�[+1

k=0 fTk = 1g� = 1:

17
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De�nition 1.3.23. For every random time 0 � S � 1; p > 0; and 
 > 0; we de�ne C
p;

S

as the set of all families of continuous processes ((F (t; x); 0 � t � 1);x 2 Rd) such that
for each compact set C of Rd there exists a constant c > 0 such that

E

"
sup
t2[0;S]

jF (t; x)� F (t; y)jp
#
� c jx� yj
 ; 8x; y 2 C:

If S = 1; Cp;
 will stand for Cp;
S .

We begin recalling a result stated in [54], lemma 1.2, page 93.

Lemma 1.3.24. Let
�
(Fn(t; x); 0 � t � 1); (F (t; x); 0 � t � 1);n � 1; x 2 Rd	 be a fa-

mily of continuous processes such that Fn and F are F 
 B([0; 1]) 
 B(Rd)-measurable.
Suppose that for each x in Rd; Fn(�; x) converges to F (�; x) ucp and that there exist p > 1;

 > d; with

E

"
sup
t2[0;1]

jFn(t; x)� Fn(t; y)jp
#
� c jx� yj
 ; 8x; y 2 C; 8n 2 N;

and C compact set in Rd: Then x 7! F (�; x) admits a continuous version �F (�; x) from Rd
to E and Fn(�; L) converges toward F (�; L) ucp.
De�nition 1.3.25. bL(PF
B(Rd)) will denote the set of all functions

((h(t; x); 0 � t � 1);x 2 Rd)

which are PF
B(Rd)-measurable, such that for every x in Rd; h(�; x) has left continuous
and bounded paths.

De�nition 1.3.26. Let p > 1; 
 > 0. We de�ne Ap;
 as the set of all functions h in
bL(PF
B(Rd)) satisfying the following assumption. There exists a suitable sequence of
stopping times (Tk)k2N such that h belongs to

T
k2N C

p;

Tk
:

We state this lemma which will be useful later.

Lemma 1.3.27. Let h and g be respectively in Ap;
p and Aq;
q for some p; q > 1; 
p; 
q >
0: Then the following statements hold.

1. If  belongs to C1(R) and it has bounded derivative, then  (h) belongs to Ap;
p :

2. The process hg belongs to A�;

p�

p
^

q�

q with � = pq

p+q
:

3. If N is a continuous F-semimartingale, then the function�Z t

0

h(s; x)dNs; 0 � t � 1; x 2 R)
�

belongs to Ap;
p.

18
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Proof. Let (Tk)k2N be a suitable sequence of stopping times such that h and k belong
to
T

k2N C
p;
p
Tk

and
T

k2N C
q;
q
Tk

; respectively.
The conclusion of the �rst point is straightforward.
Concerning the second point we set, for every k in N;

Sk = inf f0 � t � 1; j jh(t; 0)j+ jg(t; 0)j � kg ^ Tk ^ 1:

If C is a compact set of Rd; using H�older inequality we obtain

E

"
sup

t2[0;Sk]

jhg(t; x)� hg(t; y)j�
#
� c

 
E

"
sup

t2[0;Sk]

jh(t; x)� h(t; y)jp
#!�

p

+ c

 
E

"
sup

t2[0;Sk]

jg(t; x)� g(t; y)jq
#!�

q

� c jx� yj 
�p ^

q�

q ;

where c = supx;y2C
�
E
�
supt2[0;Sk] jh(t; x)jp

���
p +

�
E
�
supt2[0;Sk] jg(t; x)jq

���
q is bounded

thanks to the choice of the sequence (Sk)k2N and the compactness of C:
To prove point 3. it is su�cient to de�ne Sk = inf f0 � t � 1; j jV jt + [M ]t � kg ^ Tk,

for every k in N; where N =M +V; M is an F-local martingale, V is a bounded variation
process, and jV j denotes the total variation of V:

2

Existence

LetM;V :
�

� [0; 1]� Rd;F 
 B([0; 1])
 B(Rd)� �! (R;B(R)) be measurable func-

tions such that for each x in Rd; M(0; x) = V (0; x) = 0; (M(t; x); 0 � t � 1) is an
F-continuous local martingale, and (V (t; x); 0 � t � 1) a continuous bounded variation
process.

Remark 1.3.28. If h is in bL(PF 
 B(Rd)); the process (h(t; L); 0 � t � 1) is left
continuous with bounded paths and the process (V (t; L); 0 � t � 1) is continuous with
bounded variation. Then, by proposition 1.2.8,

R �
0
h(t; L)d�V (t; L) exists and coincides

with the Lebesgue-Stieltjes integral
R �
0
h(t; L)dV (t; L): MoreoverZ �

0

h(t; L)dV (s; L) =

�Z �

0

h(t; x)dV (t; x)

�
x=L

:

Lemma 1.3.29. Let h be in bL(PF 
 B(Rd)): Suppose that both supt2[0;1] jh(t; 0)j and
supt2[0;1] jM(t; 0)j are bounded, and that there exist p > 1; q > p

p�1
, 
p >

d(q+p)
q

; 
q >
d(q+p)

p

such that M belongs to C
p;
p and h to C

q;
q : Then the function x 7! R �
0
h(s; x)dM(s; x)

admits a continuous version,
R �
0
h(s; L)d�M(s; L) exists as limit ucp of its regularizations

and Z �

0

h(t; L)d�M(t; L) =

�Z �

0

h(t; x)dM(t; x)

�
x=L

:
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Proof. For every x 2 Rd and 0 � t � 1 we set

F"(t; x) =
1

"

Z t

0

h(s; x)(M(s+ "; x)�M(s; x))ds;

and

F (t; x) =

Z t

0

h(s; x)dM(s; x):

To prove our statement we verify that lemma 1.3.24 applies to the families de�ned above.
Let x and y in Rd be �xed. Point 2. of proposition 1.2.7 implies that F"(�; x) converges

ucp to F (�; x). Set � = pq

p+q
: Using theorem 45 in chapter IV of [48], we can write, for

every " > 0;

F"(�; x)� F"(�; y) =

Z �

0

�
1

"

Z r

(r�")+
(h(s; x)� h(s; y))ds

�
dM(r; x)

+

Z �

0

�
1

"

Z r

(r�")+
h(s; y)ds

�
d (M(r; y)�M(r; x)) :

Thanks to theorem 2 in chapter V of [48], we �nd a positive constant a; depending only
on p and q such that, for every " > 0;

E

"
sup
t2[0;1]

jF ("; t; x)� F ("; t; y)j�
#
� a(�1 + �2)

with

�1 = E

"
sup
t2[0;1]

jh(t; x)� h(t; y)jq
#�

q

E

"
sup
t2[0;1]

jM(t; x)jp
#�

p

and

�2 = E

"
sup
t2[0;1]

jM(t; x)�M(t; y)jp
#�

p

E

"
sup
t2[0;1]

jh(t; y)jq
#�

q

:

Thanks to the hypotheses on M and h it is possible to �nd a constant b depending on C
such that

�1 � b jx� yj

q�

q ; �2 � b jx� yj

p�

p ; 8" > 0:

Consequently, there will exist c > 0 such that

E

"
sup
t2[0;1]

jF ("; t; x)� F ("; t; y)j�
#
� c jx� yj
 ; 8x; y 2 C; 8" > 0;

with 
 = 
p�

p
^ 
q�

q
> d and proof is complete.

2

The following proposition represents a generalization of previous lemma.
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Proposition 1.3.30. Suppose that M belongs to Ap;
p and that h belongs to Aq;
q for
some p > 1; q > p

p�1
, 
p >

d(q+p)
q

and 
q >
d(q+p)

p
: Then x 7! R �

0
h(s; x)dM(s; x) admits a

continuous version,
R �
0
h(s; L)d�M(s; L) exists as limit ucp of its regularizations andZ �

0

h(s; L)d�M(s; L) =

�Z �

0

h(s; x)dM(s; x)

�
x=L

:

Proof.We observe that we do not loose generality assuming that there exists a suitable
sequence of F-stopping times (Tk)k2R such thatM and h belong respectively to

T
k2N C

p;
p
Tk

and
T

k2N C
q;
q
Tk

: Let (Sk)k2N be a suitable sequence of F-stopping times such that, for every

k in M; Sk is the �rst instant, between 0 and 1; the process jM(�; 0)j+ jh(�; 0)j is greater
than k: Set, for every k in N;

Rk = Sk ^ Tk; Mk =MRk ; hk = hRk ;

and


k =

(
sup
t2[0;1]

jM(t; 0)j � k

)
\
(
sup
t2[0;1]

jh(t; 0)j � k

)
\ fRk = 1g :

Let k be �xed. It is clear that supt2[0;1]
��hk(t; 0)�� and supt2[0;1]

��Mk(�; 0)�� are bounded and

that Mk and hk belong, respectively, to C
p;
p and C

q;
q : We can thus apply lemma 1.3.29
to state that the function x 7! R �

0
hk(t; x)dMk(t; x) admits a continuous version �F k(�; x)

and Z �

0

hk(t; L)dMk(t; L) =

�Z �

0

hk(t; x)dMk(t; x)

�
x=L

:

By the local character of the classical stochastic integral, see [48], theorem 26, F k(�; x) =
F h(�; x) = R �

0
h(t; x)dM(t; x); for every x in Rd; almost surely on 
h; for every h � k:

Therefore it is possible to de�ne
�
�F (t; x); 0 � t � 1; x 2 Rd� such that x 7! �F (�; x) is

continuous, and for every k in N

�F (�; x) = �F k(�; x) =
Z �

0

h(t; x)dM(t; x); 8x 2 Rd; on 
k:

Furthermore, remark 1.2.3 implies that

lim
"!0

1

"

Z �

0

h(s; L)(M(s+ "; L)�M(s; x))ds = �F (�; L);

ucp, since the convergence holds on every on 
k; for every k in N:

2

Previous proposition implies directly the following corollary.

Corollary 1.3.31. Let N be a continuous F-local martingale. Let h be in Aq;
q ; for q > 1,

q > d: Then x 7! R �

0
h(t; x)dNt admits a continuous version,

R �
0
h(t; L)d�Nt exists as limit

ucp of its regularizations andZ �

0

h(t; L)d�Nt =

�Z �

0

h(t; x)dNt

�
x=L

:
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Quadratic variation

We examine the existence of the quadratic variation of forward integrals of the anti-
cipating processes considered in the present subsection. We start giving a generalization
of a substitution formula proved in [54], proposition 1.3. We furnish, in fact, a localized
version of that result in view of further applications to �nance. We omit the details of its
proof, which are indeed similar to those used in the proof of proposition 1.3.30.

Proposition 1.3.32. Suppose that M belongs to Ap;
 with p > 2 and 
 > 2d: Then x 7!
[M(�; x);M(�; x)] admits a continuous version, the process M(�; L) has �nite quadratic
variation and

[M(�; L);M(�; L)] = [M(�; x);M(�; x)]x=L :

A consequence of previous proposition is the following.

Proposition 1.3.33. Suppose that M(t; x) =
R �
0
h(t; x)dN(t; x); for every x in Rd; where

h and N verify the following assumption. The functions h and N are, respectively, in
Aq;
q and Ap;
p with p > 2; q > 2p

p�2
, 
p >

2d(q+p)
q

and 
q >
2d(q+p)

p
; for every x in Rd;

N(0; x) = 0; and (N(t; x); 0 � t � 1) is a continuous F-local martingale. Then M(�; L)
has �nite quadratic variation and [M(�; L)] = [M(�; x)]x=L :

Proof. We have to show that hypotheses of proposition 1.3.32 are satis�ed. We denote
with (Tk)k2N a suitable sequence of F-stopping times such thatN and h belong respectively
to
T

k2NC
p;
p
Tk

and
T

k2NC
q;
q
Tk

: Let (Sk)k2N be a suitable sequence of F-stopping times such

that, for every k in N; Sk is the �rst instant, between 0 and 1; the process jN(�; 0)j+jh(�; 0)j
is greater than k: Set, for every k in N; Rk = Sk ^Tk; Nk = NRk , Mk =MRk hk = hRk ,
and 
k =

�
supt2[0;1] jN(t; 0)j � k

	 \ �supt2[0;1] jh(t; 0)j � k
	 \ fRk = 1g : Let C be a

compact set of Rd; x; y in C; and k in N. Using arguments already employed in the proof
of lemma 1.3.29, it is not di�cult to show that if � = pq

p+q
> 2; there exists a constant

dk > 0; depending on C and k; such that,

E

"
sup

t2[0;Rk]

jM(t; x)�M(t; y)j�
#

= E

"
sup
t2[0;1]

��Mk(t; x)�Mk(t; y)
���#

� dk jx� yj
 ;

with 
 = 
p�

p
^ 
q�

q
> 2d: This concludes the proof.

2

From proposition 1.3.32 and lemma 1.3.27 we can easily derive the following corollary.

Corollary 1.3.34. Suppose that M(�; x) = R �
0
h(t; x)dN where N is a continuous F-local

martingale and h belongs to Aq;
q ; q > 2; 
q > 2d: Then the function x 7! [M(�; x);M(�; x)]
admits a continuous version, the process M(�; L) has �nite quadratic variation and

[M(�; L);M(�; L)] = [M(�; x);M(�; x)]x=L :
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Chain rule formula

We conclude this section by proving the associative property of forward integrals for
the processes studied in this part of the paper.

Proposition 1.3.35. Let h and k be respectively in Ap;
p and Aq;
q ; with p > 1; q >
p

p�1
, 
p > d(q+p)

q
; 
q > d(q+p)

p
: Let N be a continuous F-local martingale. Then x 7!R �

0
k(t; x)d�

R t
0
h(s; x)dNs =

R �
0
h(t; x)k(t; x)dNs admits a continuous version, the processR �

0
k(t; L)d�

R t
0
h(s; L)d�Ns exists as limit ucp of its regularizations andZ �

0

k(t; L)d�
Z t

0

h(s; L)dNs =

Z �

0

k(t; L)h(t; L)d�Nt:

Proof. By point 3. of lemma 1.3.27 we know that
R �
0
h(t; x)dNt belongs to Ap;
p : Then,

by proposition 1.3.30, x 7! R �
0
k(t; x)d

R t
0
h(s; x)dNs =

R �
0
k(t; x)h(t; x)dNt admits a conti-

nuous version andZ �

0

k(t; L)d�
Z t

0

h(s; L)dNs =

�Z �

0

k(t; x)d�
Z t

0

h(s; x)dNs

�
x=L

=

�Z �

0

k(t; x)h(t; x)dNt

�
x=L

:

Point 2. of lemma 1.3.27 again shows that hk satis�es the hypotheses of corollary 1.3.31.
As a consequence of of thisZ �

0

h(t; L)k(t; L)d�Nt =

�Z �

0

k(t; x)h(t; x)dNt

�
x=L

;

and we achieve the end of the proof.

2

De�nition 1.3.36. 1. For p > 1 and 
 > d; we de�ne Ap;
(L) as the set of all pro-
cesses (h(t; L); 0 � t � 1) with h belonging to Ap;
:

2. S(Ap;
(L)) will be the set of all processes h = h0If0g +
Pm

i=1 h
iI(ti�1;ti] where 0 =

t0 � t1; � � � ; tm = 1; and hi belongs to Ap;
(L) for i = 1; :::;m:

Using similar arguments employed in the proof of proposition 1.3.7, it is possible to
demonstrate the following one.

Proposition 1.3.37. Let N be a continuous F-local martingale and h be a process in
S(Ap;
(L)) for some p > 1; and 
 > d: Then the following statements are true.

1. h is N-forward integrable and the forward integral
R �
0
htd

�Nt still belongs to S(Ap;
(L)).

2. If p > 2 and 
 > 2d;
R �
0
htd

�Nt has �nite quadratic variation equal to
R �
0
h2td [N ]t :

3. If k belongs to S(Aq;
q(L)) with q > p

p�1
, 
p >

d(p+q)
q

and 
q >
d(p+q)

p
; then k is

forward integrable with respect to
R �
0
htd

�Nt andZ �

0

ktd
�

Z t

0

hsd
�Ns =

Z �

0

kthtd
�Nt:
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1.4 A-martingales

Throughout this section A will be a real linear set of measurable processes indexed by
[0; 1) with paths which are bounded on each compact interval of [0; 1): We also require
that A must contain all real constants.

We will denote with F = (Ft)t2[0;1] a �ltration indexed by [0; 1] and with P(F) the
�-algebra generated by all left continuous and F-adapted processes. In the remainder of
the paper we will adopt the notations F and P(F) even when the �ltration F is indexed
by [0; 1): At the same way, if X is a process indexed by [0; 1]; we shall continue to denote
with X its restriction to [0; 1):

1.4.1 De�nitions and properties

De�nition 1.4.1. A process X = (Xt; 0 � t � 1) is said A-martingale if every � in A
is X-improperly forward integrable and E

hR t
0
�sd

�Xs

i
= 0 for every 0 � t � 1:

De�nition 1.4.2. A process X = (Xt; 0 � t � 1) is said A-semimartingale if it can be
written as the sum of an A-martingale M and a bounded variation process V; with V0 = 0:

Remark 1.4.3. 1. If X is a continuous A-martingale with X belonging to A; its qua-
dratic variation exists improperly. In fact, if

R �
0
Xtd

�Xt exists improperly, it is pos-
sible to show that [X;X] exists improperly and [X;X] = X2 � X2

0 � 2
R �
0
Xsd

�Xs:
We refer to proposition 4.1 of [56] for details.

2. Let X a continuous square integrable martingale with respect to some �ltration F:
Suppose that every process in A is the restriction to [0; 1) of a process (�t; 0 � t � 1)

which is F-adapted, it has left continuous with right limit paths and E
hR 1

0
�2t d [X]t

i
<

+1: Then X is an A-martingale.

3. In [27] the authors introduced the notion of weak-martingale. A semimartingale

X is a weak-martingale if E
hR t

0
f(s;Xs)dXs

i
= 0; 0 � t � 1; for every f : R+�R!

R; bounded Borel-measurable. Clearly we can a�rm the following. Suppose that A
contains all processes of the form f(�; X); with f as above. Let X be a semimartingale
X which is an A-martingale. Then X is a weak-martingale.

Proposition 1.4.4. Let X be a continuous A-martingale. The following statements hold
true.

1. If X belongs to A; X0 = 0 and [X;X] = 0: Then X � 0:

2. Suppose that A contains all bounded P(F)-measurable processes. Then X is an F-
martingale.

Proof. From point 1. of remark 1.4.3, E [X2
t ] = 0; for all 0 � t � 1:

Regarding point 2. it is su�cient to observe that processes of type IAI(s;t]; with 0 �
s � t � 1; and A in Fs belong to A: Moreover

R 1

0
IAI(s;t](r)d

�Xr = IA(Xt � Xs): This
imply E[Xt �Xs j Fs] = 0; 0 � s � t � 1:

2
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Corollary 1.4.5. The decomposition of an A-semimartingale X in de�nition 1.4.2 is
unique among the class of processes of type M + V; being M a continuous A-martingale
in A and V a bounded variation process.

Proof. If M + V and N +W are two decompositions of that type, then M � N is a
continuous A-martingale in A starting at zero with zero quadratic variation. Point 1. of
proposition 1.4.4 permits to conclude.

2

The following proposition gives su�cient conditions for an A-martingale to be a mar-
tingale with respect to some �ltration F; whenA is made up of P(F)-measurable processes.
It constitutes a generalization of point 2. in proposition 1.4.4.

De�nition 1.4.6. We will say that A satis�es assumption E with respect to a �ltration
F if

1. Every � in A is F-adapted ;

2. For every 0 � s < 1 there exists a basis Bs for Fs; with the following property. For
every A in Bs there exists a sequence of Fs-measurable random variables (�n)n2N;
such that for each n the process �nI[s;1) belongs to A; supn2N j�nj � 1; almost surely
and

lim
n!+1

�n = IA; a:s:

Proposition 1.4.7. Let X = (Xt; 0 � t � 1) be a continuous A-martingale adapted to
some �ltration F, with Xt belonging to L

1(
) for every 0 � t � 1: Suppose that A satis�es
assumption E with respect to F: Then X is an F-martingale.

Proof. We have to show that for all 0 � s � t � 1, E [IA (Xt �Xs)] = 0, for all
A in Fs. We �x 0 � s < t � 1 and A in Bs: Let (�n)n2N be a sequence of random
variables converging almost surely to IA as in the hypothesis. Since X is an A-martingale,
E [�n (Xt �Xs)] = 0, for all n in N. We note that Xt � Xs belongs to L

1(
); then, by
Lebesgue dominated convergence theorem,

jE [IA (Xt �Xs)]j � lim
n!+1

E [jIA ��nj jXt �Xsj] = 0:

Previous result extends to the whole �-algebra Fs and this permits to achieve the end of
the proof.

2

Some interesting properties can be derived taking inspiration from [27].
For a process X; we will denote

AX = f( (t;Xt)); 0 � t < 1 j  : [0; 1]� R! R; Borel-measurable (1.6)

with polynomial growth and lower boundedg :

Remark 1.4.8. At this stage we could avoid to impose a lower bound on functions in AX :
Nevertheless, we prefer to consider this qualitative restriction in view of further applica-
tions to �nance. Indeed, AX will play the role of a possible class of admissible portfolios
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and we are interested in excluding among them the so called doubling strategies. Generally
speaking, a doubling strategy is an arbitrage which can be realized if unbounded accumu-
lation of losses are allowed. For more details about this arguments the reader is referred
to Harrison and Pliska (1979).

Proposition 1.4.9. Let X be a continuous A-martingale with A = AX :
Then, for every  in C2(R) with bounded �rst and second derivatives, the process

 (X)� 1

2

Z �

0

 00(Xs)d [X;X]s

is an A-martingale.

Proof. The process X belongs to A: In particular, X admits improper quadratic varia-
tion. We set Y =  (X)� 1

2

R �
0
 00(Xs)d [X;X]s : Let � in AX : By lemma 1.2.12, for every

0 � t < 1 Z t

0

�sd
�Ys =

Z t

0

�s 
0(Xs)d

�Xs:

Since � 0(X) still belongs to A; � is Y -improperly integrable andZ �

0

�td
�Yt =

Z �

0

�t 
0(Xt)d

�Xt: (1.7)

We conclude taking the expectation in equality (1.7).

2

Proposition 1.4.10. Suppose that A is an algebra. Let X and Y be two continuous
A-martingales with X and Y in A:

Then the process XY � [X; Y ] is an A-martingale .

Proof. Since A is a real linear space, (X + Y ) belongs to A: In particular by point
1. of remark 1.4.3, [X + Y;X + Y ] ; [X;X] and [Y; Y ] exist improperly. This implies that
[X; Y ] exists improperly too and that it is a bounded variation process. Therefore the
vector (X; Y ) admits all its mutual brackets on each compact set of [0; 1): Let � be in A:
Since A is an algebra, �X and �Y belong to A and so both

R �
0
�sXsd

�Ys and
R �
0
�sYsd

�Xs

locally exist. By lemma 1.2.12
R �
0
�td

� (XtYt � [X; Y ]) exists improperly too andZ �

0

�td
� (XtYt � [X; Y ]t) =

Z �

0

Yt�td
�Xt +

Z �

0

Xt�td
�Yt:

Taking the expectation in the last expression we then get the result.

2

We recall a notion and a related result of [15].
A process R is strongly predictable with respect to a �ltration F; if

9 � > 0; such that R"+� is F-adapted; for every " � �:

Proposition 1.4.11. Let R be an F-strongly predictable continuous process. Then for
every continuous F-local martingale Y; [R; Y ] = 0.
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Proposition 1.4.11 combined with proposition 1.4.10 implies proposition 1.4.12 and
corollary 1.4.13.

Proposition 1.4.12. Let A; X and Y be as in proposition 1.4.10. Assume, moreover,
that X is an F-local martingale, and that Y is strongly predictable with respect to F: Then
XY is an A-martingale.

Corollary 1.4.13. Let A; X and Y be as in proposition 1.4.10. Assume that X is a
local martingale with respect to some �ltration G and that Y is either F-independent, or
G0-measurable. Then XY is an A-martingale.

Proof. If Y is G-independent, it is su�cient to apply previous proposition with F =�T
">0 Gt+" _ �(Y )

�
t2[0;1]

:

2

1.4.2 A-martingales and Weak Brownian motion

We proceed de�ning and discussing processes which are weak-Brownian motions in
order to exhibit explicit examples of A-martingales.

De�nition 1.4.14. ([27]) A stochastic process (Xt; 0 � t � 1) is a weak Brownian

motion of order k if for every k-tuple (t1; t2; :::; tk)

(Xt1 ; Xt2 ; : : : ; Xtk)
law
= (Wt1 ;Wt2 ; : : : ;Wtk)

where (Wt; 0 � t � 1) is a Brownian motion.

We set, for a process (Xt; 0 � t � 1);

A1
X = f( (t;Xt); 0 � t � 1; with polynomial growth s.t  = @x	

	 2 C1;2([0; 1]� R) with j@t	j+ j@xx	j bounded
	
:

Assumption 1.4.15. We suppose that � : [0; 1] � R ! R is a Borel-measurable and
bounded function such that the following equation has a unique solution (�t)t2[0;1] in the
sense of distribution �

@t�t(dx) =
1
2
(�(t; x)2�t(dx))

00

�0(dx) = �0:
(1.8)

Remark 1.4.16. Assumption 1.4.15 is veri�ed for �(t; x) � �; being � a positive real
constant and, in that case, �t = N(0; �2t); for every 0 � t � 1:

Proposition 1.4.17. Let (Xt; 0 � t � 1) be a continuous �nite quadratic variation
process with X0 = 0; and d [X]t = (�(t;Xt))

2dt; where � ful�lls assumption 1.4.15. Then
the following statements are true.

1. Suppose that A = A1
X : Then X is an A-martingale if and only if, for every 0 � t � 1;

Xt
law
= Zt; for every (Z;B) solution of equation dZ = �(�; Z)dB;Z0 = 0; in the sense

of de�nition 1.2 in chapter IX of [49]. In particular, if � � 1; X is a weak Brownian
motion of order 1, if and only if it is an A1

X-martingale.
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2. Suppose that d [X]t = ftdt; with f B([0; 1])-measurable and bounded. If X is a weak
Brownian motion of order k = 1; then X is an A-semimartingale. Moreover the
process

X +

Z �

0

(1� fs)Xs

2s
ds:

is an A-martingale.

Proof.

1. Using Itô inverse formula recalled in proposition 1.2.11 we can write, for every
0 � t � 1 and  = @x	 in A1

XZ t

0

 (s;Xs)d
�Xs = 	(t;Xt)�	(0; X0)

�
Z t

0

�
@s	+

1

2
@(2)xx	�

2

�
(s;Xs)ds: (1.9)

For every 0 � t � 1; we denote with �t(dx) the law of Xt: If X is an A1
X-martingale,

from (1.9) we derive

0 =

Z
R

	(t; x)d�t(x)�
Z
R

	(0; x)�0(dx)�
Z t

0

Z
R

@s	(s; x)�s(dx)ds

� 1

2

Z t

0

Z
R

@(2)xx	(s; x)�(s; x)
2�s(dx)ds: (1.10)

In particular, the law of X solves equation (1.8).

On the other hand, let (Z;B) be a solution of equation Z =
R �
0
�(s; Zs)dBs: The

law of Z ful�lls equation (1.10) too. Indeed, Z is a �nite quadratic variation process
with d [Z]t = (�(t; Zt))

2dt which is an A1
Z-martingale by point 2. of remark 1.4.3. By

assumption (1.4.15) Xt must have the same law of Zt: This establishes the converse
implication of point 1.

Suppose, on the contrary, that Xt has the same law of Zt; for every 0 � t � 1: Using
the fact that Z is an A1

Z-martingale which solves equation (1.9) we get

E

�
	(t; Zt)�	(0; Z0)�

Z t

0

�
@s	+

1

2
@(2)xx	�

2

�
(s;Xs)ds

�
= 0:

for every 	 in C1;2([0; 1] � R) such that  (�; X) is in A1
X ; with  = @x	. Since Xt

has the same law of Zt; for every 0 � t � 1; equality (1.9) implies that

E

�Z �

0

 (t;Xt)d
�Xt

�
= E

�Z �

0

 (t; Zt)d
�Zt

�
= 0;

The proof of the �rst point is now achieved.
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2. Suppose that �(t; x)2 = ft; for every (t; x) in [0; 1]�R: Let 	 be in C1;2 ([0; 1]� R)
such that  = @x	 belongs to A1

X : Proposition 1.2.11 yieldsZ t

0

 (s;Xs)d
�Xs = Y 	

t +
1

2

Z t

0

@(2)xx	(s;Xs)(1� fs)ds; 0 � t � 1;

with

Y 	
t = 	(t;Xt)�	(0; X0)�

Z t

0

@s	s(s;Xs)ds� 1

2

Z t

0

@(2)xx	(s;Xs)ds:

Moreover X is a weak Brownian motion of order 1: This implies E
�
Y 	
t

�
= 0, for

every 0 � t � 1. We derive that

E

�Z t

0

 (s;Xs)d
�Xs +

1

2

Z t

0

@(2)xx	(s;Xs)(fs � 1)ds

�
= E

�
Y 	
t

�
= 0:

Since the law of Xt is N(0; t); by Fubini theorem and integration by parts on the
real line we obtain

E

�Z t

0

@(2)xx	(s;Xs)(fs � 1)ds

�
= E

�Z t

0

 (s;Xs)
(1� fs)Xs

s
ds

�
:

This concludes the proof of the second point.

2

From [27] we can extract an example of an A-semimartingale which is not a semimar-
tingale.

Example 1.4.18. Suppose that (Bt; 0 � t � 1) is a Brownian motion on the probability
space (
;G; P ) ; being G some �ltration on (
;F ; P ): Set

Xt =

�
Bt; 0 � t � 1

2

B 1

2

+ (
p
2� 1)Bt� 1

2

; 1
2
< t � 1:

Then X is a continuous weak Brownian motion of order 1; which is not a G-semimartingale.
Moreover it is possible to show that d [X]t = ftdt; with f = I[0; 1

2
]+ (

p
2� 1)2I[ 1

2
;1]: In par-

ticular, thanks to point 2. of previous proposition, X+
R �
0
(1�fs)Xs

2s
ds is an A1

X-martingale.

A natural question is the following. Supposing that X is an A-martingale with respect
to a probability measure Q equivalent to P; what can we say about the nature of X under
P ?. The following proposition provides a partial answer to this problem when A = A1

X :

Proposition 1.4.19. Let X be as in proposition 1.4.17, and � satisfy assumption 1.4.15.
Suppose furthermore that �t << �; 0 < t � 1; � being the Lebesgue measure, and that X
is an A1

X-martingale under a probability measure Q with P << Q; Then the law of Xt is
absolutely continuous with respect to Lebesgue measure, for every 0 < t � 1:
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Proof. Since P << Q; for every 0 < t � 1; Xt(P ) << Xt(Q): Then it is su�cient
to observe that by proposition 1.4.17, for every 0 < t � 1; the law of Xt under Q is
absolutely continuous with respect to Lebesgue.

2

Corollary 1.4.20. Let X be as in proposition 1.4.17, and � satisfy assumption 1.4.15.
Suppose furthermore that �t << �; 0 < t � 1; � being the Lebesgue measure, and that X
is an AX-martingale under a probability measure Q with P << Q: Then the law of Xt is
absolutely continuous with respect to Lebesgue measure, for every 0 < t � 1:

Proof. Clearly A1
X is contained in AX : The result is then a consequence of previous

proposition.

2

Proposition 1.4.21. Let (Xt; 0 � t � 1) be a continuous weak Brownian motion of order
8: Then, for every  : [0; 1]�R! R, Borel measurable with polynomial growth, the forward
integral

R �
0
 (t;Xt)d

�Xt; exists and

E

�Z �

0

 (t;Xt)d
�Xt;

�
= 0:

In particular, X is an AX-martingale.

Proof. Let  : [0; 1]� R! R be Borel measurable and t in 0 � t � 1 be �xed. Set

IX" (t) = I(";  (�; X); X) IB" (t) = I(";  (�; B); B);
being B a Brownian motion on a �ltered probability space (
B;FB; PB):

Since X is a weak Brownian motion of order 8; it follows that

E

h��IX" (t)� IX� (t)
��4i = EPB

h��IB" (t)� IB� (t)
��4i ; 8 "; � > 0:

We show now that IB" (t) converges in L4(
): This implies that IX" (t) is of Cauchy in
L4(
):

In [57], chapter 3.5, it is proved that IB" (t) converges in probability when " goes to
zero, and the limit equals the Itô integral

R t
0
 (s; Bs)dBs: Applying Fubini theorem for

Itô integrals, theorem 45 of [48], chapter IV and Burkholder-Davies-Gundy inequality, we
can perform the following estimate, for every p > 4 :

EP
B ���IB" (t)��p� = EP

B

�����Z t

0

�
1

"

Z r

r�"

 (s; Bs)ds

�
dBr

����p�
� cEP

B

�Z 1

0

1

"

Z r

r�"

j (s; Bs)jp dsdr
�

� c sup
t2[0;1]

EP
B

[j (t; Bt)jp] < +1;

for some positive constant c: This implies the uniformly integrability of the family of ran-
dom variables

�
(IB" (t))

4
�
">0

and therefore the convergence in L4(
B; PB) of
�
IB" (t)

�
">0

:
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Consequently,
�
IX" (t)

�
">0

converges in L4(
) toward a random variable I(t): It is

clear that E [I(t)] = 0; being I(t) the limit in L2(
) of random variables having zero
expectation.

To conclude we show that Kolmogorov lemma applies to �nd a continuous version of
(I(t); 0 � t � 1) : Let 0 � s � t � 1: Applying the same arguments used above

E
�jI(t)� I(s)j4� = lim

"!0
EP

B

"����Z t

s

�
1

"

Z u+"

u

 (u;Bu)dBr

�
du

����4
#

� cEP
B

24�����
Z t

s

�
1

"

Z r

r�"

 (u;Bu)du

�2

dr

�����
2
35

� jt� sjEPB

�Z t

s

1

"

Z r

r�"

j (u;Bu)j4 dudr
�

� sup
u2[0;1]

EP
B �j (u;Bu)j4

� jt� sj2 ; c > 0:

2

1.4.3 Optimization problems and A-martingale property

Gâteaux-derivative : recalls

In this part of the paper we recall the notion of Gâteaux di�erentiability and we list
some related properties.

De�nition 1.4.22. A function f : A ! R is said Gâteaux-di�erentiable at � 2 A; if
there exists Df� : A ! R such that

lim
"!0

f(� + "�)� f(�)

"
= Df�(�); 8� 2 A:

If f is Gâteaux-di�erentiable at every � 2 A; then f is said Gâteaux-di�erentiable on A.
De�nition 1.4.23. Let f : A ! R: A process � is said optimal for f in A if

f(�) � f(�); 8� 2 A:
We state this useful lemma omitting its straightforward proof.

Lemma 1.4.24. Let f : A ! R: For every � and � in A de�ne f�;� : R �! R in the
following way :

f�;�(�) = f(� + �(� � �)):

Then it holds :

1. f is Gâteaux-di�erentiable if and only if for every � and � in A; f�;� is di�erentiable
on R: Moreover f 0�;�(�) = Df�+�(���)(� � �):

2. f is concave if and only if f�;� is concave for every � and � in A.

31



CHAPITRE 1. MARCH�ES FINANCIERS SANS SEMIMARTINGALE

Proposition 1.4.25. Let f : A ! R be Gâteaux-di�erentiable. Then, if � is optimal for
f in A; Df� = 0: If f is also concave

� is optimal for f in A () Df� = 0:

Proof. It is immediate to prove that � is optimal for f if and only if � = 0 is a
maximum for f�;�; for every � in A: By lemma 1.4.24 f

0

�;�(0) = Df�(�); for every � in A.
The conclusion follows easily.

2

An optimization problem

In this part of the paper F will be supposed to be a measurable function on (
 �
R;F 
B(R)); almost surely in C1(R); strictly increasing, with F 0 being the derivative of
F with respect to x; bounded on R, uniformly in 
: In the sequel � will be a continuous
�nite quadratic variation process with �0 = 0:

The starting point of our construction is the following hypothesis.

Assumption 1.4.26. 1. If � belongs to A; then �I[0;t] belongs to A for every 0 � t < 1:

2. Every � in A �-improperly forward integrable, and

E

�����Z 1

0

�td
��t

����+ ����Z 1

0

�2t d[�]t

����� < +1:

De�nition 1.4.27. Let � be in A: We denote

L� =

Z 1

0

�td
��t � 1

2

Z 1

0

�2t d[�]t; dQ� =
F 0(L�)

E [F 0(L�)]

and we set f(�) = E
�
F (L�)

�
:

We observe that point 2. of assumption 1.4.26 and the boundedness of F 0 implies that
E
���F (L�)��� < +1: Therefore f is well de�ned.

Remark 1.4.28. Point 2. of assumption 1.4.26 implies that E [j�tj+ [�]t] � +1; for
every 0 � t � 1: This is due to the fact that A must contain real constants.

We are interested in describing a link between the existence of an optimal process for f
in A and the A-semimartingale property for � under some probability measure equivalent
to P; depending on the optimal process.

Lemma 1.4.29. The function f is Gâteaux-di�erentiable on A: Moreover for every �
and � in A

Df�(�) = E

�
F 0(L�)

Z 1

0

�td
�

�
�t �

Z t

0

�sd [�]s

��
:

If F is concave, then f inherits the property.
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Proof. Regarding the concavity of f; we recall that if F is increasing and concave, it
is su�cient to verify that, for every � and � in A, it holds

L�+�(���) � L� � �
�
L� � L�

� � 0; 0 � � � 1:

A short calculus shows that, for every 0 � � � 1;

L�+�(���) � L� � �
�
L� � L�

�
=

1

2
�(1� �)

Z 1

0

(�t � �t)
2d [�]t � 0:

Using the di�erentiability of F we can write

a" =
1

"
(f(� + "�)� f(�)) = E

�
H"
�;�

Z 1

0

F 0
�
L� + �"H"

�;�

�
d�

�
;

with

H"
�;� =

Z 1

0

�td
��t � 1

2

Z 1

0

(�2t "+ 2�t�t)d [�]t :

The conclusion follows by Lebesgue dominated convergence theorem, which applies thanks
to the boundedness of F 0 and point 2. in assumption 1.4.26.

2

Putting together lemma 1.4.29 and proposition 1.4.25 we can formulate the following.

Proposition 1.4.30. If a process � in A is optimal for � 7! E
�
F
�
L�
��
; then the process

� � R �
0
�td [�]t is an A-martingale under Q�: If F is concave the converse holds.

Proof. Thanks to lemma 1.4.29 and point 1. in assumption 1.4.26, for every � in A
and 0 � t � 1

0 = Df�(�I[0;t]) = E

�
F 0(L�)

Z t

0

�sd
�

�
�s �

Z s

0

�rd [�]r

��
= EQ

�

�Z t

0

�sd
�

�
�s �

Z s

0

�rd [�]r

��
:

2

The following proposition describes some su�cient conditions to recover the semimar-
tingale property for � with respect to a �ltration G on (
;F); when the set A is made
up of G-adapted processes. It can be proved using proposition 1.4.7.

Proposition 1.4.31. Assume that � is adapted with respect to some �ltration G and
that A satis�es the hypothesis E with respect to G: If a process � in A is optimal for
� 7! E

�
F (L�)

�
; then the process � � R �

0
�td [�]t is a G-martingale under P; where � =

� + 1
p�

d[p� ;�]
d[�;�]

; and p� = E
h
dP
dQ� j G�

i
: If F is concave, then the converse holds.
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Proof. Thanks to point 2. of assumption 1.4.26, for every 0 � t < 1; the random va-
riable �t�

R t
0
�td [�]t is in L

1 (
) and so in L1 (
; Q�) being dQ�

dP
bounded. Then proposition

1.4.7 applies to state that ��R �
0
�td [�]t is a G-martingale under Q�: Using Girsanov theo-

rem, chapter 6 of [48], we get the necessity condition. As far as the converse is concerned,
we observe that, thanks to the hypotheses on A; if � � R �

0
�td [�]t is a G-martingale, then

for every � in A; the process R �
0
�td

�
�
�t �

R t
0
�sd [�]s

�
is a G-martingale starting at zero

with zero expectation. This concludes the proof.

2

Proposition 1.4.32. Suppose that there exists a measurable process (
t; 0 � t � 1) such
that the process � � R �

0

td [�]t is an A-martingale. Assume, furthermore, the existence of

a sequence of processes (�n)n2N � A with

lim
n!+1

E

�Z 1

0

j�nt � 
tj2 d [�]t
�
= 0:

If 
 belongs to A then 
 is optimal for � 7! E
�
L�
�
. Moreover if there exists an optimal

process �; then d j[�]j ft 2 [0; 1); 
t 6= �tg = 0; almost surely.

Proof. Using proposition 1.4.30 we deduce that a process � is optimal for f if and
only if the process

R �
0
(
t � �t)d [�]t is an A-martingale under P: Then � is optimal if and

only if for every � is in A it holds : E
�R �

0
�t(
t � �t)d [�]t

�
= 0: This permits to achieve

immediately the end of the proof.

2

An example of A-martingale and a related optimization problem

We illustrate a setting where proposition 1.4.32 applies. It will be deduced by [39].
In that paper the authors study a particular case of the optimization problem conside-
red in proposition 1.4.32. As process � they take a Brownian motion W; and they �nd
su�cient conditions in order to have existence of a process 
 such that W � R �

0

tdt is

an A-martingale, being A some speci�c set we shall clarify later. To get their goal, they
consider an anticipating setting and combine Malliavin calculus with substitution formu-
lae, the anticipation being generated by a random variable possibly depending on the
whole trajectory of W:

We work into the speci�c framework of subsection 1.3.2.

Assumption 1.4.33. We suppose the existence of a random variable L in D1;2; satisfying
the following assumption :

1.
R
R
E
�jLj2 If0�x�Lg[f0�x�Lg� dx < +1;

2. for a.a. t in [0; 1] the process

I(�; t; L) := I[t;1](�)IfR 1t (DsL)2ds>0g
�Z 1

t

(DsL)
2ds

��1
(DtL)(D�L)
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belongs to Dom� and there exists a P(F)� B(R)-measurable random �eld

(h(t; x); 0 � t � 1; x 2 R)
such that h(�; L) belongs to L2 (
� [0; 1]) and

E

�Z 1

0

I(u; t; L)dWu j Ft _ �(L)
�
= h(t; L); 0 � t � 1:

Let �(L) be the set of processes (�t; 0 � t < 1) such that there exists a random �eld
(u(t; x); 0 � t � 1; x 2 R) with �t = u(t; L); 0 � t < 1 and8>>>>>>>>>>><>>>>>>>>>>>:

u(t; �) 2 C1(R) 8 0 � t � 1:R n
�n

R 1

0
(@xu(t; x))

2dtdx < +1;8n 2 N a:s::

E

�R
R

�R 1

0
(@xu(t; x))

2dt
�2
dx+

R 1

0
(u(t; 0))2dt

�
< +1:

E

hR 1

0
(@xu(t; L))

2(DtL)
2dt+

�R 1

0
(@xu(t; L))

2dt
��R 1

0
(DtL)

2dt
�i

< +1:

Suppose that A equals �(L): With the speci�cations above we have the following.

Corollary 1.4.34. Let b be a process in L2(
� [0; 1]); such that h(�; L)+ b belongs to the
closure of A in L2(
� [0; 1]): There exists an optimal process � in A for the function

� 7! E

�Z 1

0

�td
�

�
Wt +

Z t

0

bsds

�
� 1

2

Z 1

0

�2t dt

�
if and only if h(�; L) + b belongs to A and h(�; L) + b = �.

Proof. It is clear that A is a real linear set of measurable and with bounded paths
processes verifying condition 1. of assumption 1.4.26. Proposition 2.8 of [39] shows that
every � in A is in L2(
� [0; 1]); that it is W -improperly forward integrable and that the
improper integral belongs to L2(
): In particular, condition 2. of assumption 1.4.26 is
veri�ed. Furthermore, the proof of theorem 3.2 of [39] implicitly shows that the process
W � R �

0
h(t; L)dt; is a A-martingale. This implies that W +

R �
0
btdt �

R �
0

tdt; with 
 =

h(�; L) + b; is an A-martingale. The end of the proof follows then by proposition 1.4.32.

2

1.5 The market model

We consider a market o�ering two investing possibilities in the time interval [0; 1]:
Prices of the two traded assets follow the evolution of two stochastic processes�

S0
t ; 0 � t � 1

�
and (St; 0 � t � 1) :
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We assume that
S0 = (exp(Vt); 0 � t � 1) ;

where (Vt; 0 � t � 1) is a positive process starting at zero with bounded variation, and S
is a continuous strictly positive process, with �nite quadratic variation.

Remark 1.5.1. If V =
R �
0
rsds; being (rt; 0 � t � 1) the short interest rate, S0 represents

the price process of the so called money market account. Here we do not assume that V
is a riskless asset, being that assumption not necessary to develop our calculus. We only
suppose that S0 is less risky then S:

Assuming that S has a �nite quadratic variation is not restrictive at least for two
reasons.

Consider a market model involving an inside trader : that means an investor having
additional informations with respect to the honest agent. Let F and G be the �ltrations
representing the information 
ow of the honest and the inside investor, respectively. Then
it could be worthwhile to demand the absence of free lunches with vanishing risk (FLVR)
among all simple F-predictable strategies. Under the hypothesis of absence of (FLVR), by
theorem 7.2, page 504 of [16], S is a semimartingale on the underlying probability space
(
; P;F): On the other hand S could fail to be a G-semimartingale, since (FLVR) possibly
exist for the insider. Nevertheless, the inside investor is still allowed to suppose that S
has �nite quadratic variation thanks to proposition 1.2.7.

Secondly, as already speci�ed in the introduction, if practical reasons induce to include
S as a self-�nancing-portfolio, we have to require that

R �
0
Sd�S exists. This is equivalent

to assume that S has �nite quadratic variation, see proposition 4.1 of [56].

1.5.1 Portfolio strategies

We assume the point of view of an investor whose 
ow of information is modeled by
a �ltration G= (Gt)t2[0;1] of F ; which satis�es the usual assumptions.

We denote with C�
b ([0; 1)) the set of processes which have paths being left continuous

and bounded on each compact set of [0; 1):

De�nition 1.5.2. A portfolio strategy is a couple of G-adapted processes

� =
��
h0t ; ht

�
; 0 � t < 1

�
:

The market value X of the portfolio strategy � is the so called wealth process X =
h0S0 + hS:

We stress that there is no point in de�ning the portfolio strategy at the end of the
trading period, that is for t = 1: Indeed, at time 1; the agent has to liquidate his portfolio.

De�nition 1.5.3. A portfolio strategy � = (h0; h) is self-�nancing if both h0 and h
belong to C�

b ([0; 1)); the process h is locally S-forward integrable and its wealth process X
veri�es

X = X0 +

Z �

0

h0tdS
0
t +

Z �

0

htd
�St: (1.11)
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The interpretation of the �rst two items is straightforward : h0 and h represent, respec-
tively, the number of shares of S0 and S held in the portfolio ; X is its market value. The
self-�nancing condition (1.11) seems to be an appropriate formalization of the intuitive
idea of trading strategy not involving exogenous sources of money. Among its justi�cations
we can include the following ones.

As already explained in the introduction, the discrete time version of condition (1.11)
reads as the classical self-�nancing condition. Furthermore, if S is a G-semimartingale,
forward integrals of G-adapted processes with left continuous and bounded paths, agree
with classical Itô integrals, see proposition 1.2.8 and 1.2.7.

In the sequel we will choose as num�eraire the positive process S0: That means that
prices will be expressed in terms of S0: We will denote with eY the value of a stochastic
process (Yt; 0 � t � 1) discounted with respect to S0 : eYt = Yt(S

0
t )
�1; for every 0 � t � 1:

The following lemma shows that, as well as in a semimartingale model, a portfolio
strategy which is self-�nancing is uniquely determined by its initial value and the process
representing the number of shares of S held in the portfolio. We remark that previous
de�nitions and considerations can be made without supposing that the investor is able to
observe prices of S and S0: However, we need to make this hypothesis for the following
characterization of self-�nancing portfolio strategies.

Assumption 1.5.4. From now on we suppose that S and S0 are G-adapted processes.

Lemma 1.5.5. Let � = (h0; h) be a couple of G-adapted processes in C�
b ([0; 1)): Suppose

that h is locally S-forward integrable. Then the portfolio strategy � is self-�nancing if and
only if its discounted wealth process eX veri�es

eX = X0 �
Z �

0

e�VthtStdVt +

Z �

0

e�Vtd�
Z t

0

hsd
�Ss: (1.12)

On the other hand, let (ht; 0 � t < 1) be a G-adapted process in C�
b ([0; 1)); which is locally

S-forward integrable, and X0 be a G0-random variable. Then the couple

� =
��
(Xt � htSt)(S

0
t )
�1; ht

�
; 0 � t < 1

�
;

with X de�ned as in equality (1.12), is a self-�nancing portfolio strategy with wealth
process X:

Proof. Regarding the �rst part of the statement we observe that corollary 1.2.9 and
equality X = h0B + hS imply the equivalence between equalities (1.12) and (1.11).

Let h; X0 and X be as in the second part of the statement. It is clear that h0 =
((Xt � htSt) (S

0
t )
�1; 0 � t < 1) is G-adapted and belongs to C�

b ([0; 1)): By construction,
the wealth process corresponding to the strategy � = (h0; h) is equal to X: The conclusion
follows by the �rst part of the statement.

2

Remark 1.5.6. Suppose that (h0; h) is a self-�nancing portfolio strategy with h locally

forward integrable with respect to eS: Corollary 1.2.9 and previous lemma imply that its
discounted wealth process eX can be also be rewritten in the following way

eX = X0 +

Z �

0

htd
� eSt +R;

37



CHAPITRE 1. MARCH�ES FINANCIERS SANS SEMIMARTINGALE

with

R =

Z �

0

e�Vtd�
Z t

0

hsd
�Ss �

Z �

0

htd
�

Z t

0

e�Vsd�Ss:

Lemma 1.5.5 leads to conceive the following de�nition.

De�nition 1.5.7. 1. A self-�nancing portfolio is a couple (X0; h) of a process h in
C�
b ([0; 1)), which is G-adapted and locally S-forward integrable, and a G0-measurable

random variable X0.

2. The discounted wealth process eX of the self �nancing portfolio (X0; h) ; and the
number of shares h0 of S0 held in that portfolio are given by� eX = X0 �

R �
0
e�VthtStdVt +

R �
0
e�Vtd�

R t
0
hsd

�Ss
h0 = (X � hS)(S0)�1:

3. In the sequel we let us employ the term portfolio to denote the process h; in a self-
�nancing portfolio, representing the number of shares of S held. Without further
speci�cations the initial wealth of an investor will be assumed to be equal to zero.

Lemma 1.5.5 and remark 1.5.6 immediately imply the following.

Corollary 1.5.8. Let (X0; h) be a self-�nancing portfolio such that h is locally eS-forward
integrable and

R �
0
e�Vtd�

R t
0
hsd

�Ss =
R �
0
htd

�
R t
0
e�Vsd�Ss: Then its discounted value eX

veri�es the equality eX = X0 +
R �
0
hd� eS:

Remark 1.5.9. If S is a G-semimartingale, the hypothesis required on h in previous
remark is always veri�ed. Indeed, forward integrals coincide with classical Itô integrals for
which the associative property holds true, see proposition 1.2.7.

Some conditions to insure the existence of chain-rule formulae, when the semimartin-
gale property of the integrator process fails to hold, can be found in section 1.3. For more
informations about this topic we also refer to [24] and [21].

Assumption 1.5.10. We assume the existence of a real linear space of portfolios A, that
is of G-adapted processes h belonging to C�

b ([0; 1)); which are locally S-forward integrable.
The set A will represent the set of all admissible strategies for the investor.

We proceed furnishing examples of sets behaving as the set A in assumption 1.5.10.
They correspond to the examples discussed in section 1.3.

Admissible strategies via Itô �elds

We refer the reader to subsection 1.3.1 for notations and de�nitions.
The following proposition is a straightforward consequence of proposition 1.3.7.

Proposition 1.5.11. Let A be the set of processes (ht; 0 � t < 1) such that for every
0 � t < 1 the process in hI[0;t] belongs to S(C1S(G)): Then A is a real linear space satisfying
the hypotheses of assumption 1.5.10.
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Admissible strategies via Malliavin calculus

For this example we refer to subsection 1.3.2. We recall that there, W was a real
valued Wiener process de�ned on the canonical probability space (
;F;F ; P ) : Regarding
the price of S we make the following assumption.

Assumption 1.5.12. We suppose that S = S0 exp
�R �

0
�tdWt +

R �
0

�
�t � 1

2
�2t
�
dt
�
; where

� and � are F-adapted, � belongs to L1;q for some q > 4; � has bounded and left continuous
paths, it belongs L1;2

� \ L2;2 and the random variable

sup
t2[0;1]

 
j�tj+ sup

s2[0;1]

jDs�tj sup
s;u2[0;1]

jDsDu�tj
!

is bounded.

Remark 1.5.13. By remark of page 32, section 1.2 of [43] � is in L1;2
� and D�� = 0.

Using remarks 1.3.9 and 1.3.12, lemma 1.3.15 and lemma 1.3.16, it is not di�cult to
prove that the process log (S) belongs to L1;q

� :

Proposition 1.5.14. Let A be the set of all G-adapted processes h in C�
b ([0; 1)); such

that for every 0 � t < 1; the process hI[0;t] belongs to L
1;p
� ; for some p > 4: Then A is a

real linear space satisfying the hypotheses of assumption 1.5.10.

Proof. Let h be in A: We set A = log(S) � log(S0) +
1
2

R �
0
�2t dt =

R �
0
�tdWt +

R �
0
�tdt:

We recall that, thanks to lemma 1.2.12, for every 0 � t < 1; hI[0;t] is S-forward integrable
if and only if hI[0;t]S is forward integrable with respect to A: Let 0 � t < 1; be �xed.

Each component of the vector process u =
�
hI[0;t]; log(S)

�
belongs to L1;p

� for some p > 4
and it has left continuous and bounded paths. We can thus apply proposition 1.3.21 to
state that hI[0;t]S is forward integrable with respect to

R �
0
�tdWt: This implies that hI[0;t]S

is A-forward integrable. Letting t vary in [0; 1) we �nd that h is S-improperly integrable
and we get the end of the proof.

2

Admissible strategies via substitution

We consider the setting of subsection 1.3.3. More precisely, we assume the existence
of a �ltration F = (Ft)t2[0;1] on (
;F ; P ) ; with F1 = F ; and of an F -measurable random

variable L with values in Rd such that Gt = (Ft _ �(L)), for every 0 � t � 1: We suppose
that G is right continuous. We assume that S and S0 are F-adapted, and that S is an
F-semimartingale.

We observe that this situation arises when the investor trades as an insider, that is
having an extra information about prices, at time 0; represented by the random variable
L:

Proposition 1.5.15. Let A be the set of processes h such that, for every 0 � t < 1;
the process hI[0;t] belongs to S(Ap;
(L)); for some p > 1 and 
 > d: Then A satis�es the
hypotheses of assumption 1.5.10.
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Proof. Processes in A are clearly G-adapted and in C�
b ([0; 1)): The end of the proof is

a consequence of proposition 1.3.37 and remark 1.3.28.

2

The following lemma shows that is not so reductive to restrict the class of possible
portfolio strategies to the collection of sets (S (Ap;
(L)) ; p > 1; 
 > d).

Lemma 1.5.16. Let (�t; 0 � t < 1) be a bounded PG-measurable process. Then there exists
a PF
B(R)-measurable function

�
h(t; x); 0 � t < 1; x 2 Rd�, such that � = h(�; L); almost

surely.

Proof. De�ne L0;PF

as the set of all functions (h(t; x); 0 � t < 1; x 2 Rd) which are
PF 
 B(Rd)-measurable. Set

M =
n
u : 
� [0; 1)! R; j 9h 2 L0;PF

; s.t. h(�; L) = u a.s.
o
:

The set M is a monotone vector space, see de�nition in chapter 1 of [48]. Indeed, it is a
linear vector space of bounded real functions containing all constants and, if (un)n2N is
an increasing sequence of positive random elements in M; with u = supn2N un bounded,

then u belongs toM: In fact h = supnhn is still in L
0;PF

and u = h(�; L): Consider the set
SG of all PG-measurable processes of the form u = If0gh0(L)f0 +

Pk�2
i=0 I(ti;ti+1]hi(L)fi +

I(tk�1;1)hk�1(L)fk�1; where 0 = t0 < t1 < ::: < tk = 1, and hi is B(R)-measurable and
bounded, fi is Fti-measurable and bounded, for every i = 0; :::; k: It is clear that SG is
stable with respect to multiplication. Moreover �

�SG� contains the �-algebra generated
by all bounded and PG 
 B(Rd)-measurable function. We can thus apply theorem 8 of
[48] to get the result.

2

1.5.2 Completeness and arbitrage : A-martingale measures

De�nition 1.5.17. Let h be a self �nancing portfolio in A; which is S-improperly forward
integrable and X its wealth process. Then h is an A-arbitrage if X1 = limt!1Xt exists
almost surely, P (fX1 � 0g) = 1 and P (fX1 > 0g) > 0:

De�nition 1.5.18. If there are no A-arbitrages we say that the market is A-arbitrage
free.

De�nition 1.5.19. A probability measure Q � P is said A-martingale measure if
under Q the process eS is an A-martingale according to de�nition 1.4.1.

We will need the following assumption.

Assumption 1.5.20. Suppose that for all h in A the following conditions hold.

1. The process eV h belongs to A:
2. h is eS-improperly forward integrable andZ �

0

e�Vtd�
Z t

0

hsd
�Ss =

Z �

0

hte
�Vtd�St =

Z �

0

htd
�

Z t

0

e�Vsd�Ss: (1.13)
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For the following proposition the reader should keep in mind the notation in equality
(1.6). We omit its proof which is a direct application of corollary 1.4.20.

Proposition 1.5.21. Let A = AS: Suppose that d [S]t = �2S2
t dt; for some real �. If there

exists a A-martingale measure then the law of eSt is absolutely continuous with respect to
Lebesgue measure, for every 0 < t � 1:

Proposition 1.5.22. Under assumption 1.5.20, if there exists an A-martingale measure
Q; the market is A-arbitrage free.

Proof. Suppose that h is an A-arbitrage. Since eS is an A-martingale under Q; using co-
rollary 1.5.8 we �nd EQ[ eX1] = E

Q[
R 1

0
htd

� eSt] = 0. This contradicts the arbitrage condition
Q(fX1 > 0g) > 0:

2

The proposition which follows characterizes the set of all A-martingale measures.

Proposition 1.5.23. Under assumption 1.5.20 the process eS is an A-martingale under
Q; if and only if the process S � R �

0
StdVt is an A-martingale under Q.

Proof. If h is in A by assumption 1.5.20 we have

EQ
�Z �

0

htd
�

�
St �

Z t

0

SsdVs

��
= EQ

�Z �

0

(hte
Vt)e�Vtd�

�
S �

Z t

0

SsdVs

��
= EQ

�Z �

0

(hte
Vt)d�

Z t

0

e�Vsd�Ss

�
+ EQ

�Z �

0

(hte
Vt)d�

Z t

0

Ssde
�Vs

�
= EQ

�Z �

0

(hte
Vt)d� eSt� = 0:

2

We proceed discussing completeness.

De�nition 1.5.24. A contingent claim is an F-measurable random variable. L will
be a set of F-measurable random variables ; it will represent all the contingent claims the
investor is interested in.

De�nition 1.5.25. 1. A contingent claim C is said A-attainable if there exists a self
�nancing portfolio (X0; h) with h in A; which is S-improperly forward integrable,
such that the corresponding wealth process X veri�es limt!1Xt = C; almost surely.
The portfolio h is said the replicating or hedging portfolio for C; X0 is said the
replication price for C:

2. The market is said to be (A;L)-complete if every contingent claim in L is attai-
nable trough a portfolio in A:

Assumption 1.5.26. For every G0-measurable random variable �; and h in A the process
u = h�; belongs to A:
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Proposition 1.5.27. Suppose that the market is A-arbitrage free, and that assumption
1:5:26 is realized. Then the replication price of an attainable contingent claim is unique.

Proof. Let (X0; h) and (Y0; k) be two replicating portfolios for a contingent claim C;
with h and k in A; and wealth processes X and Y , respectively. We have to prove that

P (fX0 � Y0 6= 0g) = 0:

Suppose, for instance, that P (X0 � Y0 > 0) 6= 0:We set A = fX0 � Y0 > 0g : By assump-
tion 1.5.26, IA(k � h) is a portfolio in A with wealth process IA(Yt � Y0 � Xt + X0):
Since both (X0; h) and (Y0; k) replicate C; limt!1 IA(Yt � Xt) = IA(X0 � Y0); with
P (fIA(X0 � Y0 > 0)g) > 0: Then IA(k � h) is an A-arbitrage and this contradicts the
hypotheses.

2

Proposition 1.5.28. Suppose that there exists an A-martingale measure Q and that V
is bounded. Then the following statements are true.

1. Under assumptions 1.5.20 and 1.5.26, the replication price of an A-attainable and

Q-integrable contingent claim C is unique and equal to EQ
h eC j G0i :

2. Let G0 be trivial. If Q and Q1 are two A-martingale measures, then EQ[ eC] = EQ1 [ eC];
for every A-attainable and Q-integrable contingent claim C. In particular, if the
market is (A;L)-complete and L is an algebra, all A-martingale measures coincide
on the �-algebra generated by all bounded discounted contingent claims in L:

Proof. Let (X0; h) be a replicating A-portfolio for C. By corollary 1.5.8

EQ
h eC j G0i = X0 + E

Q

�Z 1

0

htd
� eSt j G0� :

We observe that EQ
hR 1

0
htd

� eSt j G0i = 0: In fact, if � is a G0-measurable random variable,

then, thanks to assumption 1.5.26, �h belongs to A; so as to have EQ
h�R 1

0
htd

� eSt� �i =
EQ
hR 1

0
�htd

� eSti = 0: This implies point 1.

If G0 is trivial, we deduce that, if Q and Q1 are two A-martingale measures, EQ[ eC] =
EQ1 [ eC]; for every A-attainable contingent claim. The proof of the last point is then an
application of theorem 8, chapter 1 of [48].

2

1.5.3 Hedging

In this part of the paper we price contingent claims via partial di�erential equations. In
particular we show robustness of Black-Scholes formula for European and Asian contingent
claims within a non-semimartingale model.
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The following proposition generalizes a result obtained in a slight di�erent form in
[64], when the process S is supposed to be the sum of a Wiener process and a continuous
process with zero quadratic variation.

We suppose here that d [S]t = �(t; St)
2S2

t dt and dVt = rdt; with r > 0 and � :
[0; 1]� (0;+1)! R:

Proposition 1.5.29. Let  be a function in C0(R). Suppose that there exists a function
(v(t; x); 0 � t � 1; x 2 R) of class C1;2([0; 1)� R) \ C0([0; 1]� R); which is a solution of
the following Cauchy problem(

@tv(t; y) +
1
2
(e�(t; y))2y2@(2)yy v(t; y) = 0 on [0; 1)� R

v(1; y) = e (y); (1.14)

where � e�(t; y) = �(t; yert) 8(t; y) 2 [0; 1]� R;e (y) =  (yer)e�r 8y 2 R:
Set

ht = @yv(t; eSt); 0 � t < 1; X0 = v(0; S0):

Then (X0; h) is a self-�nancing portfolio replicating the contingent claim  (S1):

Proof. Assumption 1.5.4 tells us that h is a G-adapted process in C�
b ([0; 1)): By propo-

sition 1.2.11, h is locally eS-forward integrable. Combining lemma 1.2.12 and proposition
1.2.11, it is possible to prove thatZ �

0

e�Vtd�
Z t

0

hsd
�Ss =

Z �

0

hte
�Vtd�St =

Z �

0

htd
�

Z t

0

e�Vsd�Ss:

Similar arguments were used in [24], corollary 23. Corollary 1.5.8 implies then that its
discounted wealth process veri�es

eX = X0 +

Z �

0

hd� eS: (1.15)

On the other hand by point 2. of proposition 1.3.7

[ ~S] =

Z �

0

eS2
se�(s; eSs)2ds: (1.16)

Applying proposition 1.2.11, recalling equation (1.14), equalities (1.15) and (1.16) we �nd
that eXt = v(t; eSt); 80 � t < 1:

In particular X0 + limt!1

R t
0
hsd

� eSs exists �nite and coincides with v(1; eS1) = e ( eS1) =
 (S1)e

�r:

2

43



CHAPITRE 1. MARCH�ES FINANCIERS SANS SEMIMARTINGALE

Remark 1.5.30. In particular, under some minimal regularity assumptions on � and no
degeneracy, the market is (AS;L)-complete, if L equals the set of all contingent claims of
type  (S1) with  in C0(R) with linear growth.

The result of proposition 1.5.29 can also be adapted to hedge Asian contingent claims,
that is contingent claims depending on the mean of S over the traded period :

R 1

0
Stdt.

Proposition 1.5.31. Suppose that �(t; x) = �; for every (t; x) in [0; 1] � R; for some
� > 0: Let  be a function in C0(R) and v(t; y) a continuous solution of class C1;2([0; 1)�
R) \ C0([0; 1]� R) of the following Cauchy problem�

1
2
�2y2@

(2)
yy v(t; y) + (1� ry)@yv(t; y) + @tv(t; y) = 0; on [0; 1)� R

v(1; y) =  (y):

Set Zt =
R t
0
Ssds�K; for some K > 0; X0 = v(0; K

S0
)S0 and ht = v(t; Zt

St
)� @yv(t;

Zt
St
)Zt
St
;

for all 0 � t � 1: Then (X0; h) is a self-�nancing portfolio which replicates the contingent

claim  
�

1
S1

�R 1

0
Stdt�K

��
S1:

Proof. We set �t = Zt
St
; 0 � t � 1. Applying proposition 1.2.11 to the function

u(t; z; s) = v(t; z
s
e�rt)s and using the equation ful�lled by v we can expand the process

(e�rtv(t; �t)St; 0 � t < 1) as follows :

u(t; Zt; eSt) = v (t; �t) ~St = v (0; �0)S0 +

Z t

0

htd
� eSt: (1.17)

By arguments which are similar to those used in the proof of previous proposition,
it is possible to show that h is a self-�nancing portfolio and that (1.17) implies that

u(t; Zt; eSt) = eXt for every 0 � t < 1: Therefore limt!1
eXt is �nite and equal to  (�1)S1e

�r:
This concludes the proof.

2

1.5.4 Utility maximization

Formulation of the problem

We consider the problem of maximization of expected utility from terminal wealth
starting from initial capital X0 > 0; being X0 a G0-measurable random variable. We
de�ne the function U(x) modeling the utility of an agent with wealth x at the end of the
trading period. The function U is supposed to be of class C2((0;+1)); strictly increasing,
with U 0(x)x bounded.

We will need the following assumption.

Assumption 1.5.32. The utility function U veri�es U
00
(x)x

U 0(x)
� �1; 8x > 0:

A typical example of function U verifying assumption 1.5.32 is U(x) = log(x):
We will focus on portfolios with strictly positive value. As a consequence of this, before

starting analyzing the problem of maximization, we show how it is possible to construct
portfolio strategies when only positive wealth is allowed.
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De�nition 1.5.33. For simplicity of calculation we introduce the process

A = log(S)� log(S0) +
1

2

Z �

0

1

S2
t

d [S]t :

Lemma 1.5.34. Let � = (�t; 0 � t < 1) be a G-adapted process in C�
b ([0; 1)) such that

1. � is A-improperly forward integrable.

2. The process A� =
R �
0
�sd

�As has �nite quadratic variation.

3. If X� is the process de�ned by

X� = X0 exp

�Z �

0

�td
�At +

Z �

0

(1� �t) dVt � 1

2

�
A�
��

;

then
R �
0
X�
t �td

�At and
R �
0
X�
t d

�
R t
0
�sd

�As improperly exist andZ �

0

X�
t �td

�At =

Z �

0

X�
t d

�

Z t

0

�sd
�As: (1.18)

Then the couple (X0; h), with ht =
�X�

t

St
; 0 � t < 1; is a self-�nancing portfolio with strictly

positive wealth X�: In particular, limt!1X
�
t = X�

1 exists and it is strictly positive.

Proof. Thanks to lemma 1.2.12 h is locally S-forward integrable and
R �
0
htd

�St =R �
0
�tX

�
t d

�At: Applying corollary 1.2.9, proposition 1.2.11, and using hypothesis 3., fX�

can be rewritten in the following way :

fX�
t = X0 +

Z �

0

fX�
t d

�

Z t

0

�sd
�As �

Z �

0

fX�
t �tdVt

= X0 +

Z �

0

e�Vtd�
Z t

0

hsd
�Ss �

Z �

0

e�VthtStdVt: (1.19)

Remark 1.5.6 tells us that X� is the wealth of the self-�nancing portfolio (X0; h) :

2

Remark 1.5.35. The process � in previous lemma represents the proportion of wealth
invested in S:

Remark 1.5.36. Let � be as in lemma 1.5.34. Then, for every 0 � t < 1; X is, indeed,
the unique solution, on [0; t]; of equation

X� = X0 +

Z �

0

X�
t d

�

�Z t

0

�sd
�As +

Z t

0

(1� �s)dVs � 1

2

�
A�
�
t

�
:

In fact, uniqueness is insured by corollary 5.5 of [56]. It is important to highlight that, wi-
thout the assumption on � regarding the chain rule in equality (1.18), we cannot conclude
that X� solves equation (1.19). However we need to require that X� solves the latter equa-
tion to interpret it as the value of a portfolio whose proportion invested in S is constituted
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by �: In the sequel we will construct, in some speci�c settings, classes of processes de�-
ning proportions of wealth as in lemma 1.5.34. We will consider, in particular, two cases
already contemplated in [5] and [39]. Our de�nitions of those sets will result more com-
plicated than the ones de�ned in the above cited papers. This happens because, in those
works, the chain rule problem arising when the forward integral replaces the classical Itô
integral is not clari�ed.

Assumption 1.5.37. We assume the existence of a real linear space A+ of G-adapted
processes (�t; 0 � t < 1) in C�

b ([0; 1)); such that

1. � veri�es condition 1., 2. and 3. of lemma 1.5.34, and
�
A�
�
=
R �
0
�2t d [A]t :

2. �I[0;t] belongs to A+ for every 0 � t < 1:

For every � in A+ we denote with Q� the probability measure de�ned by :

dQ�

dP
=

U 0(X�
1 )X

�
1

E
�
U 0(X�

1 )X
�
1

� :
The utility maximization problem consists in �nding a process � in A+ maximizing

expected utility from terminal wealth, i.e. :

� = arg max
�2A+

E
�
U(X�

1 )
�
: (1.20)

Problem (1.20) is not trivial because of the uncertain nature of the processes A and V
and the non zero quadratic variation of A: Indeed, let us suppose that [A] = 0 and that
both A and V are deterministic. Then, it is su�cient to consider

sup
�2R
E
�
U(X�

1 )
�
= lim

x!+1
U(x);

and remind that U is strictly increasing, to see that a maximum can not be realized. The
problem is less clear when the term �1

2

R �
0
�2t d [A]t and a source of randomness are added.

In the sequel, we will always assume the following.

Assumption 1.5.38. For every � in A+;

E

�����Z 1

0

�td
�(At � Vt)

����+ 1

2

Z 1

0

�2t [A]t

�
< +1:

De�nition 1.5.39. A process � is said optimal portfolio in A+; if it is optimal for the
function � 7! E

�
U(X�

1 )
�
in A+; according to de�nition 1.4.23.

Remark 1.5.40. Set � = A� V; A = A+; and

F (!; x) = U
�
X0(!)e

x+V1(!)
�
; (!; x) 2 
� R:

According to de�nitions of section 1.4.3, A satis�es assumption 1.4.26, the function F is
measurable, almost surely in C1(R); strictly increasing and with bounded �rst derivative.
If U satis�es assumption 1.5.32 then F is also concave. Moreover F (L�) = U(X�

1 ) for
every � in A+:

Before stating some results about the existence of an optimal portfolio, we provide
examples of sets of admissible strategies with positive wealth.
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Admissible strategies via Itô �elds

For this example the reader should keep in mind subsection 1.3.1.

Proposition 1.5.41. Let A+ be the set of all processes (�t; 0 � t < 1) such that � is the
restriction to [0; 1) of a process h belonging to S(C1A(G)): Then A+ satis�es the hypotheses
of assumption 1.5.37.

Proof. Let h be in S(C1A(G)) and � its restriction on [0; 1): It is clear that � is
in C�

b ([0; 1)) and G-adapted. Thanks to proposition 1.3.7, h is A-forward integrable,R �
0
htd

�At belongs to S(C2A(G)) and the process
R �
0
htd

�At has �nite quadratic variation
equal to

R �
0
h2td [A]t. By remark 1.2.5,

R �
0
htd

�At =
R �
0
�td

�At; and conditions 1. and 2. of
lemma 1.5.34 are thus satis�ed. Remark 1.3.6 implies that the process

exp

�Z �

0

�td
�At +

Z �

0

(1� �s)dVs � 1

2

Z �

0

�2t d [A]t

�
belongs to S(C1A(G)): Then, by proposition 1.3.7, again, � ful�lls also condition 3. of lemma
1.5.34. By construction, �I[0;t] is an element of A+ for every 0 � t < 1 and this concludes
the proof.

2

Admissible strategies via Malliavin calculus

We restrict ourselves to the setting of section 1.5.1. We recall that in that case A =R �
0
�tdWt +

R �
0
�tdt: We make the following additional assumption :

S0 = e
R �
0
rtdt;

with r in L1;z for some z > 4 and F-adapted.

Proposition 1.5.42. Let A+ be the set of all G-adapted processes in C�
b ([0; 1)) being the

restriction on [0; 1) of processes h in L1;2
� \L2;2; such that D�h is in L1;2

� ; and the random
variable

sup
t2[0;1]

 
jhtj+ sup

s2[0;1]

jDshtj+ sup
s;u2[0;1]

jDsDuhtj
!

is bounded.
Then A+ satis�es the hypotheses of assumption 1.5.37.

Proof. Let h be as in the hypotheses. Proposition 1.3.18 applies to to state that h is
A-forward integrable andZ �

0

htd
�At =

Z �

0

ht�td
�Wt +

Z �

0

ht�tdt

=

Z �

0

ht�t�Wt +

Z �

0

�
ht�t + �tD

�
t ht
�
dt:
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On the other hand, proposition 1.3.17 applies to obtain�Z �

0

htd
�At

�
=

�Z �

0

ht�t�Wt

�
=

Z �

0

h2t�
2
t dt:

In particular, if � is the restriction of h on [0; 1); then � ful�lls point 1. and 2. of lemma
1.5.34.

Consider the vector process
�R �

0
htd

�At;
R �
0
(1� ht)dVt;

R �
0
h2td [A]

�
t
:We a�rm that each

of its components belongs to L1;v
� for some v > 4: In fact, the �rst component is equal to

the sum of
R �
0
ht�t�Wt and

R �
0

�
�tD

�
t ht + ht�t

�
dt; the �rst term of the sum belongs to L1;p

�

by lemma 1.3.16, which applies thanks to remark 1.3.9 ; the second term is in L1;q^p
� thanks

to lemma 1.3.15 ; remark 1.3.9 and lemma 1.3.15 again imply that both
R �
0
(1�ht)rtdt andR �

0
h2t�

2
t dt belong to L1;z

� : We can thus apply proposition 1.3.21 to �nd thatZ �

0

Xh
t d

�

Z t

0

hs�sdWs =

Z �

0

Xh
t htd

�

Z t

0

�sdWs;

with Xh = exp
�R �

0
htd

�At �
R �
0
(1� hs)dVs � 1

2

R �
0
h2d [A]t

�
: This permits to conclude the

proof.

2

Admissible strategies via substitution

We return here to the framework of subsection 1.5.1.

Proposition 1.5.43. Let A+ be the set of all processes which are the restriction to [0; 1)
of processes in S(Ap;
(L)) for some p > 3 and 
 > 3d: Then A+ satis�es the hypotheses
of assumption 1.5.37.

Proof. Let h be in S(Ap;
(L)) for some p > 3 and 
 > 3d: Proposition 1.3.37 insures
that h is A-forward integrable, and that

R �
0
htd

�At has �nite quadratic variation equal toR �
0
h2td [A]t : The process

Xh = exp

�Z �

0

htd
�At �

Z �

0

(1� ht)dVt � 1

2

Z �

0

h2td [A]t

�
has bounded paths. Then, thanks to point 1. of remark 1.2.3, to prove thatZ �

0

Xh
t d

�

Z t

0

hsd
�As =

Z �

0

Xh
t htd

�At; (1.21)

we are allowed to replace Xh by  (log(Xh)); being  a function of class C1(R) with
bounded derivative. Using lemma 1.3.27 it is possible to show that the process  

�
log(Xh)

�
belongs to S(A p

2
;


2 (L)). Proposition 1.3.37 again let us get equality (1.21).

2
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Optimal portfolios and A+-martingale property

Adapting results contained in section 1.4.3 to the utility maximization problem, we
can formulate the following propositions. We omit their proofs, being particular cases of
the ones contained in that section.

Proposition 1.5.44. If a process � in A+ is an optimal portfolio, then the process A�
V � R �

0
�td [A]t is an A+-martingale under Q�: If U ful�lls assumption 1.5.32, then the

converse holds.

Proposition 1.5.45. Suppose that A+ satis�es assumption E with respect to G. If a
process � in A+ is an optimal portfolio, then the process A � V � R �

0
�td [A]t is a G-

martingale under P; with

� = � +
1

p�
d [p�; A]

d [A]
; and p� = EQ

�

�
dP

dQ�
j G�
�
:

If U ful�lls assumption 1.5.32, then the converse holds.

Remark 1.5.46. 1. We emphasize that if U(x) = log(x); then the probability measure
Q� appearing in propositions 1.5.44 and 1.5.45 is equal to P:

2. In [2] it is proved that if the maximum of expected logarithmic utility over all simple
admissible strategies is �nite, then S is a semimartingale with respect G: This result
does not imply proposition 1.5.45. Indeed, we do not need to assume that our set
of portfolio strategies contains the set of simple predictable admissible ones. On the
contrary, we want to point out that, as soon as the class of admissible strategies
is not large enough, the semimartingale property of price processes could fail, even
under �nite expected utility.

Proposition 1.5.47. Suppose that U(x) = log(x); x in (0;+1): Assume that there exists
a measurable process 
 such that A�V � R �

0

td [A]t is an A+-martingale and there exists

a sequence (�n)n2N � A+ such that

lim
n!+1

E

�Z 1

0

j�nt � 
tj2 d [A]t
�
= 0:

Then if 
 belongs to A+ it is an optimal portfolio. On the contrary, if an optimal portfolio
� exists, then d j[A]j ft 2 [0; 1); �t 6= 
tg = 0 almost surely.

Example

We adopt the setting of section 1:5:4 and we further assume that � is a strictly positive
real.

Proposition 1.5.48. If a process � is an optimal portfolio in A+; then the process W �R �
0

�
rt��t
�

+ �t�
�
dt is an A+-martingale under Q�: If U ful�lls assumption 1.5.32, then

the converse holds.
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Proof. First of all we observe that it is not di�cult to prove that A+ satis�es assump-
tion 1.5.38. If a process � is an optimal portfolio in A+ then proposition 1.5.44 implies
that the process M�, with M� = �

�
W � R �

0

�
rt��t
�

� �t�
�
dt
�
; is an A+-martingale under

Q�: We observe that ��1A+ = A+: Therefore, ��1M� = W � R �
0

�
rt��t
�

+ �t�
�
dt is an

A+-martingale.
Similarly, if U satis�es assumption 1.5.32, the converse follows by proposition 1.5.44.

2

Corollary 1.5.49. Let A+ satisfy assumption E with respect to G: If a process � in A+

is an optimal portfolio then the process fW = W � R �
0
�tdt with

� = �� +
r � �

�
+

1

p�
d [p�;W ]

d [W ]
; and p� = EQ

�

�
dP

dQ�
j G�
�
;

is a G-Brownian motion under P: If U satis�es assumption 1.5.32, then the converse
holds.

Proof. Let � be an optimal portfolio. By proposition 1.4.31, the process fW is a G-
martingale and so a G-Brownian motion under P:

2

The results concerning the example above were proved in [5]. We generalize them
in two directions : we replace the geometric Brownian motion A by a �nite quadratic
variation process and we let the set of possible strategies vary in sets which can, a priori,
exclude some simple predictable processes.

Example

We consider the example treated in section 1.4.3. We suppose, for simplicity, that

St = S0e
�Wt+

�
���2

2

�
t
; S0

t = ert 0 � t � 1;

being �; � and r positive constants. This implies At = �Wt+�t; and Vt = rt for 0 � t � 1:
We set A+ = �(L):

Proposition 1.5.50. Suppose that U(x) = log(x); x in (0;+1): Suppose that h(�; L)
belongs to the closure of �(L) in L2(
� [0; 1]): Then an optimal portfolio � exists if and
only if the process h(�; L) + R �

0
��r
�
dt belongs to �(L) and � = h(�; L) + ��r

�
:

Proof. The result follows from corollary 1.4.34.

2

Su�ciency for the proposition above was shown, with more general �; r and � in
theorem 3.2 of [39]. Nevertheless, in this paper we go further in the analysis of utility
maximization problem. Indeed, besides observing that the converse of that theorem holds
true, we �nd that the existence of an optimal strategy is strictly connected, even for
di�erent choices of the utility function, to the A+-semimartingale property of W: To be
more precise, in that paper the authors show that an optimal process exists, under the
given hypotheses, handling directly the expression of the expected utility, which has, in
the logarithmic case, a nice expression. Here we reinterpret their techniques at a higher
level which permits us to partially generalize those results.
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Chapitre 2

Non-semimartingales : EDS et weak

Dirichlet

Ce chapitre discute de l'existence et de l'unicit�e d'une solution �a une EDS inhomog�ene
unidimensionnelle dirig�ee par une semimartingale M et par un processus �a variation cu-
bique �nie �. Le processus � est suppos�e avoir la structure Q+R; o�u Q est un processus
�a variation quadratique �nie et R est fortement pr�evisible (strongly predictable) dans un
sens technique : cette condition implique que R soit weak Dirichlet, et est v�eri��ee par
exemple lorsque R est ind�ependant de M . Nous proposons une m�ethode bas�ee sur une
transformation r�eduisant le coe�cient de di�usion �a 1 bas�ee sur des g�en�eralisations des
formules de type Itô et Itô-Wentzell. Une approche similaire nous am�ene �a traiter les
probl�emes d'existence et d'unicit�e lorsque � est un processus h�older continu et � est une
fonction h�olderienne dans l'espace. En utilisant une formule d'Itô pour les semimartingales
r�eversibles nous prouvons �egalement l'existence d'une solution lorsque � est un mouvement
brownien et � est seulement continue.1

2.1 Introduction

This paper deals with the study of stochastic di�erential equations driven by a process
which is not a semimartingale. We aim at illustrating how, using di�erent types of Itô
or Itô-Wentzell formulae, it is possible to establish existence and uniqueness results for
a stochastic di�erential equation driven by a non-semimartingale � with a multiplication
factor �. When the paths of � have very few regularity, more regularity on � is required.
On the contrary, if the H�older regularity of � is 
 > 1

2
, � only needs to ful�ll a H�older

regularity.

As we said, one of the achievements of the paper is constituted by an Itô-Wentzell
formula for processes having a �nite cubic variation. There are today an incredible amount
of generalized Itô formulae and it would be for us almost impossible to quote them all.
The standard situation can be found in [25] and [56], see also [57]. Given a �nite quadratic

1Ce chapitre fait l'objet d'un article en collaboration avec Francesco RUSSO qui va parâ�tre �a Annals
of Probability.
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CHAPITRE 2. NON-SEMIMARTINGALES : EDS ET WEAK DIRICHLET

variation process �, and f 2 C1;2([0; 1]� R), one expands f(t; �t) as follows.

f(t; �t) = f(0; �0) +

Z t

0

@sf(s; �s)ds+

Z t

0

@xf(s; �s)d
��s;

where the integral with respect to � is a symmetric integral, see de�nition 2.2.6. In the
literature, there are generalizations in several directions, among them the following :

1. the case that � is not of �nite quadratic variation, for instance � is a �nite cubic
variation and f is of class C1;3, see for instance [21], or � is a fractional Brownian
motion with Hurst index H > 1

6
, and f is of class C6; see e.g. [29, 11] ;

2. the case when � is a (reversible) semimartingale, so essentially a classical process
but f is of class C1, see in general [26, 55].

Itô formula for �nite quadratic variation processes admits extensions of Itô-Wentzell
type, as in [24], where the the dependence in time is of semimartingale type. More precisely,
it is possible to expand the process Xt(�t); where Xt(x) is a family of semimartingales
depending on a parameter with respect to a given �ltration F = (Ft), if for every �xed
parameter x, the semimartingale Xt(x) admits a representation as a classical stochastic
integral with respect to some vector of driving F-semimartingales (N1; :::; Nn); � is F-
adapted, and the vector (�;N1; :::; Nn) has all its mutual brackets, see de�nition 2.2.3.
We generalize this result, establishing an Itô-Wentzell formula for a �nite cubic variation
process � provided that some technical assumption on (�;N1; : : : ; Nn) is ful�lled, see
hypothesis (D) in de�nition 2.3.6 : we assume the existence of a �ltration H � F; with
respect to which the vector (N1; :::; Nn) is still a vector of semimartingales, such that � is
decomposable into the sum of twoH-adapted processesQ andR; where (Q;N1; :::; Nn) has
all its mutual brackets, and R is strongly predictable with respect to H, see de�nition 2.3.5.
In particular R is an H-weak Dirichlet process in the sense of [21]. We recall that an H-
weak Dirichlet process is the sum of a continuous H-local martingale and of an H-adapted
process Q such that [Q;N ] = 0 for every H-semimartingale N . Recent developments on
that subject appeared in [28] and [12]. The mentioned hypothesis on R is veri�ed in the
following cases :

{ R is F0 measurable ;
{ R is independent from (N1; :::; Nn) and the �ltration generated by
(N1; :::; Nn) and the whole process R contains F:

Among others, the calculus developed to perform Itô-Wentzell formula helps us to clarify
the structure of F-weak Dirichlet processes if F is the natural �ltration associated with a
Brownian motion W . If Q is an F-adapted process and [Q;W ] has all its mutual brackets,
the covariation [Q;L] can be computed explicitly for every continuous F-semimartingale
L, see proposition 2.3.9. This allows us to prove that a process A is F-weak Dirichlet if
and only if it is the sum of an F-local martingale and of an F-adapted process Q; with
[Q;W ] = 0:

On the other hand a stochastic di�erential equation of the form

d�Xt = �(t;Xt) [d
��t + �(t;Xt)d

�Mt + �(t;Xt)dVt] ; (2.1)

is considered where M is a local martingale, V a bounded variation process, and � is a
�nite cubic variation process with (�;M) verifying hypothesis (D). We show, in di�erent
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cases, how it is possible to apply Itô formula to reduce the di�usion coe�cient � to 1;
and to formulate existence and uniqueness of equation (5) by studying equations where
the process � appears only as an additive term. The improper terminology of di�usion
coe�cient will be indeed used in the whole paper. A particular case of that equation
was considered in [21] when � = 0: There � was of class C3; and the notion of solution
for a process X was somehow unnatural since it required that the couple (X; �) was a
symmetric vector Itô process. In the case � is bounded from below by a positive constant,
that equation can be investigated with our techniques, weakening the assumptions on the
coe�cients, enlarging the class of uniqueness and improving the sense of solution avoiding
the notion of symmetric vector Itô process.

In the literature, stochastic di�erential equations of forward type as

d�Xt = �(Xt)d
��t + b(t;Xt)dLt;

were solved operating via classical transformations, in the case � has �nite quadratic
variation, see [54], for de�nition of forward integral. In [56] a �rst attempt was done when
L has bounded variation. Similar independent results were established in [63]. In [24]
existence and uniqueness were studied in a class of processes (X(t; �t)) where X(t; x) is a
family of semimartingale depending on a parameter and L is a semimartingale. There the
regularity of � was of C4 type with �0; �00 being bounded. In that framework our result
enlarges again the class of uniqueness, and we also require less regularity.

Equations looking similar to (5) were considered in the framework of T. Lyons and
collaborators rough paths theory, see [41], even in the multidimensional case when � is
Lipschitz, � = 0, for a process with deterministic p-variation strictly smaller than 3:
Interesting reformulations of that integration theory and calculus with some applications
to SDEs are given in [32], [23]. Rough path analysis is purely deterministic in contrast
with ours which couples the pathwise techniques of stochastic calculus via regularization
and probabilistic concepts, see hypothesis (D).

Another topic of interest is the study of equation

d�Xt = �(t;Xt) [d
��t + �(t;Xt)dt] ; (2.2)

where � is only locally H�older continuous, � is locally Lipschitz with linear growth, and
� is a 
-H�older continuous process with 
 > 1

2
: We apply the same method to this

equation exploiting an Itô formula available for processes having H�older continuous paths
established in [64]. To this extent we need to show that the symmetric integral of a process
f with respect to a process g being H�older continuous respectively of order 
 and �; with

 + � > 1; is the type of integral studied in [64]. Indeed, we prove that this integral is
a particular case of the so called Young integral introduced in a more general setting
in [62]. Since the trajectories of the fractional Brownian motion are 
-H�older continuous
for every 
 strictly smaller than the Hurst parameter H; we are naturally induced to
treat equations driven by the fractional Brownian motion with Hurst parameter H > 1

2
:

Moreover we combine our method with a recent result obtained in [44] with respect to
an equation driven by a fractional Brownian motion with di�usion coe�cient equal to 1:
This permits us to improve our general result about existence and uniqueness of equation
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(5) when � = BH ; and BH is a fractional Brownian motion with Hurst index bigger than
1
2
, i.e.

d�Xt = �(t;Xt)
�
d�BH

t + �(t;Xt)dt
�
: (2.3)

If the fractional Brownian motion reduces to a Brownian motion (H = 1
2
), an Itô

formula for C1 functions of reversible semimartingales is taken into consideration to for-
mulate an existence theorem for equation (2.3), when � is only continuous and � is
bounded measurable.

If H is smaller than 1
2
; Itô formula for Young type integral is no longer available. In

spite of this, starting from our analysis, conditions to insure existence and uniqueness for
equation (2.3) can still be deduced, treating the fractional Brownian motion with Hurst
parameter H � 1

3
as a strong �nite cubic variation process. Essentially, in this case, the

coe�cient � is required to admit second continuous derivative with respect to the space
variable.

On the other hand, remaining in the pure pathwise spirit, the H�older nature of the
fractional Brownian motion can be exploited to study equations of type (2.3), even when
the Hurst parameter H is smaller than 1

2
: The natural prolongation of Young integration

and calculus, is indeed rough path analysis.
Recently, several e�orts were made in this direction, see [14], [32], [13], to adapt re-

sults on rough paths theory to stochastic di�erential equations driven either by H�older
continuous processes with parameter 
 > 1

3
or by fractional Brownian motion with Hurst

index H > 1
4
.

In [32] the author investigates existence and uniqueness of di�erential equations of
type (2.2) with � = 0, driven by irregular paths with H�older exponent 
 greater than
1
3
. The multiplicative non-linearity � was required to be di�erentiable till order two with

second derivative �-H�older continuous with � > 1


�2: At our knowledge, the �rst attempts

to apply rough paths theory to the study of a stochastic di�erential equation driven by
fractional Brownian motion of type (2.3) with H strictly smaller than 1

2
is constituted by

[14]. There the authors considered the case 1
4
< H < 1

2
; and again � = 0: They presented

a pathwise approach to the solution of stochastic di�erential equations based on the so
called universal limit theorem established in [40]. To apply that result the multiplicative
coe�cient � was assumed to be di�erentiable with bounded derivatives till order

�
1
H

�
+1.

In both of the above-mentioned papers stochastic di�erential equations are solved in
some speci�c setting and it is not obvious to see which kind of stochastic integral is
involved.

A �rst result o�ering a link between the deterministic approach and the stochastic one
can be found in [13]. There equation (2.3) is considered with � and � time independent
vector �elds. Assuming � di�erentiable and bounded till order [�] with its [�]-derivative
(� � [�])-H�older, for some � > 1

H
; it is proved that the unique solution originated by the

rough path method is actually a solution in some Stratonovich sense.
We come back to our paper. Our analysis of uniqueness, in the case of weak assumption

on the di�usion coe�cient, is inspired by classical ordinary di�erential equations of the
type

dX(t)

dt
= �(X(t)); (2.4)
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with � only continuous with linear growth. In that case, Peano theorem insures existence
but not uniqueness. Suppose that x0 is the only zero of �: Then, if for some " > 0;Z x0+"

x0

1

j�j(y)dy =
Z x0

x0�"

1

j�j(y)dy = +1; (2.5)

for every initial condition, this equation admits a unique solution. If previous condition is
not veri�ed, then it is possible to show that at least two solutions for equation (2.4) exist,
with initial condition X0 = x0: Suppose, for instance, that the second integral is �nite.
Setting H(x) =

R x
x0

1
�(y)

dy, x > x0, one can construct two solutions, i.e. X(t) � x0 and

X(t) = H�1(t). This phenomenon will be illustrated in the stochastic case, even with �
inhomogeneous, see for instance proposition 2.4.30 and remark 2.4.31.

We observe that a similar condition as (2.5), appears in the study of one-dimensional
stochastic di�erential equation of Itô type dX(t) = �(X(t))dW (t) where W is a classical
Brownian motion. Uniqueness for every initial condition holds if and only ifZ x0+"

x0�"

1

�2
(t)dt = +1;

for every x0 2 R, see [20].
To summarize, towards the study of equation (5), we innovate along the following axes

with respect to the literature.
{ We suppose that � is a �nite cubic variation process and � is time inhomogeneous.
{ The notion of solution is clari�ed and we do not need to introduce the notion of
symmetric vector Itô process.

{ One new tool that we establish is a Itô-Wentzell type formula where �nite cubic
variation processes are involved.

{ We continue the analysis related to the structure of weak Dirichlet processes.
{ When the paths of � are H�older, with parameter greater than 1

2
we require very

weak regularity on the coe�cients.
{ In the case of classical Brownian motion a new existence theorem is established for
the Stratonovich equation.

{ We drastically weaken the classical assumptions on the coe�cients for existence and
uniqueness. Our regularity assumptions are generally weaker than those intervening
in rough path theory.

The paper is organized as follows. In section 2 we recall some de�nitions and results
about stochastic calculus with respect to �nite cubic variation processes. We state Itô
formula and a result of stability of �nite cubic variation through C1 transformations. We
also show some technical properties of the symmetric integral regarding its behavior when
it is restricted to some subspace of the reference probability space, stopped or shifted with
respect to some random time.

Section 3 deals with the class Ck� (H) of the processes Z so de�ned

Zt = Xt(�t);

being Xt(x) an Itô �eld driven by a vector (N1; : : : ; Nn) of semimartingales such that
hypothesis (D) is veri�ed for (�;N1; : : : ; Nn) with respect to the �ltration H; see de�nition
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2.3.1, with regularity of order k in the space variable. We prove that, if � has a �nite cubic
variation, processes in C1� (H) still have �nite cubic variation, and it is possible to establish
an Itô-Wentzell formula to expand processes in C3� (H): In this section we also discuss
connections with weak Dirichlet processes. We conclude this part proving the existence
of the symmetric integral of a process in C2� (H) with respect to a process in C2� (H); and
using this result to formulate a chain-rule formula.

Section 4 discusses uniqueness and existence of equation (2.1). It is divided into nine
subsections. The �rst and the second parts specify the notion of solution and describe
the framework : we restrict ourselves to the case where the support S of � is time-
independent and a non-integrability condition around its zeros of type (2.5) is ful�lled.
The third part focuses on trajectories of solutions : if X is a solution of equation (2.1),
it can be expressed as a function of � and a semimartingale. Moreover its trajectories are
forced to live in some connected component of S; as soon as the initial condition does.
In the case the coe�cients driving the equation are autonomous, a solution starting in
D = RnS; is identically equal to the initial condition. Putting things together, in the
fourth part, we establish an equivalence between equation (2:1) and an equation of the
same form but with di�usion coe�cient equal to 1. We �nally give some conditions for
existence and uniqueness of this last equation. In the �fth subsection we use results of
section 3 to show that, under additional assumptions on the regularity of � and �; equation
(2.1) admits a unique integral solution in the set C2� (H); provided that the vector (�;M)
veri�es the hypothesis D with respect to H: In the sixth one we revisit our results in
the case � has �nite quadratic variation, and the symmetric integral is substituted by
the forward integral. The seventh subsection is devoted to the application of the method
when processes have H�older trajectories. Subsection eight describes how it is possible to
combine the result of [44] and ours to treat the speci�c case of an equation driven by
fractional Brownian motion. Finally we discuss existence of solutions for a Stratonovich
equation driven by a Brownian motion, with continuous di�usion coe�cient and bounded
measurable drift.

2.2 De�nitions, notations and basic calculus

In this section we recall basic concepts and results about calculus with respect to �nite
cubic variation processes which will be useful later. For a more complete description of
these arguments the reader may refers to [21] or [29]. Throughout the paper (
;F ; P )
will be a �xed probability space. All processes are supposed to be continuous and indexed
by the time variable t in [0; 1]: We adopt the notation Xt = X(t_0)^1; for every t in R:
A sequence of continuous processes (X")">0 will be said to converge ucp (uniformly

convergence in probability) to a process X; if sup0�t�1 jX"
t �Xtj converges to zero in

probability, when " goes to 0:

In the paper Ch;k will be the space of all continuous functions f : [0; 1] � R ! R;
which are of class Ch in t; with derivatives in t up to order h continuous in (t; x); and of
class Ch in x; with derivatives in x up to order k continuous in (t; x):

Let n � 2 and (X1; :::; Xn) be a vector of continuous processes. For any " > 0 and t
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in [0; 1] set �
X1; X2; :::; Xn

�
"
(t) =

1

"

Z t

0

nY
k=1

�
Xk
s+" �Xk

s

�
ds;

and �����X1; X2; :::; Xn
�����

"
=

1

"

Z 1

0

nY
k=1

��Xk
s+" �Xk

s

�� ds:
If [X1; X2; :::; Xn]" (t) converges ucp, when " ! 0, then the limiting process is called
the n-covariation process of the vector (X1; :::; Xn) and denoted [X1; X2; :::; Xn] : If,
furthermore, every subsequence ("k)k�0 admits a subsequence (�"k)k�0 such that

sup
k�0

�����X1; X2; :::; Xn
�����

�"k
< +1; a:s:; (2.6)

then the n-covariation is said to exist in the strong sense. If the processes
�
Xk
�n
k=1

are
all equal to a real valued process X; then the n-covariation of the considered vector will
be denoted by [X;n] and called the n-variation process. If n = 2 this process is the
quadratic variation and it is denoted by [X] or [X;X]. If n = 3 we will speak about
cubic variation . If X has a quadratic (respectively, strong cubic) variation, X will
be called �nite quadratic variation (respectively strong cubic variation (scv))
process.

Remark 2.2.1. In [21] a di�erent version of the de�nition of the strong n-variation is
given. However, results contained there and recalled in the sequel can be proved to hold
even under our weaker assumption.

Example 2.2.2. We present several examples of strong �nite cubic variation processes.

1. Let
�
BH
t ; 0 � t � 1

�
be a fractional Brownian motion of Hurst index H; that is a

Gaussian process with zero mean and covariance

Cov(BH
s ; B

H
t ) =

1

2

�
s2H + t2H � jt� sj2H

�
:

It follows from remark 2:8 of [21], that the fractional Brownian motion with Hurst
parameter H = 1

3
is a strong cubic variation process.

2. Let
�
BH;K
t ; 0 � t � 1

�
be a bifractional Brownian motion with parameters H 2

]0; 1[; K 2]0; 1]. We recall, see [34], that BH;K is a Gaussian process with zero mean
and covariance

R(t; s) =
1

2K

��
t2H + s2H

�K � jt� sj2HK
�
:

In [51] is shown that BH;K is a strong �nite cubic variation process if HK � 1
3
.

3. Let (Xt; 0 � t � 1) be a Gaussian mean zero process starting at zero, with stationary
increments. Set V (t)2 := V ar(Xt), for every t in [0; 1]: Fubini theorem and the fact
that the increments of X are stationary permit to perform the following evaluation :

E [jjX;X;Xjj"] = c

"
(V ("))3;
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for some positive constant c: If furthermore V (t) = O(t
1

3 ), condition (2.6) holds.
Moreover, using similar methods as in [30] it is possible to prove that the sequences
of processes [X;X;X]" converges ucp: In particular X is a strong cubic variation
process.

4. Using [21] it is possible to exhibit examples of non-Gaussian strong �nite cubic va-
riation processes. One such process is of the type Xt =

R t
0
G(t; s)dMs where M is a

local martingale and G is a continuous random �eld independent from M essentially
such that
[G(�; s1); G(�; s2); G(�; s3)] exist for any s1; s2; s3. For example one may choose G(t; s) =
BH
t�s, where B

H is a fractional Brownian motion independent of M , with H � 1
3
.

De�nition 2.2.3. A vector (X1; X2; :::; Xm) of continuous processes is said to have all its
mutual (respectively, strong) n-covariations if [X i1 ; X i2 ; :::; X in ] exists (respectively,
exists in the strong sense) for any choice (even with repetition) of indices i1; i2; :::; in in
f1; 2; :::;mg : If n = 2; we will also say that the vector (X1; X2; :::; Xm) has all its mutual

brackets. In that case [X1; :::; Xm] has bounded variation.

Proposition 2.2.4. If condition (2.6) holds, then [X1; X2; :::; Xn] has bounded variation
whenever it exists.

Remark 2.2.5. 1. If the n-variation [X;n] exists in the strong sense for some n; then
[X;m] = 0 for all m > n: In particular, since the 2-covariation of two semimar-
tigales exists strongly and agrees with their usual covariation (see [54]), for any
semimartingale S; [S;n] = 0 for all n � 3:

2. Let (X1; :::; Xn) be a vector having a strong n-covariation, and Y a continuous
process. Then

1

"

Z �

0

Ys

nY
k=1

�
Xk
s+" �Xk

s

�
ds

converges ucp to Z �

0

Y d
�
X1; X2; :::; Xn

�
:

3. If (X1; :::; Xn) has its strong n-covariation then for every vector of continuous pro-
cesses (Y 1; Y 2; :::; Y m) ; the vector�

X1; :::; Xn; Y 1; :::; Y m
�

has its strong (n+m)-covariation equal to zero.

4. If the n-variation [X;n] exists in the strong sense, then for every continuous process
Y and every m > n such that [Y ;m] exists in the strong sense, we have

[X;

(m�1)timesz }| {
Y; Y; :::; Y ] = 0:
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De�nition 2.2.6. Let X and Y be two continuous processes. For any " > 0 and t in [0; 1]
set

I�" (t;X; Y ) =
1

2"

Z t

0

Ys(Xs+" �Xs�")ds:

If the process I�" (�; X; Y ) converges ucp when " goes to zero, then the limiting process will
be denoted by

R t
0
Y d�X and called the symmetric integral.

Remark 2.2.7. 1. It is easy to show that the symmetric integral, if it exists, is the
limit ucp of

J�" (t) =
1

2"

Z t

0

(Ys+" + Ys)(Xs+" �Xs)ds:

2. Let X be a continuous semimartingale with respect to some �ltration F and Y an
F-adapted continuous process such that [X; Y ] exists. Then the symmetric integralR �
0
Ysd

�Xs exists, Z �

0

Ysd
�Xs =

Z �

0

YsdXs +
1

2
[X; Y ] ;

and it coincides with classical Stratonovich integral if Y is an F-semimartingale.

We conclude this section by recalling a result about stability of the strong n-covariation
through C1 transformations, the Itô formula for strong cubic variation processes, and a
chain-rule formula, all of them established in [21], propositions 2:7; 3:7, and lemma 3:18.

Proposition 2.2.8. Let F 1; :::; F n be n functions in C1(Rn): Let X = (X1; :::; Xn) be a
vector of continuous processes having all its mutual strong n-covariations. Then the vector�

F 1(X); :::; F n(X)
�

has the same property and

�
F 1(X); :::; F n(X)

�
=

X
1�i1;:::;in�n

Z t

0

@i1F
1(X) � � � @inF n(X)d

�
X i1 ; :::; X in

�
:

Proposition 2.2.9. Let V = (V 1; :::; V m) be a vector of bounded variation processes and
� be a strong cubic variation process. Then for every F belonging to the class C1;3(Rm�R)
it holds

F (Vt; �t) = F (V0; �0) +
mX
i=1

Z t

0

@V iF (Vs; �s)dV
i
s +

Z t

0

@�F (Vs; �s)d
��s

� 1

12

Z t

0

@
(3)
� F (Vs; �s)d [�; �; �]s :

Lemma 2.2.10. Let � be a strong cubic variation process. Suppose that  and � are,
respectively, in C1;3([0; 1]� R) and C1;2([0; 1]� R): Then

X =

Z �

0

�(s; �s)d
��s and

Z �

0

 (s; �s)d
�Xs
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exist and Z �

0

 (s; �s)d
�Xs =

Z �

0

� (s; �s)d
��s � 1

4

Z �

0

@� @��(s; �s)d [�; �; �]s :

In the sequel of the paper we will need to deal with the restriction of symmetric
integrals to subspaces of 
; as well as with symmetric integrals stopped or shifted with
respect to random times. We list some simple technical properties about these operations.

If B is an element of F ; with P (B) > 0; FB will denote the restriction of F on
B : FB = fF \B;F 2 Fg ; PB the probability measure conditioned on B; and if f is a
random variable on (
;F ; P ) ; fB will denote the restriction of f to B:

Lemma 2.2.11. Let B in F with P (B) > 0: Let X and Y be two continuous processes
such that

R �
0
Xd�Y exists. Then

R �
0
XBd�Y B exists and

Z �

0

XB
t d

�Y B
t =

�Z �

0

Xtd
�Yt

�B

PB a.s.

Proof. The result follows immediately after having observed that for every � > 0;

PB

 (
sup
t2[0;1]

�����I�" (t;XB; Y B)�
�Z t

0

Xsd
�Ys

�B
����� > �

)!

� 1

P (B)
P

 (
sup
t2[0;1]

����I�" (t;X; Y )� �Z t

0

Xsd
�Ys

����� > �

)!
:

2 If � and X are, respectively, a random time and a stochastic process on (
;F ; P ) ;
X� will denote the stochastic process X stopped to time � : X�

t = Xt^� ; 0 � t � 1:

Lemma 2.2.12. Let � be a random time on (
;F ; P ) ; with P (� � 1) = 1; X and Y two
continuous stochastic processes such that

R �
0
Xd�Y exists. Then it holds :8<:

R �
0
X�
s d

�Y �
s =

�R �
0
Xsd

�Ys
��
;R �

0
X�+sd

� (Y�+s) =
R �+�
�

Xsd
�Ys:

Proof. We clearly have

sup
t2[0;1]

����I�" (t ^ �;X; Y )� �Z :

0

Xsd
�Ys

�
t^�

���� � sup
t2[0;1]

����I�" (t;X; Y )� Z t

0

Xsd
�Ys

���� :
Therefore, for the �rst part of the statement we have to show that lim

"!0
a" = 0; in proba-

bility, with

a" = sup
t2[0;1]

jI�" (t ^ �;X; Y )� I�" (t;X
� ; Y � )j :
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We can write

a" � sup
t2[0;1]

����1"
Z �^t

(��")^t

Xs (Y� � Ys+") ds

����
+ sup

t2[0;1]

�����1"
Z (�+")^t

�^t

X� (Y� � Ys�") ds

����� :
The convergence to zero almost surely, and so in probability, of the sequence of processes
(a") is due to the continuity of the processes X and Y:

The second statement is a straightforward consequence of a simple change of variables
which let to obtain I�(t;X�+�; Y�+�) = I�(� + �; X; Y )� I�(�;X; Y ):

2

By similar arguments it is also possible to show the following lemma.

Lemma 2.2.13. Let (X1; :::; Xn) be a vector of continuous processes having its n-covariation,
� a random time with P (� � 1) = 1; and B an element of F . Then the vectors��

X1
�B
; :::; (Xn)B

�
;
��
X1
��
; :::; (Xn)�

�
and

�
X1
�+�; :::; X

n
�+�

�
have their n-covariation and8>>>>><>>>>>:

[X1; :::; Xn]
B
=
h
(X1)

B
; :::; (Xn)B

i
PBa:s:;

[X1; :::; Xn]
�
=
�
(X1)

�
; :::; (Xn)�

�
;�

X1
�+�; :::; X

n
�+�

�
= [X1; :::; Xn]�+� � [X1; :::; Xn]� :

2.3 Itô-�elds evaluated at scv processes

2.3.1 Stability of strong cubic variation

At this stage we introduce some de�nitions adapted from [24], which treated the �nite
quadratic variation case. From now on H = (Ht)t2[0;1] will denote a �ltration on (
;F) ;
satisfying the usual assumptions .

De�nition 2.3.1. A random �eld (X(t; x); 0 � t � 1; x 2 R) is a Ck H-Itô-martingale

�eld driven by the vector N = (N1; :::; Nn) ; if N is a vector of local martingales with
respect to H; and

X(t; x) = f(x) +
nX
i=1

Z t

0

ai(s; x)dN i
s; (2.7)

where

f : 
� R! R is, for every x; H0-measurable and belonging to Ck(R) a:s: ;
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X and ai : [0; 1] � R � 
 ! R; i = 1; :::; n are H-adapted for every x; almost surely
continuous with their partial derivatives with respect to x in (t; x) up to order k;

for every index h � k it holds

@(h)x X(t; x) = @(h)x f(x) +
nX
i=1

Z t

0

@(h)x ai(s; x)dN i
s:

De�nition 2.3.2. Let p � 1: A continuous random �eld (Z(t; x); 0 � t � 1; x 2 R) ; is
called an H-strict zero p-variation process if it is H-adapted for every x; and

sup
jxj�R

1

"

Z 1

0

jZ(t+ "; x)� Z(t; x)jp dt! 0 in probability; (2.8)

for all R > 0:

If p = 2 (respectively, p = 3) Z will be called an H-strict zero quadratic (respecti-
vely, cubic) process.

Note that if

Z(t; x) =
mX
j=1

Z t

0

bj(s; x)dV j
s ; (2.9)

where bj are continuous �elds, and (V j
t )0�t�1; j = 1; :::;m are bounded variation processes,

then (2.8) is veri�ed for every p > 1:

De�nition 2.3.3. A random �eld X will be called a Ck H-Itô-semimartingale �eld

if it is the sum of a Ck H-Itô-martingale �eld and an H-strict zero quadratic variation
process Z having the form (2.9) :

X(t; x) = f(x) +
nX
i=1

Z t

0

ai(s; x)dN i
s +

mX
j=1

Z t

0

bj(s; x)dV j
s ; (2.10)

with coe�cients (bj)
m

j=1 continuous with their partial derivatives with respect to x in
(t; x) up to order k.

Proposition 2.3.4. Let X = (X i(t; x); 0 � t � 1; x 2 R; i = 1; 2; 3) be a vector of random
�elds being the sum of a vector of C1 H-Itô-martingale �elds�

Y i(t; x); 0 � t � 1; x 2 R; i = 1; 2; 3
�
;

driven by the vector of local martingales (N1; :::; Nn) ; and of a vector of H-strict zero cubic
variation processes (Zi(t; x); 0 � t � 1; x 2 R; i = 1; 2; 3) which are a:s: in C0;1([0; 1]�R) :

X i = Y i + Zi; i = 1; 2; 3:

Let � be a strong cubic variation and H-adapted process. Then the vector X has its strong
mutual 3-covariations and�

X i1(�; �); X i2(�; �); X i3(�; �)� = Z �

0

�
@xX

i1
� �
@xX

i2
� �
@xX

i3
�
(s; �s)d [�; �; �]s ;

for every choice of indices (i1; i2; i3) in f1; 2; 3g :
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Proof.We �rst remark that it is not reductive to suppose that the vector of the driving
local martingales is the same for all the Itô �elds taken into consideration. We consider
the case X = X1 = X2 = X3 = Y + Z: The proof in the general case requires the
same essential concepts. We suppose also, for simplicity of notations, that the C1 H-Itô-
martingale �eld has the form (2.7) with n = 1, N1 = N; a1 = a. We have to prove
that

C" =
1

"

Z �

0

(X(s+ "; �s+")�X(s; �s))
3 ds

converges ucp to
R �
0
(@xX(s; �s))

3 d [�;�; �]s ; and that X(�; �) veri�es condition (2.6).We can
write

X(s+ "; �s+")�X(s; �s) = (X(s+ "; �s+")�X(s+ "; �s))

+ (X(s+ "; �s)�X(s; �s))

= A(s; ") +B(s; ");

so as to decompose C" as follows :

C"(t) = I1" (t) + I2" (t) + 3I3" (t) + 3I4" (t);

with

I1" (t) =
1

"

Z t

0

(A(s; "))3 ds; I2" (t) =
1

"

Z t

0

(B(s; "))3 ds;

I3" (t) =
1

"

Z t

0

(A(s; "))2 (B(s; ")) ds; I4" (t) =
1

"

Z t

0

(A(s; ")) (B(s; "))2 ds:

Since X is di�erentiable in �, A(s; ") may be rewritten as

A(s; ") = �(s; ") (�s+" � �s) ;

with

�(s; ") =

Z 1

0

@xX(s+ "; �s + � (�s+" � �s))d�:

Then

I1" (t) =
1

"

Z t

0

(@xX(s; �s))
3 (�s+" � �s)

3 ds

+
1

"

Z t

0

�
(�(s; "))3 � (@xX(s; �s))

3� (�s+" � �s)
3 ds:

By remark 2.2.5.2 the �rst term of this sum converges ucp toZ �

0

(@xX(s; �s))
3 d [�;�; �]s ;

while the absolute value of the second term is bounded by

sup
s2[0;1]

��(�(s; "))3 � (@xX(s; �s))
3
�� �1

"

Z 1

0

j�s+" � �sj3 ds
�
;

63



CHAPITRE 2. NON-SEMIMARTINGALES : EDS ET WEAK DIRICHLET

which converges to zero in probability since @xX is continuous, and � is a strong cubic
variation process.

We show that I2" (t) converges to zero ucp: We observe that we can apply a substitu-
tion argument thanks to the H�older continuity of a (see [56], proposition 2:1), and the
adaptedness of the process �; and get

B(s; ") =

�Z s+"

s

a(r; x)dNr

�
x=�s

+ (Z(s+ "; �s)� Z(s; �s))

=

Z s+"

s

a(r; �s)dNr + (Z(s+ "; �s)� Z(s; �s)) :

Then ��I2" (t)�� � 1

"

Z 1

0

jB(s; ")j3 ds � 4

"

Z 1

0

����Z s+"

s

a(r; �s)dNr

����3 ds
+

4

"

Z 1

0

jZ(s+ "; �s)� Z(s; �s)j3 ds:

For every k in N� we set


k = f[N ]1 � kg \
(
sup
t2[0;1]

j�tj � k

)
; � k = inf ftj [N ]t � kg ; Nk = N �k :

Then � k is a stopping time and by optional sampling theorem Nk is a local square inte-
grable martingale. Since [1k=0
k = 
; almost surely, it is su�cient to verify that for every
k in N�; the sequence of processes (I
k

I2" (t)) converges to zero ucp: Since Z is an H-strict
zero cubic variation process and on 
k the process � is bounded by a constant,

lim
"!0

I
k

�
1

"

Z �

0

(Z(s+ "; �s)� Z(s; �))3 ds

�
= 0 ucp;

and so we get the desired convergence if

lim
"!0

Z 1

0

1

"

����Z s+"

s

ak(r; �s)dN
k
r

����3 ds = 0; in probability;

where ak : [0; 1]�R! R has the same regularity of a; it is bounded and it agrees with a
on [0; 1]� fx 2 Rj jxj � kg : We can writeZ 1

0

1

"

����Z s+"

s

ak(r; �s)dN
k
r

����3 ds � 4

"

Z 1

0

����Z s+"

s

ak(r; �r)dN
k
r

����3 ds
+

4

"

Z 1

0

����Z s+"

s

�
ak(r; �s)� ak(r; �r)

�
dNk

r

����3 ds:
The process

R �
0
ak(r; �r)dN

k
r is a continuous semimartingale, then it has a �nite quadratic

variation by remark 2.2.5.1 and so the �rst term of the sum converges to zero in probability
being bounded by 

sup
t2[0;1]

����Z s+"

s

ak(r; �r)dN
k
r

����
! Z 1

0

1

"

����Z s+"

s

ak(r; �r)dN
k
r

����2 ds
!
:
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Therefore, to conclude we only need to apply Burkholder inequality, and Lebesgue domi-
nated convergence theorem to see that

lim
"!0

E

"Z 1

0

1

"

����Z s+"

s

�
ak(r; �s)� ak(r; �r)

�
dNk

r

����3 ds
#
= 0:

Finally by H�older inequality

��I3" (t)�� �
�
1

"

Z 1

0

jA(s; ")j3 ds
� 2

3
�
1

"

Z 1

0

jB(s; ")j3 ds
� 1

3

;

and

��I4" (t)�� �
�
1

"

Z 1

0

jA(s; ")j3 ds
� 1

3
�
1

"

Z 1

0

jB(s; ")j3 ds
� 2

3

;

then I3" (t); and I
4
" (t); converges to zero ucp; since, as already proved before,

1
"

R 1

0
jB(s; ")j3 ds

converges to zero in probability and

1

"

Z 1

0

jA(s; ")j3 ds � jj�; �; �jj" sup
s2[0;1]

j�(s; ")j3 : (2.11)

We conclude observing that the cubic variation of X exists strongly thanks to inequality
(2:11); the strong �nite cubic variation of � and the convergence to zero in probability of
1
"

R 1

0
jB(s; ")j3 ds:

2

2.3.2 Strong predictability, covariations and weak Dirichlet pro-

cesses

Given a vector of processes (N1; :::; Nn) ; S(N1; :::; Nn); will denote the set of all
�ltrations on (
;F) with respect to which (N1; :::; Nn) is a vector of semimartingales.

De�nition 2.3.5. A process R is strongly predictable with respect to H if

9 � > 0; such that R"+� is H-adapted; for every " � �:

This notion constitutes in fact the direct generalization of the notion of predictability
intervening in the discrete time case.

De�nition 2.3.6. We will say that the vector (�;N1; :::; Nn) satis�es hypothesis (D)
with respect to H; if H belongs to S(N1; :::; Nn); and there exist two continuous processes,
adapted to H; such that

(D)
8<:

� = R +Q;
R is strongly predictable with respect to H;
the vector (Q;N1; :::; Nn) has all its mutual brackets:
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We give two examples where there exists a �ltration H with respect to which the
decomposition (D) occurs.
Example 2.3.7. Let (N1; :::; Nn) be a vector of local martingales with respect to a �ltra-
tion F = (Ft)t2[0;1]. Suppose that � = R +Q; where�

R is F0-measurable;
(Q;N1; :::; Nn) has all its mutual brackets and Q is F-adapted:

Then the hypothesis (D) is satis�ed with respect to the �ltration F:

Example 2.3.8. Let (N1; :::; Nn) be a vector of semimartingales with respect to its natural
�ltration G = (Gt)t2[0;1]. Suppose that � = R +Q; where�

R is independent from (N1; :::; Nn);
(Q;N1; :::; Nn) has all its mutual brackets:

Then, if Q is adapted to the �ltration

H = (Gt _ �(R))t2[0;1] ;

the vector (�;N1; :::; Nn) satis�es the hypothesis (D) with respect to H:

For every H-local martingale N we denote with L2
N(H) the set of all progressively

measurable processes h such that

jjhjjL2(d[N ]) =

Z 1

0

h2sd [N ]s < +1; a:s::

L2
N(H) endowed with the topology of the convergence in probability with respect to the

norm jj�jjL2(d[N ]) ; is an F -space in the sense of [18]. The F -space of all continuous H-
adapted processes equipped with the uniform convergence in probability will be denoted
by A(H).
Proposition 2.3.9. Let Q be a continuous and H-adapted process and N a continuous H-
local martingale such that (Q;N) has all its mutual brackets. Then for every h in L2

N(H);
and Y =

R �
0
hsdNs; the bracket [Q; Y ] exists and

[Q; Y ] =

Z �

0

hsd [Q;N ]s :

In particular (Q; Y ) has all its mutual brackets and [Q; Y ] has bounded variation.
Proof. By localization arguments we do not loose generality if we suppose that Q is
uniformly bounded and N is square integrable. We set �(h) :=

R �
0
hsd [Q;N ]s ; for every

h in L2
N(H); and for every " > 0 we consider the map �" : L2

N(H)! A(H) so de�ned :

�"(h) =
1

"

Z �

0

(Q"+s �Qs)

�Z s+"

s

hrdNr

�
ds:
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�" is a linear and continuous operator from L2
N(H) to A(H): Let h be continuous. We

claim that (�"(h)) converges ucp to �(h): Remark 2.2.5.2 implies

lim
"!0

Z �

0

hs (Qs+" �Qs) (Ns+" �Ns) = �(h); ucp:

We hence achieve the claim if

lim
"!0

I"(t) = lim
"!0

����1"
Z t

0

(Qs+" �Qs)

�Z s+"

s

(hs � hr) dNr

�
ds

���� = 0; ucp:

Again by standard localization techniques we can suppose h uniformly bounded. We use
Cauchy-Schwartz inequality to write

I"(t) �
�
1

"

Z �

0

(Qs+" �Qs)
2 ds

� 1

2

 Z �

0

1

"

����Z s+"

s

(hs � hr) dNr

����2 ds
! 1

2

:

The expectation of the second factor of the product is convergent to zero by Burkolder
inequality, the continuity and the boundness of h:

Moreover it is possible to show that for every h in L2
N(H)

sup
">0

d1 (�"(h); 0) � d2 (h; 0) ;

being d1 and d2 two metrics inducing the given topologies of A(H) and L2
N(H); respecti-

vely. We recall that H-adapted continuous processes are dense in L2
N(H), so that Banach-

Steinhaus theorem for Fr�echet spaces ([18] chapter 2.1) and the density of continuous
processes permit to conclude. 2

Proposition 2.3.10. Let (Z") be a sequence of continuous and H-adapted processes, and
N a continuous H-local martingale. Suppose that (Z") converges to zero in A(H). Then

lim
"!0

1

"

Z �

0

Z"
s (Ns+" �Ns) ds = 0; ucp:

Proof. Since the convergence in probability is equivalent to existence of subsequences
convergent to zero almost surely, it is not reductive to suppose that (Z") converges uni-
formly to zero, almost surely. We perform the proof in the case N is a square integrable
martingale. To reduce to this case localization techniques could be used. We set, for every
k in N�;


k =

�
! 2 
; s:t: sup

0�s�1
jZ"

s j � k;8" � k�1
�
;

and
Z";k = Z"Ifsup0�u��jZ"

uj�kg:
Then it is su�cient to show that

lim
"!0

Ck
" = lim

"!0

1

"

Z �

0

Z";k
s (Ns+" �Ns) ds = 0; ucp; 8k 2 N�:
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Let k be �xed. Thanks to adaptedness of the process Z";k we can write

Ck
" =

1

"

Z �

0

�Z s+"

s

Z";k
s dNr

�
ds: (2.12)

Exercise 5:17; pag.165 of [49] applies to write

Ck
" =

Z �

0

�
1

"

Z r

r�"

Z";k
s ds

�
dNr; a:s::

Using Doob and H�older inequalities we obtain

E

"
sup
t2[0;1]

��Ck
" (t)

��2# � cE

"Z 1

0

�
1

"

Z r

r�"

Z";k
s ds

�2

d [N ]r

#

� cE

"
sup
s2[0;1]

��Z";k
s

��2 [N ]1

#
;

for some positive constant c: Lebesgue dominated convergence theorem permits to com-
plete the proof.

2

Corollary 2.3.11. Let R be an H-strongly predictable continuous process. Then for every
continuous H-local martingale N; and h in L2

N(H); [R; Y ] = 0.

Proof. It has to be shown that
�
1
"

R �
0
Z"
s (Ys+" � Ys) ds

�
; converges to zero ucp; with

Z" = R"+� � R: R is H-strongly predictable, then " small enough Z" is H-adapted. Mo-
reover the continuity of R insures the uniformly convergence to zero, almost surely, of Z":
Proposition 2.3.10 leads to the conclusion.

2

Remark 2.3.12. [R; Y ] is zero either for pathwise regularity or for probabilistic reasons.
The �rst situation arises if R has zero quadratic variation, when its paths are for instance
H�older continuous with parameter 
 > 1

2
. The second (probabilistic) reason arises, for

example, when R is strongly predictable as corollary 2.3.11 shows.

We go on de�ning and discussing some properties of weak Dirichlet processes.

De�nition 2.3.13. An H-weak Dirichlet process is the sum of a continuous H-local
martingale M and a continuous process Q such that [Q;N ] = 0; for every H-local mar-
tingale N .

Corollary 2.3.11 directly implies the following.

Corollary 2.3.14. An H-strongly predictable continuous process R is an H-weak Dirichlet
process.

Proposition 2.3.9 permits to better specify the nature of such processes with respect
to Brownian �ltrations, as pointed out in the corollary below.
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Corollary 2.3.15. Suppose that W is a Brownian motion on (
;F ; P ) : Let H be its
natural �ltration augmented by the P null sets. An H-adapted, with �nite quadratic varia-
tion and continuous process D is an H-Dirichlet process if and only if it is the sum of a
continuous H-local martingale M and a �nite quadratic variation process Q; continuous,
H-adapted and such that [Q;W ] = 0:

Proof. Necessity is obvious. Suppose that D is the sum of an H-local martingale M
and a continuous process Q; with �nite quadratic variation, H-adapted and such that
[Q;W ] = 0: Let N be an H-local martingale. Then there exists a process h in L2

W (H) such
that N = N0 +

R �
0
hsdWs: By proposition 2.3.9 [Q;N ] =

R �
0
hsd [Q;W ]s = 0:

2

Theorem 2.3.16. Let (X(t; x); 0 � t � 1; x 2 R) be the sum of a C1 H-Itô-martingale
�eld of the form (2.7), and a H-strict zero quadratic variation process Z in C0;1 ([0; 1]� R).
Let � be such that the vector (�;N1; :::; Nn) satis�es the hypothesis (D) with respect to the
�ltration H. Then for any semimartingale of the form Y =

Pn

i=1

R :
0
hisdN

i
s; with hi in

L2
N(H) for every i = 1; :::; n; it holds :

[X(�; �); Y ] =
nX
i=1

Z �

0

@xX(s; �s)h
i
sd
�
�;N i

�
s

+
nX

i;j=1

Z �

0

aj(s; �s)h
i
sd
�
N i; N j

�
s
:

In particular [X(�; �); Y ] has bounded variation.

Remark 2.3.17. In [24] the authors explore the existence of mutual brackets of Itô �elds,
and so it could appear natural to do the same in this context. However, it is clear that in
this case such a bracket cannot exist unless R is a �nite quadratic variation process.

Proof. (of the theorem). We suppose for simplicity of notations that n = 1; and we
denote with h the process h1: We have to study the convergence ucp of

C"(t) =
1

"

Z t

0

(X(s+ "; �s+")�X(s; �s)) (Ys+" � Ys)ds:

We have

C"(t) =
1

"

Z t

0

(X(s+ "; �s+")�X(s+ ";Qs +Rs+")) (Ys+" � Ys)ds

+
1

"

Z t

0

(X(s+ ";Qs +Rs+")�X(s;Qs +Rs+")) (Ys+" � Ys)ds

+
1

"

Z t

0

(X(s;Qs +Rs+")�X(s; �s)) (Ys+" � Ys)ds

= J1
" (t) + J2

" (t) + J3
" (t)

69



CHAPITRE 2. NON-SEMIMARTINGALES : EDS ET WEAK DIRICHLET

For J1
" (t) we use Taylor type formula

X(s+ "; �s+")�X(s+ ";Qs +Rs+") = @xX(s; �s) (Qs+" �Qs)

+ �(s; ") (Qs+" �Qs)

with

�(s; ") =

Z 1

0

[@xX(s+ "; �(Qs+" �Qs) + (Qs +Rs+"))� @xX(s; �s)] d�;

to get

J1
" (t) =

1

"

Z t

0

@xX(s; �s) (Qs+" �Qs) (Ys+" � Ys)ds

+
1

"

Z t

0

�(s; ") (Qs+" �Qs) (Ys+" � Ys)ds:

Since h is continuous and H-adapted, it is progressively measurable and almost surely
bounded. By proposition 2.3.9 (Q;

R �
0
hsdNs) has all its mutual brackets, and so by remark

2.2.5.2 the �rst term converges ucp toZ �

0

@xX(s; �s)hsd [Q;N ]s ;

while the second term has limit equal to zero ucp since both Q and Y have �nite quadratic
variation.

We consider the term J2(t): Thanks to the hypothesis (D); the process
(Qs +Rs+"; 0 � s � 1)

is H-adapted for every " � �: Then we can write for every " � �

J2
" (t) =

1

"

Z t

0

�Z s+"

s

(a(r;Qs +Rs+")� a(r; �r)) dNr

�
(Ys+" � Ys) ds

+
1

"

Z t

0

�Z s+"

s

a(r; �r)dNr

�
(Ys+" � Ys) ds

+
1

"

Z t

0

(Z(s+ ";Qs +Rs+")� Z(s;Qs +Rs+")) (Ys+" � Ys) ds:

The second term converges ucp by de�nition to�Z �

0

a(s; �s)dNs; Y

�
=

Z t

0

hsa(s; �s)d [N;N ]s ;

while using H�older inequality, and the fact that Z is a strict zero quadratic variation
process it is possible to show that the last term converges to zero ucp: Again by H�older
inequality the �rst term converges to zero ucp if

lim
"!0

1

"

Z 1

0

�Z s+"

s

(a(r;Qs +Rs+")� a(r; �r)) dNr

�2

ds = 0; in probability:
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This can be proved with techniques already used for the convergence to zero of the term
I2" in the proof of proposition 2.3.4. Regarding the term J3; we apply proposition 2.3.10
to the sequence of processes (X(�; Q+R�+")�X(�; �)) ; the local martingale N; and the
process h; which let us conclude that J3 converges to zero ucp:

2

Using similar arguments to those of previous proposition one can prove the following.

Proposition 2.3.18. Let � be in C0;1 ([0; 1]� R) ; and (�;N1; :::; Nn) be a vector of conti-
nuous processes satisfying the hypothesis (D) with respect to H: Then for every semimar-
tingale of the form

Y =
nX
i=1

Z �

0

hisdN
i
s;

with hi in L2
N i(H) for every i = 1; :::; n; [�(�; �); Y ] exists and

[�(�; �); Y ] =
nX
i=1

Z �

0

his@x�(s; �s)d
�
�;N i

�
s
: (2.13)

In particular [�(�; �); Y ] has bounded variation.

Corollary 2.3.19. Let (�;N1; :::; Nn) be a vector of continuous processes satisfying the
hypothesis (D) with respect to H: Let X = (X(t; x); 0 � t � 1; x 2 R) and

Z = (Z(t; x); 0 � t � 1; x 2 R)

be either functions in C0;1([0; 1]�R) or C1 H-Itô-semimartingale �elds of the form (2.10).
Then for every semimartingale of the form

Y =
nX
i=1

Z �

0

hisdN
i
s

with hi in L2
N i(H) for every i = 1; :::; n; it holdsZ �

0

X(s; �s)d
�

�Z s

0

Z(r; �r)d
�Yr

�
=

Z �

0

(XZ) (s; �s)d
�Ys:

Proof. The corollary is a consequence of proposition 2.3.16 and the decomposition
of the symmetric integral into a classical stochastic integral plus an half covariation as
speci�ed in remark 2.2.7.2.

2

2.3.3 Itô-Wentzell formula

Proposition 2.3.20. Let (X(t; x); 0 � t � 1; x 2 R) be a C3 H-Itô-semimartingale �eld
of the form (2.10). Let (�;N1; :::; Nn) be a vector of continuous processes satisfying the
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hypothesis (D) with respect to H; such that � is a strong cubic variation process. Then the
symmetric integral

R �
0
@xX(s; �s)d

��s exists and

X(�; �) = X(0; �0) +
nX
i=1

Z �

0

ai(s; �s)dN
i
s +

mX
j=1

Z �

0

bj(s; �s)dV
j
s

+

Z �

0

@xX(s; �s)d
��s +

1

2

nX
i=1

Z �

0

@xa
i(s; �s)d

�
N i; �

�
s

� 1

12

Z �

0

@(3)x X(s; �s)d [�; �; �]s :

Proof. We suppose n = m = 1; and we make the usual simpli�cation in the notation
of the Itô �eld considered. By continuity of the process X(�; �) the sequence of processes

1

"

Z t

0

(X(s+ "; �s+")�X(s; �s)) ds

converges almost surely to (X(t; �t)�X(0; �0)). In particular

X(t; �t)�X(0; �0) = lim
"!0

1

"

Z t

0

(X(s+ "; �s+")�X(s+ "; �s)) ds

+ lim
"!0

1

"

Z t

0

(X(s+ "; �s)�X(s; �s)) ds

= lim
"!0

I1" (t) + lim
"!0

I2" (t);

if the two limits on the right hand side of previous equality exist. Applying substitution
arguments and interchanging the integrals with respect to time, the semimartingales N
and V; I2" (t) converges ucp toZ �

0

a(s; �s)dNs +

Z �

0

b(s; �s)dVs:

Since X(�; x) is di�erentiable till order three with respect to x; we can write

X(s+ "; �s+") = X(s+ "; �s) + @xX(s+ "; �s) (�s+" � �s) (2.14)

+
1

2
@(2)x X(s+ "; �s) (�s+" � �s)

2

+
1

6
@(3)x X(s+ "; �s) (�s+" � �s)

3 + �(�s; �s+") (�s+" � �s)
3 ;

and

X(s+ "; �s) = X(s+ "; �s+") + @xX(s+ "; �s+") (�s � �s+") (2.15)

+
1

2
@(2)x X(s+ "; �s+") (�s � �s+")

2

+
1

6
@(3)x X(s+ "; �s+") (�s � �s+")

3 + �(�s+"; �s) (�s � �s+")
3 ;
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with lim"!0 �(�s; �s+") = lim"!0 �(�s+"; �s) = 0; almost surely. By subtracting these two
quantities and integrating over [0; t] we get

I1" (t) =
1

2"

Z t

0

(@xX(s+ "; �s) + @xX(s+ "; �s+")) (�s+" � �s) ds

� 1

4"

Z t

0

�
@(2)x X(s+ "; �s+")� @(2)x X(s+ "; �s)

�
(�s+" � �s)

2 ds

+
1

12"

Z t

0

�
@(3)x X(s+ "; �s) + @(3)x X(s+ "; �s+")

�
(�s+" � �s)

3 ds

+
1

2"

Z t

0

(�(�s; �s+") + �(�s+"; �s)) (�s+" � �s)
3 ds

= J1
" (t) + J2

" (t) + J3
" (t) + J4

" (t):

Since � is a strong cubic variation process J4
" converges to zero ucp: J2

" converges ucp to

�1

4

�
@(2)x X(�; �); �; �� :

In fact,

J2
" (t) = � 1

4"

Z t

0

�
@(2)x X(s+ "; �s+")� @(2)x X(s; �s)

�
(�s+" � �s)

2 ds

+
1

4"

Z t

0

�
@(2)x X(s+ "; �s)� @(2)x X(s; �s)

�
(�s+" � �s)

2 ds:

The �rst term converges ucp to

�1

4

�
@(2)x X(�; �); �; �� = �1

4

Z �

0

@(3)x X(s; �s)d [�; �; �"]s ;

since @2xX(�; x) is a C1 H-Itô-semimartingale �eld and proposition 2.3.4 can be applied.
The second term converges to zero ucp: In fact, by H�older inequality its absolute value is
bounded by

1

4

�
1

"

Z 1

0

��@(2)x X(s+ "; �s)� @(2)x X(s; �s)
��3 ds� 1

3

ds jj[�; �; �]jj 23" :

Since @
(2)
x X is a C1 Itô-semimartingale �eld, the �rst factor of the product can be shown

to converge to zero in probability, using tools already developed in the proof of proposition
2.3.4 for the term

R �
0
jB(s; ")j3 ds. The term J3

" can be written as

1
12"

R t
0

�
@
(3)
x X(s+ "; �s+") + @

(3)
x X(s+ "; �s)� 2@

(3)
x X(s; �s)

�
(�s+" � �s)

3 ds

+ 1
6"

R t
0
@
(3)
x X(s; �s) (�s+" � �s)

3 ds:
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By remark 2.2.5.2, the second term converges ucp to 1
6

R �
0
@
(3)
x X(s; �s)d [�; �; �]s ; while the

�rst term converges to zero 0 a:s:; since � is has a �nite strong cubic variation, and both
@
(3)
x X and � are continuous. Finally

J1
" =

1

2"

Z t

0

(@xX(s; �s) + @xX(s+ "; �s+")) (�s+" � �s) ds

+
1

2"

Z t

0

(@xX(s+ "; �s)� @xX(s; �s)) (�s+" � �s) ds:

The second term can be decomposed in the following way

1

2"

Z t

0

(@xX(s+ "; �s)� @xX(s; �s)) (�s+" � �s) ds

=
1

2"

Z t

0

�Z s+"

s

(@xa(r; �s)� @xa(r; �r)) dNr

�
(Qs+" �Qs) ds

+
1

2"

Z t

0

�Z s+"

s

(@xa(r; �s)� @xa(r; �r)) (Rs+" �Rs) dNr

�
ds

+
1

2"

Z t

0

�Z s+"

s

@xa(r; �r)dNr

�
(�s+" � �s) ds

+
1

2"

Z t

0

(Z(s+ "; �s)� Z(s; �s)) (�s+" � �s) ds;

with Z =
R �
0
@xb(s; �)dVs: The �rst term of the sum converges to zero ucp by H�older

inequality, since Q is a �nite quadratic variation process and

lim
"!0

Z 1

0

1

"

�Z s+"

s

(@xa(r; �s)� @xa(r; �r)) dNr

�2

ds = 0; in probability :

By proposition 2.3.16

lim
"!0

1

2"

Z t

0

�Z s+"

s

@xa(r; �r)dNr

�
(�s+" � �s) ds =

1

2

Z �

0

@xa(s; �s)d [N; �] ; ucp.

The second term can be shown to converge to zero by arguments used in the proof of
proposition 2.3.10, while the last term converges to zero ucp since Z is H-strict zero p-
variation process, for every p > 1: As a consequence of this the �rst term of J1

" is forced
to converge to Z �

0

@xX(s; �s)d
��s;

and we get the result.

2

2.3.4 Existence of symmetric integrals and chain-rule formulae

In this subsection � is supposed to be a strong cubic variation process.
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De�nition 2.3.21. We denote with Ck� (H) the set of all processes of the form Zt =

X(t; �t); being X a Ck H-Itô-semimartingale �eld driven by the vector of local martingales
(N1; :::; Nn); such that the vector (�;N1; :::; Nn) satis�es the hypothesis (D); with respect
to the �ltration H:

Remark 2.3.22. The set Ck� (H) is an algebra (apply classical Itô formula).

Remark 2.3.23. 1. A process Z belongs to C3� (H) if and only if there exist an H0-
measurable random variable Z0; a vector of H-adapted processes (N1; :::; Nn) such
that (�;N1; :::; Nn) satis�es the hypothesis (D) with respect to H, a vector of H-
adapted stochastic processes (h1; :::; hn) ; and a process 
 in C2� (H), such that

Z = Z0 +

Z �

�


sd
��s +

nX
i=1

Z �

0

hsdN
i
s:

The statement is a direct consequence of Itô-Wentzell formula.

2. Combining remark 2.2.5, the reversed Itô-Wentzell formula, and proposition 2.3.4,
it is possible to prove that if 
1; 
2, and 
3 belong to C2� (H); then�Z �

0


1sd
��s;

Z �

0


2sd
��s;

Z �

0


3sd
��s

�
=

Z �

0


1s

2
s


3
s [�; �; �]s :

3. A signi�cant example of the class C3� (H) is given by the following. Let

W =
�
W 1; :::;W n

�
be a n-dimensional Brownian motion on (
;F ; P ) with respect to its natural �ltra-
tion H augmented by the P null sets. Suppose that the vector (�;W 1; :::;W n) satis�es
the hypothesis (D) with respect to H: Then the set C3� (H) coincides with the processes
of the form

Z = Z0 +

Z �

0


sd
��s + L

where 
 is in C2� (H) and L is an H-semimartingale. This holds since every H-local
martingale, zero at t = 0; admits a representation as a stochastic integral with respect
to W:

Proposition 2.3.24. For every Z in C2� (H) and U in C3� (H) the symmetric integralZ �

0

Zsd
�Us;

exists and belongs to C2� (H): If Zt = Y (t; �t); and Ut = X(t; �t); where X(�; x) and Y (�; x)
have representations

X(�; x) = X0(x) +
nX
i=1

Z �

0

ai(s; x)dN i
s +

mX
j=1

Z �

0

bj(s; x)dV j
s ; (2.16)
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and

Y (�; x) = Y0(x) +
nX
i=1

Z �

0

�ai(s; x)dN i
s +

mX
j=1

Z �

0

�bj(s; x)dV j
s ; (2.17)

then Z �

0

Zsd
�Us =

nX
i=1

Z �

0

(Y ai)(s; �s)dN
i
s +

mX
j=1

Z �

0

(Y bj)(s; �s)dV
j
s

+

Z �

0

(Y @xX)(s; �s)d
��s +

1

2

nX
i=1

Z �

0

@x(Y a
i)(s; �s)d

�
N i; �

�
s

+
1

2

nX
i;j=1

Z �

0

(aj�ai)(s; �s)d
�
N i; N j

�
s

� 1

12

Z �

0

��
3@(2)x X

�
(@xY ) +

�
@(3)x X

�
Y
�
(s; �s)d [�; �; �]s :

Proof. We restrict ourselves to the case n = m = 1; and we denote a1 = a; �a1 = �a: We
have to investigate the convergence of

C"(t) =
1

2"

Z t

0

(Zs+" + Zs) (Us+" � Us) ds

=
1

2"

Z t

0

(Zs+" + Zs) (X(s+ "; �s+")�X(s+ "; �s)) ds

+
1

2"

Z t

0

(Zs+" + Zs) (X(s+ "; �s)�X(s; �s)) ds

= I1" (t) + I2" (t):

As concerns the second term we can write

I2" (t) =
1

2"

Z t

0

(Zs+" � Zs) (X(s+ "; �s)�X(s; �s)) ds

+
1

"

Z t

0

Zs (X(s+ "; �s)�X(s; �s)) ds:

Using techniques already introduced in previous section and in proposition 2.3.16 one can
show that these two terms converge, respectively, ucp to

1

2

�
Y (�; �);

Z �

0

a(r; �r)dNr +

Z �

0

b(r; �r)dVr

�
=

1

2

Z �

0

((@xY )a)(s; �s)d [N; �]s

+
1

2

Z �

0

(�aa)(s; �s)d [N;N ]s ;

and
R �
0
Zsa(s; �s)dNs +

R �
0
Zsb(s; �s)dVs:

76
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We consider the �rst term. To this extent, for every s in [0; 1] we multiply equalities
(2.14) and (2.15) respectively by Zs and Zs+" to get

I1" (t) =
1

2"

Z t

0

(@xX(s+ "; �s)Zs + @xX(s+ "; �s+")Zs+") (�s+" � �s) ds

� 1

4"

Z t

0

�
@(2)x X(s+ "; �s+")Zs+" � @(2)x X(s+ "; �s)Zs

�
(�s+" � �s)

2 ds

+
1

12"

Z t

0

�
@(3)x X(s+ "; �s)Zs + @(3)x X(s+ "; �s+")Zs+"

�
(�s+" � �s)

3 ds

+
1

2"

Z t

0

(�(�s; �s+")Zs + �(�s+"Zs+"; �s)Zs) (�s+" � �s)
3 ds:

The proof follows the same outlines of the calculus already performed in the proof of
the Itô-Wentzell formula for the term I1" (t): Itô-Wentzell formula is indeed a particular
case of this result (Z = 1). The only di�erence, here, is that the symmetric integralR �
0
@xX(s; �s)Zsd

��s exists since @xX(�; x)Z is still a C2 H-Itô-semimartingale �eld, and
for such a �eld, the existence was already proved before. Then, similarly, we obtain

lim
"!0

I1" (t) =

Z t

0

Zs@xX(s; �s)d
��s +

1

2

Z t

0

Zs@xa(s; �s)d [N; �]s

� 1

4

�
@(2)x X(�; �)Z; �; ��

t
+
1

6

Z t

0

Zs@
(3)
x X(s; �s)d [�; �; �]s ; ucp:

The conclusion follows applying proposition 2.3.4 to get the equality

�
@(2)x X(�; �)Z; �; ��

t
=

Z t

0

�
Zs@

(3)
x X(s; �s) + @(2)x X@xY (s; �s)

�
d [�; �; �]s ;

which leads to the result.

2

Proposition 2.3.25. Let Z and U be in C2� (H), with Zt = Y (t; �t); and Ut = X(t; �t);
where X(�; x) and Y (�; x) have representations (2.16) and (2.17). Then the symmetric
integral Z �

0

Zsd
�

�Z s

0

U(r)d��r

�
exists andZ �

0

Zsd
�

�Z s

0

Urd
��r

�
=

Z �

0

ZsUsd
��s � 1

4

Z �

0

((@xX) (@xY )) (s; �s)d [�; �; �]s :

Proof. We consider the �eld (X�(t; x); 0 � t � 1; x 2 R) so de�ned

X�(t; x) =

Z x

0

X(t; z)dz:
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Clearly X� is a C3 H-Itô-semimartingale �eld, so Itô-Wentzell formula can be applied to
writeZ t

0

X(s; �s)d
��s = X�(t; �t)�

nX
i=1

Z t

0

ai;�(s; �s)dN
i
s �

mX
j=1

Z t

0

bj;�(s; �s)dV
j
s

� 1

2

nX
i=1

Z t

0

ai(s; �s)d
�
�;N i

�
s
+

1

12

Z t

0

@(2)x X(s; �s)d [�; �; �]s ;

where

ai;�(t; x) =

Z x

0

ai(t; z)dz; bj;�(t; x) =

Z x

0

bj(t; z)dz;

for i = 1; :::; n; and j = 1; :::;m; are the coe�cients comparing in the representation of X�:
Since Y (�; �) and X�(�; �) are in C2� (H); and C3� (H); respectively, we can use propositions
2.3.16 and 2.3.24 to conclude.

2

2.4 SDE driven by a scv process and semimartingales

2.4.1 The equation

On a �ltered probability space (
;F ;F; P ) ; with F = (Ft)t2[0;1] ; F1 = F ; let �; M and
V be adapted and respectively a strong cubic variation process a local martingale and a
bounded variation process. We suppose �0 = 0: Let �; � : [0; 1] � R ! R be continuous
functions, � : [0; 1] � R � 
 ! R be progressively measurable and locally bounded in x;
uniformly in t; almost surely, and � be a random variable F0-measurable.

De�nition 2.4.1. A continuous process X : 
�[0; 1]! R; is called solution to equation�
d�Xt = �(t;Xt) [d

��t + �(t;Xt)d
�Mt + �(t;Xt)dVt] ; 0 � t � 1

X0 = �
(2.18)

on (
;F ; P ) ; if
1. X0 = �;

2. X is a strong cubic variation process ;

3. [�(�; X);M ] exists and it has bounded variation ;

4. for every  in C1;1([0; 1]� R)Z �

0

 (t;Xt)d
�Xt =

Z �

0

( �) (t;Xt) [d
��t + �(t;Xt)d

�Mt + �(t;Xt)dVt]

� 1

4

Z �

0

(@x�)
�
�2
�
(@x ) (t;Xt)d [�; �; �]t ; a:s::
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Remark 2.4.2. 1. A solution to equation (2.18) is a solution to the integral equation

Xt = � +

Z t

0

�(s;Xs)d
��s +

Z t

0

(��) (s;Xs)d
�Ms (2.19)

+

Z t

0

(��) (s;Xs)dVs;

(consider the case  = 1).

2. If X is a solution then property 4. is satis�ed for every  in C1;2 (see [21], remark
4.2, pag. 286).

2.4.2 Hypotheses on the coe�cients

The construction here used to prove some results about uniqueness and existence of
equation (2.18), is based on the following assumption

(H1) f(t; x) 2 [0; 1]� R; s.t. �(t; x) 6= 0g = [0; 1]� S =
S1

n=0 ([0; 1]� Sn) ;

where S is an open set in R; and thus the countable union of its connected components

(Sn = (an; bn) ;�1 � an < bn � +1)n2N :

For every n in N we de�ne the function Hn : [0; 1]� Sn :

Hn(t; x) =

Z x

cn

1

�(t; z)
dz

being cn in S
n; and we denote H(t; x) =

P+1
n=0H

n(t; x)I[0;1]�Sn(t; x), for (t; x) in [0; 1]�S:
We will also need to assume that for every t in [0; 1] and n in N

(H2)

8>>>><>>>>:
lim

(s;x)!(t;an)

Z cn

x

1

j�(s; z)jdz = lim
(s;x)!(t;an)

jHn(s; x)j = +1

lim
(s;x)!(t;bn)

Z x

cn

1

j�(s; z)jdz = lim
(s;x)!(t;bn)

jHn(s; x)j = +1:

Remark 2.4.3. 1. Assumption (H1) is always veri�ed if � is autonomous, that is
if �(t; x) = �(x); for every 0 � t � 1.

2. Suppose that � is locally Lipschitz in space, then assumption (H2) is satis�ed, for
every n in N such that �1 < an < bn < 1: In fact, since �(t; an) = �(t; bn) = 0
for every t, there will be a constant c > 0; such that� jHn(t; a)j � c (log(cn � an)� log(a� an)) ; 8a 2 (an; cn)

jHn(t; b)j � c (log(bn � cn)� log(bn � b)) ; 8b 2 (cn; bn):

If � is locally Lipschitz in space, assumption (H2) reduces to the non-integrability
condition above only when an or bn are in�nity. Even in that case, (H2) is just
there to avoid technicalities related to the possible explosion of the solution. As far
as uniqueness is concerned, it is not needed.
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Under assumption (H2); for every n in N and t in [0; 1]; Hn(t; �) : Sn ! R; admits
an inverse Kn(t; �) : R! Sn: If � never vanishes then we will simply denote Kn with K.
Clearly, for every n; Kn is the solution of the following equation�

@yK
n(t; y) = �(t;Kn(t; y)); (t; y) 2 [0; 1]� R

Kn(t; 0) = cn:

For every g : [0; 1]� S ! R; we will denote

eg(t; y; !) = +1X
n=0

If�2Sng(!)g(t;K
n(t; y)); (t; y; !) 2 [0; 1]� R� 
:

2.4.3 Some properties on the trajectories of a solution

The key point of our construction relies on the following property about trajectories
of solutions holding if � never vanishes. As we will see, in this case, a solution to equation
(2.18) can be represented in terms of the primitive of ��1 which can be de�ned on R at
every instant. When this is not the case this property will be still true only locally, the
local character depending on the initial condition �; and for its description we will need
to consider the primitives of ��1 on each connected component of S:

Lemma 2.4.4. Let � be in C1;2; never vanishing and satisfying (H2), � be in C0;1.
Suppose that X is a solution to equation (2.18) adapted to F. Then

H(�; X) = � +N;

where N is the F-semimartingale

N = H(0; �) +

Z �

0

�(s;Xs)dMs +

Z �

0

�(s;Xs)dVs +

Z �

0

@sH(s;Xs)ds

+
1

2
[�(�; X);M ] +

1

12

Z �

0

�
�@(2)x � + (@x�)

2� (s;Xs)d [�; �; �]s :

Furthermore if � is autonomous, then the result still holds even if X ful�lls property 4. of
de�nition 2.4.1, only for autonomous functions  .

Proof. Considering the �rst part of the statement we set Y = H(�; X): By assumption
X is a strong cubic variation process. Since � is of class C1;2 H is in C1;3, and so by
applying Itô formula for strong cubic variation processes (see proposition 2.2.9), property
4. of de�nition 2.4.1 and the decomposition of the symmetric integral into a classical
integral and a covariation term (see remark 2.2.7.2), we deduce the following expression
for Y :

Y = H(0; �) + � +

Z �

0

�(s;Xs)dMs +
1

2
[�(�; X);M ] +

Z �

0

�(s;Xs)dVs

+

Z �

0

@sH(s;Xs)ds� 1

4

Z �

0

�
�2 (@x�)

�
@(2)x H

��
(s;Xs)d [�; �; �]s

� 1

12

Z �

0

�
@(3)x H(s;Xs)

�
d [X;X;X]s :
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By property 3., Y is a strong cubic variation process as sum of a strong cubic variation
process and of an F-semimartingale. Moreover by remarks 2.2.5.1 and 2.2.5.4, [Y; Y; Y ] =
[�; �; �] : Proposition 2.3.4 tells us that

[X;X;X] = [K(�; Y ); K(�; Y ); K(�; Y )] =
Z �

0

(@yK(s; Ys))
3 d [Y; Y; Y ]s

=

Z �

0

(� (s;Xs))
3 d [�; �; �]s :

Using previous equality and computing the partial derivative of H with respect to x
we �nally reach the result.

2

Before dealing with the case of a possibly vanishing di�usion coe�cient �, we state
the lemma below which will be useful for it.

Lemma 2.4.5. Let (Xt; 0 � t � 1) be a solution of equation (2.18) on the probability
space (
;F ; P ). Let B 2 F ; and � a random time. Then, according to the notations of
section 2.2, the following statements are true :

1. the process XB; ful�lls properties 2., 3. and 4. of de�nition 2.4.1 with respect to �B;
MB and V B on the space

�
B;FB; PB

�
;

2. the processes �� ful�lls properties 2., 3. and 4. of de�nition 2.4.1 with respect to �� ;
M � ; and V � ;

3. if the coe�cients of equation (2.18) are autonomous, and X ful�lls property 4. only
for autonomous functions, then the process X�+� ful�lls properties 2., 3. of de�nition
2.4.1, and property 4. only for autonomous functions, with respect to the processes
��+� ; M�+� �M� ; and V�+� :

Proof. The �rst and the last point are direct consequences of lemma 2.2.11, 2.2.12
and lemma 2.2.13. Concerning the second one we clearly have that X� is a strong cubic
variation process by lemma 2.2.13. By lemma 2.2.12 :

[�(�; X);M ]� = [�� ;M � ] ;

with �� = �(� ^ �;X�^� ): Moreover, the continuity of M and � ensures the convergence to
zero, almost surely, of the sequence of processes

1

"

Z �

0

�
�((s+ ") ^ �;X(s+")^� )� �(s ^ �;Xs^� )

� �
M(s+")^� �Ms^�

�
ds

� 1

"

Z �

0

�
�(s+ ";X(s+")^� )� �(s;Xs^� )

� �
M(s+")^� �Ms^�

�
ds

=
1

"

Z �^�

(��")^�

(�(�;X� )� �(s+ ";X� )) (M� �Ms) ds:

This implies that [�(�; X� );M � ] = [�� ;M � ] = [�(�; X);M ]� exists and it has bounded
variation.
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If  is in C1;1([0; 1]� R); at the same way we have

1

"

Z �

0

( (s ^ �;Xs^� )�  (s;Xs^� ))
�
X(s+")^� �X(s�")^�

�
ds

=
1

"

Z (�+")^�

�^�

( (�;X� )�  (s;X� )) (X� �Xs�") ds;

and the right-hand side of the equality converges uniformly to zero almost surely. ThenZ �

0

 (s;X�
s )d

�X�
s =

�Z �

0

 (s;Xs)d
�Xs

��

;

and so using successively lemma 2.2.11 and 2.2.12 we obtain that X� ful�lls also property
4. of de�nition 2.4.1.

2

To treat the case when � is possibly vanishing we de�ne

�� := If�2Sg(!)H(0; �); for every ! in 
:

Proposition 2.4.6. Let � be in C1;2 satisfying assumptions (H1) and (H2); and � be in
C0;1: Then if (Xt; 0 � t � 1) is a solution to equation (2.18), adapted to F; and

P (f� 2 Sng) = 1;

for some n � 0; it holds
P (fXt 2 Sn;8t 2 [0; 1]g) = 1;

and
H(�; X) = � +N; for all t in [0; 1]; a:s:;

where N is the F-semimartingale

N = �� +

Z �

0

�(s;Xs)dMs +

Z �

0

�(s;Xs)dVs +

Z �

0

@sH(s;Xs)ds

+
1

2
[�(�; X);M ] +

1

12

Z �

0

�
�@(2)x � + (@x�)

2� (s;Xs)d [�; �; �]s :

Furthermore, if � is autonomous, the result still holds even if X ful�lls property 4. of
de�nition 2.4.1 only for autonomous functions.

Proof. Let D = R=S: For every h in N�; let �h be the �rst instant the distance between
the process X and D becomes smaller than h�1 :

�h = inf
�
t 2 [0; 1]; s:t: d(Xt; D) � h�1

	 ^ 1;

where for every C closed set of R; x 7! d(x;C) = infr2C jx � rj; is continuous and
its support is equal to C: We denote, according to the notations of section 2.2, 
h =�
�h > 0

	
; Fh

t = F
h

t ;Fh =
�Fh

t

�
0�t�1

; P h = P
h

; and for every stochastic process Y on
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; we put Y h = (Y 
h

)�
h

: Since P (� 2 S) = 1 there exists k > 0 such that P (
h) > 0; for
every h � k:

Let h � k _ (d(cn; D))�1; be �xed. We observe that 
h is F0-measurable ; hence Fh

belongs to S(Mh): Suppose that X is a solution to equation (2.18). By lemma 2.4.5.1 and
2.4.5.2, Xh is a solution of�

d�Xh
t = �(t;Xh

t )
�
d��ht + �(t;Xh

t )d
�Mh

t + �(t;Xh
t )dV

h
t

�
; 0 � t � 1

Xh
0 = �h;

on the probability space
�

h;Fh; P h

�
: Moreover, by construction,

P h
��
Xh
t 2 Sn;h;8t 2 [0; 1]

	�
= 1;

with Sn;h = fx 2 Sn; s.t. d(x;D) � h�1g : Let �h : [0; 1]�R! R, be a function with the
same regularity as �; never vanishing, and agreeing with � on Sn;h together its �rst and
second derivatives in x; and its �rst derivative in t: Then Xh is still a solution of�

d�Xh
t = �h(t;Xh

t )
�
d��ht + �(t;Xh

t )d
�Mh

t + �(t;Xh
t )dV

h
t

�
; 0 � t � 1

Xh
0 = �h:

If X ful�lls property 4. only for autonomous functions, then, by lemma 2.2.12, Xh carries
on doing it with respect to the processes �h; Mh; and V h; even after having replaced � by
�h: In particular lemma 2.4.4 can be applied in both of these two cases. Consequently if

Hn;h(t; x) =

Z x

cn

1

�h(t; z)
dz;

on 
h it holds P h almost surely :

Hn;h(�; Xh) = Hn;h(0; �h) + �h +

Z �

0

�(s;Xh
s )dM

h
s +

Z �

0

�(s;Xh
s )dV

h
s

+

Z �

0

@sH
n;h(s;Xh

s )ds+
1

2

�
�(�; Xh);Mh

�
+

1

12

Z �

0

�
�h@(2)x �h + (@x�

h)2
�
(s;Xh

s )d
�
�h; �h; �h

�
s
:

We remark that
�
�h > 0

	 � ��h 2 Sn;h	 ; and that h � (d(cn; D))�1 implies that cn be-
longs to Sn;h: Furthermore, if x belongs to Sn;h; then [cn; x] � Sn;h. Therefore Hn;h(t; x) =
H(t; x); and @tH

n;h(t; x) = @tH(t; x); for every x in Sn;h: Then using lemma 2.2.11, lemma
2.2.12, and by similar reasonings to those already used in the proof of lemma 2.4.5, we
obtain the following equality holding P h almost surely on 
h :

H(t;Xt) = �t +Nt; t � �h; (2.20)

with

N = �� +

Z �

0

�(s;Xs)dMs +

Z �

0

�(s;Xs)dVs +

Z �

0

@sH(s;Xs)ds

+
1

2
[�(�; X);M ] +

1

12

Z �

0

�
�@(2)x � + (@x�)

2
�
(s;Xs)d [�; �; �]s :
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Let � = limh!+1 �h: Since
S+1

h=0

h = 
; almost surely, we get, for t = �h

lim
h!+1

H(�h; X�h) = �� +N� ; a:s::

On the other hand, thanks to the continuity of X; d(X� ; D) = 0 on f� < 1g : This imply

f� < 1g [ (f� = 1g \ fX� 2 Dg) � fX� 2 @Dg :
Furthermore by assumption (H2)

fX� 2 @Dg �
�

lim
h!+1

jH(�h; X�h)j = +1
�
�
�

lim
h!+1

H(�h; X�h) = �� +N�

�c

:

Then it must hold P (f� < 1g [ (f� = 1g \ fX1 2 Dg)) = 0: We thus have obtained the
�rst part of our result since

(f� < 1g [ (f� = 1g \ fX1 2 Dg))c = fXt 2 Sn;8t 2 [0; 1]g :
To complete the proof it is su�cient to take the limit for h! +1 in (2.20).

2

Proposition 2.4.7. Let �; � and � be autonomous, � in C1;2; satisfying assumption
(H2); and � in C0;1: Let X be a solution to (2.18) adapted to F: Then if P (f� 2 Dg) = 1

P (fXt 2 D; 8t 2 [0; 1]g) = 1;

and so Xt = �;8t 2 [0; 1]; almost surely.

Proof. For every h 2 N�; we consider the �rst instant the distance between the process
X and D becomes greater than h�1 :

�h = inf
�
t 2 [0; 1] s:t: d(Xt; D) � h�1

	 ^ 1;

and we put Y h
t = Yt+�h ; for Y = X; �; V; and Mh

t =Mt+�h �M�h : We observe that Xh is
adapted to Fh =

�Fh
t

�
t2[0;1]

; where

Fh
t =

�
A 2 FjA \ ��h � s� t

	 2 Fs;8s � t
	
;

and that Fh belongs to S(Mh) (see problem 3:27 of [38]). Then combining lemma 2.4.5.3
and proposition 2.4.6 we �nd that

P
�fX�h 2 Smg \

�
Xt 2 Sm; 8t � �h

	�
= P (fX�h 2 Smg) ; 8h;m 2 N�:

In particular, since �h � � k when h � k;

P (fX�h 2 Smg \ fX�k 2 Sng) = 0; 8n 6= m;h � k:

This implies

P (fX�k 2 Sng) = P

 \
h�k

fX�h 2 Sng
!
; 8n 2 N; 8k 2 N�: (2.21)
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Furthermore, again by proposition 2.4.6 we get

H(X1)�H(X�h)� Y h = 0; a:s: on fX�h 2 Sng ; 8h 2 N�; (2.22)

with

Y h = �1 +

Z 1

�h
�(Xs)dMs +

Z 1

�h
�(Xs)dVs +

1

2
([�(X);M ]1 � [�(X);M ]�h)

+
1

12

Z 1

�h

�
�@(2)x � + (@x�)

2
�
(Xs)d [�; �; �]s :

Using assumption (H2), and equality (2.21) we thus �nd

P (fX�k 2 Sng) = P

 \
h�k

fX�h 2 Sng
!
= 0; 8k; n 2 N:

since in the subspace
T

h�k fX�h 2 Sng we are allowed to take the limit in equality (2.22).
This holds for every k and n in N�; so we get

P (fXt 2 D; 8t 2 [0; 1]gc) � P

 [
k>0

fX�k 2 Sg
!
= 0:

2

2.4.4 Existence and uniqueness

Proposition 2.4.8. Suppose that there exists a �ltration H � F; with respect to which
the vector (�;M) satis�es the hypothesis (D). Let � be in C1;2; satisfying assumptions
(H1) and (H2); � be in C0;1. If (Yt; 0 � t � 1) is an F-adapted solution of the stochastic
di�erential equation

Y = �� + � +

Z �

0

e�(s; Ys)dMs +

Z �

0

e�(s; Ys)dVs + Z �

0

g@sH(s; Ys)ds (2.23)

+
1

2

Z �

0

g@x�e�e�(s; Ys)d [M;M ]s +
1

2

Z �

0

g@x�e�(s; Ys)d [M; �]s

+
1

12

Z �

0

(e�]@(2)x � + (g@x�)2)(s; Ys)d [�; �; �]s ;
then the process

X =
1X
n=0

If�2SngK
n(�; Y ) + If�2Dg� (2.24)

is a solution of equation (2.18) adapted to F ; Conversely, if P (f� 2 Sg) = 1; or �; �;
and � are autonomous and (Xt; 0 � t � 1) is a solution to equation (2.18), adapted to F;
then the process

Y = If�2SgH(�; X) + If�2Dg�

solves equation (2.23), and it is F-adapted.
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Proof. Let (Yt; 0 � t � 1) be an F-adapted solution of equation (2.23). De�ne the
process (Xt; 0 � t � 1) as in formula (2.24). X is a continuous process with X0 = �:
Furthermore Y is a strong cubic variation process as the sum of � and a semimartingale
(recall remark 2.2.5.1), and so, by proposition 2.3.4, the process Kn(�; Y ); for every n; has
a �nite strong cubic variation too. Then X has the same property and

[X;X;X] =
1X
n=0

If�2Sng [K
n(�; Y ); Kn(�; Y ); Kn(�; Y )]

=
1X
n=0

If�2Sng

Z �

0

(�(s;Kn(s; Ys))
3 d [�; �; �]s

=

Z �

0

(� (s;Xs))
3 [�; �; �]s ;

where for the last equality we used the fact that �(t;Xt)If�2Dg = 0, for every 0 � t �
1: Thanks to hypothesis (D); Y is the sum of R and the process eQ = Y � R; witheQ = Q +

R �
0
hsdMs + eV ; h continuous and H-adapted, and eV having bounded variation.

Proposition 2.3.9 implies that ( eQ;M) has all its mutual brackets. Then the the vector
(Y;M) veri�es the hypothesis (D); with respect to H: By proposition 2.3.18 [�(�; X);M ]
has bounded variation since it is equal to

1X
n=0

If�2Sng [�(�; Kn(�; Y ));M ] ;

with

[�(�; Kn(�; Y ));M ] =

Z �

0

(@x��) (s;K
n(s; Ys))d [Y;M ]s

=

Z �

0

(@x��) (s;K
n(s; Ys))d [�;M ]s

+

Z �

0

(�@x��) (s;K
n(s; Ys))d [M;M ]s ; (2.25)

on f� 2 Sng. Let  of class C1;1: We �rst remark that, since both classical and symme-
tric integral have a local character (see [48] for the classical integral and 2.2.11 for the
symmetric one), for every n in N� on f� 2 Sng it holds :

Y = �� + � +

Z �

0

�(s;Kn(s; Ys))dMs +

Z �

0

�(s;Kn(s; Ys))dVs

+

Z �

0

@sH(s;Kn(s; Ys))ds+
1

2

Z �

0

@x���(s;K
n(s; Ys))d [M;M ]s

+
1

2

Z �

0

@x��(s;K
n(s; Ys))d [M; �]s

+
1

12

Z �

0

(�@(2)x � + (@x�)
2)(s;Kn(s; Ys))d [�; �; �]s :
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We apply Itô formula for strong cubic variation processes to write

X =
1X
n=0

If�2SngX
n + If�2Dg�;

with

Xn = � +

Z �

0

@sK
n(s; Ys)ds+

Z �

0

@yK
n(s; Ys)d

�Ys

� 1

12

Z �

0

@(3)y Kn(s; Ys)d [Y; Y; Y ]s :

Using equality (2.25) we can write on f� 2 Sng ;

Y = �� + � +

Z �

0

�(s;Kn(s; Ys))d
�Ms +

Z �

0

�(s;Kn(s; Ys))dVs

+

Z �

0

@sH(s;Kn(s; Ys))ds+
1

12

Z �

0

(�@(2)x � + (@x�)
2)(s;Kn(s; Ys))d [�; �; �]s :

Deriving with respect to s the equality H(s;Kn(s; y)) = y; we obtain the relation

@sK
n(s; y) = ��(s;Kn(s; y))@sH(s;Kn(s; y));

which combined with equation (2.23), the equalities

@yK
n(s; y) = �(s;Kn(s; y)); @(2)y (�(s;Kn(s; y))) = @(3)y Kn(s; y);

and corollary 2.3.19, gives the following expression for Xn on f� 2 Sng :

Xn = � +

Z �

0

�(s;Xn
s )d

��s +

Z �

0

(��) (s;Xn
s )d

�Ms +

Z �

0

(��) (s;Xn
s )dVs:

Coe�cients appearing in the last expression for Xn and function  are regular enough to
use successively lemma 2.2.10 and corollary 2.3.19 to get on f� 2 Sng :Z �

0

 (t;Xn
t )d

�Xn
t =

Z �

0

( �) (t;Xn
t ) [d

��t + �(t;Xn
t )d

�Mt + �(t;Xn
t )dVt]

� 1

4

Z �

0

(@x�)
�
�2
�
(@x ) (t;X

n
t )d [�; �; �]t :

The conclusion follows since
R �
0
 (t;Xt)d

�Xt =
P1

n=0 If�2Sng
R �
0
 (t;Xn

t )d
�Xn

t ; almost sur-
ely.

We consider the second part of the statement. By proposition 2.4.6

Y = H(�; X) = � +N; on f� 2 Sg :
The vector (�;N;M) ful�lls the hypothesis (D) with respect to H: Indeed N =

R �
0
hsdMs+eV ; with h continuous andH-adapted, and eV with bounded variation. By proposition 2.3.18

If�2Sg [�(�; X);M ] =
1X
n=0

If�2Sng [�(�; Kn(�; � +N);M ] ;
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with

[�(�; Kn(�; � +N);M ] =

Z �

0

(@x��(s;K
n(s; �s +Ns))) d [�;M ]s

+

Z �

0

(�@x��(s;K
n(s; �s +Ns))) d [M;M ]s :

Therefore, on f� 2 Sng ; N is more explicitly given by the following expression

N = �� +

Z �

0

�(s;Kn(s; Ys))dMs +

Z �

0

�(s;Kn(s; Ys))dVs (2.26)

+
1

2

Z �

0

(��@x�) (s;K
n(s; Ys))d [M;M ]s +

1

2

Z �

0

(�@x�) (s;K
n(s; Ys))d [M; �]s

+

Z �

0

@sH(s;Kn(s; Ys))ds+
1

12

Z �

0

�
�@(2)x � + (@x�)

2� (s;Kn(s; Ys))d [�; �; �]s :

Putting expression (2.26) in the equality

Y = If�2Sg (� +N) + If�2Dg� = � +
1X
n=0

If�2SngN

we achieve the proof of the proposition.

2

Theorem 2.4.9. Suppose that there exists a �ltration H � F; with respect to which the
vector (�;M) satis�es the hypothesis (D). Let � satisfy assumptions (H1); (H2), and the
following hypotheses

(H3)

8>>>>>>>>><>>>>>>>>>:

(i) � is in C1;2;

(ii) @
(2)
x � is locally Lipschitz in x, uniformly in t ;

(iii) sup(t;x)2[0;1]�Sn j@t log(j�(t; x)j)j � an;8n 2 N

(iv)
�
j@x�j2 +

����@(2)x �
���� (t; x) � an (1 + jHn(t; x)j) ;

(t; x) 2 [0; 1]� Sn;8n 2 N
for some sequences (an)n2N ; in N ; let � and � verify

(H4)

8>>>><>>>>:
(i) � is in C0;1 and it is bounded;

(ii) @x� and � are locally Lipschitz in x, uniformly in t

(iii) (j�j j@x�j+ j�j) (t; x) � an (1 + jHn(t; x)j) ; (t; x) 2 [0; 1]� Sn;

for all n in N: Then if P (f� 2 Sg) = 1 or that �; �; and � are autonomous, equation
(2.18) has a unique F-adapted solution given by

X =
1X
n=0

If�2SngK
n(�; Y ) + If�2Dg�;

where Y is the unique F-adapted solution to equation (2.23).
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Remark 2.4.10. We emphasize that hypothesis (H4) has to be satis�ed by � a:s.. In the
sequel we will implicitly use this convention.

Proof. The result follows from the existence and uniqueness of equation (2.23). The
last holds since assumptions (H3) and (H4) imply the local Lipschitz continuity and the
linear growth property of the coe�cients of equation (2.23), which are su�cient conditions
to ensure its existence and uniqueness (see [24], pag. 29, lemma 34). In fact, the functions

(t; y) 7! �(t;Kn(t; y)); �@(2)x �(t;Kn(t; y)); �(t;Kn(t; y)); (@x�(t;K
n(t; y)))2 ;

and
(t; y) 7! �@x�(t;K

n(t; y));

have linear growth thanks to the boundness of �; (iv) of (H3) and (iii) of (H4) ; moreover
they are locally Lipschitz being the composition of continuous functions di�erentiable with
continuity or locally Lipschitz in y: The map (t; y) 7! @tH

n(t;Kn(t; y)) is locally Lipschitz,
being di�erentiable with continuity with respect to y: By (iii) of (H3); j@tHn(t; x)j �
anjHn(t; x)j; which implies the linear growth for (t; y) 7! @tH(t;Kn(t; y)):

2

Recalling examples 2.3.8 and 2.3.7 one can prove the following results.

Corollary 2.4.11. Suppose that there exist two adapted processes Q and R; such that
� = R + Q; R is F0-measurable and (Q;M) has all its mutual brackets. Let �; �; and �
verify the regularity assumptions of proposition 2.4.9. Then if the P (f� 2 Sg) = 1; or the
coe�cients are autonomous, there exists a unique F-adapted solution to equation (2.18).

Corollary 2.4.12. Suppose that there exist two adapted processes Q and R; such that
� = R + Q; with R independent from M; (Q;M) having all its mutual brackets, and
F � H; being Ht = � (Ms; 0 � s � t) _ �(R), for every 0 � t � 1. Let �; �; and �
verify the regularity assumptions of proposition 2.4.9. Then if the P (f� 2 Sg) = 1; or the
coe�cients are autonomous, there exists a unique F-adapted solution to equation (2.18).

If � is bounded from below from a positive constant we can solve with our methods
an equation already studied in [21], where the di�usion coe�cients does not appear as
multiplier factor. There the coe�cient � was equal to zero, � autonomous and of class
C1;3. The authors needed to introduce the notion of strong cubic vector Itô processes
in the de�nition 2.4.1, requiring more that the �nite cubic variation of a solution X. In
particular existence and uniqueness were proved to hold in a smaller class than the ours,
with more regularity on �:

2.4.5 On the uniqueness of the integral equation

We aim here at adding hypotheses on the coe�cients driving equation (2.18) to �nd
a suitable class of processes among which its solution, in the sense described in de�nition
2.4.1 exists, and it is the unique solution to the the integral equation (2.19).

Remark 2.4.13. 1. Let Z be in C2� (H) and  in C1;4; with @t in C0;2: Then the
process ( (t; Zt); 0 � t � 1) is in C2� (H):
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2. Let �
Xk(t; x); 0 � t � 1; x 2 R�

k2N

be a sequence of C2 H-Itô-semimartingale �elds, of this form

Xk(t; x) = fk(x) +
nX
i=1

Z t

0

ak;i(s; x)dN i
s +

mX
j=1

Z t

0

bk;j(s; x)dV j
s ;

and (
k)k2N be a sequence of subspaces of 
 in H0; with [1k=0
k = 
; a:s:. Then the
random �eld

Y (t; x) =
1X
k=0

I
k
Xk(t; x);

is a C2 H-Itô-semimartingale �eld of the form

Y (t; x) = f(x) +
nX
i=1

Z t

0

ai(s; x)dN i
s +

mX
j=1

Z t

0

bj(s; x)dV j
s ;

with

f(x) =
1X
k=0

I
k
fk(x); ai(t; x) =

1X
k=0

I
k
ak;i(t; x); bj(t; x) =

1X
k=0

I
k
bk;j(t; x):

Proposition 2.4.14. Suppose that there exists a �ltration H � F; with respect to which
the vector (�;M) satis�es the hypothesis (D). Let � � and �; satisfy hypotheses of propo-
sition 2.4.9, with furthermore � in C1;4; @t� in C0;2, � in C1;3; and @t� in C0;1: Then if
P (f� 2 Sg) = 1; or �; �; and � are autonomous, there exists a unique F-adapted solution
to the integral equation (2.19) in the space C2�;�(H) of all processes in C2� (H); starting at �:

Proof. The existence was proved in proposition 2.4.9. Consider, in fact, the process Y
which is the unique solution of equation (2.23). Classical Itô formula for semimartingales
applied to the function Kn and the semimartingale N = Y � �; shows that the random
�eld (Kn(t; x+Nt); t 2 [0; 1]; x 2 R) is a C2 H-Itô-semimartingale �eld driven by the local
martingale M . Therefore by remark 2.4.13 X is in C2�;�(H).

Regarding uniqueness we show that an integral solution in C2
�;�(H) is a solution in

the sense described in de�nition 2.4.1. Let Z be the random �eld in C2�;�(H) such that
X = Z(�; �); where X is a solution to equation (2.19). Condition 1. is ful�lled by hy-
pothesis. Since � is an H-adapted strong cubic variation process and Z is a C2 H-Itô-
semimartingale �eld, by proposition 2.3.4 X satis�es condition 2.. By classical Itô formula
(�(t; Z(t; x)); 0 � t � 1; x 2 R) is a C1 H-Itô-semimartingale �eld driven by a vector of
local martingales (N1; :::; Nn) such that the vector (�;N1; :::; Nn) satis�es the hypothesis
(D) with respect to H. By de�nition there exist two H-adapted processes �R and �Q such
that � = �R+ �Q;

�
�Q;N1; � � � ; Nn

�
has all its mutual brackets, and �R"+� is H-adapted. By

corollary 2.3.11,
�
�R;M

�
= 0: This implies the existence of

�
M; �Q

�
which equals [�;M ] :

Then (�;N1; � � � ; Nn;M) veri�es the hypothesis (D) with respect to H; and by proposi-
tion 2.3.16 condition 3. is established. Since @t� belongs to C0;2; it follows from the details

90



2.4. SDE DRIVEN BY A SCV PROCESS AND SEMIMARTINGALES

of proofs that if condition 4. is ful�lled for functions  in C1;1 with @t in C0;2; previous
results about uniqueness remain true. Let then  be in C1;1, with @t in C0;2: X is a
solution of the integral equation, so we can writeZ t

0

 (s;Xs)d
�Xs =

Z t

0

b (s; �s)d��Z s

0

b�(r; �r)d��r�
+

Z t

0

b (s; �s)d��Z s

0

c��(r; �r)d�Mr

�
+

Z t

0

b (s; �s)d��Z s

0

c��(r; �r)dVr� ;
with the notation b (t; x) =  (t; Z(t; x)); for every function  : [0; 1] � R: As already

remarked before the processes ( b (t; �t); 0 � t � 1); as well as (b�(t; �t); 0 � t � 1) are
in C2�;�(H) so as to let us apply proposition 2.3.25. At the same way the random �eld

(c��(t; x); 0 � t � 1; x 2 R) has the properties needed in corollary 2.3.19. Then we obtainZ �

0

 (s;Xs)d
�Xs =

Z �

0

( �) (s;Xs)d
��s +

Z �

0

( ��) (s;Xs)d
�Ms

+

Z �

0

( ��) (s;Xs)dVs

� 1

4

Z �

0

(@x ) (@x�) (s;Xs) (@xZ(s; �s))
2 d [�; �; �]s :

By proposition 2.3.4Z �

0

@x @x�(s;Xs) (@xZ(s; �s))
2 d [�; �; �]s =

Z �

0

(@x @x�) (s;Xs)d [X;X; �]s :

Finally, by multi-linearity of the 3-covariation application, and remarks 2.2.5.1 and 2.3.23

[X;X; �] =

�Z �

0

b�(s; �s)d��s;Z �

0

b�(s; �s)d��s; ��
=

Z �

0

(�(s;Xs))
2 d [�; �; �]s :

and so condition 4. is proved to hold. This leads to the conclusion of the proof.

2

2.4.6 The �nite quadratic variation case

In this section we suppose that the vector (�;M) has all its mutual brackets. In parti-
cular that � is a �nite quadratic variation process. We observe that, under this assumption,
the vector (�;M) satis�es the hypothesis (D) with respect to the �ltration H = F: Moreo-
ver Ck� (F) reduces to the set of all the Ck F-Itô-semimartingale �elds driven by a vector
of semimartingales (N1; � � � ; Nn) such that (�;N1; � � � ; Nn) has all its mutual brackets.
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Results obtained in previous section can be improved regarding the regularity required
for the di�usion coe�cient �; by using techniques which are similar to those already deve-
loped in [56] and [24] about stochastic calculus with respect to �nite quadratic variation
processes. More precisely Itô formula for �nite quadratic variation processes holds for C2

functions of the space variable, which allows us to reduce of one the degree of regularity
of �:

De�nition 2.4.15. A continuous stochastic process (Xt; 0 � t � 1) will be said solution
to equation (2.18) if X0 = �; the vector (X;M) has all its mutual brackets, and for every
 in C1;1 it holds :Z �

0

 (s;Xs)d
�Xs =

Z �

0

 �(s;Xs) [d
��s + �(s;Xs)d

�Ms + �(s;Xs)dVs] :

Remark 2.4.16. De�nition 2.4.1 and 2.4.15 are equivalent. It is su�cient to use propo-
sition 2.3.18, and recall that [�; �; �] = 0:

Similarly to the �nite cubic variation case we state the following results.

Proposition 2.4.17. Let � be in C1;1; satisfying assumptions (H1) and (H2); � be in
C0;1. If (Yt; 0 � t � 1) is an F-adapted solution of the stochastic di�erential equation

Y = �� + � +

Z �

0

e�(s; Ys)dMs +

Z �

0

e�(s; Ys)dVs + Z �

0

g@tH(s; Ys)ds (2.27)

+
1

2

Z �

0

g@x�e�e�(s; Ys)d [M;M ]s +
1

2

Z �

0

g@x�e�(s; Ys)d [M; �]s ;

then the process X =
P1

n=0 If�2SngK
n(�; Y ) + If�2Dg� is a solution of equation (2.18)

adapted to F. Conversely, if P (f� 2 Sg) = 1; or �; �; and � are autonomous and
(Xt; 0 � t � 1) is a solution to equation (2.18), adapted to F; then the process Y =
If�2SgH(�; X) + If�2Dg� solves equation (2.27), and it is F-adapted.

Proposition 2.4.18. Let � be in C1; satisfy assumptions (H1); (H2), and such that

sup
(t;x)2[0;1]�Sn

j@t log(j�(t; x)j)j � an;8n 2 N

for some sequences (an)n2N in R
+ ; let � and � verify hypothesis (H4): Then if P (f� 2 Sg) =

1 or �; �; and � are autonomous, equation (2.18) has a unique F-adapted solution.

We aim at comparing the results obtained with our method with those achieved in
[24], and [56]. There � was not a multiplier coe�cient. Then the comparison can be made
if � is bounded from below from a positive constant. In such a case equations studied
by those authors are particular cases of equation (2.18), where the symmetric integral is
replaced by the forward one, see [54], for de�nition.

We remember that, for two continuous stochastic processes X and Y; if the symmetric
integral,

R �
0
Xsd

�Ys; and the forward integral,
R �
0
Xsd

�Ys, exist, then
1
2
[X; Y ] exists andZ �

0

Xsd
�Ys =

Z �

0

Xsd
�Ys +

1

2
[X; Y ] :
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Using this relation, under assumptions of proposition 2.4.17, we can state this equivalence
between the solution to equation (2.18) in the symmetric and the forward sense. This
notion of solution in de�nition 2.4.15 has to be adapted replacing the symmetric integral
with the forward one.

A process X is a solution of equation�
d�Xt = �(t;Xt) [d

��t + �(t;Xt)d
�Mt + �(t;Xt)d

�Vt]
X0 = �;

(2.28)

if and only if it solves8>><>>:
d�Xt = �(t;Xt) [d

��t + �(t;Xt)d
�Mt + �(t;Xt)dVt]

�1
2
�(t;Xt) [


1(t;Xt))dV
1
t + 
2(t;Xt))dV

2
t + 
3(t;Xt))dV

3
t ]

X0 = �;

(2.29)

with 
1 = @x�; 

2 = 2@x�� + �@x�; 


3(t; x) = @x��
2 + ��@x�; and V 1 = [�; �] ; V 2 =

[�;M ] ; V 3 = [M;M ] :

This equivalence and proposition 2.4.18 imply the following.

Remark 2.4.19. Suppose that, besides the hypotheses of proposition 2.4.18, @x� is locally
Lipschitz in x; uniformly in t; and

j@x�j (t; x) � an (1 + jHn(t; x)j) ; (t; x) 2 [0; 1]� Sn;8n 2 N:

Then equation (2.28) has a unique solution. Existence and uniqueness are ensured by
equation (2.29). Moreover the solution is given by X =

P1
n=0 If�2SngK

n(�; Y ) + If�2Dg�
where (Yt; 0 � t � 1) is the unique solution of

Y = �� + � +

Z �

0

e�(s; Ys)dMs +

Z �

0

e�(s; Ys)dVs + Z �

0

g@sH(s; Ys)ds (2.30)

� 1

2

Z �

0

g@x�(s; Ys)d [�; �]s � Z �

0

g@x�e�(s; Ys)d [M; �]s

� 1

2

Z �

0

g@x�e�2(s; Ys)d [M;M ]s :

Remark 2.4.20. If we assume � only continuous, bounded and locally Lipschitz, equation
(2.30) still has a unique solution. Nevertheless X could fail to solve equation (2.29) ; indeed
the bracket [�(�; X);M ] may not exist under this weaker condition.

In order to avoid this additional conditions on �; equation (2.28) has to be studied
directly using stochastic calculus with respect to �nite quadratic variation processes and
forward integrals instead of symmetric ones. By these methods it is possible to show the
following result.
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Proposition 2.4.21. Suppose that � is in C1;1 and it satis�es assumptions (H1) and
(H2), that � is continuous and bounded, �; �; @x� are locally Lipschitz in x uniformly in
t, and moreover that(

sup
(t;x)2[0;1]�R

j@t log(j�(t; x)j)j < +1;

(j@x�j+ j�j) (t; x) � an (1 + jHn(t; x)j) ; (t; x) 2 [0; 1]� Sn;8n 2 N:
Then equation (2.28) has a unique solution.

Moreover, as in the �nite cubic variation case, we can also state the following.

Proposition 2.4.22. Let � � and �; satisfy hypotheses of proposition 2.4.21, with further-
more � in C1;3; and @t� in C0;1. Then, if P (f� 2 Sg) = 1; or �; �; and � are autonomous,
there exists a unique F-adapted solution to the integral equation

X = � +

Z �

0

�(s;Xs)d
��s +

Z �

0

��(s;Xs)d
�Ms +

Z �

0

��(s;Xs)dVs;

in the space C1�;�(F) of all processes in C1� (F); starting at �:

In [24] the authors show the existence and uniqueness of the integral equation (2.28),
supposing � autonomous and in C1;4; in the class C2�;� � C1�;�: In [56] an equation of type
(2.28) is studied with semimartingale coe�cient � equal to zero, and an autonomous dif-
fusion coe�cient. There � is of class C3; bounded with its partial derivative @x�:Moreover
the sense of solution is more restrictive in that it involves the notion of vector Itô processes
which are not necessary to introduce for the application our method.

2.4.7 The H�older continuous case

We intend to apply the methods developed in previous sections to the study of the sto-
chastic di�erential equation (2.18) when the processes � and V have 
-H�older continuous
paths, with 1

2
< 
 < 1; the semimartingale coe�cient is equal to zero, and Vt = t :�

d�Xt = �(t;Xt) [d
��t + �(t;Xt)dt] ;

X0 = �:
(2.31)

Remark 2.4.23. This method could be extended to the case V =
R �
0
 sds; with  2

L2([0; 1]): Indeed, this would imply V 
-H�older continuous with 
 > 1
2
:

We will see that in this case the use of an Itô formula available for processes having
H�older continuous paths will let to reduce the regularity of �: If 0 < 
 < 1; C
 will denote
the Banach space of all 
-H�older continuous functions with the norm

jjf jj
 = sup
s;t2[0;1]s 6=t

jf(t)� f(s)j
jt� sj
 + jjf jj1:

In this context we will look for existence and uniqueness of integral solutions with 
-
H�older continuous paths. We �rst recall some results about integral calculus with respect
to H�older functions contained in [22] and [64].
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Lemma 2.4.24. Let f and g be in C1; with f(0) = 0; and �+ 
 > 1: Then the following
inequality holds : ����Z t

0

f(r)dg(r)

���� � C jjf jj� jjgjj
 t1+"

for some positive constant C and 0 < " < � + 
 � 1:

Corollary 2.4.25. Let f and g be in C1; and � + 
 > 1: Then the following inequality
holds, for every t; s in [0; 1] :����Z t

s

f(r)dg(r)� f(s)(g(t)� g(s))

���� � C jjf jj� jjgjj
 jt� sj1+"

for some positive constant C and 0 < " < � + 
 � 1: In particular
R �
0
fdg is a 
-H�older

function.

Corollary 2.4.25 implies the following.

Proposition 2.4.26. If �+ 
 > 1; the map F : (f; g) 7! R �
0
fdg de�ned on C1�C1; with

values in C
; admits a unique continuous extension to C� � C
:

Proof. Let (f; g) and (h; k) in C� � C
: The map F is bilinear, therefore

jjF (f; g)� F (h; k)jj
 � jjF (f � h; k)jj� + jjF (h; g � k)jj
 :
Let s; t be in [0; 1]. By corollary 2.4.25

jF (f � h; g)(t)� F (f � h; g)(s)j � C jjf � hjj� jjgjj
 jt� sj
 ;
and similarly

jF (h; g � k)(t)� F (h; g � k)(s)j � C jjhjj� jjg � kjj
 jt� sj
 :
This immediately implies

jjF (f � h; g)jj
 + jjF (h; g � k)jj
 � 2C
�
jjgjj
 _ jjhjj�

�
jj(f; g)� (h; k)jjC��C
 :

2

The unique continuous extension of F will be called the Young integral and denoted
with

R �
0
fdyg; for every f in C� and g in C
:

Remark 2.4.27. If f and h are in C� and g in C
; with � + 
 > 1; we haveZ �

0

fdy
�Z �

0

hdyg

�
=

Z �

0

fhdyg:

The equality holds for (f; g) in C1�C1; and it can be extended to C��C
 by density
arguments.

L.C. Young [62] introduced that integral in a more general setting, i.e. for f; g having
respectively p and q variation with p�1+q�1 = 1: It can be proved that the Young integralR �
0
fdyg agrees with the symmetric integral

R �
0
fd�g, see [57], and that it is a Riemann-

Stieltjes type integral as speci�ed in the following proposition.
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Proposition 2.4.28. Let f be in C� and g in C
; with � + 
 > 1: Then for every
0 � t � 1

lim
�!0

n�1X
i=0

f(ti) (g(ti+1)� g(ti))

converges to
R �
0
fdyg when the mesh � of the partition

� = f0 = t0 < t1 < ::: < tn = tg ;
goes to zero.

Proposition 2.4.28 permits to identify the Young integral and the integral of [64], see
Th.4.2.1. We thus are allowed to use the following Itô formula established in [64], Th.
4:3:1; pag.351.

Proposition 2.4.29. Let f be in C
 and F be in C1 ([0; 1]� R) such that t 7! @xF (t; f(t))
belongs to C� with � + 
 > 1: Then

F (t; ft) = F (0; f0) +

Z t

0

@xF (s; fs)d
�fs +

Z t

0

@sF (s; fs)ds:

We will need the hypothesis

(H0
1
)

�
� is in C1;0;

j�(t; x)� �(t; y)j � cn jx� yj� ; 8t 2 [0; 1]; jxj+ jyj � n;

for every n in N; with c; cn > 0; � > 1


� 1:

We state the proposition, in the H�older case, which is equivalent to proposition 2.4.8,
in the �nite cubic variation case.

Proposition 2.4.30. Let � satisfy (H1), (H
0
1
); and (H2). Suppose that either P (� 2 S) =

1; or � and � are autonomous: Then equation (2.31) has a unique solution with 
-H�older
continuous paths, if and only if the following stochastic di�erential equation has a unique
solution

Y = �� + � +

Z �

0

�g@sH + e�� (s; Ys)ds: (2.32)

We observe that since � is 
-H�older with 
 greater than 1
2
; its cubic variation its equal

to zero, then equation (2.32) agrees with equation (2.23).

Remark 2.4.31. Hypothesis (H2) on the the zeros of �; is indeed necessary for unique-
ness. Suppose � = 0, � autonomous and vanishing only at some point x0 with 1

�
being

integrable around x0. Then problem�
d�Xt = �(Xt)d

��t
X0 = x0;

has at east two solutions X1
t � x0 and X2

t = K(�t), where K = H�1 and H(x) =R x
x0

1
�(z)

dz:
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Corollary 2.4.32. Suppose that in addition to the assumptions of proposition (2.4.30),
� is bounded and locally Lipschitz in x uniformly in t, and that � veri�es

sup
(t;x)2[0;1]�Sn

j@t log(j�(t; x)j)j � an

for some sequence of positive number (an)n2N: Then equation (2.31) has a unique solution.

2.4.8 The case of the fractional Brownian motion

In this section we investigate a signi�cant particular case. We suppose that � =�
BH
t ; 0 � t � 1

�
is a fractional Brownian motion on the given �ltered probability space

(the �ltration F being generated by BH and the sets of zero probability), with Hurst
parameter H strictly larger than 1

2
: Furthermore, we assume that � is deterministic,

and � : [0; 1] � R ! R; is measurable and locally bounded in x; uniformly in t: It
is well known that BH has �-H�older continuous paths, for every � < H; on [0; 1]; al-
most surely. The information about the law BH allows us to make use of some recent
results about uniqueness and existence of a stochastic di�erential equation driven by a
fractional Brownian motion with drift equal to 1; which can be found in [44]. More
precisely, there the authors establish existence and uniqueness of the integral equation

Yt = y +BH
t +

Z t

0

b(s; Ys)ds; 0 � t � 1; y 2 R;

under this regularity assumption on b :

(H0
4
) jb(t; y)� b(s; x)j � C

�
jx� yj� + jt� sj�

�
; (2.33)

for some positive constant C; with 1 > � > 1� 1
2H
; � > H � 1

2
:

Imposing conditions ensuring that the assumption above is satis�ed by the coe�cients
of equation (2.32) we get the following corollary.

Corollary 2.4.33. Let � be bounded, satisfying assumptions (H1), and (H2):

1. If P (� 2 D) = 1 and both � and � are autonomous, then the integral equation

X = � +

Z �

0

�(s;Xs)d
�BH

s +

Z �

0

��(s;Xs)ds; (2.34)

has the unique solution X � �:

2. Suppose that P (� 2 Sn) = 1; for some n in N: Let � satisfy hypothesis (H0
4
); �

hypothesis (H0
1
) and

(H0
3
)

8>>>><>>>>:
(i)
R
Sn
jg(t; x)� g(s; x)j dx � an jt� sj� ;

(ii)
R y
x
supt2[0;1] jg(t; z)j dz � an jx� yj� ; x; y 2 Sn; x � y

(iii)
R
Sn

supt2[0;1] jg(t; z)j dz < +1;
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with

g(t; x) =
@t�(t; x)

(�(t; x))2
; (t; x) 2 [0; 1]� S;

for some positive constant an: Then the integral equation (2.34) has a unique solu-
tion.

Proof. Suppose � 2 Sn: Condition (iii) of (H0
3
) and the boundness of � imply that

(t; y) 7! Kn(t; y) is Lipschitz in x; uniformly in t; and Lipschitz in t uniformly in x:
Thanks to conditions (i) and (ii); (t; x) 7! @tH

n(t; x) ful�lls assumption (H0
4
) for some C

positive constant. Then equation (2.32) has a unique solution by the mentioned result of
[44]. Proposition 2.4.30 permits to conclude. If � 2 D uniqueness follows by proposition
2.4.30.

2

2.4.9 Existence in the case of Brownian motion

If H = 1
2
; and BH = B is a Brownian motion, supposing � only continuous, it is

possible to �nd a solution to equation�
d�Xt = �(t;Xt) [d

�Bt + �(t;Xt)dt]
X0 = �:

(2.35)

This can be done using Itô formula permitting to expand C1 functions of reversible se-
mimartingales proved in [55]. We recall the result established by [55], see also [26], in the
case of Brownian motion.

De�nition 2.4.34. A semimartingale X is a reversible semimartingale if the process
X̂ = (X1�t; 0 � t � 1) is a semimartingale.

Proposition 2.4.35. Let X =
�
X1; :::; Xd

�
be a vector of continuous reversible semimar-

tingales, and f in C1(Rd): Then

f(Xt) = f(X0) +
dX
i=1

Z t

0

@if(Xs)d
�X i

s:

Then we can state the following.

Theorem 2.4.36. Let � satisfy (H1); (H2); � : [0; 1]�R! R be measurable and bounded,
and � deterministic. Suppose that for every n in N; if � is in Sn

sup
(t;x)2[0;1]�Sn

j@tHn(t; x)j < +1:

Then equation (2.35) has a solution.
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Proof. If � 2 D Xt � �; is a solution. Suppose � 2 Sn; for some n in N: Equation

Y = Hn(0; �) +B +

Z �

0

(�(t;Kn(s; Ys))� @sH(s;Kn(s; Ys))) ds;

admits a solution since the function (t; y) 7! �(t;Kn(t; y)) � @tH
n(t;Kn(t; y)) is mea-

surable and bounded, see Th.35 of [49]. Using Girsanov theorem we �nd that Y is a
Brownian motion under a probability measure P � equivalent to P: Therefore Y is a re-
versible semimartingale, see example of pag. 3 of [55]. Then Itô formula for reversible
semimartingales provides a solution to equation (2.35) :

X = Kn(�; Y ) = � +

Z �

0

�(t;Xt)d
�Bt +

Z �

0

��(t;Xt)dt:

2

Remark 2.4.37. We remark that for such a solution X,
R �
0
�(s;Xs)d

�Bs is not a proper
Stratonovich integral since �(�; X) may not be a semimartingale.
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R�ESUM�E en fran�cais : Dans la premi�ere partie de cette th�ese nous appliquons le calcul via r�egularisation �a l'�etude

d'un march�e o�u le processus des prix d'un actif risqu�e n'est pas une semimartingale mais simplement �a variation

quadratique �nie. Cette condition est r�ealis�ee lorsque le prix de l'actif est admis dans la classe A de toutes les strat�egies

admissibles, et devient r�ealiste si la condition de non-arbitrage sur l'ensemble de toutes les strat�egies simples pr�evisibles

n'est pas plausible. Cette situation est v�eri��ee, par exemple, lorsque l'agent est un initi�e ou si A est restreinte. Nous

fournissons des exemples de portefeuilles auto�nanc�es et introduisons une notion de A-martingale. Un calcul relatif �a

celle-ci est d�evelopp�e. La condition de non-arbitrage parmi toutes les strat�egies dans A est r�ecup�er�ee si le processus

des prix de l'actif risqu�e est une A-martingale. Nous abordons le probl�eme de la viabilit�e du march�e, de la couverture

et de la maximisation de l'utilit�e de la richesse terminale. La deuxi�eme partie de la th�ese est consacr�ee �a l'�etude

d'une �equation di��erentielle stochastique unidimensionnelle dirig�ee par une semimartingale m�elang�ee �a un processus �a

variation cubique �nie. Le d�eveloppement de la m�ethode utilis�ee nous conduit �a des r�esultats signi�catifs dans l'analyse

du calcul via r�egularisation. En particulier, une formule de type Itô-Wentzell relative aux processus �a variation cubique

�nie est �etablie et la structure des processus weak-Dirichlet par rapport �a la �ltration brownienne est clari��ee. Nous

d�emontrons, par une approche similaire, l'existence et l'unicit�e d'une �equation dirig�ee par un processus h�older-continu

dans l'espace. En utilisant une formule d'Itô pour les semimartingales r�eversibles nous prouvons l'existence d'une so-

lution lorsque le processus dirigeant l'�equation est le mouvement brownien et le coe�cient de di�usion est juste continu.

TITRE en anglais : Calculus via regularization and �nancial applications

R�ESUM�E en anglais : In the �rst part of this thesis we apply stochastic calculus via regularization to model

�nancial markets when the price of the risky asset is not a semimartingale. The lack of the semimartingale property

is justi�ed if arbitrage is possible among simple predictable strategies. That is the case if the investor is an insider or

the class A of admissible strategies is restricted. We assume that prices only have �nite quadratic variation. That

assumption is veri�ed if the risky asset price itself has to be admitted in the class of all admissible strategies. We

provide examples of self-�nancing strategies and we introduce the notion of A-martingale process. A calculus with

respect those processes is developed. We show that the no-arbitrage condition is recovered if the price process is an

A-martingale. We face some problems such as viability, hedging and utility maximization.

The second part of the thesis is devoted to the study of a one-dimensional stochastic di�erential equation driven

by a strong cubic variation process and a semimartingale. The implementation of our method leads us to improve

some results about stochastic calculus via regularization. In particular an Itô-Wentzell type formula related to �nite

cubic variation processes is established and the structure of weak Dirichlet processes is clari�ed when the underlying

�ltration is Brownian. Our approach applies to prove existence and uniqueness when the driven process is H�older

continuous in space. Using a Itô formula for reversible semimartingale we prove existence of a solution when the

equation is driven by a Brownian motion and the di�usion coe�cient is only continuous.
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