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Introduction

t is not astonishing that the Nobel Prize Committee decided to single out in 2000
milestone concepts dores |. AlferoyJack S. KilbyandHerbert KroemerActually,
the outcome of the laureate ideas is surpassing the speculati®istaird Feynman
about manipulating and controlling things on a small $calegarded as totally unrealistic
in time of his visionary speech 40 years ago. Kilby was among those who put forward the
notion of integrated circuits. By now, semiconductor processors and menuemste
containing several hundreds of milions of submicron elements, are both cheap and

redundant.

Semiconductor materials constitute today basic building blocks of emitters and
receivers in cellular, satellite, and fibreglass communicatigkmong hem, the [Hnitrides
which are nowadays widely used by the industry. With respect to “classical’ |lI
semiconductors, the grodp nitrides semiconductors have attracted much attention in
recent years to their great potential for technological apphsatiAIN and GaN are
regarded as promising wide bandgaps semiconductors, ranging from the ultraviolet (UV) to
the visible regions of the spectrum. They have a high melting point, a high thermal
conductivity, and a large bulk modulus. These propertieselhaswthe wide band gaps are
closely related to strong (ionic and covalent) bonding. These materials can therefore be
used for shortvavelength lightemitting diodes (LEDs) laser diodes and optical detectors
as well as for highlemperature, higipower and high-frequency electronic devices. Bright
and highly efficient blue and green LEDs are already commercially available and diode
lasers have been reported, emitting in the -bloket range initially under pulsed

conditions and subsequently under contisumperatiof

When the nitrides are doped with magnetic elements they give birth to Dilute
magnetic semiconductors (DMS’s) which have attracted considerable attention, because
they hold the promise of using electrspin, in addition to itscharge for creating a new
class of “spintronic” semiconductor devices with unprecedented functionality. It has been
intensively studied in order to fabricate a new functional semiconductor taking advantage

of the spin degree of freedom in DMS'’s.

1 R.P. Feynman, in: Miniturétion, ed H.D. Gilbert (Reynhold, New York, 1960) p. 282 2
2'S. Nakamura and G. FasBhe Blue Laser Diod¢Berlin: Springer, 1997).



Introduction

The suggested apgdtions include, e.g., “spin field effect transistors,hich
could allow for software reprogramming of the microprocessor hardware during run time,
semiconductebased “spin valves,” which would result in higlensity nonvolatile
semiconductor memgr chips, and even “spin qubits,” to be used as the basic building

block for quantum computifig

Owing to the development of the computational power of recent computers and the
progress in the calculation method for the electronic structure, it has bézarakulate
the electronic structure of a crystal with high precision from first principles without any
empirical parameters. Today, it is possible not only to explain the already known
properties of a given material but also to predict what property beil expected for a

hypothetical material.

Given the complexity of the synthesis/characterization procedure, computer
modeling investigation has here been used to determine and to predict their material
properties. The computational methods have alreagiyn bapplied to many, with great
success, provoking a considerable interest in investigating other materials for example AIN
and GaN and doped with Mn.

From crystallography point of view and under ambient conditions AIN and GaN
crystallize in the hexagonalurtzite structure. Recent epitaxy of thin GaN films has been
demonstrated to result in the cubic zincblende structure (3C). The remarkable progress in
the synthesis of such 3GaN films is related to the plasragsisted molecular beam
epitaxy on GaAs () or 3GSIiC (001) substrates. Due to the reactivity of AIN, high
purity source material and an oxyegege environment are required to grow AIN crystals
of good quality. Some problem may arise during the growth process of nitrides layers on
crystalline shstrates like e.g. SIC, Si or GaAghis is related to the large lattice mismatch
and the difference in the thermal expansion coefficients between epitaxial layer and

substrate, which can cause large stresses in the epitaxial layers.

3 G. Prinz, Science, 282, 1660 (1998); 3
4 G. Burkard et al, Phys. Rev. B 59, 2070 (1999).



Introduction

In order to help mderstand and control the material and device properties, we
report in this thesis numerical investigations based on apfirgiples study of ground
states properties and comparison between GGA and LDA calculations of the both
zincblende and wurtzite Wl and GaN and under high pressure. Electronic properties such
as band structures, density of states and charge density are detailed for GGA and LDA
calculations of the both zincblende and wurtzite AIN and GaN. In addition, the influence of
hybridization onthe chemical bonding and stability has been discussed in terms of the site
projected densities of states as well as the crystal orbital overlap population. Thus, we
study the elastic properties, as well as their behavior when a hydrostatic pressure is
apdied. Principal features of the calculated band structures such as energy bandgaps and
ionic character are examined when we apply a hydrostatic stress. Moreover, we determine
the piezoelectric constants and transverse effective charges and their behaeor u
pressure. Finally, we study the structural optimization, electronic structures and magnetic
properties of the AIN and GaNased diluted magnetic semiconductors. The results show

the halfmetallic ferromagnetism for the AIN:Mn and GaN:Mn.

The presenthesis is divided into five chapters. In Chapters 1 and 2, we give a
general introduction to the domain of the-ritride semiconductors and diluted magnetic
semiconductors and their technological applications. In particular, Chapter 3 resumes the
basic ideas behind the DFT, while Chapter 4 contains a brief description of the method of
calculations. Chapter 5 is divided into two parts. In part I, we report the numerical
investigations of the structural, elastic and electronic properties under hydnostasare.

The study of pressure effect consolidates and leads us to achieve the essential goal of this
part. In part Il, we report an analysis of the magnetic and electronic properties of the AIN
and GaN doped with Mn. Finally a general conclusion isepted for each of the

investigated class of systems.



Chapter |

Group Il -Nitride Semiconductors
- AIN and GaN -

Abstract :

We attempt in this chapter to draw the motivation and aims of our study. This chapter
begins with an introduction to the current interest of thenitiide semiconductorsn khe next
section, we will present the some basic physical properties and thermodynamic stability of
these materials. The last section is devoted to the presentation of the different technological

applications of AIN and GaN.
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[. 1. Current interest

Wide band gap semiconductor materials extend the field of semiconductor applications
to the limits where classical semiconductors such as Si and GaAs ThilThey can emit
light at shorter wavelengths (blue and ultraviolet). tiditon, AIN and GaN have a high
melting point, a high thermal conductivity, a large bulk moduluslOJ8 and chemical
inertness. These properties, as well as the large bandgaps, are closely related to their strong
(ilonic and covalent) bonding.

There havebeen few periods of semiconductor materials research more stimulating and
satisfying than that currently experienced by the rapidly growing oF liesearchers who
have taken up the study of group Il nitrides. Not only have some formidable materials
probems been overcome in a remarkably short time, but also commercially viable
applications are immediately clear for all to see. Much progress is yet to be made in
developing these materials.

The excitement generated by these recent developments, whicHl iustrated by
the number of review articles already writfén3,4,1120] stems from the fact that the nitride
semiconductors AIN and GaN are indirect and direct band gap materials, what is more, they
form a complete serie of ternary alloys which spéms whole of the visible spectrum and
extends well into the ultraviolet (UV) region, i.e. continuously variable from 650 to 200 nm,
for those readers who think more readily in wavelength terms. This makes them ideal
candidates for carefully tailored ogtronic devices operating anywhere within this
wavelength range, but more specifically, for visible light emitters in the previously difficult
blue and green parts of the spectrum.

Two important applications have been apparent some time, for exampke oftghort
wavelength laser diodes (LDs) for optical disk readout and-dfiigiency lightemitting
diodes (LEDs) for full colour display. Red LEDs with efficiencies greater than 10% have been
commercially available for some years (see, for example,ng&idf) but the efficiencies of
green and, particularly, blue diodes fell a long way short of this, seriously restricting the

possibilities for LED display panels.
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While attempts to improve the efficiency of blue devices usig dompounds have
been partially successful (see, for example, Gunshor ef23), the problem of achieving
acceptably long operating lifetimes has yet to be solved, leaving the field open to\Mthe i
alternative. Much of the current euphoria depends on the recent commevelapohent of
both green and blue InGaN LEDs with efficiencies in thel0S6 range by The Nichia
Chemical Company in Japar8,23,24,2% This led rapidly to the development of large
outdoor full color display2f] and opens up many other display possdslitwhich are yet to
emerge.In addition, it has stimulated work towards the lsogght blue LD, which now
shows considerable promise. Several reports have appeared which descrbEmmpenature
pulsed operation of short wavelength LD’s based on the saaterials systeri,2731].

l. 2. Il -Nitride physical properties
I. 2. 1. Some basic material properties

Concerning the physical and electronic properties of the nitrides, we present the several
obvious differences between the nitrides and the bekeown IlI-V compound
semiconductors, which can be related to two basic properties of the N atom, its size and the
nature of the chemical bond between it and the relevant group Il atom.

The small covalent radius of N (0.7 A, compared with 1.10 for B,fdr1As, 1.36 for
Sb) B2] results in significantly reduced lattice parameters for the nitrides, (4.37 A for AIN and
4.50 A for GaN)32], compared with other HV compounds (5.4505 A for GaP, 5.653 A for
GaAs and 6.095 A for GaSI®F[ and the large vl energies (2.28 eV for AIN, 2.2 eV for
GaN) B3 imply high melting temperatures. Both are critical in relation to the growth of bulk
crystals and teepitaxy First, the relatively small size of N compared with the group Il atoms
appears to play a rolin determining the crystal structure, the thermodynamically stable
structure for these materials (AIN and GaN) being the hexagonal wurtzite (WZ) sti@ture [
which corresponds to that of several of the well knowaVllicompounds, i.e. CdS, ZnS and
CdSe. We should point out that the cubic zincblende (ZB) structures do exist and GaN, in
particular, has been studied in some defitH, [nevertheless by far the majority of work

reported so far concerns the hexagonal form.
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High melting temperatures make formiaes difficulty in the growth from the melt and
the only bulk crystals so far available are relatively small GaN crystals grown from gallium
solution, which again requires high temperatures combined with high nitrogen pressures
[34,33. Such crystals takéhe form of hexagonal platelets with the hexagarakis normal to
the plane of the plate. This is convenient for epitaxial growth but they are not yet widely
available. The lack of a ready supply of bulk substrate material has resulted in epitatial grow
being performed largely on foreign substrates, with all the problems associated with this form
of deposition. What is more, the small lattice parameters make for large mismatch with any of
the wellestablished group IV or HV semiconductor crystals dnhave led to the use of
sapphire substrates by the majority of workers. However, this, also, implies a large lattice
mismatch and significant differences in the thermal expansion coefficient, both of which cause
serious problems in achieving adequate tahyguality in the deposited films. The fact that it is
an electrical insulator can also be a disadvantage in certain applications. SIC has been used by
some workers because of its much closer lattice match and the fact that it can be doped both n
and ptype but it is relatively expensive for routine applications. Two other consequences of
the high bond energies are noteworthy. It is good to recognize thaigualfly epitaxy
requires good surface mobility for the group Il atom and this, also, impliesice of growth
temperature somewhat higher than usual for othey #bmpounds.On the other hand, it
seems clear that GaN, at least, is an unusually stable compound, which probably has some
bearing on its apparent immunity to the deleterious effeetstended defects.

The reduced symmetry of the WZ structure (compared with the ZB structure of the
majority of -V compounds) has immediate consequences for the band structure (in
particular for the valence band structure) of the nitridlesthe ZB compuands the valence
band maximum at thé5 point in the Brillouin zone is doubly degenerate, thecadied heavy
and light hole bands being coincident kat= 0, while the ‘splitoff band is typically a few

tenths of an electron volt lower in energy.
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As it 5 well known from studies of quantum well (QW) structures, in the presence of
an axial component of crystal field the degeneracy at the zone centre is lifted, yielding three
separate valence bands whose relative energies are determined by a combispireoriot
coupling and the strength of the axial crystal field. This, then, is the situation found for WZ
semiconductors even in the absence of any artificially imposed structural perturbation (see, for

exampleDimmock [36]).

I. 2. 2. Common Crystal $uctures

There are three common crystal structures shared by the gredpnittides : the
wurtzite, zincblende, and rocksalt structures. At ambient conditions, the thermodynamically
stable structures are wurtzite for bulk AIN and G8®39. The zincl#nde structure for GaN
has been stabilized by epitaxial growth of thin films on the (001) crystal planes of cubic
substrates such as Si, -8, MgO, and GaAs4p-46. The remarkable progress in the
synthesis of such cubic AIN layers is related to themaasssisted molecular beam epitaxy
[43]. In these cases, the innate tendency to form the wurtzite polytypes is overcome by
topological compatibility. The rocksalt structure can be induced in AIN and GaN at very high
pressures. The wurtzite polytype hasexadonal unit cell and thus two lattice constantgnd

a. It contains 6 atoms of each type. The space group for the wurtzite structusas(@5).

The wurtzite structure consists of two interpenetrating hexagonal-peloked (HCP
sublattices, each of which is with one type of atoms, offset along #oas by 5/8 of the cell
height (5/&C).

The zincblende structure has a cubic unit cell, containing four group Il and four

nitrogen elements. The space group for the zincblendetust is F43m (T;7). The position

of the atoms within the unit cell is identical to the diamond crystal structure in that both
structures consist of two interpenetrating feeatered cubic sublattices, offsey one quarter

of the dstance along a body diagonal. Each atom in the structure may be viewed as situated at
the center of a tetrahedron, with its four nearest neighbors defining the four corners of the

tetrahedron.
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The zincblende and wurtzite structures are similar. In batbscaach group Il atom is
coordinated by four nitrogen atoms. Conversely, each nitrogen atom is coordinated by four
group Il atoms. The main difference between these two structures is in the stacking sequence
of the closest packed diatomic planes. Hw wurtzite structure, the stacking sequence of
(0001) planes is ABABAB in the <0001> direction. For the zincblende structure, the stacking
sequence of (111) planes is ABCABC in the <111> direction.

I. 2. 3. Phase Diagram

The data on phase diagrams ofNGand AIN are limited and contradictory by reason
of high melting temperatures J and high nitrogen dissociation pressureBs{.

Dissociation Pressure of MN, where M stays for Al and Ga is defined as nitrogen pressure at
the thermalequilibrium of the reactiord@]: MN(s) =M(l) + (1/2)N2(g), where s, | and g stay

for solid, liquid and gas. Reported values fBf; for GaN (see Figure l.1)show large

discrepancies. Sasaki and Matsuokd] [concluded that the data Madar et al.[4§ and
Karpinski et al.[49 are the most reliable. According figure 1.1the nitrogen dissociation
pressure equals 1 atm. at approximately 850 °C, and 10 atm. at 930 °C. At 1250 °C the GaN
decomposed even under pressure of 10.000 baz. df $thould therefore come as no surprise
that; the incorporation of nitrogen is not a trivial problem at high temperatures. For the
pressures below equilibrium at given temperatures, the thermal dissociation occurs at a slow
and apparently constant rateggesting a diffusion controlled process of dissociation.

Due to the above mentioned N dissociation, the data on the melting points are
contradictory. Landolt and Bornstels(] give T of AIN equal to 2400 °C at a pressure of 30
bar, and T of GaN >1700°C at a pressure of 2000 bar. Thus, the nitrogen dissociation
pressure of AIN is orders of magnitude smaller than that of GaN. MasSdlskiites Wi of
AIN equal to 2800 °C. There are reports estimatingof AIN at 2200 °CJ24 and 2450 °C
[53]. Van Vetiten pb4] determined theoretically thex ©f AIN to be 3487 K. Porowski and
Grzegory 34] estimate M of AIN to be larger than 3000 K at a dissociation pressure of a few
hundred bar, anduTof GaN larger than 2500 K at tens of kbar. Moon and Hwa%jgahd

1C
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GoumriSaid et al [56] determined theoretically the @ GaN and AIN in zincblende phase
to be 2302 K and 2387 K respectively.
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Figure 1. 1. Equilibrium pressures of phase as function to the opposite of the temperature
(s=solid, g=gaseous, |= nitragelissolved in Ga liquid) accordingltdGrzegory [35]
(1bar=0,1MPa)

I. 3. Technological applications :
. 3. 1. Lightemitting diodes (LEDs):

The LEDs present an important market, with for applications the signaling, the display
with color greens, or again sources of white light with especially the public lighithgg.

The red LEDs based on GaAlAs alloy have been commercialized for a long time
already, with a luminous efficiency &0-30 m.W and a high brillance of 2Cd. since a
certan time, the green LEDs based on AlinGaP alloy are also produced but they are green
yellowish (564nm) instead of green pure, and possess a weak efficiency external quantum
(0,6%) and a weak intensity (0,1Cd). These materials being equally useful fgmal@si

11
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The white LEDs are based either on the association of three LEDs (red, green, blue) or
on the association of a blue LED or UV and a material that, excited, emits lower energy
photons, the combination giving then the white light. The realizatidtEDE to basis of GaN
has become a contest since the beginning of years 1990, period to which their realization has
been able to be envisaged thanks to a certain improvement of the crystalline fim quality

epitaxyof GaN. Some LEDS have been conceivedasadurrently commercialized.

l. 3. 2. Laser diodes (LDs)

The market of the laser diodes [Laser Diodes (LDs)] is for half attributed to
communications and for half to the impression and to the storage of the information.
Concerning communicationsused optical fibers being transparent between 1,3 and 1,55um.
The used LDs are manufactured from GaAs and InP. However, an emission to 1,55um has
been put in obviousness for INGaAsN on G&Ag. [

Concerning the impression and the storage of the informahe market is for the
moment dominated by red LDs to 780nm for CD and to 635 or 650nm for DVD. Very
compact LDS emitting at shot wave length (800nm) and medium (5mW) or high (35
50mW) power are required to enhance performances. Indeed, a dmiotitthe length of
wave allows a best focusing of the spotlight of a beam, the surface of the spotlight being
proportional to the square of the length of wave. The quality of the impression and the density
of storage on optical disks will be therefore ¢deably improved by the utilization of blue or
violet LDs. Thus, the capacity of storage of a DVD would pass from 2,9Gbyte to 30Gbyte by
decreasing the length of wave from @&0nm to 410nm. Furthermore, the perusal asks only
a power of 5SmW while the hdwriting (engraving) necessitates a power eb8nW B7].

The Blue LDs currently produced are LDs DBR infrared high power associated with
materials nonlinear as LINbO3 capable to generate a beam at 425nmbly@)leThe former
are powerful enough (154, with less noise effects and have a coherent beam. They are
however very expensive, not compact and necessitate a precise mechanical alignment. The
LDs based on InGaN are therefore promised to a great future for less expensive and simpler
devices p7].
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I. 3. 3. UV detectors

The sun produces a great quantity of UV, whose a great part is absorbed by the ozone
and gas layer of the atmosphere. Alone radiation whose wave length is large than 280nm get
on earth. Detectors of UV radiation produced amthe told "solar blind", have to detect
radiations between 265nm and 280nm, zone presenting the less parasitic radiation. UV
detection possesses military or civil applications as the personal dosimeters for UV rich
environments, detection of fires, ancentification of missiles by their trail, or the guidance of
missiles p9.

The photedetectors currently available are based on thin film of diamond (Eg =5,4eV
230nm), or of SIC Hg=2,9eV - 430nm). However, they necessitate the usage of filters and do
not present a good UVAisible selectivity. The nitrides of elements of column Il present a
strong interest for optical detection because the gap of alloy AllnGaN can vary between 1,9eV
(650nm) and 6,2eV (200nm). Especially, the UV detection can be realittedhe help of
AlGaN alloy, GaN having an absorption at 365nm and AIN at 200nm. Moreover -fife il
nitrides are stable in severe physical and chemical enviroréognt [
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Chapter I

Diluted Magnetic Semiconductors
- DMS -

Abstract :

In this chapter, we are going to present the position and the interest of a new branch of
the electronic fields namely spetectronics. Furthermore we give a historical overview on
the advent of magnetic seaonductors and their intereébr application in the technological
area. Finally, we present the motivation of our choice of materials and their novelty as

compared to other.



Chapter Il Diluted Magnetic semicondD&i&s

Il. 1. Spintronics

Spin electronics (spintronics) is a young interdisciplinary field of nanoscience. Its rapid
development, like that of competing new branches of electrenigmolecular electronics,
bioelectronics, and electronics of polymers, ...etc, k@sopts in the conviction that the
progress that is being achieved by miniaturization of active elements (transistors and memory
cells) cannot continue forever. Therefore, the invention of future information technologies
must involve new ideas concernitig design of both devices and system architecture.

The main goal of spintronics is to gain knowledge on-dppendent phenomena, and
to exploit them for new functionalities. Hopes associated with spintronics stem from the well
known fact that the magnetifields present in the ambient world are significantly weaker than
the electric fields. For this reason magnetic memories areotatire, while memories based
on the accumulated electric charge (Dynamic Random Access MenidBAM) require a
frequent r&reshing. At present, one can already specify a set of problems to be solved by spin
electronics. One of them is a construction of efficient microsensors of the magnetic field,
which would replace devices employing magnetic coils. It is obvious that dhease in
spatial resolution requires a reduction in size of the sensor. In the case of the coil, however,
this is accompanied by a decrease in the sensitivity. Intensive research and development work
carried out over last fifteen years or so, resultethéndeveloping of the appropriate device.

The new generation 1g&ors are exploiting a giant magnetoresistance effect (GMR) of multiple
layer structures made of alternating ferromagnetic, antiferromagnetic, and paramagnetic
metals |,4. The GMR results from the increase of electrical conductivity in the presence of
the magnetic field that aligns the direction of magnetization vectors in neighboring layers. In
contrast to the traditional sensors containing the Hall probe, the operation of the GMR sensor
depends on the electron spin, and not on the charg#e Lorenz force.

The most recent research on the field sensors focuses edegeimdent electron
tunneling between ferromagnetic layers through an isolator, typically thin aluminum oxide. It
is expected that the tunneling effect will lead to a significantaseref magnetoresistan&e [

5]. A side issue concerns the phenomenon of the Coulomb blockade that plays an important
role whenever a tunnel junction becomes small [5]. One can expect that the parameters of

tunneling magnetoresistance (TMR) sensors will endlkem suitable not just for reading
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devices, but also as position detectors, for instance, in electric and gasoline engines, where
Hall-effect sensors dominate tod&y. [

A much more ambitious spintronic objective is to develop magnetic random access
menories (MRAM). These devices would combine the advantages of magnetic memories and
those of DRAM. For this purpose, it is necessary to find means of writing and reading the
direction of magnetization in given cells without employing any moving parts. Artian
step would be the elaboration of methods of controling magnetization isothenriafiylight
or electric field, like in semiconductor DRAM, in which information writing proceeds
voltage biasing of the addressed transistor. In the magnetic eemoesently available, the
magnetization switching requires rather large power, as it is triggered either by the magnetic
field generated by electric currents or by the laser heating above the Curie temperature.
Obviously, research in this direction cdmés materials science, nanotechnology, and
strongly correlated systems.

Elaboration of “intelligent” methods enabling magnetization control would also make
it possible to fabricate spin transistors [7,8]. This device consists on two ferromagnetic metals
separated by a nonmagnetic conductor. Simple considerations demonstrate that if spin
polarized carriers injected to the nonmagnetic layer conserve spin origntagordevice
resistance will depend on the relative directions of magnetization in the tvamdgnetic
layers. Since the switching process does not involve any change in the carrier density, this
transistor will be characterized by a favorable value of the product of electric power
consumption and switching time, provided that the spin injestionld be efficient and no
mechanisms of spin relaxation would operate.

Perhaps the most important challenge for spintronics is the development of quantum
computation and communication [9]. Particular importance of spin degree of freedom in this
context giginates from the fact that it can preserve phase coherence for a much longer time
than the orbital degrees of freedom. Thus, the electron spin is much more promising than the
electron charge for materialization of the present revolutionary ideas orumuaoimputing,
guantum cryptography, data compression and teleportation [9]. Thus, spin quantum devices,
such as quantum dotd(11], may change not only the principles of devices operation, but
also the basis of the halfcentalg computer architectureSome researchers suggest that the

2(



Chapter Il Diluted Magnetic semicondD&i&s

best candidate to carry quantum information would be nuclear spiti® a@f isotopialy pure
285j, where the spin coherence time reaches several hours [12].

However, it has also been shown experimentally that the sfanzaton lifetime in
doped semiconductors may be several orders of magnitude longer than the time of momentum
relaxation [13]. One has to mention, although, that up to now the research on quantum
computation is theoretical. Any experimental achievemielependently of the material used

and the experimental method applied will be regarded as a significant breakthrough.

Il. 2. Diluted magnetic semiconductors

Modern information technology utilizes the charge degree of freedom of electrons in
semiconducts to process the information and the spin degree of freedom in magnetic
materials to store the information. Magnetoelectronics is a fastly developing field, where
the two degrees of freedom, the charge and the spin of the carriers, are utilizehesmonsht
to create new functionalities. In more general terms, this new field is referred to as spin
electronics or spintronics to include those -ggilizing devices that need neither the magnetic
field nor magnetic materials. The magnetoresistance (d)sors made of multilayers
containing metal ferromagnets, showing giant magnetoresistance (GMR) or tunneling
magnetoresistance (TMR), are today’s best known successful magnetoelectronics devices
based on the interplay between the two degrees of freegbiilfg.

In semiconductor devices, the spin of carriers has played a minor role so far because
the mostwell established semiconductor devices based on Si and GaAs amagweic and
show only negligible effects of spin. On the other hand, from theicehymints of view, the
enhanced spimelated phenomena due to the coexistence of the magnetism and semiconductor
propertes have been recognized in magnetic semiconductors and diluted magnetic
semiconductors (DMS) (or semimagnetic semiconductors;, SMBG} the 60s. The family
of magnetic semiconductors encompasses europium and chromium chalcogenidsalt (rock
type: EuSe, EuO and spinels: Cg#&r CdCpSey), which show ferromagnetic order at low
temperatures with the Curie temperatdie = 100 K. They ave been extensively studied,
because of their peculiar properties resulting from the exchange interaction between itinerant

electrons and localized magnetic spind éd sd exchange interactiong)l9-21]. Owing to
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these interactions, magnetic semicatals exhibit a rich variety of striking optical and
transport phenomena, which are strongly affected by the magnetic field and the magnetic
order, particularly near the metatinsulator transition (MIT). However, difficulties in
material preparation ana fabrication of heterostructures make this family of compounds less
attractive from the application point of view. Manganites (perovskite: (La,SpMal

related materials), which show colossal magnetoresistance (CMR), are magnetic
semiconductors, whes studies have been particularly active over the recent years. Their
ferromagnetic order, beginning at ~350 K, originates from the dexblenge interaction.
Properties of manganites and their epitaxial heterostructures are currently studied aggressively
[22-24]. Their compatibility to the welkstablished electronic devices is an open issue because
of the differences in both crystal structure and constituting elements.

DMS are based on nanagnetic semiconductors, and are obtained by alloying them
with a sizable amount (a few percents or more) of magnetic elements, such as Mn. The studies
of DMS and their heterostructures have offered a wide variety of materials and structures,
making it possible to explore further the effect of the exchange interattisermiconductors.

Most of the work had been centered around/lllbased materials such as (Cd,Mn)Te,
(Zn,Co)S, (Hg,Fe)Se, where the valence of group Il cations is identical to that of most
magnetic transition metal$25-27]. Although this made them relaly easy to prepare,
difficulties in doping of HVI-based DMS to either-por ntype as well as relatively weak
bonds made these materials less attractive for applications. The magnetic properties of Il
DMS are dominated by the antiferromagnetic sepehange interactions among the localized
spins, which result in paramagnetic, spinglass or antiferromagnetic behavior depending on the
concentration of the magnetic ions and temperature. Recent progress in dopiryl of I
materials is gradually changinghig situation [28-29], for example, hole mediated
ferromagnetism was found irtype 1FVI DMS with Tc < 10 K [30-32]. Understanding of the
carriermediated ferromagnetism in - semiconductors was put forward by a study of
ferromagnetism in IWI DMS such as(Pb,Sn,Mn)Te[33]. However, IMVI DMS and their
heterostructures are again rather difficult to prepare.

An approach compatible with the preselaty electronic materials is to make non
magnetic semiconductors magnetic, and even ferromagnetic, by intgpdacinhigh
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concentration of magnetic ions. -M compound semiconductors are widely used for-high
speed electronic devices as well as for optoelectronic devices. Moreover, heterostructures
based on the GaAs/(Al,Ga)As systems have proven to be a convestidmenieh for a new
physics and device concepts. Introduction of magnetiy llompounds opens, therefore, up
the possibility of using a variety of magnetic and/or -sigipendent phenomena, not present in
the conventional nemagnetic IHVs, in the optichand electrical devices already established
(see Figure 11.). The proposal of HV based magnetic semiconductors with various sets of
host materials and transiton metals was put forward in 1)s and some experimental
studies were then initiatedAt that time, however, HV materials with a sizable concentration

of uniformly distributed magnetic elements were not obtained due to the low solubility of
transition metals in HV semiconductord35]. The application of neequilibrium methods to
grow IlI-V-based DMS was rewarded by successful molecular beam epitaxy (MBE) of
uniform (In,Mn)As films on GaAs substrat¢36]. Subsequent discovery of the hetduced
ferromagnetic order in -fype (In,Mn)As [37] encouraged researchers to investigate GaAs
based system[38] and led to the successful growth of ferromagnetic (Ga,Mrip%5.
Currently, a number of groups is working on the MBE growth of (Ga,Mn)As and related
heterostructures to advance the understanding of this new class of niéfedals

spin
including
magnetism

spin-electronics

~am

electronics

Figure 11.1: Concept of spirelectronics (spintronics). In semiconductor spin
electronics spin properties as well as electronic and optical properties are utilized at the same

time.
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Il. 3. Ferromagnetic semiconductors

Today's research on spin electronicsoives virtually all material families, the most
mature being studies on magnetic metal multilayers, in whichdspiendent scattering and
tunnelling are being successfully applied, as already mentioned in reading heads of high
density harediscs and in ngnetic random access memories (MRAM). However, in the
context of spin electronics particularly interesting are ferromagnetic semiconductors, which
combine complementary functionalities of ferromagnetic and semiconductor material systems.
One of the relevarmuestions is to what extend the powerful methods developed to control the
carrier concentration and spin polarization in semiconductor quantum structures could serve to
tailor the magnitude and orientation of magnetization produced by the spins looalizkd
magnetic ions.

Another important issue concerns the elaboration of methods of injecting and
transporting spin currents. In addition of consisting the important ingredient of field sensors
and magnetic transistors, spin injection can serve as afdodbst modulation of light
polarization in semiconductors lasg23].

Since the fabrication of quantum structures is most mature in the case\of lli
semiconducting compounds, the milestone discovery was the detection of the carrier induced
ferromagnésm in In-xMnkAs and GaxMmnAs by Ohno and Munekata dBM [37] and
Tohoku University [50] groups, respectively. While the divalent Mn introduces both spins and
holes in the IHV materials, the magnetic ion and carrier concentrations can be varied
independently in HVI materials, like in the case of VI materials in which the hole
controlled ferromagnetism was put into the evidence in Warsaw University [51].

A systematic experimental and theoretical study of the cardaced ferromagnetism
in 11-VI semimagnetic semiconductors has been undertaken by the Grévaisiaw
collaboration [52]. In agreement with the theoretical model proposed by the team for various
dimensionality HVI semimagnetic semiconductors [52], the ferromagnetic order has been
observed above 1 K in two dimensional modulatioped ptype Cd.xMnTe/Cd.y.
Mg,Zn,Te:N heterostructures [53,54]. The obtained results lead to suggest [53] that it will be
possible to control magnetic properties by methods elaborated earlier to tursarriae

concentration in quantum structures, such as voltage biasing and light illumination. More
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recently, epitaxial layers of ZaMnTe:N with the hole concentration above®d@m?® have
been obtained. By means of transport and magnetic measurerentsyrdmagnetism was
found in this three dimensional system [31,55], corroborated the theoretical predictions
mentioned above [55]. Ferromagnetic correlation has been detected alsoiinBe:N [56]

as well as in bulk crystal of ZpMnTe:P [55,56]. A the same time, in agreement with the
theoretical expectations [52], no ferromagnetism has been detected above 1ityfdeifiims

of Zm.xMnO:Al [55]. The stronger ferromagnetism intype materials comparing-type
compounds stems from a large magmituof the hole density of states and a strong- spin
dependent hybridization between the valence balikk [states and the Mn d orbitals. These
two effects conspire to make the hatediated ferromagnetic interactions strong enough to
overcome the antiforrcanétic supeexchange, specific to intrisic DMS.

Theoretical studies undertaken simultaneously lead to the elaboration of a theoretical
model of thermodynamic, magneotoelastic and optical properties of Hind IFVI
ferromagnetic semiconductors [3157,58he model takes into account thep and spirorbit
interactions, biaxial strain and confinement; it applies for both zincblende and wurzite
compounds. It has been demonstrated that this model describes, with no adjustable parameters,
the Curie temperate, the dependence of magnetization on temperature and the magnetic
field, and the magnetic anisotropy energies GagMnAs [56,57] as well as the magnetic
circular dichroism [58,59]. The theoretical and numerical analysis [3#,%8,59] made it
posible to describe quanttatively the dominant mechanism accounting for the
ferromagnetism of the studied systems as well as for the demonstration of the role played by
the space dimensionality, spbit interaction, and interband polarization as wellfas the
identification of main differences between properties ofVilland IFVI compounds.
Furthermore, theory of magnetic domains inrMlimaterials has been developed providing,
among other things, the width of domains walls as well as the criticalsifien corresponding
to the transition to a single domain structure [60]. Theoretical studies [57,58,60] have
demonstrated that the smirbit coupling in the valence band, not at the magnetic ion,
accounts for the magnetoelastic properties and magnstitrepy in the systems in question.
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One has to emphasize that the results described above have been obtained for magnetic
semiconductors in which the highest value of Curie temperature does not exceed 110 K [50].
For this reason, the theoretical work hbsen undertaken [57] aiming at evaluation the
magnitudes of expected Curie temperatures in variod$ dihd 1-VI compounds as well as in
elemental group IV semiconductors [57,58]. The results showfgure I1.2 demonstrate that
in semiconductors cossng of light elements, the critical point may exceed the room
temperature [57,58]. These predictions have encouraged many groups to synthesize such
materials as GaN and ZnO containing Mn or other transiton metals as well as to search of
ferromagnetic emental semiconductors. Before presenting promising experimental results we
have to caution the readers that in some cases the observed ferromagnetism might have been

resulted from ferromagnetic or ferrimagnetic inclusions or precipitates.

éll Lol 1 1

Si |
Ge |
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AlAs |
GaN |
GaP |
Ga |
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InP |
InAs |
Zn0 |
ZnSe |
I :
10 100 1000

Curie temperature (K)

Figure 11.2. Computed values of the Curie temperatyéil various ptype semiconductors
containing 5% of Mn per cation (2.5% per atom) and 36”° holes per cfh (after p1,67).
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Il. 4. 1l -Nitrides based diluted magnetic semiconductors

From the standpoint diechnology, superdoping (here doping beyond 1%) is relatively
easy only in the case of “soft” semiconductors like GaAs, InAs, or CdTe. This is not the case
with “hard” semiconductors like GaN or AIN. These materials need relatively high growth
temperatires to obtain good crystaline quality. At such high temperatures superdoped
transitioametal impurities cause segregation or form a compound with the host semiconductor
elements. In order to obtain an extremely heavy doping of Mn, a highly nonequilibrium
growth process is necessary. That is why less attention was paid to magnetically doped GaN:
(3d -transitioametal) systems, although this class of DMS has been predicted to be
ferromagnetic at room temperature [57].

GaN-based DMS’'s are quite promising r fozarious spin controlled and photonic
devices because of the wide gap corresponding to visible light. Another attractive property of
GaN:Mn is its haffimetallic ferromagnetism, that is, a 100% spin polarization of carriers at the
Fermi energy. This prov an opportunity to overcome the intrinsic difficulty of injecting
spins into a nonmagnetic semiconductor. Recently, a similar injection and evidence- of spin
polarized current in HV semiconductor has been demonstrated and a large signal frem half
metdic DMS’'s was predicted [61]. The growth of superdoped GaN:Mn using an ultrahigh
vacuum chemical vapor description system was reported [62]. In that study superconducting
guantum interference device (SQUID) magnetization measurements showed the magnetic
hysteresis at room temperature, i.e., the existence of room temperature ferromagnetism in
granular GaN:Mn [63]. Moreover Curie temperatures for the epitaxial wurtzite GaN:Mn films
were also recently reported as high as 940 K (Ref. 62 (deduced from extrgpS@QUID
measurements) and around room temperature [63] (from the anomal Hall effect). These
experimental results give a strong impetus to band structure studies of superdoped GaN:Mn. A
guantitative understanding of the properties of a material, egpettiall electronic states
induced by a transitiometal dopant, is a clue to the material design of a class of magnetic

semiconductors.
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Chapter Il

Density Functional Theory
- DFT -

Abstract :

In solids one often starts with an ideal crystal that is studied on the atomic scale at
zero temperature. The unit cell may contain several atoms (at certain positions) and is
repeated withperiodic boundary conditions. Quantum mechanics governs the electronic
structure that is responsible for properties such as relative stability, chemical bonding,
relaxation of the atoms, phase transitions, electrical, mechanical, optical or magnetic
behavor, etc. Corresponding first principles calculations are mainly done within density
functional theory (DFT) which is mapped to a series of-@eetron equations, the -so
called KohrSham (KS) equations.

This chapter is devoted to deal with the currenvaades in the theoretical
modeling of DFT. The basic principles of this method are more detdited.exchange
correlation part of this functional is discussed, including both the local density

approximation and generalized gradient approximation.
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[1l. 1. Introduction :

The predominant theoretical picture of seltdte and/or molecular systems involves
the inhomogeneous electron gas: a set of interacting point electrons moving quantum
mechanically in the potential field of a set of atomic nuckdich are considered to be static
(the BorrOppenheimer approximation). Solution of such models generally requires the use of
approximation schemes (the independent electron approximation, the Hartree theory, and
HartreeFock theory). However, there is dher approach (density functional theory (DFT)
[1-5]) which over the last 30 years or so has become increasingly the method of choice for the
solution of such problems (séagure Ill.). This method has the double advantage of being
able to treat many potems to a sufficiently high accuracy, as well as being computationally

simple (simpler than even the Hartree scheme).
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Figure Il.1 . One indicator of the increasing use of DFT is the number of records retrieved from the
INSPEC databases by searchingtfa keywords “density,” “functional,” and “theory.” This is
compared here with a similar search for keywords “Hartree” and “Fock,” which parallels the overall
growth of the INSPEC databases for any given year, approximately 0.3% of the rewerttseha
Hartree-Fock keywords [6].
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Condensed matter physics and materials science are basically related to the
understanding and exploiting the properties of systems of interacting electrons and atomic
nuclei. In principle, all the properties of materiatgn be addressed given suitable
computational tools for solving this quantum mechanics problem. In fact, through the
knowledge of the electronic properties it is possible to obtain information on structural,
mechanical, electrical, vibrational, thermal aoptical properties. However, the electrons and
nuclei that compose materials constitute a strongly interacting many body systems and
unfortunately this makes the direct solution of the Schrodinger's equation an impractical
proposition. As stated by Dirain the far 1929 [7], progress depends mostly on the elaboration
of sufficiently accurate and approximate techniques.

The development of density functional theory and the demonstration of the tractability
and accuracy of the local density approximation A).Depresents an important milestone in
condensed matter physics. First principles quantum mechanical calculations based on the LDA
have become one of the most frequently used theoretical tools in materials science.
Nonetheless, the great contribution bk tlocal density approximation calculations remained
limited until the late 1970's when several works have demonstrated the accuracy of the
approach in determining properties of soli@s1fl]. Even though it has been a great deal to
state why the LDA shadlor should not be adequate for calculating properties of materials,
there is however no doubt that the most convincing arguments have been derived from the
direct comparison of calculations with experiments.

In particular, despite its simplicity the lbcdensity approximation has been very
successful in describing materials properties during the last decades. However, it is worth to
note that there are also situations where the above approach does not lead to sufficiently
accurate results. This can bee tbase when the differences in the total energy, which are
usually relevant in calculating structural properties and binding, are to be estimated very

accurately. As a matter of fact, small inaccuracies may have here dramatic effects.
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In general, LDA sffers from more or less wethown failures and therefore there
have during the last decade been several attempts to go beyond this local approximation by
including effects depending on the variation of the electron density. Nowadays, improved
theoreticalschemes and the rapid growth in computing facilites have caused many types of
systems and properties to be studied successfully with density functional methods. In the next
following Sections we briefly resume the fundamentahcepts, which are at thase of this

important and fascinating theory.

lll. 2. The basic principles of the method :

The weltestablished scheme to calculate electronic properties of solids is based on the
DFT, for which Walter Kohn has received the Nobel Prize in chemistry 8. I99T is a
universal approach to the quantum mechanical +hady problem, where the system of
interacting electrons is mapped in a unique manner onto an effectiatenacting system
that has the same total density. Hohenberg and Kgjhhave shownhat the ground state
electron densityr (in atoms, molecules or solids) uniquely defines the total energy E, must be

a functional of the density.
E=E(r) -1

They further showed that the true ground state density is the density that minEniggsand

that the other ground state properties are also functionals of the ground state density. The
extension to spHpolarised systems is also possible where E and the other gsbaied
properties become functionals of both the up and down spin densities:

E=E(r_,r-) -Q)l

Thus one does not need to know the maogy wave function. The nanteracting particle
of this auxiliary system move in an effective local -pagticle potential, which consists of a
classical meaffield (Hartree) part and an exchangarrelation partVy. (due to guantum
mechanics) that, in principle, incorporates all correlation effeatdly
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In order to do this, the unknown functioral (r) is rewritten as the Hartree total

energy plus another smaller unknown functional called exch@orgdgation (xc) functional,
Exc ().

E(r)=T.(r)+Ec(r)+ E,(r)+E(r)+E.(r) (143)

In equation I3, Ts [r] represents the single particle kinetic energy while [r] denotes the
Coulomb interaction energy between the electrons and the nuclei. Th&;t¢mharises from
the interaction of the nuclei with each other df¢l [r] is the Hartreecomponent of the

electrorelectron energy.

1 |
_€2 'r(r)r(r')
En (r )— 5 clard ar Tﬂ— (#4)
According to the variational principle a set of effective -pagicle Schrodinger equations, the
so-called KohrSham (KS) equatiorfd 2, mustbe solved. Its form is

[T+ (1) +V, [r (F)]+ V. [r O], (F) =eF, () (I.5)

when written in Rydberg atomic units for an atom with the obvious generalization to
molecules and solids. The four terms represent the kinetic energy opstatsrthe Hartree
potential, the Coulomb and exchangeorrelation potentialVc and Vs The KS equations
must be solved iteratively until s@bnsistency is reached. The iteration cycles are needed
because of the interdependence between orbitals and potential.

Iy _ & (2

r)=alt ) @)
From the electron density théc and Vyc potentials for the next iteration can be calculated,

which define the KS orbitals. This closes thelf consistentloop. The exact functiohdorm of
the potentialV/yx. is not known and thus one needs to make approximations.
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Early applications were done by using results from quantum Monte Carlo calculations
for the homogeneous electron gas, for which the problem of exchange and cocatatien
solved exactly, leading to the original local density approximation (LDA). LDA works
reasonably well but has some shortcomings mostly due to the tendency of overbinding, which
cause e.g., too small lattice constants.

Modern versions of DFT, espeiya those using the generalized gradient
approximation (GGA), improved the LDA by adding gradient terms of the electron density
and reached (almost) chemical accuracy, as for example the version by Perdew, Burke,
Ernzerhof (PBE)13.

l1l. 3. The local -(spin-) density approximation (LDA, LSDA):

In the effective potential of the Kol®ham equation, the only term that cannot be
determined exactly is the exchangarelation energyEyx.. The most commonly used
technique for calculatindex: is the locabpin-density approximation (LSDA) or simply local
density approximation (LDAYIA]. We summarize the essence of the LDA bellow:
The inhomogeneous system is divided into a certain set of small regions containing a
homogeneous interacting electron gas. Such a iggasompletely characterized by the
densityr s(r), wheres =- or .
In each region, the exchangerrelation energy per particle of the homogeneous gas,

e r..,r-)oer .r-)+e(r ,r-), can be calculated. The analytic expression for the

exchange mergy ex(r_ ,r_) can be obtained from the Hartieech approximation [13.7)].

For the correlation energyec(r ) ,r_), we use an analytical expression of Volso, Wik and

Nusair (VWN) [Lg, which is based on the quantum Mefarlo esult of the groundtate

energy for the homogenous electron §&4.[
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The total exchangeotrrelation energy is the sum of the contribution of all regions :
ECAr ro)= P (r (F),r(F))r(F)a (HP)

wherer (t)° r (f)+r_(t). The exchangeorrelation potential is calculated from

LDA —_ iXC — dem(r -1 ri) [
Ve (X)—dr—s(r)—exc(r.'r—)"'Ts(llTr(r) (IH8)

The derivation ofv-”*(x) with the VWN expression is given by Pain@g][

lll. 4. Generalized gradient approximation (GGA):

In the generalized gradient approximation, the exchammgeelation energyEy: is a

functional of the local electron spin densitiggr) and their gradients :

ESCAr ,r_)= (‘jaxc(r_ (F) rf(rr))r (F)Rir (F)d2r (IH9)

From incorporating the additional informati@ontained in the local gradient a better
description of the system is expectéd-P3. Several different parameterisations of the GGA
functional have been proposefd3] and tested on a wide variety of materials. The GGA
improve significantly the ground as¢ properties of light atoms, molecules and solids and
generally tends to produce larger equilibrium lattice parameters with respect to the LDA.

lll. 5. Single particle Kohn-Sham equation:

Depending on the representations that are used for densityjapaieth KS orbitals,
different DFT based electronic structure methods can be classified. Many different choices are
made in order to minimise the computational and human costs of calculations, while
maintaining sufficient accuracy. A brief summary of th@any possibilites to solve the
Schrédinger's equation is given in Figure lll.2. In this Thesis calculations have been mostly
concerned with the Linearized / Augmented Plane Wave plus Local Obitals (L/APW+o).

3¢
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However, this computational approache is Wsualiable only when applied to crystalline
materials with high symmetry and large compactness.

The explicit use of a basis can be avoided in constructing the KS orbitals by
numerically solving the differential equations on grids. However, it is impoitamiote that
nearly all approaches that have been proposed for solids, including the L/APW+lo methods,
do rely on a basis set expansion for the KS orbitals. Because of this, the discussion is here

confined to methods that do use a basis in which theliiSleare:
| o I
j(r)=ac.rf.(r) {10)

where thej (r) are the basis functions and tli, are the expansion coefficients. Given a
choice of basis, the coefficients are the only variables in the prolsiece the density
depends only on the KS orbitals.

All electrons «Full Potential »

Selfconsistent(SCF)——]
—— All electrons «Muffin-Tin »

Non relativistic — Generalized Gradient Approximation (GGA)

Relativistic Local Density Approximation (LDA,LSDA)
MY 2 M M k k  k
|_' 1/2N +V(r)+exc(r)Jgi =€ g
A 4 A .
Non Periodic____ ' Gaussian
iadi Atomic
Perlodl.c —orbitals | Slater type
Symmetric—_| _ Numeric
No Spin—
_ _ P! Augmented Planes (FR./APW+lo)
Spin polarized —

Figure 111.2 : Schematic representation of various Bif@sed methods of calculation



Chapter Il Density Functional TheerDFT—

Since the total energy in DFT is variational, the solution of thecmatdfistent KS
equations pernst to determine th€i4 for the occupied orbitals that minimise the total energy.
In order to eliminate the unknown functiongfr] the total energy can be rewritten using the

single particle eigenvalues:

E(r)=6,(r)+& & +E.(r)- ¢ (rr)éelxc(rrﬁ%VH (rr)gj (11.12)

occ

where the sum is over the occupied orbitals ey andVy. are given by Eqsll -4, 111-6 and
11 -8, respectively.

Density functional calculations require the optimisation of t8g, and the
determination of the charge density (degure I11.3. This praedure is usually performed
separately and hierarchically. Using standard matrix techniques it is possible to repeatedly
determine theCia that solve the singldeqg. IlI-5 for a fixed charge density. Hence, given the
basis, the Hamiltonian and the overlagrioes, H and S, can be constructed and the following
matrix eigenvalue equation,

(H- &S)C =0 )

The equation (IH12) is solved at eachpoint in the irreducible wedge of the Brillowzone.

The optimisedCis will yield the exact seltonsistent solution only if the true occupied KS
orbitals can be expressed as a linear combination of the basis functions. In the case where they
cannot be expressed exactly in term of the basis, amxappte optimal solution (i.e the one

that gives the lowest possible total energy for the basis) will be found. Therefore, the quality
of a basis set can be measured by comparing how much the total energy evaluated with the
orbitals ofEq. Il - 10 differs fom the true KS energy.
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— rin—l
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Solve Single Particle
: KS Equations |
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MlX routrin ‘

Figure 111.3 : Flow-chart for seliconsistent density functional calculations.
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Ill. 6. The basis sets

With the general term efficiency we usually refer to the number of basis functions
needed to dueve a given level of convergence, whereas with the bias we describe whether or
not a basis could favour certain regions of space over the others like, for example, being more
flexible near the nuclei than the interstitial regions. By looking at thesutfiffiin estimating
the matrix elements, the simplicty of the basis is also defined. The basis completeness
indicates whether the basis can be improved by increasing the number of the functions. Plane
wave sets are known to be inefficient in the aboveestar a large part of solids. However,
this is not necessary a defect since it only reflects the fact that they are unbiased. Moreover,
plane waves form a simple and complete basis. Accuracy can be reached by increasing the
number of plane waves in theslgaand the convergence of a calculation can be monitored by
changing the plane wave «off.

Furthermore, due to the simplicity of this basis the implementation of the plane wave
codes is relatively easy and the matrix elements of many operators cpidlyeestimated.

Many operators can be made diagonal since the plane waves expanded wave functions can be
transformed efficiently from reciprocal space, i.e. coefficients of the plane wave expansion, to
real space using Fast Fouries Transforms (FFT)aricytar, it is important to note that the

kinetic energy and momentum operators are diagonal in reciprocal space and the operation of
the local potentials is diagonal in real space. Looking at the EfQ Il is evident that the

most efficient basis seonsists of the KS orbitals themselves and an exact calculation is thus
achieved using a basis set size equal to the number of occupied orbitals. However, despite this

possibility the KS orbitals are, in general, unknown at the beginning of the aaiculati

[ll. 7. The Self Consistent Field in DFT

As shown by the theorem of Hohenbkahn the total energy is variational and this
means that the true ground state density is that which minimises the energy. When the LDA
approximation is introduced to th& [r] the true variational principle does not exists
anymore and there is no guarantee that the energy obtained by minimising the energy

functional will be higher than the exact ground state energy. Consequently, the true ground
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state charge density wilhigeneral not minimise the approximate energy functional. However,
the calculations can be done by knowing that minimising a good approximation to the energy
functional, a good energy and density should be obtained. The procedure is thus exact only for
the true energy functional. Since we do not know the form of the single particle kinetic energy,
Ts [r], in Eq. 111-3, the minimisation proceeds through the KS equations, where the variation is
with respect to the orbitals, or in a basis set expansion tacdbficients G;. With a fixed

basis these are the only parameters that can be varied. The problem is to find the coefficients
that minimise the energy functional (Efjl-11) paying attention on keeping the orbitals
orthonormal to each other. The direanimisation of the total energy with respect to the C

was proposed by Bendt and Zunger in 1984 pnd is the core of the G#&arrinello (CP)

method R5.

In spite of the computational advantages, this approach has not yet become popular for
methods tht use noiplane wave basis sets. This is due to the complexity of the optimisation
problem where typically hundreds or thousands of parameters are present even for small
problems. Therefore, it is because of this complication that historically the dtesedar
consistency cycle shown in Figuid.2 has been used to refine iteratively the density by
alternately solving the Eqdll-5 and IIF6. For a given charge density the HY.-12 is
diagonalised (ensuring the orthonormal orbitals) and an outpujechkiansity is constructed
from the eigenvectors using E4l-6. This charge density is then mixed with the input to yield
a refined input for the next iteration. The simplest mixing scheme is represented by the straight
mixing:

ri=(1-a)r

in 'in +ar i (IIB)

i out

The superscript refers to the iteration number ang the mixing parameter. In order to avoid

the decreasing of the radius of convergence with the increasing, for example, of the unit cell
volume a mae sophisticated mixing procedure which takes into account the information from
previous iterations is used. The convergence is normally accelerated by using the Broyden's
method R§.
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Chapter IV

Full Potential Linearized / Augmented
Plane Wave plus Local Orbitals
- FP-L/APWH+lo -

Abstract :

In this chapter, we attempt to present the fundamental concepts of the linearized /
augmented plane wave plus local orbitals (L/APW+MJe show also the differents versions of
(LLAPW+lo) and thier main developing steps in terms of linearization, full potential, local
orbitals and mixed basis sets.
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Once the DFT equations are defined in terms of the functional, there are several
techniques to solve them. A natural basis for calculating theelentton wave functions in
periodic solids are plane waves (PWs) corresponding to Bloch functions lapeled kb
vector of the first Brillouin zone (BZ). PWs are, however, a very inefficient basis set for
describing the rapidly varying wave functions close to the nuclei. In order to overcome this
difficulty one can either eliminate these oscillations, dueth® presence of the core
electrons, as done in pseudopotential calculations or one can augment the PW basis set.
One example of the latter approach has led to the linearized /augmented plane wave plus
local orbitals (L/APW+lo) method that is now establghte be one of the most accurate

schemes and thus will be the focus of the present chapter.

IV. 1. The augmented plane wave method (APW):

In 1937 Slater1]2] introduced augmented plane waves (APW) as basis functions
for solving the oneelectron equatios, which now correspond to the Kelam equations
within DFT. In the APW scheme the unit cell is partitioned into two types of regions: (i)
spheres centered around all constituent atomic sitewith a radiusR,, and (i) the
remaining interstitial regn, abbreviated a$ (see Figure IV.L In this case the wave
functions are expanded into PWs each of which is augmented by atomic solutions in the
form of partial waves, i.e. a radial function times spherical harmdnicparticular, radial
solutions of Schrédinger's equation are empldy@side non overlapping atom ntered

spheres and plane waves in the remaining interstitial zone.
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Interstitial (1)
Sphere @)

Sphere @)
Interstitial (1)

Figure 1V.1: Adaptation of the basis set by dividing the unit cell into atomic spheres and

intersttial regions.

The introduction of such a basis set is due to the fact that close to the nuclei the

potential and wave functions are very similar to those in an atom, while between the atoms

thenare smootheiThe APWs consist of :

1 AaunlneN,(r).  reR,
i(F)=t m ror ) N
i (r) -:le’zéceexp(i(km).rr), (1 (R)

In the above relationg is the wave functionWis the unit cell volume,r is the position

inside spherea with the polar coordinates , k is a wae vector in the irreducible
Brillouin zone (IBZ) and up, is the numerical solution to theadial Schrédinger equation at

the energye The KS orbitals/;(r ) are expressed as a linear combination of AP\Ys).
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Inside the MT sphere a KS orbital can only be accurately describedhithe APW basis
functions is equal to the eigenergy,q . Therefore, a different energiependent set of

APW basis functions must be found for each eigenenddgy.and a,, are expasion
coefficients;E,; is a parameter (set equal to the band energy)\atite spherical component

of the potential in the sphere.

e d? (1 +1 y
& <+ v () B gu, () =0 ()

The use of these functions has been motivated by Slater byg twdinplane waves
are the solutions of the Schrédinger's equation in a constant potential and radial functions
are solutions in a spherical potential. This approximation to the potential is called -'muffin
tin" (MT).

Since the continuity on the spheres rmaries needs to be guaranteed on the dual
representation defined in Eq. -l constraint must be imposed. In the APW method this is
done by defining theu,,, in terms of Cg in the spherical harmonic expansion of the plane

waves.

a6’ o ror
u, = ﬁ@% Ced,(k +g|)V; (k+G) )

The coefficient of eacim is matched at the sphere boundary and the origin is taken at the
centre of the sphere (R is the sphere radius). Giheare determined by the plane wave
coefficients C;) and the energy parametels, which are the variational coefficients in
APW method. The functions labelleG are the augmented plane waves (APWSs) and
consist of single plane waves in the interstitial zone, which are matched to the radial
functions in the spheres.

A more flexible ad accurate band structure calculational scheme is the LAPW
method where the basis functions and their derivatives are made continuous by matching to

a radial function at fixe#; plus its derivative with respect &p.
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IV. 2. The linearized augmentedplane wave method (LAPW) :

Several improvements to solve the energy dependence of the basis set were tried
but the first really successful one was the linearization scheme introduced by Andersen [3]
leading to the linearized augmented plane wave methodARW the energy dependence
of each radial wave function inside the atomic sphere is linearized by taking a linear
combination of a solutioru at a fixed linearization energy and its energy derivaiie

computed at the same energy.

& [acu, (1) +bedlr Y. (), rPR,

Wl’zaC exp((k+G)r) rl | (V4)

where theb,, are coefficients for the energy derivative analogous toathe The basis
functions inside the spheres are linear combinations of a radial funaligns Yi, (r) and
thelr energy derivativesu((r) Y, (r) and &(r) Y, (r) are the augmenting functions). The

are defined as in the APW methoq( IV-2) and the energy derivativeg(r) Y, (1),

satisfies thdollowing equation:

¢ d? 1(+D)
gdr r?

v(r)- E gmcm(r): rup (1) (A6)

The LAPWs provide a sufficiently flexible basis to properly describe eigenfunctions with
eigenenergies near the linearization energy, which can be kept fixed. This scheme allows
us to obtain all eigenenergies with a single diagonalization in contrast to APW.

The LAPWSs are plane waves in the interstitial zone of the unit cell which match the
numerical radial functions inside the spheres with the requirement that the basis functions
and their derivatives are continuous at the boundary. In this method no shape
approximations are made and consequently such a procedure is often calpdtefil
LAPW" (FP-LAPW). The much older muffiin approximation corresponds to retain only
the| = 0 andm = 0 component inEq. IV-5. A spherical average inside the spheres and the

volume average in the interstitial region is thus taken.
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Inside atomic sphere a linear combination of radial functions times spherical
harmonics, Y|,(r), is used.The linear combination ofy (r) and &(r) constitute the so

called "linearization" of the radial functionu (r) and &(r) are obtained by numerical
integration of the radi Schrodinger equation on a radial mesh inside the sphere.

The LAPWs have more variational freedom inside the spheres than APWSs. This
greater exibility is due to the presence of two radial functions instead of onsplhreital
potentials inside spheresan be now treated with no difficulty. There is however, a price to
be paid for the additional exibility of the LAPWS: the basis functions must have continuous
derivatives and consequently higher plane waveoftst are required to achieve a given
level of convergence. Further, the asymptote problem (R) appears in the denominator
of expression (Eq N8) and if zero leads to a decoupling between planewaves and radial
functions. In the vicinity of the asymptote the secular determimanstronglyvarying)
found in the APW method is now overcome by the presence of theermn, (R) value.

The solution of the KS equations are expanded in this combined basis according to the

linear variation method:
— o H
y k — a. CrJ kn (IM

and the coefficientsc, are determined by the Rayleifflitz variational principle. The
convergence of this basis set is controlled by aoffubarameterR,; ~ Kmax WhereRy IS
the smallest atomicphere radius in the unit cell anl.x IS the magnitude of the largest
Kn vector inEq. (IV-6).

IV. 3. The augmented plane wave plus local orbitals method (APW+lo):

Recently, an alternative approach was proposed by Sjostedt di, adarhely the
APWH+lo (local orbitals) method. Here the augmentation is similar to the original APW
scheme but each radial wave function is computed at a fixed linearization energy to avoid
the norlinear eigenvalue problem that complicated the APW method. Thus only the
condition of continuity can be required and the basis functions may contain a kink at the

sphere boundary.
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The missing variational freedom of the radial wave functions can be recovered by

adding another type of local orbitals containing and & term.
()= e a6, roR, -
i 0, ri |

The local orbitals are evaluated at the same fixed energy as the corresponding APWSs. The
two coefficients are determined by the normalization and the condition hbeatotal
orbital has zero value at the sphdoundary. In this version& is independent of the PWs,
since it is only included for a few local orbitals and not associated with every plane wave.
Recently it was demonstrated that timew scheme can reach the same accuracy as LAPW
but converges faster in terms of number of PSYsThe highest efficiency was found for a
mixed basis set in which the “physically importattuantum numbers are treated by
APWH+lo but the higherl by LAPW. It was shown in5] that quantities such as the total
energy, forces converge significantly faster with respect to the number of basis functions
than with the pure LAPW procedure but reach the same values. In LAPW the force

changes sign and thus the atorould move in the wrong direction for a too small basis
set, whereas in th&PW+lo scheme the force converges smoothly and much faster. For

large systems the matrix si2¢ can be about halved and thus the computational cost can be
an order of magnitude lessnce the diagonalization scales with

The new scheme combines the best features of all-B&3d methods available.
The LAPW converges somewhat more slowly than the APW method as has already been
pointed out by Koelling and Arbmar][ since the corigint of having differentiable basis
functions makes LAPWSs less optimally suited to describe the orbitals inside the sphere.
This justifies going back to APW but the enemgiependent basis introduced in LAPW is
crucial for avoiding the nonlinear eigetw& problem and thus is kept, too. The local

orbitals provide the necessary flexibility [7].
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IV. 4. The full potential calculation :

The muffin tin approximation was frequently used in the 1970s and works
reasonable well in highly coordinated (ntiefa systems such as face centered cubic (fcc)
metals. However, for covalently bonded solids, open or layered structures, Muffin tin
approximation is a poor approximation and leads to serious discrepancies with experiment.
In all these cases a treatmenithaut any shape approximation is essential. Both, the
potential and charge density, are expanded into lattice harmonics (inside each atomic

sphere) and as a Fourier series (in the interstitial region).

) insidesphere,

B VYol
rr) I -8)

]
I Im r
aVv exp(i K

v(r)= ; a outsidesphere.

K
Thus their form is completely general so that such a scheme is termgmbtdutial
calculation. The choice of sphere radii is not very critical in full potential calculations in
contrast to muffin tin approximation, in which one would obtain differradii as optimum
choice depending on whether one looks at the potential (maximum between two adjacent
atoms) or the charge density (minimum between two adjacent atoms). Therefore in muffin
tin approximation one must make a compromise but iRphintal calculations one can

efficiently handle this problem.
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Chapter V

Results and Discussions

Abstract :

This chapter is devoted to the principle results ofLFAPW+o calculations
performed on AIN and GaN compounds and doped with manganese. In part |, we study the
structural, elastic and eleshic properties of [HN compounds (AIN and GaNat zero
pressure and under hydrostatic pressure. In part |, we concentrstiedyche effect of
manganese (Mn) on AIN and GaN compounds and we determine the pahcip
characteristics of diluted magnetic semiconductors AIN:Mn and GaN:Mn irtheir

ferromagnetic phase.



Part | Properties of AIN and GaN compounds

V. I. 1. Numerical details

Our calculations are performed using the scalar relativistiepdtdintial linearized /
augmented plane wave plus local orbitals -[(F#RPW+lo) [1] approach based on the
density functional theory 2] within the LDA and GGA usingthe scheme of Perdew,
Brouke and Ernzerhof 3. We adopt the Ceperledider [4] forms for exchange
correlation energy as parametrized by Perdew and VBang [

In the present calculations we apply the most recently version of Vienna package
WIEN2k 2003 ¢,7]. In this new version, the alternative base sets (APW+I0) is used inside
the atomic spheres fothose chemically important |-orbitals (partial waves) that are
difficultly converge (outermost valence, @, or fstates), or for atoms where small atomic
spheres must be use10]. For all the other partial waves the LAPW scheme is used.

Moreover, we employ the semirelativistic approximation (no spin orbit effects
included) whereas the core levels are treated fully relativistichllyy [n particular, e Ga
is considered in such as to include explicitly the semicbrelectrons in the valence bands.

In the following calculations, we distinguish the AI{12s 2p°), Ga (18 28 2p° 3¢ 3p°),
and N (18) innershell electrons from the valence electroh&lo3s® 3p'), Ga (3d° 4¢
4p') and N (28 2p°) shells.

The remaining core states are -sghsistently relaxed in  a spherical
approximation. Inside the naverlapping spheres of mufftim (MT) radius (Rsr) around
each atom, spherical harmonics expamss used. We choose the plane wave basis set for
the remaining space of the unit cell. For AIN and GaN we adopt as the MT radius, the
values of 1.82, 1.8 and 1.6 Bohr for Al, Ga and N respectively. The maxihwatue for
the wave function expansion ide the atomic spheres was confined @,.= 10. In order to
achieve energy eigenvalues convergence, the wave functions in the interstitial region is
expanded in plane waves with a cutoff Riir * Kuyax = 8 (where Kyax is the maximum
modulus for the recipoal lattice vector, andRvr is the average radius of the MT spheres).
The k integration over the Brillouin zone is performed using Monkhorst and BRagk [
mesh, vyielding to 10k points in the irreducible wedge of the Brillouin zone for both
zincblende andwurtzite structures. The iteration process is repeated until the calculated

total energy of the crystal converges to less than 0.1 mRyd.
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The groundstate structures of AIN and GaN are wurtzite, but these compounds
have also been reported to stabilize ie thincblende structure (see Rel3]). The
zincblende and wurtzite structures are schematically depictedigureFV.1.1. For the
zincblende structure, determination of the theoretical equilibrium geometry is

straightforward since there is just one lattmonstanta with two atoms per unit cell, one at

r
(O, 0, 0) and the other a&(— ) with unit vectorsa 85 . lc—.’a, b:ée—l,o l--a and
e 2 2¢p e2 2g
r_ad 1 .6
C _QE > O-a. For wurkite there are four atoms per hexagonal unit cell. With the unit
e [4]
vectors & ﬁ O, b= i - E,Oja and (r: = 8%,0,3—%, the positions of the atoms,
2" 2 & § 2 5 e ag
. . rer 11 , 1
in units of a,b,c are (0, 0, 0) and—( 3 E) of the first type and (0, Oy) and ég

u+%) for atoms of the second type, whaueis the dimensionless internal parametdhe

wurtzite phase experimentally observed at low pressure in these and related compounds

has u, »g and c/a»1.633, which leads within experimental accuracy tetrahedral

o . 8 : .
coordination at theideal values u, =§ andc/ a:\/%, all four nearesheighbor distances

are equal and all bond angles are ideal tetrahedral angles (109.5°).
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Figure V.I. 1(a). Schemaitic illustration of the cubic zincblende structure.

Figure V.I. 1(b). Schematic illustration of the hexagonal wurtzite structure.
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V. |. 2. Structural properties

V. . 2. 1. Zincblende phase

The structural properties in the strfiee case are obtained by a minimization of
the total energy depending on the volume for AIN and GaN in the zincblende structure (see
Figures V.1.2. ¢ compute the lattice constants, bulk modulus and the pressure derivative
of the bulk modulus by fiting the total energy versus volume according to the

Murnaghan's equation of stafe]:

_ Vi é(lvo (VO)B' u
E(V )= Eofv +~(L)AB-—)+— - 17, 1
( ) ( ) B/ B/-lg v/ WV H (V41)

where E, and V, are the energy and volume at equilibriurB. and B are the bulk modulus
and it's the pressure derivative.

In Table V.I.1 and Table V.l,2our results of structure optimization for zincblende
AIN and GaN within LDA and GGA calculations are summarized and aechpavith
some available experimental dat& [1g and recent published calculatiodg{40].

With GGA calculation for GaN, the lattice constant is found 1.4% larger than LDA
calculation, whereas for AIN a difference of 2% is observed. Correspondinglyalties
of the bulk modulus obtained by GGA are smaller by 8.7% (AIN) and 14% (GaN) than the
LDA results. We find that LDA vyields a slightly smaller lattice constant than experiment
(by 0.48% and 0.6%), while that of GGA is 1% and 1.33% larger for AIN aa, G
respectively. Compared to experiment, the LDA overestimates the bulk modbki®as
GGA underestimating it. The LDA values are therefore in significantly better agreement
with experiment and it appears that GGA does not bring about significant emeraty
over LDA for AIN and GaN.

The calculated bulk modulus is the same as those found elseVidagremginly
with the wellconverged pseudopotential calculations. Moreover, it has been shown few
years ago 49 that anharmonic corrections due to phononratibnal energy may
considerably reduce the value of the bulk modulus, even at temperature T = 0 K. This
confirms the reliability of our obtained value of bulk modulus. One should also notice that
the experimental values of the bulk modulus are somehoertaimcdue to the difficulty of
growing highquality single crystals of HV nitrides.
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Figures. V.l.2. Total energy as a function of the volume for zincblende AIN and GaN with
LDA and GGA calculations.
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Table V.1.1. Lattice constants a, bulk ndoilus B, and pressure derivations of the bulk

modulus B’ of zincblende AIN.

This work Calculations Experiment
LDA GGA LDA GGA
a (A 4349 4.409 43T4376 439447 43F
B (GPa) 211.78 1933 213216 19 -
B’ 3.90 3.8 3.2-3.86 3.8 -

2 Réfs. [17-40], " Refs. [30,33,37]° From wurtzite structure Ref. [15]

Table V.1.2. Lattice constants a, bulk modulus B, and pressure derivations of the bulk

modulus B’ of zincblende GaN.

This work Calculations Experiment
LDA GGA LDA GGA
a (A 4461 455 44464537F 455459 450
B (GPa) 202 172.6 191-202 156 185"
B’ 4.32 4.3 3.94.14 4.2% -

2 Refs. [1740],° Refs. [30,33,37]° Ref. [15],
‘ Ref. [16], The Bulk modulus may be derived from the elastic constar&raéc11 + 2012)/ 3,

these values are obtained from the experimental hexagonal elastic constants [15].
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V. . 2. 2. Wurtzite phase

Under normal conditions the AIN and GaN compounds crystallize in the wurtzite
structure, although it has proved possible to grow ablEnde modification using epitaxial
techniques 41,43. The wurtzite form is a hexagonal structure (with two formula units per
unit cell), which can be described by three structure parameterg and an internal
parameteru. To determine the equilibriurgeometry of the wurtzite phase, we optimize the
independent parameteig (volume of the unit cell),c/a ratio andu as follows: In the first
step, we assume the ideal wurtzite structure and determine the equilibrium volume by
varying the lattice constard. Then, keeping the equilibrium volume fixed and u, dhe
ratio is varied to find the optimum value. At neMa ratio we lance again vary the lattice
constanta, to determine the new equilibrium volume. Then, having foora and V, vary
the internal pametern to minimize the total energy.

In Figures V.I.3 and V.l.4we plot the total energy versus volumes, tiie ratios
and the internal structural parameter. The LDA and GGA valuegaofatios are identical
and equal to 1.6 for AIN and 1.628 for GaMis value is in an excellent agreement with
the experimental datal$] and other theoretical valued740,43,44]. The optimal value
for u, ueq is of 0.38 for AIN and 0.375 for GaN, which is identical to the experimental
results of Ref. 15], and it isalso \independent. The calculated structural parameters of
wurtzite AIN and GaN are listed ifable V.1.3 and Table V.1.4.

Our lattice constants as obtained using the GGA are about 1.4% and 2% larger than
the LDA values for AIN and GaN respectively. Witbspect to experiment, LDA lattice
constants is smaller by 0.58% and 1%, while that of GGA is 0.83% and 1% larger for AIN
and GaN, respectively. The bulk modulus are obtained using GGA are smaller about
10.3% and 19% for AIN and GaN compared with experiaheralues The LDA values
are also in wurtzite structure therefore in significantly better agreement with experiment
and it appears that GGA does not bring about significant improvement over LDA for AIN
and GaN.
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Table V.1.3. Lattice constants a and c, c/a, internal parametebulk modulus B, and

derivative B’ of wurtzite AIN.

This work Calculations Experiment
LDA GGA LDA GGA
a (R) 3.093 3137  3.05F411& 3113313F 3IIf
c(A) 4.952 5.023  4.9435.046 5.0225.04P 4.978
cl/a 1.601 1.601  1.6041.619 1.6021.6193 1.60F
u 0.3801  0.3801 0.3800.383% 0.78980.38F 0.38%
B (GPa) 212.16 192.35 19521% 192 185217
B’ 3.878 3.757 3.633.82  3.9¢ 5.7-6.3

2 Refs. [2138,44,49]" Refs. [30,33]¢ Refs. [13,15],% Refs. [13,46]

Table V.1.4. Lattice constats a and c, c/a, internal parameter u, bulk modulus B, and

derivative B’ of wurtzite GaN.

This work Calculations Experiment
LDA GGA LDA GGA

a (A 3.157 3224 3.0953.19F 3249 3.183.197
c(A) 5.14 5.25 5.0-5.228 5.296 5.1665.185%
cla 1.628 1.628 1.6221.639 1.632 1.6241.627F
u 0.3756 0.3757 0.3750.378 0.3762 0.3750.377
B(GPa) 20396  171.2 195213 172 188-22(
B’ 4.565 45516 4.2-4.5 5.11° 3.24.3

2 Refs. [2138,43,44,49]° Refs. [30,33]° Refs. [13,15],° Refs. [13,48,5,52]
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V. I. 2. 3. Rocksalt phase

The structure of the tetrahedral compounds is determined by the competition
between the energy gain obtained by formation &f tspnds (as in the zincblende or
wurtzite, rocksalt structure) and the gain in Madelungggneiue to a larger coordination
number. The zincblende (or wurtzite) structure is -fioloi coordinated, and the rocksalt is
six-fold coordinated. The more ionic compounds will prefer therefore rocksalt to
zincblende (or wurtzite) structure, and accordiagthe PhillipsVan Vechten theory$] a
critical ionicity, f. = 0,785, exists such that compounds with ionicities larger than this
crystallize in the sikfold coordinated structure, whereas the others are stable in the
tetrahedrallybonded structures,rmblende or wurtzite.

In our totalenergy calculations we have examined the -pigissure rocksalt
structure of AIN and GaN compounds. Figuk$.5 show thefitted total energy versus
volume curves of AIN and GaN compounds. TableV.1.5 and Table V.l.6the results for
the calculated structural parametesgthin LDA and GGA calculationsare given and
compared with available experimental da#6-48] and theoretical works4B,49,50. We
find that our lattice constants obtained using GGA are 1.5% and 120@é6 than those
obtained using LDA for AIN and GaN, respectively. The bulk modulus obtained using
GGA is about 8.9% smaller for AIN and 15.33 % smaller for GaN. We notice that the
structural properties determined with LDA and GGA calculations of rockBdland GaN

exhibit a similar conclusion mentioned in the case of zincblende and wurtzite phase.
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LDA and GGA calculation.
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Table V.1.5. Lattice corstants a, bulk modulus B, and pressure derivations of the bulk

modulus B’ of rocksalt AIN.

This work Calculations Experiment
LDA GGA LDA GGA
a(A) 4.014 4.074 3.978 - 4.048
B (GPa) 276.6 252 272 - 221°
B’ 3.998 3.901 3.8 - 4.8

2 Ref. [49],°Ref. [55] ¢ Ref. [46].

Table V.1.6. Lattice constants a, bulk modulus B, and pressure derivations of the bulk

modulus B’ of rocksalt GaN.

This work Calculations Experiment
LDA GGA LDA GGA
a (A 4183 4.263 4185428 4277 -
B (GPa) 249.2 211 2352571 211.8 248
B’ 4.436 5.415 3-4.71 4,50 -

2 Refs. [43,49,52] Ref. [43], Ref. [48],.

V. I. 2. 4. The relative stability and phase transitions:

The wurtzite AIN and GaN are known to transform under -pigissure to the
rocksalt (RS) structa. In spite of several experimental and theoretical investigations, the
transition pressurep;, of the wurtzite to rocksalt transition is still a controversial issue (for
a review see Ref. [3]), and so does the compressibility (or bulk moaglp)sof WZ -AIN
and -GaN. The first evidence of a transition of GaN under high pressure to an unknown
crystal structure was provided by thera§ absorption spectroscopy (XAS) measurements
of Perlin et al. $1,53, at about 47 GPa. For AIN, the WZ to RS transitias been
reported to occur at 22.9 GPa by Ueno ebdl Munoz and KuncH4] have predicted the
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unknown highpressure structure to be the RS phase, usingpfirstiples pseudopotential
planewave (PAPW) calculations. This prediction of GaN has beenfitoed by the Xray
diffraction investigations of H. Xia et ag and Ueno et al5[3], which gave values fop;

of 37 and 52.2 GPa, respectively. For AIN, the prediction values are reported by H.
Vollstadt et alg5 and Q. Xia et al.4f], which gavevalues forp; of 1416.6 and 140
GPa, respectively. One should note that the above valuep, farere obtained upon
pressure increase. The discrepancies between the above experimental regylthafe
been attributed to the sensitivity of the techies) used, as well as to the nature of the
samples (powder4B,53 versus single crystal5[,52]. On the other hand, fupotential
LMTO calculations $6] gave a value of 38.2 GPa, for GaN the ZB to RS transition, in
accord with the experimental result &f& 1,53.

Figures V.l.6show the fitted E;,; versusV curves of the three phases of AIN and
GaN considered, calculated by using LDA and GGA calculations. The important features
to note from those figures are the difference between the equililgtjginof the WZ and
ZB phases is smaller (the LDA and GGA results are of (0.1077 for AIN and 0.03901eV for
GaN) and (0.09464 for AIN and 0.09354eV for GaN), respectively). This is expected, since
the ZB and WZ phases have local tetrahedral bonding and theydifietyin the second
nearest neighbors. This also explains the epitaxial growth of GaN in the WZ or ZB forms,
depending on the substrate [57].

The p; of the WZ to RS and ZB to RS transitions of AIN and GaN are determined
from the constraint of equal statattice enthalpy. The results fqs; obtained are listed in
Table V.I.7 compared with other available theoretical results and experimental data. The
present results agree with the theoretical values and experimental data. Our results is
similarity between the WZ and ZB and show that the gradient corrections to the LDA
(included via GGA) have very small effectsmnof AIN and GaN
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Figure V.1.6. Total energy as a function of the volume for zincblende, wurtzite and
rocksalt AIN and GaN with.DA and GGA calculation.
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Table V.1.7. Transition pressures ¢p for AIN and GaN.

This work Calculations Experiment
LDA GGA LDA GGA
ZB® RS 4.0 5.3 7.2 - -
AN Wz® RS 8.2 9.5 9.13 12.9, 16.6 - 14-16.6, 22.9,
12.916"
7B® RS 33.2 35,5 38.15,42.6,53.80, 40.80 -
GaN 38.2F, 42.9
WZ® RS 34.1 36.2 42.9 38.10,51.8, 42.3¢ 47-50, 37, 52
50°, 55, 56°

= Ref. [49],° Ref. [69],° Ref. [22] ¢ Ref. [43], ¢ Ref. [52]," Ref

' Ref. [51,52] Ref. [48]

. [55] ¢ Ref. [53] " Ref. [46],
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V. |. 3. Electronic properties

V. l. 3. 1. Band structures

V. 1. 3. 1. 1. AIN compound

The electronic band structures of zincblende and wurtzite AIN along symmetry
lines are displayed in Figureg.l.7 for LDA and GGA calculations. The calcwdt band
energies at higgymmetry points are given in Table V.L.8. The band structures are
calculated at the appropriate theoretical equilibrium lattice constants for LDA and GGA,
respectively. Comparing LDA and GGA calculations in the zincblende structeresee
that the band structures are very similar, except that the banddgapaint for the GGA
result is about 0.39 eV~9%) smaller than LDA result. The conduction bands in GGA
calculation are shifted down slightly in energy, but this shift is nataohand depends on
the k point and energy. Slight differences are also seen in valence bands: in this case GGA
bands lie higher in energy than those of LDA, leading to slightly reduced bandwidths. The
difference observed between LDA and GGA for bandctstrer in zincblende phagsee
Figure V.1.7(a)) is primarily due to the larger lattice constant obtained using GGA
compared to LDA. If instead, the experimental lattice constant is used, the calculated
bandgap for AIN in zincblende structure is the samwithin 0.02 eV for LDA and GGA.

The band structure for AIN in the wurizite phase exhibits a qualitatively similar
behavior (see Figure V.I. 7(b)): the direct bandgap for GGA result is found to be 0.49eV
(10%) smaller than LDA resullt.

The zereenergy refeence is the valendgand maximum. It occurs at th& point,
whereas the conductidbsand minimum occurs at the X point. Therefdie bandgap of
zincblende AIN isG-X indirect and no semicore d bands are involved. Thus, we obtain an
indirect bandgap of 311 eV and 3.304 eV for LDA and GGA, respectively, in good
agreement with other predictions calculations [23,27,28,33,38,58,59] (see Table V.1.8 for
comparison).

In wurtzite AIN, the bandgap is 4.3 e¥ind 3.30 eV for LDA and GGA,
respectively,and direct taG point; this is in close agreement with the results of Wright and
Nelson 27], Vogel et al [28], Pugh et al [59] and Rubioet al [23], who used plansavave
pseudopotential totanergy calculations in the LDA approximation. The value of

experimental engy gap of WZAIN determine by Berger6] is found about 6.28 eV.
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Thus our LDA and GGA underestimate the bandgap by 1.98-8¥A4). The total valence
bandwidths are 14.8 eV for ZBIN and 15.12 eV for WZAIN.

o

Energy (eV)

'
o

AIN (ZB)

Figure V.1.7. LDA and GGA Band staiures of AIN along the principle high

symmetry directions in the brillouin zone in (a) zincblende and (b) wurtzite phases. The

energy zero is taken at the valence band maximum.
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Table V.I1.8.Calculated bandgaps, antisymmetric gapdFuppervalencebandwidth

(UVBW) and total valence bandwidth (TVBW) for wurtzite and zincblende structures of

AIN compared to other theoretical calculations and experiments. All energies are in eV.

This work Calculations Experiment
LDA  GGA
Waurtzite
E«G'-G,®) 4395 4.027 3.F 58 447 4.7 6.28', 6.3
474 4.F 54P
E«G'—Ki® 4994 5072  4.38,5.44 -
E«G'-M,% 5811 5761 522, 51F -
E«G'-A°) 6651 6.278 459 -
Easy 6.75  5.33 7.7 (6.74, 6.86) -
UVBW 6.12 5866 6.9 6.0(6.28,5.93) 6.0"
TVBW 15.13 15.01  17.4¢ (15.64,15.3%) 16.0°
Zincblende
EgGis'-G9) 4325 3.945 438, 4.3, 475, 4.7, -
EgGis'— X9 3211 3304 3.2 3.7, 3.1 49 57F -
EgGis'—L,% 7.383 7.12 - -
Easy 707 7.42 7.6 -
UVBW 598 574 5.9 6.0 -
TVBW 14.92 14.824 15.P -

aRef. [23], ° Ref. [25], ¢ Ref.[28], ? Ref. [33], ® Ref.[59], ' Ref. [58], ¢ ref [62]," Ref [60],

' Ref [41],) Ref [70]," Ref [22]
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V. 1. 3. 1. 2. GaN compound

The electron energy band structures of zincblende and wurtzite GaN at normal
pressure along principal symmetry points in the Brillouin zone are showdigunesV.l.8
for LDA and GGA calculations.Principle features of the calculated band structure such as
bardgaps are given in Tabl&/.1.9. As in the case of AIN, the band structures look rather
similar. The bandgap is about 0.40 eV21%) smaller for GGA as compared to LDA.
Similar results are obtained for the wurtzite structure: GGA vyields a bandgap
approximatly 0.41eV {19.3%) smaller than LDA. This, as mentioned earlier, can be
primarily attributed to the larger GGA lattice constaktowever, the upper valence
bandwidth is improved by the use of GGA (the LDA and GGA values forGAN are
7.35 and 6.855 eVespectively, compared to the experimental result of 7.4 eV [63]).

The most prominent features of the calculated band structures (bandgaps,
antisymmetric gap Hasy) and bandwidths) of Z&aN and WZGaN are listed in Table
V.1.9 for LDA and GGA as well as ler calculations [23,27,28,33,38,58,59] and available
experimental [15] data. In GaN there is a considerable hybridization of the N p orbitals
with the Ga 3d orbitals which reduces the gap. The interaction between the N p and the
occupied Ga d states rdsulin a level repulsion, moving the valerfm@d maximum
upwards. This 1l coupling tends to reduce the bandgaps as it is known for nitride
compounds [18,58,61]. The-@ coupling increases with smaltcpenergy differences and
large overlap between thedporbitals. In WZ-GaN, the band gap dbis 2.1 and 1.691 eV
for LDA and GGA respectively. This is in close agreement with the results of Rubio et al.
[23], Wright et al. [27], Vogel et al[28], and Pugh et al. [59] who used planave
pseudopotential tat energy calculations in the LDA approximation (see Table V...9 for
comparison).The bandgap of GaN is found to be direciGgboint and equal to 1.93 eV and
1.521 eV for LDA and GGA, respectively, which agree well véth initio calculations
[23,27,33,5% Our bandgaps values are underestimated about 41% compared to
experimental one.

The results of other approaches beyond LDA and/or GGA, as HBde[62],

GW quasiparticle [23] and sdliteraction as well as relaxation correction pseudopotential
(SIRC-PP) [28] calculations are also listed for comparison. Only GW quasiparticle and

SIRCG-PP calculation of Rubiet al [23] and Voglet al [28], respectively, yield gap
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energies in reasonable agreement with experiment. However there is an interesting
agreemat between LDA and/or GGA and GW results for the valence bandwidths.
Furthermore it is widely accepted that the LDA and/or GGA electronic band structures
agree qualitatively with experiments work as concerns the ordering of the energy levels
and the shapef the bands.

10

Energy (eV)

FiguresV.l.8. LDA and GGA Band structures of GaN along the principle-high

symmetry directions in the brillouin zone in (a) zincblende and (b) wurtzite phases, the Ga
3d treated as valence states. The energy zekeis at the valence band maximum.
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Table V.I1.9.Calculated bandgaps, antisymmetric gap (Easy ) upfaence bandwidth
(UVBW) and total valence bandwidth (TVBW) for wurtzite and zincblende of GaN
structures compared to other theoretical calculatiomslaxperiments. All energies are in
eVv.

This work Calculations Experiment
LDA GGA
Wurtzite
E(G'-G)  2.10 1.691 2.3 1.9 3.5P 1.76, 3.4743.507

1.7, 4.0, 2.04,2.78
E(G1'—K:%) 4.975 4871  45F 544 -
E«G'—-M% 4966 5075  4.63 5.09 -
E«Gl'—A;®) 4363 3933  4.2¢ 459 -

Easy 5.1 5.01 5.4
UVBW 7.35 6.85 7.8,7.2 7.0 7.4
TVBW 16.11 15.7 16.3 -
Zincblende
E(G'-G)  1.93 1521  3.17 1.6° 1.2, 3.8, 3.3,3.293.35,
1.9 1.89 3.2

E(G'—X9 3.25 3.411 - ;
E(G'—L% 473 4416 - ;

UVBW 7.33 7.062 7.8 7.2 -
TVBW 16.77 13.423 16.3 16.2 -

2Ref. [23]," Ref. [28],° Ref. [33],° Ref.[59], ® ref [24], Ref.[58], ¢ Ref [38]," Ref [63],
'Ref. [25],' Ref [15],“Ref.[70],! Ref [22]
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V. l. 3. 2. Densities of states:

An essential ingredient in determining the electronic properties of solids is the
energy distribution of the valence and conduction bands electrons [64]. For example,
analysis of dielectric functions, transport properties, photoemission spectra of solids
requires knowledge of the electronic density of states (DOS). Theoretical quantities such as
total electronic energy of solid, the position of Fermi level, and tugn@mbabiliies of

electrons call for detailed calculations of electronic density of state.

V. 1. 3. 2. 1. AIN compound

In order to check the accuracy of our band structures results; we applied the
tetrahedron method [65] to calculate DOS.this case we present the calculated total and
partial DOS of AIN in zincblende and wurtzite structures. The DOS is computed using a
mesh of 91 and 140points in the IBZ for ZB and WZ structures, respectively.

Figures V.1.9 show the total, partial and ethprojected DOS integrated over the
atoms for both ZB and WZAIN. While not much difference is expected between DOSs
obtained for the two structures for the occupied states (valence bands), significant
discrepancies are obvious for the unoccupied levaad(iction bands). In particular, the
total DOS for ZBAIN has conduction band DOSs that are shifted toward lower energies as
compared to that of WAIN. For both ZBAIN and WZAIN, the total DOS presents three
regions: the lower part of the valence bargislominated by N<2states, and the upper part
by N 2 and Al ® states. The Al 3s states contribute to the lower valence bands. The first
conduction band inG is predominantly of Al8character. In Figure¥.l.10, we show the
angularmomentum decompdisin of the atonprojected DOS of both ZRIN and Wz
AIN, which are used to analyse the orbital character of different states. The strong
hybridization of Al 3s and Al 3p with N 2jke states can be readily visualized kigures
V.1.10.

From FiguresV.l.9, one can see that the [2and of nitrogen betweer11.98 and
-14.92 eV for ZBAIN and between-12.11 and-15.12 eV for WZAIN is distinct and has
very little mixing with other states. In the case of AIN the nitrogen 2s band is wider and
lower in energ. The large direct bandga@'t'—G'®) in ZB and G"'-G'°) in WB structures
of AIN is due to the Al 8 and N 2 orbital interaction, which forms the lowenergy
bonding state @) and the antbonding state &°). The bonding and astionding states
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are lowered and pushed respectively, relative to the N 2s and Al 3s orbital energies, by the
same amount of-s interaction energy in both structures ZB and WZ. The resulting direct
bandgap must be the same for both-AIR and WZAIN (see TableV.l.8 for

comparison).
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Figure V.1. 9. Calculated total and partial density of states of AIN in (a) zincblende and
(b) wurtzite.
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V. 1. 3.2.1. GaN compound

In this section, we present the calculated total and partial DOS of GaN in wurtzite
and zincblende structures. Figures V.Idow the total, partial and the projectedhsity
of states (DOS) integrated over the atoms for both wurtzite and zincblende GaN,
respectively. While not much difference is expected between DOS obtained for the two
structures, for the occupied states (valence bands), significant discrepanciesica® fab
the unoccupied levels (conduction bands). In particular, the total DOS f@BaRB has
conductionband DOS that are shifted towards lower energies as compared to that of WZ
GaN. For both ZBGaN and WZGaN, the total DOS presents three regiores |diver part
of the valence bands are dominated by N 2s states, and the upper part by N 2p and Ga 4p
states. The Ga 4s states contribute to the lowest valence bands. The first conduction band
in G is predominantly of Ga 4s character.

The Figures V.l.12represent the atorprojected DOS of both ZBaN and WZ
GaN. We see from those figures, that most of the d character resides on the Ga sites, while
that of the s character still comes from N. Furthermore, the 3d electrons in the Ga atom are
more resonant witthe 2s electrons of N.

The large direct band gap in both ZB and WZ structure of GaN is due to the Ga 4s
and N 2s orbitals interaction which forms the lowrergy bonding stateGt') and the
antibonding state G). The bonding and arfionding states ar lowered and pushed
respectively, relative to the N 2s and Ga 4s orbital energies by the same amount of s
interaction energy in both structures WZ and ZB. The resulting direct band gap must be the
same for bottZB-GaN and WZGaN (see Tablé/.1.9 for conparison).
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V. I. 3. 3 Electronic charge densities:

The charge density distribution is an important property of solids in the fact that
provide a good description of the chemical properties. The investigation of chemical trends
in solid-state properties appears as an extremsgful part of new material research.
Performing those calculations, we try to gain some information about-¥e\itfides.

The ionic character of any material can be related to the charge transfer between the
cation and anion. For this sem, we ha¥ calculated the charge densities for AIN and GaN
in zincblende and wurtzite structures. The total valence charge densities for AIN and GaN
both zincblende and wurtzite are illustrated along thé\ Adnd GaN bonds (seeFigures
V.1.13 and V..14). In Figwes V..15 and V.l.16 represent the total valence charge
densities for AIN and GaN in the both zincblende and wurtzite in the (110) plane
containing Al (Ga) and N atoms. One can see clearly that the bonding charge is displaced
strongly from the miepoint beéween the atoms towards the N atom. Besides, one notices
that the situation in the ZB structure is analogous to that of the WZ structure. The
displacement of the bonding charge listed above increases as the difference between the

electronegativity valued the two atoms increases.
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Figure V.1.13. Line plot of the calculated total valence charge densities along-tie Al
bond direction for (a) ZBAIN and (b) WZAIN.
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Figure V.1.14. Line plot of the calculated total valence chargesitiea along the Gal
bond direction for (a) ZB5aN and (b) WZAGaN
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Figure V.1.15. Contour plot of the total valence charge density in the (110) plane of AIN
(a) zincblende and (b) wurtzite.
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Figure V.1.16. Contour plot of the total valence charge density in the (110) plane of GaN

(a) zincblende and (b) wurtzite.
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V. 1. 3. 4. lonicity factor :

The ionicity of the bond is one of the standard concepts in-siids theory.
However, theproblem in defining ionicity of a bond remains the difficulty of transforming
a qualitativeconcept to quantitative formula.

Several considerations are taken into account when performing calculations for
determination of the ionic character they aredisds follows: (i) The ionicity factor can be
related to the difference in electronegativies of two atoms i.e. the Pauling Principle
definition [66]). (i) The charge asymmetry of a catianion bond is suggested to be a
measure of the degree of ionic Eer. This is the basic idea of the Garcia and Cohen
ionicity model [67]. (iii) The antisymmetric (heteropolar) gdfus) has been proposed as a
direct measure of crystal ionic energy by Phillfis).

Two different approaches have been used to c#édcdlee ionicity factor for AIN
and GaN semiconductors in wurtzite and zincblende structures: the Garcia and Cohen
approach based on the valence charge density calculation [67], and the Pauling definition
based on the electronegativity values of the elesnent

The scaling law introduced by Garcia and Cohen was successful in predictihg the
behaviour for a wide variety of semiconductors. Garcia and C{@gnsuggested using
the asymmetry the charge density oftetrahedralbinary compound to measure their
ionicity. However, these authors calculated charge densities using theenéotsl
pseudopotential method, and they deduced that ionicity factors exhibit a large discrepancy
with Phillips ionicity scale for all the group Il nitrides.

The Garcia and Cohg@7] ionicity factor is defined as :

fi= = -2)

where S; and S, are the symmetric and antisymmetric components strength measures of the

of the charge density, respectively. They defined by :

S. 0 X%z ()l ™3)
V0 @,

wherer is the charge density components.
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The estimation of the ionicity factor is obtained by using the Pauling equation:

fo=1- expl- (c,- c,) /4J Y-1-4)

whereca andcg are the electronegativities of atoms A and B, respectively.

The calculated ionicity values for AIN and GaN compared with those of Phillips
[43], Garcia and Cohen6}], Ferhatet al [68] and Tadjeret al [69] are sumrarized in
Table V.110. Our valuesf; for zincblende and wurtzite AIN and GaN are close to those
given by Phillips for wurtzite structure and Ferledt al and Tadjeret al for cubic structure,
but they are different from that found by Garcia and Cohen. cHteulated ionicity is
consistent with Pauling's[66]. Since both polytypes have the same tetrahedral
environment, where the local coordination of the first neighbor atomic positions is the
same in the zincblende and the wurtzite structures. To well shewreliability of our
calculated ionicity, we have plotted in figure V.1.17 the Phillips ionicity as function of the
Garcia and Cohenfactor ionicity. Our results of the GaN and AIN are found along the
linear curve, which indicate that these values areected when compared with the Garcia

and Cohen results.

Table V.1.10.Calculated ionicity factor f of AIN and GaN in both zincblende and wurtzite

structures. The differences in electronegativitie§,-Cca ou ai are also listed for

comparison.

f, Ve £ 4P Calc. [43] Calc. [67] Calc. [68] Calc. [69]
AN 0.47 0.48F 0.56 0.449 0.794 0.508 0.572
GaN 053 0514 058 0.5 0.78 0.519 0.575

& Calculated using the Garcia and Cohen approach [67].
® Estimated using the Pauling definition [66].
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Figure V.1. 17. The Phillips ionicity as function of the Garcand Coheffactor ionicity
[67]. The open circles represent our calculated values.

V. I. 3. 5. Observation of semiconducting aspect at rocksalt phase

The electronic sticture of AIN and GaN under high pressure has been a subject of
great interest in recent years. Those materials convert to the rocksalt structure from the
lower-pressure wurtzite or zincblende structure phases.

The band structures of the rocksalt phaseAN and GaN, calculated by using
LDA and GGA calculation, are shown in Figur&l.18. For AIN, we show the indirect
bandgap semiconductor betwe&@ and X point. For GaN, we show also the indiect
bandgap semiconductor but between the valence band maxanhuhe Lpoint and the
conduction band minimum along the X direction. Similar behavior has been observed in
the case of band structures of zincblende and wurtzite, the GGA bandgaps are smaller than
those of the LDA by~20% for AIN and GaN in wurtzite dnzinblende structuresThe
calculated band energies at hgmmetry points for AIN and GaN are given in Table
V.I.11 and compared to other theoretical calculatidie RS-GaN is predicted to be an
indirectbandgap semiconductor with a bandgap of ab@42 eV.
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Energy (eV)
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Figure V.I. 18.LDA and GGA Band structure of rocksalt (a) AIN and (b) GaN along the
principle hignsymmetry directions in the brillouin zone. The energy zero is taken at the

valence band maximum.
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Table V.1.11. Calculated bandgaps of Alldnd GaN in rocksalt structure to other

theoretical calculations. All energies are in.eV

This work Calculations

LDA GGA

AN

EqG'- GO 6.07 5.371 5.56", 4.99
E¢(G’ - X% 4.651 4.40 4.65, 4.404
EqGY-L° 6.26  5.998 6.1% 5.52

GaN

E(G'- G 310 2424 2972318 25
E¢(G' - X°) 1.257 0.876 1.3 1.0P, 0.5
E4(GY-L° 5.316 5.076 -

EqlL V- X 0.942 0.56 -

aRef. [21],° Ref. [70],° Ref.[54],
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V. |. 4. Elastic properties

In the following, we study the AIN and the GaN compounds in their metastable
zincblende phase because there are little experimental data and theoretical works under
strain and stress effect. Furthermore, the zincblende strustafetechnological interest as

it can be doped more easily than the wurtzite structure.

V. I. 4. 1. Elastic constants

The shear modulus requires knowledge of the derivative of the energy as a function
of a lattice strain [71]. In the case of a cuhitick, it is possible to choose this strain so
that the volume of the unit cell is preserved. The strain can be chosen so that the energy is
an even function of the strain, whence an expansion of the energy in powers of the strain
contains no odd powers.

We calculate the elastic properties of AIN and GaN by computing the components
of the stress tensag for small strains, using the method developed recently by Charpin
[72,73]. It is well known that a cubic crystal has only three independent elasticntonsta
Ci1, C» and G4 So a set of three equations is needed to determine all the constants, which
means that three types of strain must be applied to the starting crystal.

The first type involves calculating the elastic modulus (@ 2C;,), which are
related to the bulk moduluB :

B=%(CM+ZC12) -05)

The second type involves performing volugenservative tetragonal strain tensor. We

vary the ratio c/a=(1+e) for several usepplied values af leading to the strain tenser

& 0
e, O 0 N
g -
€=¢c0 e 0 + -(\6)
¢ 1 -
QO ~- 1+
€ (1+e) a

-1/3-1

Whereg, =(1+e)
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Where the application of this strain have an effect on the total energy from its unstrained

value as follow:

E(e,) =6(Cy - C,)V ey +0(e;) (w7)

whereV is the volume of the unit cell.
Finally for the last type of deformation, we use the vohameserving rhombohedral strain

tensor given by:

el 1 0
& = Z—g 11 . (18)
g1 1 o
Which transforms the total energy to
1 2 3
E(e,) = 5 (C;y +2C,, +2C )V ey +0(eg) (M-9)
For cubic crystal, the shear wave modulus is given by:
1
Cs :E(Cll - ClZ) (VI']-O)

The calculated elastic constants are summarized in Table V.I.12 and V.1.13. To our
knowledge, kcause there are not any available experimental results, we compare our main
finding of zincblende AIN and GaN with some availalae initio calculations works
[26,31,32,74 It is obvious to observe a good agreement between our results and those

found recently.

V. I. 4. 2. Internal-strain parameters

The weltknown Kleinman parameterz for zincblende describes the relative
positions of thecation and anion sublattices under volume by conserving strain distortions
in which the positions are not fixed by symmetry. The intetnain parameter is
calculated using the following relation [75,76] :

V_ Cll + 8C12

=_—11 "7z -11
7C,, +2C, &-11)

96



Part |

Properties of AIN and GaN compounds

The calculated values for this parameter are given in Table V.1.12 and V.1.13 for

AIN and GaN in zincblende structure, respectively. It can be noted that our values for AIN

and GaN are in reasonably good agreement héthexisting data obtained fromb initio

calculations 26,31,32. We recall that a low value of interrgttain parameter implies that

there is a large resistance against bangle distortions while the reverse is true for a high

value.

Table V.1.12. Elastic constants and internadtrain parameter of zincblende AIN

This work Calculations
C11(GPa) 313.24 30F, 313, 294
C12 (GPa) 156.47 152, 160, 168
Cas4 (GPa) 202 199, 192, 198
Cs (GPa) 78.39 76% 76.%, 6F
z 0.62 0.6%, 0.5, 0.67

aRef. [26],° Ref. [31],° Ref. [32]

Table V.1.13.Elastic constants and internaltrain parameter of zincblende GaN

This work Calculations
Cu.: (GPa) 2742 296, 285, 297, 285
C1- (GPa) 166.1 155, 159, 161, 156'
Ca4 (GPa) 199 206, 159, 149°, 15¢¢
Cs (GPa) 54.05 713 67, 6%, 64.5
z 0.71 0.5, 0.6, 0.67

2Ref. [26],° Ref. [31],° Ref. [32]" Ref. [74]
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V. |. 5. Piezoelectric properties :

Considered as materials with partially ionic bonds character the -groojrides
exhbit the piezoelectric effect. In fact the piezoelectric polarization fields are induced
from internal displacements of the grellp atoms relative to the nitrogen atoms in an
elementary cell. In the zincblende structure this happens only for shear[Stdin

In the absence of external fields, the total macroscopic polarization of a solid is the
sum of the straktinduced or piezoelectric polarizatioP. In the linear regime, the
piezoelectric polarization is simply expressed via the piezoelectric iceveff and is

related to the straieby the following expression:

P=3ae¢e -(.2)
This equation defines the components of piezoelectric temsoe is the strain iplane
which is assumeth be isotropic.

Zincblende is the structure with highest symmetry compatible with the existence of
piezoelectric polarization under strain [78]. The piezoelectric tensor of zincblende has one
nonvanishing independent componest,\. Therefore, the polaation in these materials
system will have a one piezoelectric coefficient.

In Harrison [74] approach, the macroscopic piezoelectric tensor coeffieignts
defined by :

e, = e;V¥ -(V13)
whereep* is the piezoelectric charge given by:
¢ =4a - DZ- 2a (1- a7 V2 (r-14)
3 V g

wherey¥ = 1 for lll-V compounds.

a, is the bond polarity depending fir{ionicity factor), and is given by :

a, =y1- (- f, )% (-15)
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The transverse effective charges are fundamental quantities, which specify the
leading coupling between lattice displacements and electrostatic fields in insulators.
However for semiconductors compounds of the zindblestructure, which are the focus
here, it is easily shown that the effective charges are scalars, and are equal and opposite for
caton and anion; it is conventional to use the positive cation effective charge to

characterize a given compound. The trarsveffective charge is defined as follows :

e =4a, - Dz+§ap(1-a§) OV-16)

In Table V.I.14 and V.I.15 we report the polarity, piezoelectric charge,
piezoelectric constant and transverse effective charge for AIN and Gapowads. Our
results for these materials agree well with the available experimental [79] vakje fof
GaN and others theoretical works [31,32,75,80,81]. To facilitate further comparison with
other IV and IFVI systems, we collect the piezoelectrionstants and transverse
effective charge for a number of-M and IFVI compounds from References {8Z] in
Table V.I.16.

It well know that the nitrides follow qualitatively a welefined IIFV trend: the
piezoelectric constants increase in magnitudeaafunction of the anion chemical identity
as one moves upwards within period V, i.e., from Sb to N, because the ionic contribution
tends to prevail over the electronic clamyp@dterm as the anion becomes lighter

From Table V.I.14 and V.1.15, overdtiet piezoelectric properties of AIN and GaN
resemble HVI compounds, and appear to be very different from conventiondV/ i
semiconductors. The piezoelectric constants have the same sign a¥licothpounds,
and opposite to HV compounds. While in nomal 1lI-V compounds the clampadn term
is larger in absolute value than the intestedin ionic contribution, in the nitrides the
latter prevails to a larger transverse effective charge. Compared to normal il
compounds, this sign inversion consttuta qualitative difference of obvious practical
relevance [82]. Consequently the nitrides are an extreme case of this trend, and their
piezoelectric response is by far larger than that of all othey Idompounds and of
opposite sign.In the zincblendestructure the tensor of the transverse effective charges is
isotropic. Due to the charge neutrality, the charges of the cation and anion only differ by
the sign. Our results agree well with the few theoretical works. The transverse effective

charge followsa clear chemical trend within the nitrides series.

99



Part |

Properties of AIN and GaN compounds

Table V.1.14. Polarity, piezoelectric charge, piezoelectric constants (in units of)atm

transverse effective charge (in units of e) of zincblende AIN.

Thiswork  Calculations
a, 0.60 057
& 0.821 1.03
€14 0.434 0.5%, 0.67
er 2.457 2.36, 2.5%, 2.56

aRef. [74],° Ref. [31],° Ref. [80]

Table V.1.15. Polarity, piezoelectric charge, piezoelectric constants (in units of)aimd

transverse effective charge (in units of e) of zincbéGdN.

Thiswork  Calculations Experiment
a, 0.621 0.6F -
& 1.06 113 -
€14 0.605 0.5®, 0.68 0.6C°
er 2.50 2.4%,2.67, 2.69 -

2 Ref. [74],° Ref. [31],° Ref. [80],° Ref.[79], ¢ Ref. [78]," Ref.[31]

Table V.1.16. Piezoelectric costants (in C/mM) and transverse effective charge (in e) of

several zinchlende compounds reported in R@&2-87].

x

E3

Compounds e, er Compounds ey, er

CdTe 0.084 2.367 AlAs -0.03 2.03
ZnSe 0.10 2.03 GaAs -0.35 216
ZnS 0.15 2.15 InAs -0.08 2.53
AP 0.11 2.28 AlSb -0.13 230
GaP -0.18 2.04 GaSb -0.40 2.15
InP 0.12 255 InSb -0.20 2.42
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V. |. 6. Bandgaps pressure coefficients

In order to investigate the pressure effects on zincblende AIN and GaN energy
gaps, we examine the band energies at the selected symmetry points as a function of the
pressure. The results of our calculation foe tlirect and indirect bandga;E%(f ng and
E4") versus the pressure are shown in Figures V.1.19. Table V.1.17 and V...18 summarize
the results of our calculated linear and -$obar coefficients of bandgaps arfhsy,
compared to the available theoratiovorks [22,26,88]. We notice that our results are in
good agreement with the other prediction calculations. For zincblende GaN, we can see
that when we treat the Ga 3d as valence states, our results for first pressure derivative
coefficient @) of bandgas agree well with FRAPW calculations of Wei and Zunger
[88] and FPLMTO calculations of Kim et al [26] which consider the same treatment of the
Ga 3d states. Our results for second pressure derivative coeflmi@iftb@ndgaps are also
in good agreem# with the LMTO calculations of Christensen and Gorczyca [22] which
treat the Ga 3d electrons as core states. We can established then that the treatment of the
Ga 3d states as valence states have a significant effect on first pressure derivative
coefficient (@) more than on second pressure derivative coeffid@nbne. Since the linear
pressure coefficients &, Eg* and E4- are positive (see Table V.I1.17 and V.1.18) these
main bandgaps are also increased under pressure. However the incr@éeisofess
important than that dE;“andEg".

We also study the behavior of the energy bandgaps versus the relative variation of
the lattice constantDf/ap) for AIN and GaN in zincblende structure (see Figures V.1.20).
Our results show that the fundamentap gand the otherX and L indirect gaps present a
nonlinear behavior. The calculated linear and -bokar coefficients are listed for each
band in Table V.I.19 and V..20 compared with the other calculations. Interestingly, the
cubic lattice under hydrosgia pressure shows no change in gap ordering in the studied

range of pressures.
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Figure V.1.19. Direct and indirect bandgap energies versus pressure in zincblende (a) AIN
and (b) GaN.
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TableV.l.17. Pressure coefficients related tg®)=E(ac)+aP + bP? of the calculated

values of the energy gaps for zincblende AIN and Compared with other calculations.

a (meV/GPa) b (meV/GP&)
This work Calculations This work Calculations
G'-G° 42.22 31 42 -0.36 -0.34
G'-X° 2.02 1.7¢, 1.9, 1.9 -0.037 -0.03
G'-L°® 42.57 AR 41.7 -0.456 -0.3¢
Easy -5.41 - -0.018 -

aRef. [22],° Ref. [88],° Ref. [26]

TableV.1.18. Pressure coefficients related tgP)=E(ag)+a P + bP? of the calculated

values of the energy gaps for zincblende GaN and Compared with other calculations

a (meV/GPa) b (meV/GP&)
This work Calculations This work Calculations
G'-G° 33.4 407, 31, 3%  -0.366 -0.38
G’ -X° 1.56 0.28 1.7 -0.034 -0.03
G'-L® 35.5 42 32.7 -0.367 -0.3¢
Easy -26.16 - -0.249 -

aRef. [22],° Ref. [88],° Ref. [26]

Table V.1.19. Coefficients obtained from leastuares fits to {a)=E(ao) + g(Da/ap)

+d(Da/ag)? of zincblende AIN, where a is the lattice constapis(the equilibrium value).

g(ev) d(eV)
This work Calc. [22] Thiswork  Calc. [22]
G -G -26.99 -27 38.44 37
G’ -X° -1.291 -1.10 -9.356 -7.30
G -LC -27.25 -28 40 31
Easy 3.50 - -22.95 -
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Table V.I1.20. Coefficients obtained from leasfjuares fits to fa)=E(ao)+ g(la/ao)

+d(Da/ag)® of zincblende GaN, where a is the lattice constagisthe equilibrium value).

g (eV) d(ev)
This work Calc. [22] Thiswork  Calc. [22]
G'-G° -19.81 -22 21.24 22
G’ -X°¢ -0.90 -0.14 -6.13 -8.0
G -L® -21.07 -23 30 30
Easy 15.19 - -17.76 -

V. |. 7. Deformation Potential constants

The deformation potentials are important parameters to describe the electronic
effects associated with strains originating, for instance, from the lattice mismatch between
two layers of different semiconductors in heterostructures. To our knowledge, no
experimental data for the hydrostatic deformation potential are presently availableNfor Al
and GaN. The application of hydrostatic pressure, inducing a shift of the condbactcbn
edge relative to the valence band edge due to a change in the volume, allows a direct
estimation of the hydrostatic deformation potential for bandgap of zincblaideand

GaN. The deformation potentials are obtained by using the following equation:

a, =V dvg -(ML7)

To determine how much of the bagdp deformation potential comes from
conduction bandsfoAIN and GaN, we calculate the deformation potentials for the energy
gaps at the points of high symmetry. The calculated values are summarizaolenV.l.21
and comparedwith other theoretical calculations. The bandgaps deformation potentials in
zincblende structure AIN and GaN agree well with the cited theoretical calculations. We
can see from this table that because we are treating of Ga 3d states as valence states, the
obtained bandgap deformation potentials of GaN in zincblende structure are in good

agreement with FRMTO calculations of Kim et al [26] and FHPAPW calculations of
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Wei and Zunger [88] more than with the previous LMTO calculations of Christensen and

Gorczyca [22].

Table V.1.21. Bandgap deformation potential constants for zincblendeakitNGaN.

AIN GaN
This work Calculations This work Calculations
a§ C -9.26 -9.07,-9.04 -6.518 -1.8,-6.4,-6.8
ag X -0.436 -0.37%-0.42  -0.2961 -0.05, -0.3%’
agt -9.35 -9.40% -9.04  -6.9401 7.7, -6.72

2Ref. [22]," Ref. [88],° Ref. [26]

V. |. 8. Chemical trends in the pressure coefficient:

Our analysis for AIN and GaN compouds indicate thats, p— p coupling enhance
the pressure coefficienapGG, whole the p — d coupling reduces the pressure coefficients.
The fast reduction of the bulk modulus as bond length increases enhances the pressure
coefficients of compounds with large atomic size [88].

The pressure coefﬁcientﬂaapGG decreases significantly when the catdomic
number increases. For example, the LA are 42.22 and 33.4 meV/GPa for AIN and
GaN, respectively. In this case, the decreasc;ald'f:i‘G is mainly due to the large decrease in
bulk modulus when cation atomic number increases. We find ap&t has similar trends
as a,°S but the variation is smaller. The small variation g@p™" is due to the more
complete cancellation between the reduced level repulsion and the reduced bulk modulus
as bond length increases. Finally, we find tegf®™ is usualy small and positive. The
positive pressure coefficiemzapGX is due to lack of the level repulsion between Xae
state and unoccupied d state with the same principle quantum number as the valence s and

p state [89], and also of the large— d repulsion of occupied states at the valence band

maximum.
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V. 1. 9. lonicity factor under pressure:

A correlation between the ionic bonding and electronic properties in these
compounds exists as predicted by Phillips [45]. An interesting feature linked tmititg i
is the antisymmetric gap from valence bands at X. This gap is related to the cation and
anion potentials. The antisymmetric (heteropolar) gap has been proposed as a measure of
the crystal ionicity. The decrease of the heteropolar gap is an mdicatthe increase of
the ionicity factor of the material under hydrostatic pressure for the following reason.

We display also in Figures V.1.21, the charge densities of AIN and GaN for small
compression of the crystal of valié equal to 0.968, and 0.97V, corresponding to a
pressure of 5.5 and 16 GPa respectively.

In fact we illustrate in Table V.1.19 and V.1.20, the positive linear coefficienELJ
indicating that there is an increase as the lattice constant decreases. This splitting induces
an ingease of the ionicity with the pressure. Using the Garcia and Cohen [67] model, we
display in Figures V.1.22 for instance this variation versus pressure. Our obtained
coefficients of this variation are listed in Table V..22. Following Figures V.lik@
increase of the ionic character is due to the increase of the charge density around the Al or

Ga atom with respect to N atom as under pressure as it is shown.
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pressure for zincblende (a) AIN and (b) GaN.
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Table V.1.22. Calculatedpressure coefficients rated to f (P)=f; (P=0)+ | P +nP? of

the ionicity factor for zincblende AIN and GaN.

| (10°/GPa) m(10* /GP)
AN 0.738 -0.1
GaN 1.4 -0.162

V. 1. 10. Effect of pressure on elastic properties

The specific role of nitrogen is in the formatiah short bonds, which leads to
smaller lattice constants (by 20%) than for otherVilisemiconductors. Under high
pressure the Hhitride compounds undergo a structural phase transformation to a high
coordination phase. For AIN the transition from cubicacksalt phase occurs in range of
7.1 GPa and for GaN the transition from cubic to {ggkssure phase appears at 42.1 GPa
[49].

An important motivation for higipressure investigations stems from the fact that
group-lll -nitride layers are commonly sabjed to large bu#in strain since they are often
grown on different substrates having considerable lattice mismatch within a difference in
the thermal expansion coefficients between epitaxial layer and substrate. In the case of the
heterostructures andsuperlattices, this situation become more complex and mutual
influence between different materials layers may appears [90,91].

We are interesting to the study of pressure effect on elastic properties. We show in
Figures V.1.23, the variation of elastic stants, internadtrain parameter and bulk
modulus of AIN and GaN with respect to the variation of pressure. In all curves, we
observe a linear dependence of pressure.

In Table V.1.23, we listed our calculated pressure derivati€s/dp, dG2/dp,
dCy4/dp, dGJ/dp, dz /dp and dB/dpf the considered compounds. It is easy to observe that
the elastic constant€;; and Gp, internalstrain parameter and bulk modulus increase
when pressure is enhanced. Moreover the shown shear wave modulusl @e shear
moce modulus G4 which represent the extrema of the transverse moduli in cubic crystal

[92], decrease linearly with the increasing of pressure for AIN and GaN.
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Referring to our results and those found in literature [92,93], we have observed that
there isa difference between the pressure derivatives of shear wave modulus and the elastic
modulus of zincblende HV semiconductors and zincblende AIN and GaN is observed.
We notice that the results in Figures V.I&®w no evidence that the soft acoustic mede i
responsible for the phase transition in the considered range of pressure. These results were
reported by different works [92,93,94], which treatedMllsemiconductors. Our results
may be considered as reliable predictions of the pressure dependenbe eladtic

properties and internatrain parameter of zincblende AIN and GaN [95].
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TableV.1.23. Calculated pressure deratives of the elastic modulus and intersahin

parameter for zincblende AIN and GaN.

dCi/dp dCiJdp dCsJdp dCgdp dB/dp  dz/dp(10° GPal)

AIN 2.701 4.287 -0.511 -0.793 3.89 6.2

GaN 3.642 4.873 -0.55  -0.615 4.32 4.85

V. I. 11. Pressure effeciof piezoelectric constants and transverse effective

charges :

In Figures V..24, we present the variation of piezoelectric constants versus
pressure. We observe a Aorear dependence of these curves and increase when pressure
is inceased. To explain this behavior, we give in Table V.I.24 and V.1.25, our calculated
coefficients of piezoelectric constants for zincblende AIN and GaN. We observe; that
exhibits rapidly changes with the hydrostatic pressure [96]. This largest changs com
from the ionic contribution through the Kleinman parameter. But it is interesting to observe
that there is another contribution which influences the piezoelectric constants, the charge
transfer effect. The increase of tlegs in AIN and GaN was observediso on HVI
compounds [86], by contrary to results found for othe¥ldtompounds (e.g. GaAs [97]).

The resulting values for transverse effective charges are plotted in Figures V.I.25,
as a function of the pressure. In Table V.I. 24 and V.l. 25, weouis results compared
with available experimental data [98]. Our results for GaN compared with experimental
data [98] are satisfactory. From the literature the only known example of a tetrahedrally
co-ordinated semiconductor exhibiting a larger transvesffective charge at reduced
volume is SIC. In this case the lack of p electrons in the carbon core allows for a larger
penetration of the Si wave functions into the carbon core regions, leading to an increase in
ionicity and hence ofer under pressure $9. This situation is also observed for the nitrides
since the nitrogen and carbon atomic cores look alike. Thus under pressure the transverse
effective charges of GaN and AIN exhibit a similar but less marked behavior to that of SiC.
For other IV compainds like GaAs decrease with pressure giving rise to a reduction of
er [100].
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Figure V.I.I 24. Variation of the piezoelectric coefficient versus pressure of
zincblende (a) AIN and (b) GaN.
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Figure V.I.I1 25. Transverse effective charge versus prestor zincblende (a) AIN
and (b) GaN.

115



Part | Properties of AIN and GaN compounds

Table V.1.24. Pressure coefficients of the polarity, piezoelectric charge, piezoelectric

constants (in C/A) and transverse effective charge (in e) for zincblende AIN.

I (10°/GPa) m(10* /GP)
a, 0.514 -0.07
& 8.75 -1.121
€14 7.53 -0.478
er 1.97 -0.276

Table V.1.25. Pressure coefficients of the polarity, piezoelectric charge, piezoelectric

constants (in C/fA) and transverse effective charge (in e) for zincblende GaN.

I (10°/GPa) m(10” /GPs)
a, 0.5261 -0.07
& 18.81 -2.47
e 17.0 -1.51
er 1.88,0.8 -0.039

2 Reference from experimental [98].
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V. I. 12. Calculation of energy loss near edge structure

Of increasing interest for theelectron microscopistworking with an energy
spectrometer or an imaging energy filter is the interpretation of ionization edges, in particular
energy loss near edge ustiures (ELNES), and low losses and their relation to electronic,
optical and mechanical properties of modern materiglectron energyoss neaedge
structure gives information about the distribution of unoccupied electronic states. ELNES is
specific fa every element in a given environment and thus acts like a fingerprint that allows
identifying a specific environment around a specific atom. Good knowledge of the
unoccupied states is also very important because it gives information about the optical and
transport properties of the materidlhe calculations of the energy loss near edge structures
have been performed using the-ERPW+lo method according to the fortisan of M.
Nelhiebel et al. [101103]. In this section, we present spectra due to théungal-shell
excitation and aluminum and nitrogen ghell of AIN and GaN compounds.

In order to probe our calculational method, AIN and GaN have also been investigated
in the zincblende structure. Their relative, MI-K and Gal, 3 ELNES spectra are defed
in Figures V.I.B and V.I.Z. A seen from the presented figures (Figures &.b2d V..Z),
there is a good qualitative agreement between our results and available experimental data
[103] for only GaN compound. The positions of the most prominerkspgabelled | to 1V)
are listed in Table V.I.26. A reasonable correspondence between our calculations and the

experimental results has been found in Table V.I.26.

Table V.I1.26.Positions of the peakslV Figures V.I.% and V.I.Z values are in units eV.

The experiment values are compiled in [&604].

Edge | I I IV

N K This Work 6.5 12.0 155 19.0

AN Al K This Work 6.25 12.25 155 19.3
N K This Work 6.2 7.7 10.65 13.5

GaN Experiment 6.3 8.1 10.9 12.9
Galzs This Work 5.7 7.7 10.85 15.2
Experiment 6.25 8.0 11.0 16.1
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V. ll. 1. Computational details

All calculations of GaN:Mn and AIN:Mn are performed by using the scalar relativistic
full-potential augmented plane wave plus local orbitals-L(FPW+lo) [1,6] method within
density functional theory (DFT). We employed tlaealtspirnrdensity approximation (LSDA),
implemented using the PerddWang exchangeorrelation functional [5]. Also, spin
polarized calculations are achieved with two different -spinand spin down densities and
two sets of KohrSham single equations rpele equations, for the two spin components, are
solved selfconsistently. We have carried out all the total energy calculations without spin
orbit coupling. The doping of Mn in GaN and AIN compounds can be modeled by means of a
structure with the cubisymmetry, in which the atom of Ga or Al is replaced by Mn atom to
simulate an uniformly doped semiconductor with 25% Mn concentration.

Moreover, the core levels are treated fully relativistically. In particular, the Ga is
considered in such away to includeplicitly the semicored electrons in the valence bands. In
the following calculations, the FEPAPW+lo basis set consisted of 4s, 4p and 3d orbitals of
Mn, and 3s and 3p orbitals of Al and 4s, 4p and 3d orbitals of Ga and 2s and 2p orbitals of N.
In this approach the wave function, charge density and potential are expanded differently in
two regions of the unit cell. Inside the roverlapping spheres of muffim (MT) radius Ry
around each atom, spherical harmonics expansion is used and in thengespaue of the
unit cell the plane wave basis set is chosen. The ntuffiradius is taken to be 1.78 bohr for
the gallium, aluminium, manganese and 1.60 bohr for the nitrogen

The maximuml value for the wave function expansion inside the atomic spheess
confined to Imax= 10. In order to achieve energy eigenvalues convergence, the wave functions
in the interstitial region is expanded in plane waves with a cutdRyef* Kuax = 8 (where
Kmax is the maximum modulus for the reciprocal lattice vector, Radl is the average radius
of the MT spheres). The k integration over the Brillouin zone is performed using Monkhorst
and Pack1[1] mesh, yielding to 11k points in the irreducible wedge of the Brillouin zone for

cubic structure.
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V. Il. 2. Structural optimization

The total energy of GaN:Mn and AIN:Mn has been calculated as a function of the
global volume for each of the nonmagnetiomf and ferromagneticfif)) states at 25%.
Results are shown in Figures V.I.1. The equilibriumickatparameters, bulk modulus, and
its pressure derivative follow from a fit of the total energy as a function of the volume to
the Murnagahan equation of state [14]. The predicted values of the structural parameters
and the difference energieBEq.nm between fm and nm states are listed in Table V.II.1.
They are compared with values of the parents compounds AIN and GaN. We observe that
those predicted results of AIN and GaN doped with Mn in the same order than the values
of AIN and GaN compounds [73,77]. Ashown in the Figures V.II.1 the ferromagnetic
state has been found to be most stable energetically between the twdestatese the
difference energie€Eqm-nm is posive When we compare thhattice constantsand bulk
modulus in the case ofpin polaized and unpolarized stag we observe an enhancement
by 0.82% and 0.66% for GaN:Mn and AIN:Mn, respectively.

Table V.11.1. Lattice constants a, bulk modulus B, and its pressure derivative B’ and
energy difference between fm and nm magnetic sE&Egsm of GaN:Mn and AIN:Mn at
25%.

a(A) B(GPa) B’ DEfm-nm
GaN:Mn  fm 4.4643 204.7 3.74 0.745
nm 44276 21794 3632 -
GaN 4.461 202 4.32
AIN:Mn fm 43726 208.5 3.74 0.966
nm 4343  218.41 3.861 -
AN 4349  211.78  3.90
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V. Il. 3. Electronic structures and magnetic properties

For magnetic systems, spin polarized calculations are performed using the concept
of spinup and spirdown electrons separately. The calculated total and partial densities of
states (DOS) curves athe predicted equilibrium lattice constants for ferromagnetic
GaN:Mn and AIN:Mn are shown in Figures V.I.2 and V.IL.3. In comparison with Al and
Ga, Mn has extra four valence electrons, which fill -sfineg and t>q bands. The doubly
degenerated band islly occupied, while the triply degenerated band (higher in energy) is
only two thirds filled so the Fermi level falls just into the latter 100% spin polarized band
(see Figures V.I1.3).

Furthermore we find the local magnetic moment of the Mn atorB8i6mg, g is the
bohr magneton, for both GaN:Mn and AIN:Mn. This value is in good agreement with
previous theoretical calculations [1Q33]. Due to localization of spipolarized charge
around the Mn atom, this value is smaller than the total magnetic mommecit is ~4 mg.

As a result, the total magnetic moment has an integer vaige Moreover, our results
show that the main part of this magnetic moment is strongly localized on the Mn site (see
Table V.I1.2). The additional contributions to the total neignmoment appear to come
from N and Ga (Al) atoms to Mn. When we observe more carefully the values of the
different magnetic contributions reported in the table, the total magnetic moment is not the
summation of magnetic contribution of the interstitiite and those of the individual
atoms. This may be interpreted by the fact that the interstitial site is modeled by the

average of the plane waves. This later cannot quantify all the interstitial site.

Table V.II. 2. Total and local nagnetic moments in &\:Mn and AIN:Mn systems with a
25%.

GaN:Mn AIN:Mn

M@ (ma/cell) 4.0 4.0
m"" (ng) 3.066 3.0
m™ 0.026 0.025
v Gaa ou Al 0.030 0.035
mntersitiel 0.75 0.8
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Figure V.11.2. Total and local partial densities of states in the ferromagnetic of (a)
GaN:Mn (b) AIN:Mn at 25% of Mn.
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In Figures V.Il.4 and V.IL.bwe present the corresponding spiependent energy
bands along higlsymmetry directions in the Brillouin zone for GaN:Mn and AIN:Mn.
There are three bands slightly crossing the Fermi energy. One of them is almost fully
filled, but the other two are approxitely haltfilled. There is a narrow energy gap (0.326
eV for GaN:Mn and 1.334 eV for AIN:Mn) of the majorigpin electrons, separating the
bands derived from the valence and conduction bands of the host. For the 4spnority
electrons, the band gap is chuwider 2.05 eV and 3.24 eV of GaN:Mn and AIN:Mn,
respectively, and the top of the valence band is reduced to under the Fermi Level. Since the
exchange splittingOExc © 3.04eV for GaN:Mn andDE,. © 1.93eV for AIN:Mn) between
the majority and minority idarger than the crystal field splitingDicryst © 1.71eV for
GaN:Mn andDEgyst © 1.85eV for AIN:Mn) between the-t>q anddey (see Figures V.11.3).

Our calculations also show that the total 8lectron population within the Mn
sphere in GaN:Mn and AIN:W is around 4.58 and 4.606, respectively, i.e., the atomic
configuration of Mn is compatible with botli*3and &°. This result is in good agreement
with the results obtained in Refs. [105,1DE3].

For understating the origin of the smplarized featurein the DOS curves, we
calculated patial DOS curves for the GaN:Mn and AIN:Mn. ThepNGa 4, Al 3p, and
Mn 3 contributions to the DOS are found in Figures V.II.2. It is readily apparent that the
Mn 3 stateshybridize strongly with N @ states, and ta much lesser extent with Gp 4
and Al 3 states. However, for the spup states the Mnd3states contribute roughly as
much the original cation states, even though the Mn concentration is much lower than the
Ga and Al one.

The spatial distribution of ipurity states is intimately linked with the value of
magnetic moments on different atoms. Table V.Blbws that the main contribution to
magnetic moments comes from Mn atoms. In GaN:Mn and AIN:Mn, magnetic moments of
all atoms are parallel. This may ba#erpreted as a tunneling of spip impurity states to
neighboring atoms. In this way, parallel or antiparallel orientation of magnetic moments on
the atoms nearest to Mn may be considered as a signal that impurity states are either

localized or strongnybridized with the valence band
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GaN:Mn GaN:Mn
L_I (@) (b)

Figure V.I1.4. Spin polarized band structure of GaN:Mn system, (a) majority spin

and (b) minority spin
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Figure V.II.5. Spin polarized band structure of AIN:Mn gy, (a) majority spin

and (b) minority spin
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V. Il. 4. The exchange coupling

We calculate the exchange constant by evaluating the-sgliiimg of the
conduction and valence bands. The main idea is that in the mean field theory based on the
Hamiltonian model [111], the spisplitting of the valence band depends linearly on the
exchange constanNob [111]. The same argument holds for the spliting of the
conduction band, which is regulated by a similar Hamiltonian with exchange coNgtant

Therebre the exchange constants can be directly computed from the conductieedband

(valence bangkdge) spirsplittings as follows:

DEc DEY
Noa= ; Nob= -(M1)
XS) XS)

Where(S} is half of the computed magnetization per Mn ion.

Using the calculated band structures affa) value for GaN:Mn and AIN:Mn, we

have calculated th&lpa. andNgb. Our predicted values dfE®, CE', Noa andNgb are listed

in Tabe V.II.3 for GaN:Mn and AIN:Mn systems. From Table V.I.3 one can conclude
that the exchange coupling-@ coupling) between the conduction band of Ga(Al)N and
the Mn is ferromagnetic .

Table V.II. 3. ConductionCE® and valenc&E'band-edge spinsplitting, and exchange
constants foGaN:Mn and AIN:Mn with a 25%

GaN:Mn AIN:Mn

CE® 0.164 0.245
Ce’ -2.909 -2.3
Noa 0.328 0.5
Nob -5.81 -4.6
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Chapitre VII Conclusions

The aim of this thesis was to determine the structural, elastic and electronic properties
of Illl-nitrides, AIN and GaN, with emphasis on their dependence on hydrostatic pressure.
Furthermore, we have also extended our work to study the effect of dafngmon the
properties of AIN and GaN compounds. We have performed a newestrificsples FP
L/APW+lo calculations within the DFT method of AIN and GaN crystallizing in both
wurtzite and zincblende structures. Optimal bulk geometries have been tedldoia total
energy minimization. The Ga 3d semicore electrons have been explicitly increases treated as
valence electrons. This stategives rise to thep — d coupling, which enormously the number

of plane waves in the basis set. The main results offott can be summarized as follow:

We have calculated the bulk properties and band structures in wurtzite, zincblende
rocksalt phases using both LDA and GGA for exchargeelation functional. We have
found that using GGA the lattice constants are tamged the bulk modulus are smaller
compared to LDA results. Therefore the GGA does not appear to bring about any essential
improvement, when compared with experiment. The band structures are found to be very
similar in the LDA and GGA, when calculated & texperimental lattice constant. When
calculated at the appropriate theoretical lattice constants, some differences are found, with
smaller bandgap in the case of GGA. The total energy calculations suggest that the AIN and
GaN under pressure transform the semiconducting rocksalt structure. This result is a

manifestation of the large ionicity of the nitrides.

We notice that our calculations provide an excellent description of the band structures
of AIN and GaN compounds. We conclude also that GGA BDé-eigenvalue spectrum
differ significantly from experimental observations, and generally agree more closely with
other ab initio calculations. The curve of the DOS present the same aspect for both zincblende
Al(Ga)N and wurtzite-Al(Ga)N. Furthermore, Adetailed study of several densities of states
have shown the origin op — p and p — d coupling with N p state which is due to the nron
negligible dispersions of Alp state and Gad states inside the upper valence bands,

respectively.
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Chapitre VII Conclusions

The charge dens8 have been presented the similarity of the bond in AIN and GaN
for both ZB and WZ structures. Our results show a highly ionic bonding and a charge transfer
from Al or Ga to N. One notices that the situation in the ZB structure is analogous to that of
the WZ structure. Since both polytypes have the same tetrahedral environment, where the
local coordination of the first neighbor atomic positions is the same in the zincblende and the

wurtzite structures. Consequently, their ionicity values are very close.

Because of the importance of AIN and GaN compounds in the zincblende structure,
we have emphasized our attention to study the stress effects on band structures via the
bandgaps coefficients. The AIN and GaN bandgaps conserve their characteristics;ethey ar
still indirect and direct gaps, respectively. Moreover the calculation of the hydrostatic
deformation potential constants for direct and indirect gaps gives us an approximation about
the strain effect. This consolidates also the successful implemerdétitre used numerical
method when comparing these results to theoretical works given recently for zincblende AIN
and GaN.

When plotting the charge density for small compression, we found a high ionicity of
AIN and GaN, which increase with increasing pues. This is originated from the increase in

the charge density around the anion site and it decreases around the cation site under pressure.

Our determined elastic constants and stragrnal parameter agree well with the
recent reported results. i found that these parameters are varying linearly when the pressure
is varied. Our results may be considered as reliable predictions of the pressure dependence of

the elastic properties and interséain parameter of zincblende AIN and GaN.

The piezelectric constants and transverse effective charges of AIN and GaN were
determined by mean of Harrison approach. The results show thamittides resemble {VI
compounds in terms of the sign of the piezoelectric constants, which are much larger in
abolute value than those of all -\f and IFVI compounds. Some remnant of normat\tH
like behavior survives, embodied in the trends of the piezoelectric constants and transverse

effective charges when the chemical identity of the anion or cation chafges. this
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investigation, it is found that the piezoelectric properties and transverse effective charge is

varying in nonlinear behavior when we apply a pressure.

The characteristic ELNES coordination fingerprints have also been reported and
analysed for hHe selected AIN and GaN compounds. Theoretical spectras indicate the
possibility to differentiate the various phases by looking at the changing in the number and

position of peaks in both Al, N K and Ga4.edges.

We have also presented structural paterse formation energies, magnetic properties
and electronic structures of AIN:Mn and GaN:Mn systems. From total energy calculations, we
have found that AIN:Mn and GaN:Mn have ferromagnetic ground states. The impurity states
are located deep inside the garongly localized near Mn atoms which is primarily due to
hybridization of Mn 8 and N 2 orbitals. We predict that Mdoped AIN and GaN will
exhibit the halmetallic ferromagnetic. We have also deduced the exchange splifitig) (
and crystal field glitting (DEcrysy) and have found that the effective potential for minority spin
iS more attractive than that for the majority spin as is usually in spin polarized systems. We
have determined the exchange constdga and Npob, which imitate a typical maegto
optical experiment. The magnetic moments of all atoms are parallel and magnetic interaction
of Mn atoms is short ranged and that the total magnetic moment is eqda.tdhis unique
feature, together with the previously suggested high Curie tenmperaind inherent
compatibility with GaN technology, makes GaN:Mn a potentially ideal material for spin
injection applications. If technological limitations can be overcome, it may emerge as a

significant material for modern spintronic devices.
Moreover tlese results constitute a preliminary step to future works dealing with

superlattice, complex system semiconductors and to study the problem not solved up to now
related to the DMSs.
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