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6 0. Introduction

Le travail présenté dans cette these se divise en trois chapitres, chacun cor-
respondant a un article. Il s’agit de Ranked fragmentations (fragmentations
ordonnées) (3], paru dans ESAIM P&S, Multifractal Spectra of fragmentation
processes (Spectre multifractal des processus de fragmentation) [5], & paraitre
dans Journal of Statistical Physics, et de Exchangeable Fragmentation Coa-
lescence processes and their equilibrium measure (Processus échangeables de
fragmentation-coalescence et leur mesure d’équilibre) [4], qui sera prochaine-
ment soumis a revue avec comité de lecture. Comme les titres 'indiquent, ces
travaux sont liés par un theme commun: les processus de fragmentation et
de coalescence. Au sein de ce theme, tous trois se concentrent sur un méme
aspect : les processus dit auto-similaires.

Nous commencerons par introduire de fagon volontairement heuristique les
processus et les concepts communs aux trois articles. Une étude plus détaillée
des approches probabilistes de ces modeles se trouve dans 'excellent article
“survey” de Aldous [2].

0.1 Modeles discrets et comportements
asymptotiques.

L’un des premiers modeles destinés a I’étude de systemes de particules qui
peuvent entrer en collision et fusionner fut introduit indépendamment par
Marcus [18] a la fin des années 60 et Lushnikov [17] en 1975.

On peut le décrire de la fagon suivante : soit une collection de n particules
susceptibles de coalescer deux par deux. Une paire de particules donnée,
disons une de masse = et une de masse y, peut donc coaguler pour former
une particule de masse x+y avec un certain taux K (z,y). Si initialement seul
un nombre fini de particules sont présentes et si le noyau de coagulation K est
fini, ceci suffit a définir un processus de Markov de saut. Supposons que l'on
ait par exemple n particules initiales, de masses respectives xq,2s,...,2,. On
se donne ensuite n(n — 1)/2 variables (e; ;)1<i<j<n indépendantes distribuées
exponentiellement et de parametres respectifs K (z;,x;). Soient k,l < n tels
que

ki = 1§%E%n{€i’j}'

Les particules zj, et x; fusionnent au premier temps de coalescence qui est ey, ;.
On relance alors la procédure avec maintenant n — 1 particules, indépendam-
ment du passé.

Souvent, on s’intéresse au comportement limite lorsque le nombre initial
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d’objets tend vers U'infini (n — oo). En particulier de récents progres ont été
réalisés pour montrer que le modele de Marcus-Lushnikov convenablement
renormalisé converge vers une solution des équations de Smoluchowski (on
peut se reporter par exemple aux travaux de Norris [19, 20]). Les équations
de Smoluchowski correspondent a une approche de champ moyen en volume
infini des phénomenes de fragmentation coalescence a travers des systemes
d’équations déterministes. On suppose que le processus est spatialement ho-
mogene. L’état au temps ¢ est donc entierement caractérisé par les densités
n(z,t) en particules de masse = (avec x € N si on suppose que les masses ne
peuvent prendre que des valeurs discretes, et x € R+ s’il y a un continuum de
valeurs possibles). Le noyau K (x,y) est le taux auquel des particules de masse
x fusionnent avec des particules de masse y. Les détails précis du mécanisme
de collision et de fusion des particules n’interviennent qu’a travers le noyau K.
Ceci conduit naturellement a formuler un systeme d’équations différentielles
connues sous le nom d’équations de Smoluchowski pour la coagulation.

On peut aussi définir des processus de fragmentation de la méme fagon : on
introduit un noyau de dislocation S(z,l) qui est le taux auquel des particules
de taille z se subdivisent en particules de tailles zl et x(1 — ) (avec bien
sur [ €]0,1]). On peut définir des modeles de Marcus-Lushnikov ot les deux
phénomenes, coalescence et fragmentation, sont présents simultanément. La
encore on dispose de résultats de convergence vers une équation de Smolu-
chowski modifiée (voir les articles de Fournier et Giet, [13]).

Nous allons, quant a nous, nous intéresser au cas des limites en vo-
lume fini. On fait toujours tendre n vers l'infini, mais en gardant la masse
totale du systeme fixée a une certaine valeur m. L’espace d’état du processus
limite est donc ’ensemble des décompositions d'une masse m en un nombre
dénombrable de fragments. Par changement d’échelle on peut toujours sup-
poser que m = 1. La premiere construction rigoureuse de ce type de processus
est due a Evans et Pitman dans [12] pour des noyaux de coalescence constants
(K(z,y) = k), additifs (K(z,y) = k(z + y)) et plus généralement pour des
noyaux vérifiant certaines conditions de régularité.

0.2 Espaces d’état

Dans la suite nous allons nous intéresser a trois facons de décrire ces pro-
cessus qui correspondent a trois espaces d’état différents. Il s’agit des frag-
mentations/coalescences d’intervalle, des fragmentations/coalescences ordon-
nées et des fragmentations/coalescences de partitions.

Fragmentations/coalescences d’intervalle
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Un bon exemple pour un objet de masse 1 sur lequel on désire faire agir
une fragmentation ou une coalescence est l'intervalle ]0,1[. On appelle O
I'espace des ouverts de |0,1[. A chaque élément O € O on peut associer sa
décomposition en intervalles, c’est a dire (a la numérotation pres) l'unique
suite d’intervalles disjoints I, C ]0,1] telle que O = U,I,. On interprete
les I,, comme des fragments de |0,1[. On parlera de fragmentation pour un
processus a valeurs dans O quand pour tous t,s > 0 les fragments a la date
t 4+ s sont inclus dans un fragment a la date t et de coalescence dans le cas
ou tout fragment a la date t est inclus dans un fragment a la date ¢t + s.

Des fragmentations de ce type ont par exemple été étudiées par Bertoin
dans [7]. Des processus a valeurs dans O dont la dynamique correspond a
une évolution discrete par fission - fusion des intervalles ont également été
étudiées récemment, citons parmi d’autres Pitman [22], Durrett et Limic [11]
ou Mayer-Wolf et. al. [10].

Fragmentations/coalescences ordonnées

En général on ne s’intéresse pas aux aspects spatiaux du probleme, il suffit
donc de caractériser le processus par la suite des masses des fragments. Ainsi,
pour un processus a valeurs dans O les fragments ont une localisation précise
et on dispose donc d’une information de type spatial la ou 'on pourrait se
contenter de la suite des longueurs des intervalles [,,. On adopte la convention
de prendre la suite ordonnée des masses. L’espace d’état naturel est alors

Sti={r; >my>.... >0, le <1} (0.1)
i=1

On ne requiert pas que ), x; = 1 car, comme nous le verrons, il est possible
qu'une partie de la masse se désagrege en “poussiere” (ceci correspond au
cas O € O et A(O) < 1 ou A est la mesure de Lebesgue).

Fragmentations/coalescences de partitions

Bien que S! soit sans doute I'espace le plus naturel, nous devons introduire
un cadre abstrait qui nous permette de définir rigoureusement les processus
de fragmentation coalescence. Dans ce nouvel espace, les partitions de N,
on va bénéficier d'un outil crucial, la théorie des partitions échangeables de
Kingman. Le coeur de la démonstration de Evans et Pitman dans [12] pour
I'existence de processus de coalescence avec un nombre infini de fragments
repose sur ce principe, de méme que la construction des fragmentations ho-
mogenes de Bertoin dans [6]. Kingman lui-méme avait déja exploité cette
idée dans [16, 14] pour construire rigoureusement le coalescent de Kingman
(pour lequel K = 1). Nous commengons par quelques notations et rappels
sur les partitions échangeables de N.



0.3. Partitions échangeables 9

0.3 Partitions échangeables

On appelle P l'espace des partitions de N. Un élément m € P peut étre
décrit de deux facons: On peut l'identifier a une collection infinie de blocs
disjoints de réunion N. On note m = (Bj,By,....) ou la numérotation corres-
pond soit a l'ordre du plus petit élément, soit & la convention suivante (qui
est aussi celle adoptée dans le chapitre 1) : B; est le bloc qui contient i lorsque
ce dernier est le plus petit élément de son bloc, et sinon B; = ¢. Dans le cas
ou il n’y a qu'un nombre fini de blocs non-vides, on autorise la suite a se
terminer par des ensembles vides. Une autre fagon de décrire une partition
de N est de I'identifier & une relation d’équivalence (notée ~) sur N en posant

i~ j < ietjsont dans le méme bloc de 7.

Une partition 7 € P induit une partition sur [n] = {1,2,...,n} notée m, (“la
restriction de 7 & [n]”) en posant, pour tous i,j < n

. Tn] . .omo.

i~ jEei~g.
On munit P de la distance suivante, qui le rend compact : pour 7,72 € P

on pose
d(xW 7@ = 1/n(xM 7@)

ott n(my,mp) = max{n € N : ﬂ‘(ﬁl)] = 7T|([2n)]}‘
On définit & présent la notion d'échangeabilité. On peut définir 'action

d’une permutation o de rang fini (i.e., 3k : o(n) = n Vn > k) sur une

partition 7 € P de la fagon suivante: on appelle o(7) la partition définie par

i 0 j < a(i) ~ o(j), c’est-a-dire que les blocs de o(7) sont les images de

ceux de m par l'inverse de o. Une variable aléatoire Il a valeurs dans P est

dite échangeable si
c

IT = o(II)
pour toute permutation de rang fini o. Un processus (II(¢),t > 0) est dit
échangeable si II et o(II) ont la méme loi en tant que processus pour toute
permutation de rang fini o.

Un exemple tres important de partition échangeable est ce que Kingman
appelle la partition “boite de peinture”. Imaginons que l'on dispose d’une
collection dénombrable de couleurs: couleur 1 , couleur 2, etc... On se donne
ensuite une boite de peinture & = (11,75,...) € S, olt x; est la proportion
de couleur 7 disponible. On colorie chaque entier indépendamment avec une
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couleur choisie aléatoirement (couleur 1 avec probabilité 1, couleur 2 avec
probabilité x4, etc.... et absence de coloriage avec probabilité 1 — ). ;). La
partition de N est définie par les blocs d’entiers qui ont la méme couleur, les
entiers non-coloriés restant des singletons. La loi de cette partition est notée
M-

L’importance de cet exemple vient de ce que Kingman [15, 16] (voir aussi
[1] pour une preuve plus simple qui fait mieux apparaitre le lien avec le
théoreme de de Finetti) a montré que toute partition échangeable est un
mélange de boites de peinture. Plus précisément, si p est la loi d'une partition

aléatoire échangeable alors il existe une loi v sur S* telle que pour un ensemble
(mesurable) A C P

H(A) = / e A)(da).

On dit que le mélange est dirigé par v et nous noterons sa loi par u,. Ceci
signifie que pour tirer une partition aléatoire II de loi pu,, tout se passe comme
si on commencait par tirer une variable aléatoire X & valeurs dans St de loi
v, puis que, conditionnellement a X = x, on tirait ensuite II de loi u,.

Pour nous, la masse d'un bloc B correspond a sa fréquence asymptotique
|B| qui est définie comme la limite

1
|B| := lim E#{k‘ﬁn:keB}

lorsqu’elle existe. Pour une partition “boite de peinture” = = (z;), la loi des
grands nombres implique que presque surement, simultanément pour tous
les @ € N, le bloc des entiers de couleur ¢ a une fréquence asymptotique
égale a x;. Cette propriété est préservée par mélange et reste donc vraie pour
toute partition échangeable : presque sturement, tous les blocs d’une partition
échangeable ont une fréquence asymptotique.

La méme idée permet également d’associer une partition échangeable a un
élément O € O': soit (u;);en une suite de variables i.i.d. uniformes sur ]0,1][.
On définit une relation d’équivalence sur N en posant ¢ ~ j si et seulement
si u; et u; sont dans la méme composante connexe de O. Si on étudie une
fragmentation ou une coalescence sur un objet F, cette procédure permet
donc de changer d’espace pour travailler avec des processus échangeables a
valeurs dans P.

On appelle A I'application (non-continue) de P dans S' défini par

A= (Bl,BQ,..) — (’Bl‘,’BQ‘,)l
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ot (|By],|Bal;...)" est le réarrangement décroissant des fréquences asympto-
tiques |B;|. Sous certaines hypotheses, les fréquences asymptotiques d’un
processus échangeable existent pour tous les temps ¢ simultanément et on
peut passer de processus & valeurs dans P & des processus a valeurs dans S*
par 'application A.

0.4 Fragmentations homogenes et
coalescents échangeables

Pour arriver aux modeles précis qui nous intéressent, deux étapes restent
a franchir: nous devons généraliser les noyaux de dislocation et de fusion
pour autoriser des coalescences et des divisions multiples puis imposer une
condition d’homogénéité, ou plus généralement d’auto-similarité.

Dans [6, 7] Bertoin définit et étudie des fragmentations dites homogénes,
respectivement auto-similaires. 11 s’agit de fragmentations dans lesquelles
chaque nouveau fragment démarre une nouvelle fragmentation indépendante
de tout le reste (propriété de fragmentation) et de méme loi que la fragmen-
tation globale initiale & un changement de temps et d’échelle preés (propriété
d’auto-similarité). Pour prendre un exemple, une fragmentation binaire ne
sera homogene que si son noyau de dislocation a la forme

S(x,l) = s(l)

pour une certaine fonction s (on rappelle que S(z,l) est le taux auquel les
particules de masse z se divisent en fragments de masses ! et x(1 —1[)). Si
I’on choisit plutot

S(z,l) = 2%s(l)

on est alors dans le cas auto-similaire (avec indice d’auto-similarité o). Quand
a < 0 les dislocations surviennent de plus en plus rapidement a mesure que
la taille des fragments diminue, au contraire lorsque a > 0 le processus a
tendance a ralentir sur les fragments de faible taille.

On donne ici la définition précise d'une fragmentation de partition auto-
similaire, des définitions équivalentes peuvent étre données pour les fragmen-
tations d’intervalle ou les fragmentations ordonnées.

Définition 0.1. Un processus de Markov échangeable (I1(t),t > 0) a valeurs
dans P est appelé une fragmentation auto-similaire d’indice o si

— T1(0) est presque strement la partition triviale en un seul bloc,
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— A(I1(t)) existe pour tous les t simultanément presque sirement et est
continu en probabilité,

— pour tous t,s > 0, sachant I1(t) = (By,Ba,...) la distribution de I1(t+ s)
est la méme que celle de la partition aléatoire dont les blocs sont ceux
des partitions (B; N 119 (5| By|*))ien ot les TIV(.) sont des copies i.i.d.
du processus 11.

Les divisions, dans une fragmentation auto-similaire, sont essentiellement
de deux types et correspondent a deux phénomenes bien distincts :

— Les dislocations correspondent a des blocs B de masse positive r qui se
divisent soudainement en donnant naissance a une collection de sous-
blocs de masses rz; (et a des singletons si ) . x; < 1).

— L’érosion est un phénomene de perte de masse continu qui se traduit
dans P par le fait que chaque entier n € N est sélectionné avec un
certain taux (noté ¢ dans le chapitre 1 et ¢, dans le chapitre 3) et est
coupé de son bloc pour devenir un singleton.

Pour essayer de comprendre au moins intuitivement ce qu’est ce phénomene
d’érosion on peut remarquer que pour tout ¢, > 0, le processus déterministe
a valeurs dans St défini par X (¢) = (e7%!0,0,..) est bien une fragmentation
homogene ordonnée (voir le chapitre 1). Cette fragmentation correspond au
cas ou il n’y a pas de dislocations mais uniquement de 1’érosion.

Le taux d’arrivée des dislocations est controlé par une mesure vp;q sur St
qui vérifie certaines propriétés d’intégrabilité et qui, dans un certain sens,
généralise les noyaux de dislocation S. Plus précisément, pour une fragmen-
tation homogene, pour toute masse r € ]0,1[, vpa(dz) est le taux d’ar-
rivée des dislocations d’une masse r en fragments de masse (rzy,rzs,...) avec
(x1,22,..) € dz.

Dans [6, 7] Bertoin montre que la distribution de toute fragmentation
auto-similaire a valeurs dans P est caractérisée par la mesure vp;y, le pa-
rametre d’érosion c, et I'indice d’auto-similarité a.. Une construction explicite
en termes de processus ponctuels de Poisson est aussi proposée.

Les processus de coalescence sont plus délicats a étudier justement
parce qu’ils n’ont pas cette propriété de branchement selon laquelle les frag-
ments évoluent indépendamment les uns des autres.

Pitman et Schweinsberg proposent une approche qui repose sur 'existence
de taux de coalescence homogenes : on dira qu’'un processus de coalescence est
homogene si le taux avec lequel les blocs fusionnent ne dépend pas des tailles
des blocs impliqués. Le coalescent de Kingman, pour lequel chaque paire de
blocs est susceptible de fusionner a taux 1 en est un exemple important.
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Pitman a montré dans [21] comment construire des coalescents homogenes
admettant des collisions multiples pour lesquels, lorsqu’une coagulation a
lieu, tous les blocs impliqués fusionnent en un unique bloc. Schweinsberg a
développé cette idée dans [23] en permettant des collisions multiples telles
que plusieurs blocs fusionnent simultanément mais pour donner naissance a
plusieurs nouveaux agrégats.

Dans son cours a I'THP sur les processus de fragmentation et de coalescence
[9], Bertoin a montré qu’on pouvait donner la définition suivante, plus proche
de celle utilisée pour les fragmentations. On définit Coag(m,7’) comme la
coagulation d’'une partition © € P par ' € P, c’est-a-dire la partition que
I’'on obtient quand on coalesce les blocs de m dont les numéros sont dans un
méme bloc de 7’.

Définition 0.2. On dira alors qu’un processus de Markov (II(t),t > 0) a
valeurs dans P est une coalescence homogene si, pour tous t,s > 0, condi-
tionnellement a 11(t) =7 on a

(¢t + s) £ Coag(m,II'(s))

ou IT'(s) £ T1(s).

Nous utiliserons dans [4] une définition équivalente qui consiste a considérer
leurs restrictions :
Définition 0.3. Un processus de Markov échangeable (I1(t),t > 0) a4 va-
leurs dans P est une coalescence homogene si et seulement si ses restrictions
(I} (t),t > 0) sont des chaines de Markov (a espace d’état fini) dont les
seules transitions possibles correspondent a des coalescences.

Comme pour les fragmentations, les événements de coalescence possibles
dans un processus homogene correspondent a deux types de phénomenes
qualitativement différents. On peut avoir :

— soit des collisions multiples pour lesquelles une proportion strictement
positive des blocs présents avant la coalescence sont impliqués. En par-
ticulier si une infinité de blocs étaient présents, un nombre infini d’entre
eux sont impliqués.

— Soit des coalescents de Kingman, i.e., des coalescences au cours des-
quelles une paire de blocs fusionne pour n’en former qu'un seul.

Ainsi, par exemple quand on a un nombre infini de blocs, il n’y a jamais de
coalescence qui implique exactement 3 blocs.

Bertoin a montré dans son cours a I'IHP (en préparation) que I'on peut
exprimer les résultats de Pitman et Schweinsberg dans un formalisme tres
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semblable & celui utilisé pour les fragmentations. Le taux d’arrivée des colli-
sions multiples est caractérisé par une mesure vgoq, sur St qui vérifie certaines
proprié¢tés d’intégrabilité, et un parametre ¢, > 0 qui controle le taux des
coalescences de Kingman. La distribution de toute coalescence homogene est
completement caractérisée par ce couple (Vcpqq,¢r). On peut la aussi proposer
une construction a partir de processus ponctuels de Poisson.

Nous présentons maintenant chacun des trois chapitres qui composent
cette these.

0.5 Chapitre 1: Fragmentation ordonnée

L’objet du travail présenté dans cette premiere section est d’étudier plus
précisément les fragmentations ordonnées auto-similaires a I’aide des résultats
de Bertoin sur les fragmentations a valeurs dans P. Dans cette introduction,
par souci de clarté, on se concentre surtout sur le cas des fragmentations
homogenes.

On commence par les définir, sur le modele de la définition 0.1, par leur
semi-groupe.
Définition 0.4. Un processus de Markov X (t) = (X1(t),X2(t),...) a valeurs
dans St est une fragmentation homogéne ordonnée si

- X(0) =(1,0,0,..),

— X est continu en probabilité,

— et pour tous t,s > 0, conditionnellement a X(t), la loi de X(t + s)
est la distribution du réarrangement décroissant des termes des suites
Y@(s), ot les YO (s) sont données par YO (s) = X;(t).XD(s) avec
(XD (5))sen une suite de variables i.i.d. a valeurs dans S' de méme loi
que X (s).

Par exemple, pour toute fragmentation homogene au sens de la définition
0.1 T1(¢), a valeurs dans P, le processus des fréquences asymptotiques A(I1(t))
est une fragmentation ordonnée homogene.

Notre premier résultat est de montrer qu’il n’y a en fait pas d’autres
fragmentations auto-similaires :

Proposition 0.1. Les fragmentations a valeurs dans P et celles a valeurs
dans St sont liées par les relations suivantes :

1. Si Il est une fragmentation auto-similaire d’indice o a valeurs dans
P alors A(I1) a les distributions marginales fini-dimensionnelles d’une
fragmentation ordonnée de méme indice d’auto-similarité.
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2. Si X est une fragmentation ordonnée auto-similaire d’indice o, alors
on peut construire I une fragmentation échangeable auto-similaire de

méme indice & valeurs dans P telle que A(ILy) £\

Ce résultat a pour conséquence que toute fragmentation ordonnée a une
structure généalogique bien définie. Ceci n’est pas completement évident dans
la définition qui s’appuie sur le semi-groupe du processus. Pour reprendre
les termes de Evans et Pitman [12], on a montré que les fragmentations
ordonnées admettaient une famille de fonction de trace.

La proposition implique aussi que la caractérisation des P-fragmentations
auto-similaires par un triplet (v,c,cr) (Bertoin, [6]) se transpose sans difficulté
dans ce nouveau cadre. Il est alors naturel de chercher une construction des
Sl-fragmentations auto-similaires par des processus ponctuels de Poisson.
Seul le cas particulier des processus homogenes est traité dans le premier
chapitre, la construction dans le cas auto-similaire étant renvoyée en annexe.

On commence par montrer que pour les fragmentations homogenes or-
données 1’érosion se traduit par un phénomene completement déterministe.

Proposition 0.2. Si X est une fragmentation homogene de parametres (v,0),
alors pour tout ¢ > 0 le processus A = (e~ \(t),t > 0) est une fragmentation
homogeéne de paramétre (v,c).

Il nous suffit donc de savoir construire des fragmentations sans érosion.
C’est I'objet de la proposition suivante, qui est un analogue direct de celle
donnée par Bertoin pour la construction des P-fragmentations. La preuve en
est cependant relativement technique. Nous utilisons ici la notation # pour
désigner la mesure de comptage sur N.

Théoréme 0.1. Soit A une fragmentation homogéne a valeurs dans S* sans
érosion (c. = 0) et de mesure de dislocation v (avec v vérifiant v({s : sy >

0} =00)). Alors

1. X est un processus de saut pur.

2. Il existe un PPP K = (S(t),k(t))i>0 @ valeurs dans S' x N et de mesure
dintensité v®RF#, tel que les sauts de A correspondent aux atomes de K.
Plus précisément, X ne saute qu’aux temps ou (S(t),k(t)) a un atome,
et a un tel temps, A(t) est obtenu a partir de A\(t—) en disloquant le
k(t)-ieme fragment de A(t—) par S(t) (i.e., on remplace Ay (t—) par
la suite Ay (t—)S(t) et on réordonne la nouvelle suite de fragments).
A Uinverse si (S(t),k(t)) est un atome, alors A a un saut au temps t,
i.e., A\; saute au temps t pour i = k(t).

Ce théoreme est en fait vrai sans la restriction sur v mais cette hypothese
nous permet d’éviter des difficultés techniques et de nous concentrer sur les
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cas les plus intéressants.

La derniere partie du premier chapitre exploite certaines conséquences de
ces résultats pour analyser le comportement en temps petit des fragmenta-
tions ordonnées auto-similaires. Plus précisément on va s’intéresser au com-
portement des deux plus grands fragments en utilisant I'idée suivante : pour
des temps proches de 0 le plus grand fragment d’une fragmentation a valeurs
dans P contient presque sturement 1, or on sait que la taille du fragment qui
contient 1 peut s’exprimer a l’aide d'un subordinateur dont on connait ex-
plicitement la loi. D’autre part, la taille de ce plus gros fragment, X (¢) tend
vers 1. Le second plus gros fragment X, (¢) est donc presque surement le plus
gros fragment qui s’est détaché de X; avant ¢. Ceci nous permet d’utiliser
des résultats de la théorie des processus records: soit (sgl)(u)) la suite des
tailles des plus gros fragments qui se détachent de X;. On sait que c¢’est un
PPP sur lequel on peut définir un processus record R(t) := sup,, sél)(u).

Proposition 0.3. Soit
A= (A(t),t >0) = (A (1),A\a(t),...),t > 0)

une fragmentation homogéne de St avec caractéristiques (v,c). Alors:

1. 1l existe un subordinateur & avec dérive ¢ et mesure de Lévy
L(dx) = v(—logs;, € dx) , x € ]0,00]

tel que p.s.
Ai(t) = exp (—=¢(1))
pour t assez petit.

2.
Xo(t) ~ R(t), t— 0+ p.S.

On peut montrer (voir annexe A) que le Théoreme 1.1 ainsi que la Pro-
position 1.4 ci-dessus restent valable pour les fragmentations auto-similaire
d’indice positif. On montre aussi que des résultats plus précis sur la loi limite
du second fragment peuvent étre obtenus sous des hypotheses de variation
réguliere pour la queue de distribution de la mesure intensité de (sgl)(u)) et
que ce résultat se généralise a tous les fragments dans le cas ou la fragmen-
tation est de plus binaire.
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0.6 Chapitre 2: Spectre multifractal des
processus de fragmentation

On sait que pour une fragmentation homogene, la taille du plus grand
fragment tend toujours vers 0, ce qui est donc le cas de tous les fragments.
La vitesse de cette décroissance est la méme pour presque tous les fragments.
Plus précisément, Bertoin donne le résultat suivant dans [8]: soit X (¢) une
fragmentation ordonnée homogene sans érosion. On introduit les mesures
aléatoires

pe(dy) = Xi(t)6i-1 105 x,() ().
i=1
Il existe une valeur déterministe vy, > 0 telle que

ptié‘,

Utyp

faiblement quand t — oo. Ceci implique que, pour des temps t grands,
presque toute la masse est concentrée sur des fragments de taille approxima-
tivement e~“»?!. Le nombre de fragments de taille anormalement petite ou
anormalement grande, peut étre estimé par des techniques du type “grandes
déviations”.

On a vu que la loi d'une fragmentation homogene sans érosion est ca-
ractérisée par la mesure de dislocation vp;q (notée v dans le chapitre 1 et 2).
On va utiliser la fonctionnelle suivante :

b0 = [ (1= ot o)

Comme nous I'avons dit plus haut, la taille du fragment qui contient 1 dans
une fragmentation II(t) & valeurs dans P s’exprime a l'aide d’un subordina-
teur. Plus précisément, on peut montrer que le processus

§(t) == —log(|Bi(t)])

est un subordinateur. On sait que sa loi est caractérisée par sa transformée
de Laplace

E(exp(gX;)) = exp(t®(q))

ou P est justement la fonctionnelle définie ci-dessus. Le fragment qui contient
1 est important car, conditionnellement a la suite des masses X (t) = A(IL(2)),
on a P(|B1(t)] = Xi(t)) = Xi(t) pour chaque k € N. La masse du pre-
mier bloc est donc tirée aléatoirement dans la suite X avec un biais par la
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taille. Intuitivement, ceci est di au fait que pour la fragmentation d’inter-
valle associée, B; correspond au bloc qui contient Uy, une variable aléatoire
distribuée uniformément sur ]0,1[. En ce sens on peut dire que ®, qui en
général ne permet pas de retrouver toute 'information contenue dans vp;g,
caractérise le comportement d’un fragment typique. En particulier, la vi-
tesse de fragmentation du fragment typique, vy, s’exprime tres simplement
a l'aide de ® puisque
Viyp = D' (0+4).

En fait on peut lire tout le spectre des vitesses dans ®: la vitesse de
fragmentation minimale que nous noterons vy, est donnée par ®'(p) oup > 1
résout I’équation p®’(p—1) = ®(p—1). La vitesse de fragmentation maximale,
que Nous Noterons Unay, est “en général” infinie. Pour v € |umin,Vmax| ON
introduit v — T, la fonction inverse de @', i.e., ®'(T,) = v et on définit

Cv) = (Ty + 1)v — (vy).

Le nombre de fragments de taille anormale est étroitement relié a cette
fonction C'(v) puisque 'on a avec probabilité 1 que

lim lim tlog (Card {i € N: e 9" < X;(t) < e 79}) = C(v), (0.2)
En particulier la solution positive de C'(v) = 0 est vy, ¢’est-a-dire le taux de

décroissance du plus gros fragment, i.e., pour tout € > 0 on a X (¢)e!@minte) —
00 et X (t)elvmin=q) — (),

Considérons maintenant une fragmentation d’intervalle (S(¢),t > 0) sans
érosion et sans perte de masse. Pour x € |0,1[ on appelle I,(t) le fragment
qui contient x au temps t et |I,.(t)| sa taille. Quand elle existe on dit que la
limite — limy_o log(|Z.(t)])/t est la vitesse de fragmentation de z. On peut
facilement montrer que presque surement un point u pris uniformément sur
10,1] a pour vitesse de fragmentation vy,. Dit autrement: presque tous les
points de ]0,1] ont une vitesse de fragmentation qui est viy,. Les points qui
ont une vitesse différente, disons v # vy, forment des ensembles G,

G, :={x€]0,1]: tlirglo —t Mog(|L,(t)]) = v}.

Il est assez facile, a ’aide de la propriété de branchement, de voir qu’ils sont
soit vides, soit partout denses, presque stirement, et toujours de mesure de
Lebesgue nulle. La bonne notion pour étudier leur “taille” est la dimension
de Hausdorff que nous noterons “Dim” dans la suite. On définit aussi G, et
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gv comme suit :

G, = {x€]0,1[: limsup —t 'log(|L.(t)]) < v},
t—00
G, = {ze€l01]: litminf —t 1 log(|1,(t)]) > v}.

Un point dans G (resp. dans G,) sera, pour t assez grand, dans un petit

(resp. grand) fragment par rapport a e="’.

Le résultat de grandes déviations de Bertoin conduit naturellement pour
les fragmentations d’intervalle a une analyse multifractale des vitesses de
fragmentation, i.e., on peut calculer la fonction qui a v associe Dim(G,) (ou
Dim(G,) ou Dim(G,)).

Théoréme 0.2. Pour chaque v € |Vmin,Umas| , Presque sirement

Dim(G,) = C(v)/v, (0.3)
Dim(G,) = C(v)/v siv < vy, et =1 80> vy, (0.4)
Dim(G,)) = C(v)/v siv > vy, et =1 5i v < vy, (0.5)

Les arguments utilisés dans la preuve s’appuient sur le lien étroit et déja
mentionné qui existe entre les fragmentations homogenes et les processus de
branchement.

0.7 Chapitre 3: Processus de
fragmentation-coalescence échangeables
et leur mesure d’équilibre.

Le dernier chapitre est consacré a la définition et a I’étude des proces-
sus de fragmentation-coalescence échangeables a valeurs dans P (nous les
appellerons “processus EFC” dans la suite).

Définition 0.5. Un processus de Markov échangeable (I1(t),t > 0) a valeurs
dans P est un processus EFC si et seulement si ses restrictions (ILjp)(.))nen
sont des chaines de Markov (a espace d’états fini) dont les seuls sauts pos-

sibles correspondent soit a une coalescence, soit a la fragmentation d’un seul
bloc.
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Nous montrons que chaque processus EFC correspond a un unique couple
constitué d’une fragmentation homogene et d’une coalescence échangeable
dont il est en fait la combinaison. On peut donc utiliser les résultats de
base de [6, 7, 21, 23] pour caractériser les lois des processus EFC. Dans
la proposition suivante, Vpis et Vcoqg sont des mesure sur S! déja évoquées
qui vérifient certaines conditions d’intégrabilité, et c.,c, sont respectivement
le parametre d’érosion et le parametre de Kingman. Plus précisément on
rappelle que vpq(dx) est le taux auquel un bloc de fréquence asymptotique r
se fragmente en sous blocs de masses respectives rxy,rxs,.. avec x € dx tandis
qUE Voag(dr) est le taux auquel surviennent des coalescences telles que une
proportion z; des blocs avant coalescence fusionnent en un unique nouveau
bloc, une proportion x, fusionne en un autre bloc, etc... avec x € dx. De plus
on a

/ (1 — x1)vpig(dr) < o0
Sl

et

/Sl(z T2 )V Coag(dx) < 00.

i=1
Proposition 0.4. La distribution d’un processus EFC11(.) est complétement

caractérisée par la loi de I1(0), par le couple de mesures Vpis,Vcoag €t les
parametres c.,cp € R+.

Les restrictions de II étant des chaines de Markov sur des espaces d’états
finis il nous suffit de montrer qu’elles sont irréductibles et apériodiques (dans
le cas ol on a bien et de la coalescence et de la fragmentation) pour conclure
qu’elles admettent chacune une mesure de probabilité invariante unique. On
utilise alors le fait que les restrictions sont, par définition, compatibles pour
conclure que pour un processus EFC II,

Proposition 0.5. [l existe une unique mesure de probabilité invariante p qui
est en plus échangeable. On a

0

p(.) =d0(.) © cx =0 et Viogy(.)
et
p(.) =001(.) = cc=0¢etvpg(.) =0
ot 6.(.) est la masse de Dirac.
De plus, T1(.) converge en distribution vers p.

On explore ensuite certaines propriétés de cette mesure d’équilibre. La
premiere question que nous traitons est celle de savoir si p charge ou non
les partitions avec un nombre fini de blocs. Le résultat suivant donne une
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condition suffisante pour que p({m € P : #m < oo}) = 0 ou #m est le
nombre de blocs de 7.

Théoreme 0.3. Soit I1(.) un processus EFC avec caractéristiques Vcoag,V pisisCk >
0 etc.>0. Alors

vpisi(SY) = 00 ouce > 0= p({r € P: #m < o0}) = 0.

Bien que I'on ne dispose pas d’une condition nécessaire dans le cas général,
nous pouvons présenter un résultat partiel dans le cas ou la partie fragmenta-
tion du processus n’a pas d’érosion et est “binaire” (chaque dislocation crée
exactement deux fragments).

Proposition 0.6. Sic, = 0,vp;(S') < oo et
VDisl({x € Sl XX < 1}) =0
(les dislocations sont binaires), alors

x>0=p{reP :#r <o0)=1.

La deuxieme question que 1'on peut se poser sur p est de savoir si cette
mesure charge des partitions ayant de la poussiere, ¢’est-a-dire une proportion
strictement positive de singletons (on les note dust(r)) parmi ses blocs. On
ne dispose la aussi que d'une condition suffisante pour I’absence de poussiere :
Théoréeme 0.4. Soit (II(t),;t > 0) un processus EFC et p sa mesure de
probabilité invariante.

Alors

/SL (Z xz> Voag(dx) = 00 ou ¢, > 0= p({m € P : dust(m) # 0}) = 0.

Finalement, on étudie quelques propriétés trajectorielles des processus
EFC. Plus précisément, on aimerait savoir si un processus issu d’une par-
tition infinie (i.e., avec un nombre infini de fragments) peut “descendre de
I'infini” selon 'expression de Schweinsberg, en temps fini, ou méme instan-
tanément. A l'inverse on peut se demander si en partant d’une partition
finie on peut atteindre l'infini. Nous donnons ici une condition suffisante
pour que 'ensemble des temps (noté G) ou le nombre de blocs non-vides est
infini soit presque surement dense (dans ce cas le processus atteint l'infini
immédiatement).

Théoréme 0.5. Soit I un processus EFC tel que c, > 0 ou vpi(St) = .
Alors, p.s. G est partout dense.
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Abstract

In this paper we define and study self-similar ranked fragmentations. We first
show that any ranked fragmentation is the image of some partition-valued frag-
mentation, and that there is in fact a one-to-one correspondence between the laws
of these two types of fragmentations. We then give an explicit construction of
homogeneous ranked fragmentations in terms of Poisson point processes. Finally
we use this construction and classical results on records of Poisson point processes
to study the small-time behavior of a ranked fragmentation.

1.1 Introduction

Splitting models are meant to describe an object that falls apart. Appli-
cations are numerous and may be found in various fields such as physical
chemistry (aerosols, phase separation, polymerization), mathematical popu-
lation genetics or astronomy (we refer to [3] for a survey on applications and
motivations).

This paper focuses on self-similar ranked fragmentations. For the sake
of describing our results, let us just give some heuristic descriptions while
precise definitions will be given in the next sections.

Imagine a unit-mass object that fragments as time runs. We only consider
the ordered sequence of the masses of the fragments so the state space is

Sl = {S = (81782,...)781 >89 > ... 2 O,ZSZ' < 1},
i

the situation where ) . s; < 1 corresponding to the fact that a part of the ini-
tial mass has been lost, i.e. the sum of the masses of the remaining fragments
is less than the original total mass.

Let A = (A(t),t > 0) be a Markov process with values in S!. Call A a
self-similar ranked fragmentation if it fulfills the scaling and fragmentation
properties.

The scaling property means that there exists a real number «, called the
index of self-similarity, such that if P, is the law of A started from (r,0,0,..)
then the distribution of (rA(r®t),¢ > 0) under P, is P,.

The fragmentation property is a version of the branching property i.e. for
any u,t > 0, for any s = (s1, S2,..) € S, conditionally on A(u) = s, A\(t + u)
has the same distribution as the variable obtained by concatenating and
ordering the sequences A, A .. where for each i, A\) has the distribution
of A(t) under Py,.
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Here is a simple prototype taken from Brennan and Durrett [10, 11] who
consider the following model for polymer degradation : A particle of mass
m splits with exponential rate m®, a € R*, and gives rise to two particles
of mass Vm and (1 — V)m, where V is a random variable with values in
(0,1) independent of the past. The new particles follow the same dynamic
independently. The ordered sequence of the masses of the particles is a self-
similar ranked fragmentation of index «.

This example can be extended in two ways. First one can suppose that
when a particle splits, it might give birth to any number of particles, possibly
infinite, and not just two. Second, in the example of Brennan and Durrett,
the splitting times are “discrete”, the first time of splitting is almost surely
strictly positive. It is natural to consider more generally the case where
fragmentation may occur continuously. For instance this happens for the
fragmentation process obtained by logging the continuous random tree of

Aldous in [1].

A classical tool in the study of ranked fragmentations or coalescences is to
use a somewhat different state-space and to introduce the so-called partition
valued fragmentation (see for instance Kingman in [13] or Evans and Pitman
n [12]). Roughly speaking a partition fragmentation, say II(¢), is a process
that lives in the space of partitions of N, such that for any 0 < s < ¢, TI(¢) is
a refinement of II(s). A way to construct such a fragmentation which makes
clear the connection with the above particle model is the following : imagine
an object F endowed with a unit mass measure y that falls apart as time
runs. Call object fragmentation the process F(t) with values in partitions
of E that describes this fragmentation. Next, let (u;);en be a sequence of
iid E-valued variables with distribution p and for each ¢ let g () be the
partition of N such that for all 7 and j in N, 7 and j belong to the same block
of TI(¢) iff u; and u; are in the same fragment of E at time ¢. By the SLLN
we can recover the mass of a fragment as the asymptotic frequency of the
corresponding block. Then Il is a partition fragmentation.

Using partition fragmentations to construct ranked fragmentations is typ-
ical of the existing results. These constructions benefit from two important
features : there is a clear genealogical structure, and partition fragmen-
tations, when they are self-similar, are characterized by an index of self-
similarity and a so-called characteristic exchangeable measure, on which re-
sults concerning exchangeability can be usefully applied (see [2] for a survey
on exchangeability).

However partition-valued fragmentations are perhaps less natural and
could be less general than ranked fragmentations, precisely because we have
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endowed them with this extra genealogic structure. In other words it is not
clear that an arbitrary ranked fragmentation can be studied through parti-
tion fragmentations.

In section 2 we show that it is in fact the case. More precisely, if we give
ourselves a ranked fragmentation A, there is a partition fragmentation IT such
that the asymptotic frequencies of IT have the distribution as .

In the next section we use this equivalence between ranked and parti-
tion fragmentations to give a Poisson construction of homogeneous ranked
fragmentation which is an analogue of that given in [5] for partition frag-
mentations. The difficulty comes from the fact that we can no longer use a
genealogic structure, which played a crucial role in the partition case.

In section 4, this construction allows us to tackle the study of small time
behavior of a ranked fragmentation. We show that the 2nd largest fragment,
correctly renormalized, behaves as the record of the size of the particles
detaching from the main fragment.

1.2 Definitions and first properties

1.2.1 Ranked Fragmentations

For each [ in [0,1] let P(I) be a probability on {s € St : > s; < I}, the
space of all the possible fragmentations of . Then for L = (I3, ls,...) € S',
define P(L) as the distribution on S* of the concatenation and the decreasing
rearrangement of independent S'-valued variables with respective law P(1;).
Call (P(L), L € 8') a fragmentation kernel on S'. One says that the family
(P(),1 € [0,1]) generates (P(L),L € S8').

Definition 1.1. An S'-valued process \(.) is called a S*-fragmentation if it
1s a time-homogeneous Markov process such that

1. X is continuous in probability and starts from A(0) = (1,0,0,...) a.s.
2. the transition semigroup (P,(L)) of X is given by fragmentation kernels.

In words, at a given time ¢, each fragment of A(t) = (A1(¢), A2(?), ...), say
Ai(t), gives rise to an independent fragmentation process whose distribution
only depends on the value X;(t). A is the concatenation and the reordering
of all those processes.

For [ € [0,1], let g; be the function from S* — S defined by

g1 T = (x1,29,..) — (lwy, 122, ...).
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Definition 1.2. The fragmentation A\, with transition kernels generated by
the family (Py(1);t > 0,1 € [0,1]) is said to be self-similar with index o € R
if (in the notations introduced above) for all | € [0,1] the distribution P;(l)
coincides with the image of Pa(1) by g;.

When o = 0 the fragmentation is said to be homogeneous.

S! is endowed with the uniform distance. Note that for any s =
(s1,5,...) € St we must have for every k € N, s, < %, and thus the uni-
form and pointwise convergences are the same.

In [5] Bertoin showed that the semi-group of a homogeneous partition
fragmentation (the definition and main properties of partition fragmentations
are discussed in section 2.2) has the Feller property. As we are working with
a different topology his result does not apply. However, we have the following

Proposition 1.1. (Feller property) Under the weak topology on probability
measures, the semi-group P, of a self-similar ranked fragmentation of index
«, fulfills the Feller property. That is ¥Vt > 0 the map

L — P(L)

is continuous on S* and for each fized L € S*, P,(L) converges to the Dirac
mass at L ast — 0.

Proof. The second point is simply the continuity in probability of a self-
similar fragmentation.

For the first point consider a sequence (L,,n € N) in St which converges
to L € S*. Note L, = (I, 1{™, ...), then for all k, I\ — I.

Let (Yi(t))ien be a sequence of iid S!-fragmentations with same semi-
group (P(S),S € S',t > 0), then, by definition, for all n € N the S!
random variable Z(™(t), obtained by the decreasing rearrangement of the

terms g, <Y1 <t(l£"))a>> for i in N :

2900 = (o (5 (4077)) s 0 1)) )

has law Pj ) (t). In the same way

Z(t) = (g (Vi (1)), 9o (Ya(t(12))), )

has law P (t). Now fix € > 0, and take N > 2. Then

Vk > N,¥n e NI < ¢/2.
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Thus for all w

sup (dist (g (Vi (H0")). g (Vi(t(0)")) ) ) < e

k>N

On the other hand, by the continuity in probability of the processes
(Yi)icq1,...n—1}, we have that almost surely

P

sup de%mnwﬁvmymnWM%0)>4—+0

ke{l,..,N—1} n—0oo

Hence dist (Z"(t), Z(t)) converges in probability, and thus in law, to 0. O

1.2.2 Partition Fragmentations

Most of the results on fragmentation available in the literature are (or can be)
formulated in terms of a type of fragmentation called partition fragmentation,
which is basically a process that can be described as a partition of N getting
finer as time runs. We recall in this section several well-known facts that we
will use repeatedly in the following. We refer to Bertoin [5], Bolthausen and
Sznitman [9], Evans and Pitman [12] and Kingman [13] (among others) for re-
sults and discussions on partition valued processes and the link between par-
tition fragmentations/coalescences and ranked fragmentations/coalescences.

More precisely, call a subset of N, say B, a “block”. When the limit
1
|B| := lim —Card{0 <k <n:ke B}
n—oo N,

exists, it is called the asymptotic frequency of B. A partition of N can be
thought of as a sequence By, Bs, ... of disjoint blocks whose union is N. The
labelling obeys the following rule : if B; is not empty, then its least element
is 7. Call P the space of the partitions of N, and recall that P is a compact
metric space (see [13]).

A finite permutation o (i.e. a bijection N — N such that o(n) = n for n
large enough) acts on a partition 7 in the following way : for any ¢ and j in
N, ¢ and j are in the same block of o(m) iff (i) and o(j) are in the same
block of 7, this equivalence relation can be identified as a partition and thus
completely defines o (7).

A measure p on P is said to be exchangeable if for any measurable set
A C P, for any finite permutation o
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where o acts on the sets in the obvious way.

A P-valued process II is said to be exchangeable if the permuted process
o(IT) has the same distribution as the original process II. For instance the
P-valued process IIx(t) presented in the introduction is exchangeable.

For all B C N, let Pg be a probability on the partitions of B. For all
m = (B, Bs,..) € P, let P, be the distribution of the partition with blocks
B(l,l)) B(l,g), ..... , B(2,1)7 B(272), ... where 700 = (B(Z-J), B(i72), ) is a partition
of B; and has law Pp,. The family (P,,m € P) is, in the terminology of
Pitman [15], a fragmentation kernel on P.

Definition 1.3. Call P-fragmentation any exchangeable P-valued Markov
process, starting from the trivial partition (N is the only non empty block),
which 1s continuous in probability and has fragmentation kernels as its tran-
sition semi-group.

If 7 is a random exchangeable partition, by a result of Kingman [13] (see
also Aldous [2] for a simpler proof), every block of 7 has an asymptotic
frequency almost surely, i.e. |B;| exists with probability 1 for all i =1, ....

We call an exchangeable P-valued process IT nice if with probability 1, TI(¢)
has asymptotic frequencies for all ¢ > 0 simultaneously. Evans and Pitman
[12] have shown that it is always the case when II is an exchangeable P-
process with proper frequencies (i.e. for each t > 0, >, |Bi(t)| = 1 almost
surely ), and Bertoin [5] proved that so-called homogeneous fragmentation
were nice. Observe that when II(¢) is nice, the ordered sequence of the
asymptotic frequencies is well defined and is a S'-valued process.

As we shall construct a Markovian semi-group on S, we need a notion
slightly more general than the asymptotic frequency, well defined for any
subset B of N. We write

A(TI(8)) = (Aa(I1(1)), Ao (TI()), ...) " = (Aa(t), Aa(2), )

for the decreasing rearrangement of the quantities

A(TI(E)) = liminf ~#{k < n: k € Bi(t)}.

n—oo M

By extension we also define

A(B) = liminf%#{k <n:ke B}

n—oo

for any B C N.
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A is a functional of TI(¢) that takes its values in St. We stress that A is
not continuous.

Next for every C' C N and every m = {By, By, ...} € P, we define the
partition of C induced! by 7 :
TNC = (BlmC,Bng,)

Definition 1.4. A P-fragmentation 11 = (I1(t),t > 0) is called self-similar
with index o € R if :

1. 11 starts a.s. from the trivial partition.

2. The ranked fragmentation A(I1) associated with I1 is continuous in prob-
ability.

3. For every B C N, Vt > 0 Pg(t) (in the above notations) is the distri-
bution of II(tA(B)*) N B.

When a = 0 we will say that 11 is a homogeneous fragmentation.

Following Kingman [13] (see also [2] for a survey), to each s = (s, S2,...) €
S! one can associate a unique exchangeable probability measure ji; on P such
that ps-almost every partition has ranked asymptotic frequencies s.

This is how one proceeds : let (X;);en a family of iid variables such that
Vk € N,P(X; = k) = s, and P(X; = 0) = 1— ), s, then define the s -
paintbox ? partition (or “s-paintbox process”) II by the equivalence relation

VijeNinje X=X, >0.

We denote by pus the law of the s-paintbox process. It is clear by the LLN
that ps-almost surely A(II) = s.

! there is in fact another natural way of defining this partition : it is to take the image
of m by the mapping that sends N onto C' = {¢1, ca, ...} (where ¢1 < g < ...):

moC={c¢;:j€B;}i=1,.)

Suppose now that 7 is an exchangeable random P-valued variable, for all k& > 0, for any
finite permutation ¢ such that

Vi < k;o(i) = ¢,
7 and o(m) have same law, thus in the sense of the equality of the finite-dimensional
margins 7 o C' and 7 N C have same law.

2 The reason for the name (due to Kingman) is the following : imagine that we have a
choice of colors (ci)ren. Then paint each integer n independently with a randomly chosen
color, ¢, with probability s;. Then the partition of N defined by the equivalence relation
“being of the same color” is the s-paintbox process.
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For each self-similar P-fragmentation one can take the associated S!
ranked fragmentation, thus defining a map from P-fragmentation laws into
S'l-fragmentation laws. Suppose now that II; and II, are two self-similar
P-fragmentations such that for any fixed ¢ the S' variables A(II;(t)) and
A(II5(t)) have same law. I1;(¢) and I15(¢) being exchangeable, by de Finetti’s
theorem (see [2]) one can show that they are mixtures of paintbox processes
directed respectively by A(IIy) and A(Ily), i.e.

P(HLQ € A) = / MS(A)P(A<H1,2) € dS)
Sl
We conclude that they have the same distribution. So to every P-
fragmentation corresponds a different S'-fragmentation. Our first result will
be to show that there is in fact a one to one relation.

1.2.3 From Ranked to Partition Fragmentations

Let II be a nice self-similar fragmentation of index «, then it is known (see
[5, 13]) that its asymptotic frequencies A(II) form a self-similar ranked frag-
mentation of index «. In the converse direction, Evans and Pitman in [12]
showed that given a ranked fragmentation that admits a so-called tracking
function one can always see it as the image of a corresponding partition frag-
mentation. We shall extend this result by showing that this is the case for
any S'-fragmentation, which means that any self-similar S'-fragmentation
admits a family of tracking functions.

Proposition 1.2. We have the following relations between S' and P frag-
mentations :

1. If T1 is a P-fragmentation then A(II) has the finite-dimensional
marginal distributions of an S'-fragmentation. Moreover A preserves
self-similarity.

2. if X is a S'-fragmentation, then we can construct Iy an exchangeable

P-fragmentation such that A(II)) £ \. Moreover this construction
preserves self-similarity.

The first point is clear, the difficulty here lies in the second part of this
proposition. The main idea is that as P is a compact metric space, it is
enough to construct an adequate Markovian semi-group to ensure the exis-
tence of the desired P-process. Then the conservation of the index will be a
simple consequence of our construction.
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Let (P(S),t > 0,5 € S') be a transition kernel on St generated, in the
notation of definition (1.1), by the family (P,(I),¢t > 0,1 € [0, 1]).

Let P,(l) be the image of P(I) by g-i, the map (zy,20,..) —
(x1/l,29/1,...). Let (R(t,1),l € [0,1],¢ > 0) be a family of probability mea-
sures on P where, for a fixed ¢, R(t,[) is a mixture of s-paintbox processes
directed by Py(1), i.e. for A C P

R(t,1)(4) = / AP ds).

For B C N define Q(t, B) the distribution of IIz N B where IIp is a P
valued random variable with law R(t, A(B)). Practically this means that
one begins by drawing a variable A\ with law P,(A(B)), we then take the
sub-partition of B induced by the A\g-paintbox partition.

Now let m = (71, m9,...) € P and Vt > 0 let (IL,,(¢))ien be a sequence of

independent variables with respective law Q(t,7;). Define Q(¢,7) the law of
the partition whose blocks are the blocks of the (I, (¢),i € N).

Our proof of Proposition 1.2 shall thus consist of showing that the family
(Q(t,m), 7 € P,t > 0) forms a semi-group.

Proof. From the above description it should be clear that it suffices to show

VreP,Q(t +u,m) = //ep Q(t, m™)Q(u, ) (dr") (1.1)

in the obvious notation. If for any subset B of N, we denote the set of
partitions of B by Pp, then the construction, (1.1) is equivalent to

VB CN,Q(t +u, B) = / Q(t, ™)Q(u, B)(dr'). (1.2)

' ePp

We can reformulate (1.2) as : Q(t+wu, B) is the distribution of the random
partition I1(¢,u) of B (and this is what we actually shall prove) obtained by
the following two-step procedure :

1. draw IT(u) = (m1(u), m2(u), ...) an exchangeable partition of B with law

Q(u, B).

2. given II(u) draw a sequence <H”i(“)(t))ieN
variables with respective law Q(¢, m; () )ien.

of independent P, -

3. II(t,u) is just the collection of all the blocks of the Il ) (t).
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We begin by proving so for B = N. By construction we can always suppose
that II(u) is a mixture of paintbox processes directed by P,((1,0,...)), i.e.
conditionally on A(u) (a random variable with law P,((1,0,...))), II(u) is
a A(u)-paintbox process (resp. for each i € N, Il ) (t) is constructed by
taking the intersection of m;(u) and a A paintbox-process where A is a
S'-variable with law P;(|m;(u)|)).

This means that conditionally on A(u) = (A;(u), A2(u),...), one draws an
i.i.d. sequence of random variables (X;);eny with values in {0,1,2,...} such
that P(X; = k) = A\g(u) forall k > 1 and P(X; =0) =1—>" A, (u). These
random variables determine II(u). in the same way, for each i € N, condi-
tionally on A, one draws an i.i.d. sequence of random variable (Yk(i))keN

which determines I, ) (t). Note that i i jif and only if X; = X; > 0

and Y;(Xi) = Y;.(Xj) > 0. Since (X;);en and (Yk(i))keN are i.i.d. sequences, it
follows that I1(¢,u) is exchangeable.

The law of an exchangeable random partition is completely determined
by the law of its asymptotic frequencies, here the A;(u) x A (¢). As A(.) is a
S'-fragmentation we have by construction that

(i) x AD())ien) " £ At + u).

So II(t,u) has law Q(t + u, {N}).

Then take B a subset of N. By construction Q(t + u, B) is the law
of Iy, (B) N B where Il;1,(B) is a P-variable and II(t,u) = II(t,u) N B

where II(¢,u) is a P-variable. It is clear that replacing the generating family
(R(t,1),t > 0,1 € [0,1]) by (R(t,1) = R(t,A(B)l),t > 0,1 € [0,1]) in the
above arguments yields II(t, u) L I1,,.,(B) and thus for all B C N

(¢, u) £ O, u(B).

So we have proved the existence of a Markov P-process II with semi-group
Q(t, ), which, by construction, is a fragmentation whose asymptotic frequen-
cies have same distribution (in the sense of finite-dimensional distributions)
as A\, our starting S'-fragmentation.

For each ranked fragmentation A we can thus construct a partition frag-
mentation I, such that A(IL)) has same law as A.

We now turn to the conservation of self-similarity : suppose A is a self-
similar S'-fragmentation with index a, so P(t) = Pi(tl*), looking at the
above construction of the semi-group shows that R(t,l) = R(tl% 1), so I is
also self-similar of index a. ]
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It is now natural to look for some explicit construction of ranked fragmen-
tations, i.e. an equivalent of Theorem 1 in [5].

1.3 Homogeneous fragmentations

In [5] J. Bertoin shows how a homogeneous P-fragmentation process can be
decomposed into a Poisson point process of partitions, whose distribution
is determined by the so-called characteristic measure. As one can always
suppose that a S'-fragmentation is the image by A of some P-fragmentation,
one might ask if it is possible to construct an S'-fragmentation directly from
some Poisson point process.

1.3.1 Lévy-Itdé decomposition of homogeneous
P-fragmentations

We start by recalling some results lifted from [5]. The distribution of a homo-
geneous P-fragmentation II is determined by an exchangeable measure x on
P, called the characteristic measure of I, that assigns zero mass to the trivial
partition and satisfies the condition x(P5) < oo where Pj is the set of the
partitions of N for which 1 and 2 do not belong to the same block. Given such
a measure K, one can construct a homogeneous P-fragmentation admitting x
as its characteristic measure as follows : Let K = ((A(t), k(t)),t > 0) a Pois-
son point process with values in P x N with intensity measure M := k ® #
where # stands for the counting measure on N. This means that for a mea-
surable set A C P x N with M(A) < oo, the counting process

NA(t) = Card(s € [0,1] : (A(s),k(s)) € A),t > 0)

is a Poisson process with intensity M (A), and to disjoint sets correspond
independent processes.

Then one can construct a unique P-valued process 11, = (Il.(¢),t > 0)
started from the trivial partition, with cadlag sample paths, such that II,
only jumps at time ¢ at which K has an atom (A(t), k(t)), and in that case
I1,.(t) is the partition whose blocks are the B;(t—) (the blocks of TI.(t—))
except for By (t—) which is replaced by the partition of By (t—) induced
by A(t) (that is A(t) N By (t—)).

I1.. is a homogeneous P-fragmentation with characteristic measure k. Con-
versely, any homogeneous P-valued fragmentation II has the same law as 11,
for some unique exchangeable measure k.



1.3. Homogeneous fragmentations 37

As a consequence of Kingman’s representation of exchangeable partitions
[13], every exchangeable partition measure can be decomposed into the sum
of a dislocation measure and an erosion measure :

e ), stands for the Dirac point mass at m € P, for all n € N let ¢, be the
partition of N with only two non-void blocks : {n} and N\{n}, then
for every ¢ > 0, the measure

He = Ci Oe,
n=1

is an exchangeable measure. The p.’s are called erosion measures.

e The dislocation measures are constructed from so-called Lévy measures
on St. We call a measure v on St a Lévy measure if v does not charge
(1,0,0,..) and verifies the integral condition

/Sl<1 — s1)w(ds) < 0o

where s = (s1, So, ...) denotes a generic sequence in St. The mixture of
paintbox processes

) = [ vt
St
is a measure on P, called the dislocation measure directed by v.

Then for any « exchangeable partition measure there exists a unique ¢ > 0
and a unique Lévy measure v such that k = p. + .

Thus the law of a homogeneous P-fragmentation is completely character-
ized by the pair (v, c¢). Using Proposition 1.2, we conclude that :

Corollary 1.1. There is a bijective correspondence between the laws of homo-
geneous ranked fragmentations and the pairs (v, c) where v is a Lévy measure
on SY and ¢ > 0.

A ranked fragmentation is thus completely characterized (in terms of dis-
tribution) by the pair (v, ¢) associated to its law.

We would like to transfer the Poisson point process construction of P-
fragmentations to S'-fragmentations. The main difficulty in doing so comes
from the lack of a genealogy structure in this new setting. 3

3 Of course the branching character of ranked fragmentation that comes from the frag-
mentation property basically enforces some kind of genealogical structure. By lack of
genealogy we only mean that, given A(¢) and A(t+ s) it is not always possible to determine
for a given fragment X;(t + s) from which fragment of A(¢) it detached, whereas this is
always possible for P-fragmentations.
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To illustrate this, let K = (A(t),k(t)) a PPP with measure intensity
i, @ # and II the corresponding P fragmentation (hence with no erosion),
and suppose that at time ¢ there is an atom (A, k) : the k-th block of
II(t—) (i.e. its least element is k) fragments, or otherwise said A(By(t—)) >
A(Bg(t)) > 0. Then it is clear that at time t there is also a dislocation in
the associated ranked fragmentation A\ = A(II). The label of the mass of
A(t—) that fragments, noted ®(t—, k), is an integer that depends on II(t—)
and k and can informally be seen as the rank of the size of the k-th block
of TI(t—). In the same way that II is constructed from K, one might hope
that A(IT) is constructed from (A(A(t)), ®(t—, k(t))) but we will still have
to show that this last point process is a Poisson point process with the right
intensity, then that the jump-times of A are exactly the atom times of K and
finally that A is a pure-jump process (in a sense to be defined).

But first we show how to get rid of erosion.

1.3.2 Erosion in homogeneous ranked fragmentations

Let us first examine the trivial case when the fragmentation is pure erosion.
It is then intuitively clear that the homogeneity in time and space entails
that the ranked fragmentation \(¢) with values in S’ with characteristics
(0,¢) (where the 0 means that the measure v is trivial with mass 0) is given
by

At) = (e7,0,0,...).

To demonstrate this define
k= e

with ¢ > 0, and let II be the P-fragmentation associated to the P.P.P. K =
(A(t), k(t))i>0 with intensity p. ® # and values in P x N. II can be thought
of as an isolation process, indeed at each jump time of K, say t, some point
of N, say n, is designated, (i.e. A(t) = ¢.,). If the block containing n,
B(n,t), is not reduced to the singleton {n}, then it is fragmented into {n} and
B(n,t)\{n}, “nisisolated from its block”, or else nothing happens. Hence, at
all time there is only one block which is not a singleton, by an argument that
will be established in Theorem 1.1, we can always suppose that this block
also contains 1. If we consider the restriction of II to {1,2,..,n}, denoted
by I, then II™ only jumps at atom-times of K for which k = 1 and
A¢ € {0, 0ey, .-, 0¢, }. The restriction of the Poisson process to this set is
a Poisson process with intensity of finite mass and thus have discrete jump-
times. The processes of the times of exclusion of each point are independent
of one another. By standard calculation on Poisson processes the probability
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that a given point have been excluded at time ¢ is exp(—tc), thus the law of
the number of points excluded at time ¢ is a Bernoulli with parameter (e=).
By the law of the large numbers, at time ¢, the asymptotic frequency of the
only block not reduced to a singleton is (e~) almost surely. So a.s. for every
teQ

A(TL) = ((e7%),0,0,...)

and as \;(t) is monotone decreasing the relation holds almost surely for all
t. This result is the key for the following.

Proposition 1.3. [fS\ is a homogeneous (v,0) ranked fragmentation, then
A= (e"X\(t),t > 0) is a homogeneous (v, c) ranked fragmentation.

Proof. Let II and II be some homogeneous partition fragmentations with
characteristics (v,0) and (v, ¢) respectively. Then call A the process of the or-
dered asymptotic frequencies of IT and A those of IT. Suppose I is constructed
from the Poisson point process K = (A(t), k(t),t > 0) with characteristic
measure i, + p.. Let K1 = (A(t),k(t),t > 0) the Poisson point process
with characteristic measure p, ® # and Ky = (A(t),t > 0) the Poisson point
process with characteristic measure fi..

Thus IT appears as (i.e. is equal in law to) the intersection of II; (con-
structed from K) and a pure erosion process Il (constructed from Ks), i.e.
IT =1II;(.) N II5(.) defined by the equivalence relation

vi,jeN: (i MUY ) o ((i M8 5y and (i " j)) .

Given a random exchangeable subset of N, say A, independent of
(IT5(t))s>0, with random asymptotic frequency [, the asymptotic frequency
of the subset of A defined as the points that have not been excluded up to
time ¢ is e~ a.s. for all ¢.

Therefore A(II(t)) £ e " A(I1;(¢)). As we can always suppose that a
ranked fragmentation is the associated ranked fragmentation of some parti-
tion fragmentation the result is proven. ]

Thus it suffices to know how to construct a homogeneous ranked fragmen-
tation without erosion from a PPP to know how to construct any homoge-
neous ranked fragmentation.
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1.3.3 Construction of homogeneous ranked
fragmentations with no erosion

Let A be an S'-fragmentation, with characteristics (v, c), then for every k € N
the process A1 (t) + ... + Ax(f) is monotone decreasing. A is said to be a pure
jump process if for any k, A\i(t) + ... + \x(¢) is a pure jump process.

In the following we shall focus on the case where for each fixed ¢ there
is a infinite number of fragments of strictly positive size almost surely. A
necessary and sufficient condition for this is

v(s € Stisy >0) = oo.

Indeed, fix ¢ > 0 and suppose that A;(t) > 0. Then, for any e > 0, during
the time interval [t — ¢,t], A\; has been affected by an infinite number of
dislocations such that at least one small fragment detached from the main
one, thus an infinite number of fragments have been created, and the life-
time of those variables form a sequence of independent identically distributed
random variables, thus with probability one an infinite number of them have
survived at time ¢. The same line of arguments also shows that inf{t > 0 :
A1(t) = 0} = oo almost surely.

If
v(s € St:isy >0) < oo,

the dislocation times for a tagged fragment are almost surely discrete (in
particular almost surely there is a strictly positive random time before which
there is only one fragment). Nevertheless, it is possible that at a positive time
an infinite number of nonzero components are present with positive proba-
bility (a single dislocation could generate a infinite number of fragments).

Although the following theorem is still true for any Lévy measure v, mak-
ing this hypothesis enables us to focus on the most interesting case and to
avoid some technical difficulties.

Theorem 1.1. Let A\ be a homogeneous S'-fragmentation with no erosion
(c =0) and Lévy measure v as above (i.e. v({s: sy >0} = 00). Then

1. X is a pure jump process.

2. there exists a PPP K = (S(t), k(t));>0 with values in St x N and inten-
sity measure v @ #, such that the jumps of A correspond to the atoms
of K. More precisely, A only jumps at times at which (S(t),k(t)) has
an atom, and at such a time \(t) is obtained from \(t—) by dislocating
the k(t)-th component of A(t—) by S(t) (i.e. replacing Ay (t—) by the
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sequence Ay (t—)S(t)) and reordering the new sequence of fragments.
Conversely if (S(t),k(t)) is an atom then X\ has a jump at t, i.e. N
Jumps at t for some 1.

Although this result is intuitive in regard to the equivalence between P
and S' fragmentation, it requires some technical work.

We give ourselves a homogeneous (v,0) S'-fragmentation A\ with v sat-
isfying v(sg > 0) = oo. There is no loss of generality in supposing that A
is constructed as follows : Call K = ((A(¢),k(t))):>0 a PPP with intensity
measure 1, ® # with values in P x N. Let II be the homogeneous (v,0)
P-fragmentation constructed from K, then define

A = A(ID).

Call F; = o{Il, s < t} the natural filtration of the P-fragmentation II.

Then at any time ¢, call ¢(t,.) = ¢4(.) the random, F; measurable function
from N — N U oo (where oo serves as a cemetery point) defined as

o if |By(t)] > 0 then ¢(t, k) is the rank of the asymptotic frequency of
By (t) (it is well defined because the number of blocks of greater asymp-
totic frequencies is always finite with an upper bound of | By (t)|~!, and
in case two blocks have the same asymptotic frequency, they are ranked
as their least element).

e if | Bi(t)| = 0 (with the convention |g| = 0) then ¢(t, k) = oo

We also define k(t) = ¢(t—, k(t)). Note that under our hypothesis that there
is always an infinite number of fragments V¢ > 0,N C {¢(¢, k), k € N}.

We will first prove that the point process image of K, denoted K, whose
atoms are the points of (A(A(t)), k(t))=o such that k(t) € N, is a Poisson
point process with intensity measure v ® #. Then we will show that this
is also the process of the jumps of A(II) and this last process is a pure

jump process so it can wholly be recovered from (A(A(t)), k(t))i>0. This will
complete the proof of Theorem 1.1.

Lemma 1.1. The point process K(t) derived from (A(A(t)), k(t))e=o by only
keeping the atoms such that k(t) # oo is a Poisson point process with intensity
measure Vv & F.

Proof. Let A be a subset of St such that v(A) < co. Fori=1,... let

NI = #{u <t : AMA)) € A, k(u) = i}.
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Then set .
Na(t) = #{u <t: A(A(u)) € A, k(u) = 1}.

N4 (t) is increasing, right-continuous with left-limits with jumps of size 1 (the

Nﬁf) (t) being independent Poisson processes they do not jump at the same
time almost surely). By definition we have

dN4(t) = Zl{¢(t—,i):1}dN,(4i)(t)'
i=1

Define
AN (1) = L=y dNY ().

It is clear that 1y4u— ;=13 is adapted and left-continuous in (F;) and hence
predictable. The Nﬁf)(.) are i.i.d. Poisson processes with intensity v(A) in
(F:). Thus, for each i the process

t

. . t ]
MO () = NP ) —v(A) / 1g(umiy=1ydu = / Lsu =y AN (w) —v(A)u)

is a square integrable martingale. Then define
Malt) = 35 [ Lot dV5 ) = v
i=1

Define fi(t) = 1¢p(t—)=1}, then, for all i # j,Vt > 0, fi(t)f;(t) = 0, and
Vi, Y Al = 1.

As the NX) (t) are independent Poisson processes they do not jump si-
multaneously and so the martingales Mﬁf) (t) do not either. They are thus

orthogonal (see for example chapter 8, Theorem (43)-D in [?] for a proof).
Moreover the oblique bracket of M is

MO = 3 < [ @) - (40 >
_ (A

So My is a Lo martingale.

So we have demonstrated that N4(¢) is increasing, right-continuous, left
limited with jumps of size 1 with compensator v(A)t. Using classical results
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(see for instance chapter 2.6 in [?], Theorem 6.2) we conclude that N4(t) is a
Poisson process with intensity v(A). Now take B € S such that ANB = 0,
we can use the same construction as above replacing A with B and the
fact that NX) (t) and N g) (t) are independent Poisson processes in the same
filtration to see that

Ni(t) = {A(A(w)) s u < t, k(u) =1}
is a P.P.P. with intensity measure v. The same arguments yield that
No(t) = {A(A(w)) : u < t, k(u) = 2}

is also a P.P.P. with intensity measure v. It is clear that N; and Ny have no
: . (@) /o5 :

jumps in common because the N,’(t)’s do not, so they are independent. By
iteration this shows that (A(A(t)), k(t)) is a P.P.P. with intensity measure
VR #. O

Introduce the blocks IT = (I1(¢),t > 0) = ((B1(t), B2(t),...),t > 0) where
IT is the (v, 0) P-fragmentation constructed from K, and define A = A(Il) =
(A1(t), A2(2),..) the ordered vector of asymptotic frequencies. In the case
considered here II is nice so almost surely for all ¢ |B;(t)| exists for all i € N.
Recall that ¢(t, k) is the rank of the asymptotic frequency |Bg(t)| at time ¢.

We now need to show that A is a pure jump process in the sense that for
each k the decreasing process A\; + ...+ A\ is pure jump and that all its jumps
are indeed images of some atoms of K (A being not continuous it is not a
priori evident).

In [5] it is shown that |B;(t)|, the asymptotic frequency of the block that
contains {1}, is the inverse of the exponential of a subordinator with 0-
drift, and so it is a pure-jump process. By the Markov and homogeneity
property this implies that for all ¢ > 1 the process |B;(t)|, the asymptotic
frequency of the block whose least element is 7, is cadlag, started at 0, such
that at 7, = inf{t > 0 : |B;(t)| > 0} we have that conditionally on 7; < oo,
|Bi(1;)| > 0 (i.e. it leaves 0 with a jump), and after 7; the process ‘%@Gﬁ)‘ is
the inverse of the exponential of a subordinator with no drift, in partizculfar it
is a pure jump process. Furthermore it is clear by construction that all the
jumps of B;(.) correspond to some atom of K.

For each t define ¢(.) the function from N — N inverse of ¢(¢,.), i.e.

P (o (t,1)) =i

(exists because ¢ is surjective on N).
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Lemma 1.2. e for all k > 0, \(t) + A2(t) + ... + \e(t) is a pure jump
process.

o with probability one, for allt >0, if X jumps at t, then K has an atom
at t.

Proof. We will begin by proving the result for A\, the size of the largest
fragment and then turn our attention to the small ones.

A1 is a supremum of a countable family of pure jump processes (the | B;(.)]).
However it is easy to exhibit an example of a supremum of a countable
family of pure jump processes that is not a pure jump process. So the proof
will consist in showing that almost surely on a fixed time interval \; is the
supremum of a finite number of pure jump processes.

The key point is to show that given £ > 0 and an arbitrary ¢ > 0 we can
almost surely choose a M such that

Vs <tand n > M,|B,(s)| <e.

In particular this would mean that we only need to consider a finite number
of B;(.) to be sure to “catch” a fragment whose size is greater than e.

To do this , it is convenient to work with so-called interval fragmentations.

Interval fragmentations are a particular case of the object fragmentations
that we presented in the introduction for which the “object” E is simply
the interval [0, 1] endowed with the Lebesgue measure. More precisely, call
v the space of the open subsets of [0,1]. Elements of v admit a unique
decomposition in intervals (in the sense that the ordered vector of the lengths
is unique). An interval decomposition is a process F'(t) with values in v such
that for any 0 < s <t one has F(s) C F(t) i.e. F(t) is finer than F(s).

Take a sequence (u;);ey of i.i.d. variables uniformly distributed on [0, 1].
F' is then transformed into a P-process II by the following rule
This last process obviously conserves the refinement property. Moreover,
if we define the interval fragmentations to have the scaling and branching
properties, then II will be a self-similar P-fragmentation.

We refer to [6] for a precise definition of interval fragmentation and the
equivalence between interval fragmentations and partition fragmentations.

There is no loss of generality in supposing that II is constructed from an
interval fragmentation F'(¢) and a sequence (u;);en of iid variables uniformly
distributed on [0, 1].
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Denote by (I;(t),i € N) the associated ordered lengths of the interval
decomposition of F' (which are also the associated ordered frequencies of
II(¢) ). If I®(t) denotes the length of the interval that contains u; in the
interval decomposition of F'(t), then

19(t) = Li(t)

where [;(t) = |5(i,t)| is the asymptotic frequency of the block of TI(¢) that
contains 7.

Calling 7,, the stopping time inf{t > 0,|B,(t)| > 0} we have that at 7,

I(7n)
Vi<n,n # i

Thus u,, does not belong to any block of F(7,,) that contains some u; for any
i < n, hence the asymptotic frequency of the block of F(7,) that contains u,,
is bounded from above by sup; je(1, 3 [wi — u;] which converges to 0 almost
surely when n — oo.

Note that
sup {|Bn(r)[} = [Bu(7)]

rcRt+
to see that

lim (sup(|Bn(7‘)|)) =0 as.
n—=00 \ r>0
Now fix € > 0 and ny and condition on the events {\(T") > €}, and

{sup {sup (|Bn(r))}} < e}.
n>ng r>0
Note that the probability of the second event can be taken arbitrarily close
to 1 by taking ng sufficiently large. On this event, for all r € [0,T] we have
that
Ai(r) = max |B;(r)].

i=1,...,n0

Thus A(.) is a pure jump process because all the |B;(.)| are. Moreover A;(.)
only jumps at times at which K has an atom for the same reason.

Turning our attention to the other fragments, it should be clear that the
above discussion also entails that for an arbitrary e > 0, for all s € [0,¢]
the process Ai(s) A e can almost surely be expressed in terms of a finite
number of pure jump processes (the |B;(s)| for i = 1,.., M) and the \;(s) for
j =1,..,k — 1. Thus inductively, the result is proven. The second point is
immediate from this proof.

]
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In conclusion, if we call I' the set of times at which (A(t), k(¢)) has an
atom, then writing A(t) = (A1(¢), A2(¢), ...) for A(TI(t)) :

1. A(.) is a pure jump process, cadlag and starts almost surely from
(1,0,0,...)

2. ift & T,

3. if t is a jump-time for A, then almost surely ¢t € I" and A(t) is the
reordering of the concatenation of two sequences : (A;(t—)) ik} and

Mg k(1) (=) A(A(2)).

As ) is a pure jump process it is completely defined by this description.

All we have to do now is collect the preceding results : let K = (A(¢), k(t))
be a Poisson point process with intensity measure p, ® # and let II the asso-
ciated (v,0) homogeneous P-fragmentation. Then the Poisson point process
(A(A(t)), ¢ (k(t))) and the asymptotic frequency process A(I1(¢)) have the
desired properties, so Theorem 1.1 is proved.

1.4 Small time Asymptotic behavior

In [1] Aldous and Pitman consider a specific fragmentation associated
with the standard additive coalescent. After renormalizing the vector
(1 — x1(t), z2(t),...) by t% they are able to give its asymptotic distribution
when ¢t — 0 in terms of a stable subordinator of index 1/2. In [6] Bertoin
showed that the characteristics of this fragmentation are ¢ = 0, & = 1/2
and the Lévy measure, whose support is included in {s € S' : s3 = 0}, is
specified by

v(s; € dr) = 2ma3(1 — )~V 2dz, x € [1/2,1].

In this section we intend to extend this type of results to all ranked frag-
mentations such that o > 0. We shall use the Poisson construction of ranked
fragmentations we just established to study their asymptotic behavior near 0.
The results we give are very close in spirit to those concerning the asymptotic
behavior of subordinators.

A subordinator, say &, is an increasing Lévy process whose distribution is
specified by its Laplace exponent ¥ that is given by the identity

E(exp{—q&}) = exp{—t¥(q)}.
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The Lévy-Khintchine formula reads

U(q) =k +dq+ / (1 — e ™)v(dx)
10,00
where k£ > 0 is the so-called killing rate, d > 0 is the drift coefficient and v
a measure on |0, 0o with [(1 A z)v(dz) < oo, called the Lévy measure of &.

The asymptotic behavior of these processes is well known, for instance we
have results concerning their distribution :

%P(ﬁ(t) €.) — v(.)

t—0+
(see Corollary 8.9 in [16]).

On the other hand, under conditions of regular variation on the tail of v,
there are also results concerning the sample path behavior of the limsup and
the law of the iterated logarithm (see for instance the end of chapter III in
[4])-

Thus to study the asymptotic behavior of a fragmentation we may ben-
efit from the fact that |B;| (the mass of the block that contains 1) can be
described in terms of a subordinator (see [5]).

We focus on the behavior of the largest (A1) and of the second block (Ag)
of a ranked fragmentation even though we have a more general result in the
case of so-called binary fragmentations.

Although the study of A; is relatively straightforward, that of Ay requires
to use some results on record-processes theory. Most of those that will be
used in this section are well known or are adapted from standard facts that
can be found in textbooks, see [8] for instance.

We stress that Ag(f) is not monotone. More precisely it decreases when
the second largest fragment undergoes a dislocation and can increase when
the largest fragment undergoes a dislocation and one of the new fragments
created becomes the second largest.

The idea is to use the Poisson construction : near 0 the largest fragment
is almost of size 1, thus the second largest fragment is always a “direct son”
of the main fragment, and we shall be able to express its law in terms of the
distribution of the largest fragment that has detached from the main.

For a general R-valued P.P.P. K = (K;,t > 0) with intensity measure p
such that Ve > 0, u(]e, 00]) < oo, it is possible to define the associated record
process R(t) as follows : at time ¢

R(t) = max{K.}.
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Let A be a homogeneous S' fragmentation with characteristic (v, c) con-
structed from the P.P.P.

K = (5(t), k(t)ez0 = ((s1(t), s2(2), -..) k(1) )i=0

of intensity measure v ® #. Let (S@(t),t > 0) = (sg-i)(t),j =1,2,..;t > 0)
be the P.P.P. with values in S! derived from K by keeping the points such

that k(t) =i (the second coordinate being always 4, it is not expressed). So

sgz)(t) is the relative size of the j** block of the dislocation occurring at time

t on the it block. § (@) is a P.P.P. with intensity measure v. The R-valued
point process (s(l) (t)) is thus a P.P.P. with intensity

J
vi(dr) = v({s = (s1,52,...) € S* : 5; € dx}).
Introduce the function
x— Ty(x) = v(s € St :sy > 1)

from |0, 1] — R*, and denote by f its generalized inverse (i.e. f(z) = inf{t:

Va(t) 2 x}).
Note that 75(.) is finite, i.e. for all z > 0 Ty(z) < co. To see this, let
be|0,1/2]

/51(1 —sy)v(ds) > /si Sov(ds)

1/2
= / xv(dx)
0

1/2
> / xvy(dr)
b

Let R(t) designate the record at time ¢ of the P.P.P. s{"(.) which is well
defined according to the above argument.
Proposition 1.4. Let
A= (A(t),t > 0) = (Au(t), Ao(t), ), 1 > 0)

be a homogeneous St fragmentation with characteristic (v,c), then
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1. there exists a subordinator & with drift ¢ and Lévy measure
L(dx) = v(—logs; € dx) , x €]0,00]

such that
Ai(t) = exp (—£(t))

for t small enough a.s.

Ao(t) ~ R(t), t—0+ a.s.

Proof. (Proposition 1.4-(1)) Suppose first that ¢ = 0. The general case
follows easily.

Let us consider the P.P.P. (sgl)(t),t > 0). Its atoms are the relative sizes
of the largest fragment created each time that A\; splits. Its intensity measure
is given by vy (dz) = v(s : s1 € dx). Introduce the process

&) = —log([[ s (@) , t > 0.

u<t

It is a subordinator with 0 drift and Lévy measure v(—log(s;) € dz).

Conditionally on A\ (T) > 1/2, one has A\, (t) = e~¢® for all t < T. Thus
AM(t) = e$W for all t < Ty, where T} o = inf{t : A\ () < 1/2} . O

For the second point the idea is to describe the asymptotic behavior of Ay
in terms of the records of sgl). We begin with the following technical lemma

Lemma 1.3. Let
1 2
o= I @ | { 1] 7 |,
ue[0,¢] u€[0,t]
and suppose ¢ = 0 (there is no erosion). Then on the event {\(t) > 1/2}
xeR(t) < Xo(t) < R(t).

Proof. Asnoted earlier, one can suppose that A(.) is the asymptotic frequency
of some (v,0) P-fragmentation II, and K is the image of the P.P.P.

(AC) E()) = (AMAC), o(, k()
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with intensity measure (u, ® #). At time ¢t we recall the notation v,(1) for
the least element of the block of greatest asymptotic frequency in II, which
is well defined.

Define

filw) = "y (1)

ie. fi(u)is 1 if at time w the integer 7 is in the same block that the least
element of the largest block at time ¢ and 0 otherwise. f;(0) = 1 a.s. Thus,
almost surely

Di(t) = inf{u € [0,4] : fi(u) = 0} At > 0.

Note that as we are on {\(t) > 3}, ¥4(1) is always in the block of greatest
asymptotic frequency of II(u) for any u € [0,t]; so D;(t) is the detachment
time of i from the main block (if 7 is still in the main block, D;(t) is taken
equal to t).

Now take £ > 2, and suppose that at time ¢ there are at least k blocks
(almost surely the case under our hypothesis) so 1:(k) (the least element
of the block of k-th greatest asymptotic frequency in II at time ¢) is well
defined, almost surely

Dy, (t) > 0.

so if we define ((i,u) for the block of II(u) that contains i and D(k,t) =
Dy, (t) we have that

B((e(k)), D(k,t=)) = B(¥pwa— (1), D(k,1)—)
8 ((We(k)), D(k, 1)) | < |8(¢pps(1), D(k, 1))|

(recall that B(¢,(1),t) is the largest block at time ¢). Thus

M) < 18 (e (k) s D(k, 1)) | < M(D(k,t=))s5" (D(k, 1)) < 557 Dy, (1))

As obviously

we conclude that

We now prove the lower-bound part of the lemma.
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Let T'(t) = inf{u < ¢ : R(u) = R(t)} (the “record-time”). Note that for
all u € [0,¢] at which S has an atom,

/\g(u—)s§2) (u) < Xo(u).

This is not an equality because the largest fragment resulting from the dis-
location of A\y(u—) can be smaller than A3(u—). Then, for all u € [0, ] not
an atom for S®,

Ao(u—) < Ag(u).

This is due to the fact that u could be an atom for S, for which
Al(u—)sg)(u) > Ag(u—). Recalling that we are still conditioning on {A;(t) >
%} we have, using the fact that A\, is a pure jump process, that

) [T @) <2 (14
wElT) ]

and here again this is not an equality because a reordering might occur.

Then remark

)z ro( I o). (15)

uel0,T(t)[

In words : at the time of the record R(t), the second fragment resulting from
the dislocation of \{, is not necessarily Ao, but in any case it is smaller or
equal.

We can combine (1.4) and (1.5) to get
XeR(t) < Ao(t) (1.6)

O
We can now prove the second part of proposition 1.4 :

Proof. Proposition 1.4-(2) When ¢ = 0 we now only have to show that y; =

1 almost surely. (Hue[O,t[(sgl)(u))) and (Huem,t[(sg?)(u))) are independent

and identically distributed, and on the event < Hue[ojt[(sgl) (u))) > 1 this last

quantity is exactly the A;(t) of some (v,0) fragmentation, thus almost surely

(T o
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which thus concludes our proof.

Finally in the case of a homogeneous (v, ¢) fragmentation A with ¢ > 0,
the effect of the erosion is just of multiplying the size of each fragment by a
factor e=“. So clearly the upper bound of Lemma 1.3 is still valid, on the

other hand we have
§(t)e " R(t) < Ao(t)

and only a slight modification of the proof for the case ¢ = 0 is needed. [

Remark 1.1. In the case where the fragmentations considered are not ho-
mogeneous but only self-similar and without erosion, a more technical version
of Theorem 1.1 should still hold. One should be able to give a Poisson point
process construction of a partition-valued (o, v, 0) fragmentation, by using a
thinning of the Poisson point process when o > 0 to decrease the rate of dis-
location, and by adding atoms in the case a < 0 to increase this rate. Most
of the technical work developed in section 3.3 is adaptable to the self-similar
setting so one should be able to “pass” this construction from the partition
to the St setting.

However, the results in this section on the small-time asymptotic results of
homogeneous fragmentations can be extended to self-similar fragmentations
of index o only when o > 0. Lemma 1.3 does not holds when o < 0, further-
more the convergence of y; is not true in this case (informally the reason is
that too many dislocations of the second largest fragment accumulate).

When « > 0 the record like behavior of the small fragments tends to be
accentuated because they are “frozen” and do not split a lot once they are
born. On the other hand, when o < 0 small fragments vanish quickly. In [7]
Bertoin shows that when o < —1, although dislocations occur continuously
and that at each splitting an infinite number of fragments are created, at any
fixed time t there are almost surely a finite number of fragments of positive
mass. Also in that case it holds with probability 1 that ¢ := inf{t > 0 :
X(t) =1(0,0,..)} < 0.

Remark 1.2. In the homogeneous case, if 75(.) is regularly varying with
index (—a) in 0%, @ > 0, classical results of record-processes theory used
with proposition 1.4 show that

Ao <1t> ﬁ)

f(2)
when ¢\, 0 where L is the extreme law with distribution function exp(—z~%)
and f is the generalized inverse of © — y(x).
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Remark 1.3. Suppose that A is a binary fragmentation, that is v has its
support in the subset of S' defined as {s € 8!, s3 = s4, = ... = 0} and that
Uo(x) = v({s € St : sy > x}) is regularly varying near 0 with index —a.
Then using the same ideas as in the above arguments one can show that,
if Ro(k,t) denotes the k' record of sgl)(.) up to time ¢, then we have the
following asymptotic distributions of the renormalized Ay for any £ > 1 :

Vk > 1,a.s. Ae(t) ~ Ro(k,t).
tN\0F

As a consequence
Ak (t)
f(/t)

where L(k,a) is the law with distribution function

Fk,a(x) _ ( Z efx*a (I;al)) )

0,....k—1

£ Lk, a)

More generally, the convergence in law holds jointly. The limit distribution
function for the N largest blocks being given by

=2

fn(ze, 23, . .xN) = <_1_[_ (exp —xi—a)> /OscN (exp —u~*)v(sy € du)

for x1 > x9 > ... > xn (see [14] for instance).

Acknowledgement [ would like to thank two anonymous referees for
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2. MULTIFRACTAL SPECTRA OF
FRAGMENTATION PROCESSES
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Abstract

Let (S(t),t > 0) be a homogeneous fragmentation of ]0,1[ with no loss of mass.
For z €]0, 1], we say that the fragmentation speed of x is v if and only if, as time
passes, the size of the fragment that contains x decays exponentially with rate v.
We show that there is vy, > 0 such that almost every point z € ]0, 1] has speed
vtyp and that, nonetheless, for v in a certain range, the random set G, of points of
speed v, is dense in ]0, 1], and we compute explicitly the spectrum v — Dim(G,)
where Dim is the Hausdorff dimension.

2.1 Introduction

Fragmentation underlies a number of physical, chemical and geological pro-
cesses, such as polymer degradation (see [24, 1]), liquid droplet breakup
([31]), crushing or grinding of rocks ([15]), atomic collisions and nuclear mul-
tifragmentation ([8]) or energy cascade in turbulence to name just a few. One
can also report to the proceedings [6] for some applications in physics and to
[10, 20, 19] for computer science. The fragmented quantity in such processes
are diverse : mass, momentum, energy or surface. But a global characteristic
feature is that each new fragment continues splitting independently. Usually
the simplifying assumption that each fragment can be described by a single
state variable (e.g. mass) is also made.

Informally, the purpose of this work is to investigate the set of locations
having an abnormally fast (or slow) fragmentation speed in a so-called ho-
mogenous fragmentation of a one dimensional object.

2.1.1 An example

Let us first introduce via a simple example the ideas and notions on which
this paper focuses. A fragmentation model describes an object endowed with
a unit mass measure that falls apart as time runs. We consider the following
example which is a continuous version of a model due to Kolmogoroff in what
seems to be one of the first probabilistic work on random fragmentations (see
[18]). Define S(t) to be a Markov process with values in the space O of the
open subsets of |0, 1], which starts from S(0) = ]0, 1] and evolves as follows.
Each segment of length m is cut in two with rate 1 (i.e after an exponential
time with mean 1). It then gives rise to two new segments (which are thus
included in their “father”) of respective length Vm and (1 — V))m, where V
is a random variable with values in ]0, 1] independent of the past. The new
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segments follow the same dynamics independently. The process S(¢) is called
a homogeneous interval fragmentation.

For a given point = € ]0, 1] and a realization of an interval fragmentation
we will say that x has fragmentation speed or rate of decrease v if

—log(|L()])/t — v

where |I,(t)| is the size of the fragment that contains z at time ¢. Pick
u € 10,1 at random from the uniform distribution, then it is plain from
our construction that |I,(¢)| is a pure jump process, and that the waiting
times between each jump are exponential with parameter 1. Clearly £(t) =
—log(|1,(t)]) is a compound Poisson process whose increment is given by the
random variable — log(Z) where conditionally on V', Z is V' with probability
V and is 1 —V with probability 1—V. Thus, if we define vy, := E(—log(Z)),
then almost surely

1
— log |1,,(t)| — viyp as t — oo.

Hence almost every points in |0, 1[, in the sense of the Lebesgue measure, has
rate of decrease vy, which is thus the typical rate of decrease.

On the other hand, we can define the process J(t) of “the largest fragment
followed” inductively by following the largest fragment at each dislocation.
Again —log(J(t))/t is a compound Poisson process and the SLLN entails the
almost sure convergence of —log(J(t))/t — v" where clearly v < viyp. So
there must be some points whose fragmentation speed is less than vgy,. The
same technique also allows us to find some fast points of fragmentation by
selecting the smallest fragment at each dislocation.

If we give ourselves an interval |a,b[ in ]0,1[, then almost surely there
exists a time ¢ such that one of the interval components of S(t) is included
in |a, b[. As new segments evolve independently and with the same dynamics
as the original fragment, the same analysis applies and |a, b| contains almost
surely a point with fragmentation speed v’. This shows that if there exists
almost surely a point whose fragmentation speed is v > 0, then there is a
dense subset of ]0, 1] of points having the same property.

Although the example above is good for intuition, it has two limits. First
one can suppose that when a segment splits, it might give birth to any number
of sub-segments, possibly infinite, and not just two. Second, in this example,
the splitting times are “discrete”, the first time of splitting is almost surely
strictly positive. In the sequel we consider more generally the case where
fragmentation may occur continuously.
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The aim of this paper is to show that, for a large class of homogeneous
fragmentations, there are some points with a different fragmentation speed
than the typical one and to study the sets of such points. This problem
resembles by some aspects the study of the fast points of the Brownian motion
of Orey and Taylor [26] (see also Davis [9], Kahane [17] and Perkins [28] for
more insight on fast and slow points of the Brownian motion) or the recent
works of Dembo et al. on thin and thick points of planar and d-dimensional
Brownian motion (see [12, 13, 11]). There are also some natural and obvious
connections with the theory of branching processes that stem from the fact
that there is a genealogic structure in the interval fragmentations. Some
of the techniques we use are close to those used by Shieh & Taylor [30],
Shieh & Morters [25] and Liu [21] for studying the multifractal spectra of
the branching measure. This connection was already used in the analysis of
self-similar recursive fractal, see Hambly and Jones [16] and the references
therein. Although we do not make use of it here, there seems to be a way of
doing some of the proofs using ideas of percolation on a tree (see [22, 27] or
the book in preparation [23]).

We now introduce informally some notions related to fragmentations (def-
initions being given in section 2) and state our main results.

2.1.2 Main results

A homogeneous interval fragmentation S(¢) can be heuristically described as
a nested family of open subsets of |0, 1] (i.e. S(t) C S(s) whenever ¢t > s) such
that when a new fragment appears, it starts a new independent fragmentation
which, up to the scale factor, has the same law as the initial one.

Define

Sti={o = (z1,29,..), 00 > 29 > ... > O,in <1}

Denote by A the map O — S' that associates to an open subset of ]0, 1[ the
ordered vector of the lengths of its interval decomposition. Then if S(¢) is an
interval fragmentation, we denote by X (t) = A(S(t)) the associated ranked
fragmentation. ' The configuration space for ranked fragmentations is S*.

We suppose that at all times the Lebesgue measure of S(t) is 1 (i.e. there
is no loss of mass), thus the associated ranked fragmentation X (t) = A(S(t))

! Conversely, it is known that given X (¢) there exists S(t) such that X (¢) £ A(S(t)) in
the sense of identity of the finite dimensional marginals.
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takes its values in the smaller space

Sll ={r=(21,29,...),01 > 29 > ... >0, Zx,—l}

Bertoin has shown in [3] that the law of the process X (t) is completely
characterized by the so-called splitting measure v(.) which is a measure on
S} such that

/1(1 — x1)v(dx) < 0. (2.1)
S

Roughly, the splitting measure describes the “rates” at which fragments
split. Heuristically, if A C 8!, then, for any r € ]0,1[, v(A) is the rate
at which a fragment of size r splits into smaller masses (z1, x2, ...) such that

(x1/r,zo)1,....) € A.

Some information about v is caught by the function & :

O(q) == /( qu“> , 4>, (2.2)

where

mf{pER /lzmpﬂ da:)<oo}
ST =2

From now on, we always suppose p < 0.

As in [5], define two constants

Viyp = P'(04) = / (Z x;log(x; ) (dz)
i=1

which, as we shall see, is the typical rate of decrease, i.e. it is a.s. the
fragmentation speed of a point picked at random in |0, 1[ from the uniform
distribution, and v, as follows. Let p > 0 be the unique solution of the
equation

(p+1)@'(p) = @(p),p > p.

The function p — ®(p)/(p + 1) reaches its unique maximum vy, on ] j22 oo[
at p and
Vmin := ¢'(p) = ©(p)/(p + 1)

It is shown in [5] that vy, is the rate of exponential decrease of the largest
fragment, i.e. almost surely

tlim —t " log X1(t) = Vmin.
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So clearly vmin < vyp. However this does not mean that there exists some
point with rate v, : for that we would need the existence of a point which is
often enough in the largest fragment, and such a point might well not exist.
Define also

Umax = ®'(p+) € [0, 00].

Let G, be the set of points with fragmentation speed v
G, ={x€]0,1]: tlim —t log(|I,()]) = v}.

Also define G, and G as follows :

G, = {x€]0,1]: limsup —t log(|I,(t)]) < v},
t—00
G, = {rel0,1]: ligninf —t 1 log(|L(t)]) > v}.

Thus a point in G (resp. in G,) will be, for ¢ large enough, in a small (resp.
large) fragment compared to e™"%.

Let T, be the reciprocal of v by ®" i.e. ®'(T,) = v. Define
C(v) =Ty +1v—d(T,) (2.3)

for v € |Umin, Vmax| and C'(v) = —oo elsewhere. As C'(v) = C(v) — v is thus
the Legendre transform £ of ®, one has

LC()=LLD() = ().

Thus ® and C determine each other uniquely.

A fragmentation such that each splitting produces two fragments (i.e. v
only charges the subspace {z € 8! : 3 = 0}) is called a binary fragmentation.
In the case of a binary fragmentation, it is not hard to see that ® determines
v, thus ® characterizes the law of the fragmentation.

Define the fragmentation spectra to be, for vy, < v < Vmax, the function
that associates the Hausdorff dimension (denoted by Dim(.) in the sequel)
of the sets G,, G, and G, to v (for a definition and main properties of the
Hausdorff measure and dimension see for instance [14]).

The following theorem, which gives the fragmentation spectra explicitly
in terms of the function v — C(v) thus entails that the law of a binary
fragmentation is characterized by its spectra.

Theorem 2.1. For each v € |Vpmin, Vmaz|, almost surely

Dim(G,) = C(v)/v=14+7,—®(T,)/v, (2.4)
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Dim(G,) = C(v)/vifv < vy, and =1 if v > vy, (2.5)

Dim(G,) = Cv)/vifv> vy, and =1 if v < vy, (2.6)

One can easily verify that C(viyp)/Vtyp = 1, C(Umin)/Umin = 0, and that
C(v)/v is continuous and decreases as v get farther of viy,.

However, we do not necessarily have C'(v)/v — 0 when v — vyax.

More precisely as

lim C(v)/v=1lim1+p—(p)/¥(p) 21+p,
P\P -

as soon as p > —1, for each v > vy, one has that
Dim(G,) > 1+p>0.

The natural question in this setting is “are there some points with a super-
exponential fragmentation behavior 7”7 or more precisely, can we define a set
of such points with a non-trivial dimension ?

Consider the set

1
H={ze€]0,1]: limsup—g log | I.(t)| = +o0}.

t—o0

Then it can be shown in the case ®'(p+) = oo that

Dim(H) =1+ p.
The upper bound is established as in the case of G (see section 2.3) and the
lower bound can be obtained roughly through the same techniques employed
in section 2.4.

The rest of this paper is organized as follows. The next section introduces
notations, notions and definitions. Upper bounds are given in section 3.
Section 4, which represents the most important part of this work, gives a
lower bound for the Hausdorff dimension of G, using a Galton-Watson tree
that reflects the genealogical structure of the interval fragmentation.
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2.2 Preliminaries

We now recall some facts mostly lifted from [2, 3, 4, 5] on homogeneous
fragmentations and their asymptotic behavior.

A homogeneous interval fragmentation is a Markov process with values in
O which enjoys two key properties : fragmentation and homogeneity. The
fragmentation property states that when a new fragment (a new segment in
the example) is born, it starts a new independent fragmentation of its own.
This can be seen as a version of the branching property. The homogeneity
property states that this new fragmentation has, up to a scaling factor, the
same law as the initial one.

Specifically, if P stands for the law of the interval fragmentation S(t)
started from |0, 1], then for s,¢ > 0 conditionally on

S@t) =%t

i€EN

(where J;(t) is the interval decomposition of the open S(t), i.e. for each i,
J;(t) is an open subinterval of S(t), the J;’s are disjoints and U;J;(t) = S(¢))
S(t+s) has same law as SM) (s)US®) (s)U... where for each 4, S (s) is a subset
of J;(t) and has same distribution as the image of S(s) by the homothetic
map |0, 1[ — J;(1).

Similarly, a homogeneous ranked fragmentation is a Markov process with
values in Sll such that if [P stands for the law of the ranked fragmentation X
started from (1,0,0,..), then for s, > 0 conditionally on X (¢) = (x1, 22, ...),
X(t+ s) has same law as the variable obtained by reordering the elements of
the random sequences X (M (s), X?)(s), ..., where for each i, X (s) € S' has
same distribution as X (s) under P,, where P, is the image of P by the map

(1,29, ...) — (rxy,r20, ...).

The homogeneous fragmentations we shall consider in this work are those
for which there is no loss of mass, i.e. such that almost surely, for all ¢ > 0

> oXi(t)=1.

This is why the configuration space is Sll and not, as usual, the more general
space St. As we have said, the law of such a ranked fragmentation is com-
pletely characterized by a so called splitting measure, v, which is a measure
on S} that verifies the integral condition (2.1).
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The interpretation of the function ® given by (2.2) is the following. Sup-
pose that at the initial time, a random point u with uniform distribution
is tagged on ]0,1[ : as in the example |I,(t)| is a size biased pick from
X(t) = (Xq(t), Xa(t),..) = A(S(1)), ie.

L8] £ X (8)
where K is a random variable with values in N such that
P(K =Fk|X() = Xk(t), k=1,....
Then the process

§(t) = —log(|Lu(t)]) (2.7)

is a subordinator (an increasing Lévy process) and we have
E(|1,(1)]7) = E(e*") = ¢, ¢ >0,

where @ is given by (2.2)(see [3] for the proof and discussion). This has direct
consequences such as P : } j22 oo[ — |—00, 00| being the Laplace exponent of
a subordinator, it is a concave increasing analytic function. Furthermore
®(0+) = 0 (this comes from the mass conservation). Remark that

Utyp = E(£(1)).

Then by the L.L.N., if vy, < oo (which holds whenever p < 0), for Lebesgue
almost every point z € ]0, 1]

tlim —t Mog(|L.(1)]) = vigp a.s.

which proves that |G, |, the Lebesgue measure of G, , is 1.

The starting point of this work is an estimate obtained by Bertoin in [5]
concerning the number of abnormally “large” or “small” fragments at time ¢.
More precisely, consider a homogeneous ranked fragmentation (X¢):>o, then,
for v € Umin, Umax| one has with probability one

lim lim ¢~" log (Card {i € N : e~ WAt < X(t) < e’(“’E)t}) =C(v), (2.8)

e—0t—o0

where C'(v) is the function defined by (2.3).

We proceed in two steps to prove Theorem 2.1 : we will first give upper
bounds and then a lower bound for G, and use inclusions to conclude.
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2.3 Upper bound

We prove the upper bound for the dimension of G, and G, and the conclusion
follows for G, by the inclusion

G, C G, NG,
Let (S(t))t>0 be an interval fragmentation. We denote by
X(t) = (X1(t), Xa(t), ...) = A(S(1))

the associated ranked fragmentation. We also use the notation

s =)

€N

where (Ji(t), Ja(t),...) is an interval decomposition of S(t) and the labelling
is size-wise, i.e. for each i, X;(t) = |Ji(t)].

2.3.1 Upper bound for (2.6)
In this section we consider the case v > v4y,. Define the collection of indices
0,t)={ieN: X;t) <e ¥}

and note that YN € N, for all w € Jvgyp,, v] the set Up>n Uico, (n) Ji(n) is a
cover of G (actually it is a cover for the larger set

1
{zr €]0,1]: limsup—z log |I:(t)| > v}

t—o00

and hence the upper-bound for the dimension of H is also proven here). Thus
we want to show that for o > C'(v)/v as closed to C(v)/v as wished, for w

close enough to v
DD DIE RN

N {€By(n)
Fix ¢ > 0 and take a = C(v)/v + €.
Clearly, for any g € [0, o

Z X%(n) < e7mw@=h) ZXf(n)

1€O (n) ieN
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Choose g =T, + 1. Thus, as
a=C)/v+e=0+e—P(T,)/v
and as ®(Y,)/v < 0 when v > vy, we see that § < a.
Remark also that

(a—Bo=—=d(F—1)+ ev.
Thus, if we choose w close enough to v
e—nw(a—ﬁ) ZXZB(,”) _ e—nelemb(ﬁ—l) ZXzﬁ(n)v
i€N ieN
where ¢ > 0. Bertoin has shown in [5] (see Theorem 2 therein) that
en®B-1) Z XP(n)
ieN
is a positive martingale. Hence, a.s.
e—nw(a—ﬂ) ZXzﬁO?‘) _ 0(6_”’6/)
ieN
which concludes the proof.

2.3.2 Upper bound for (2.5)

In this section we consider the case v < vgy,. The main difference between
the proofs for the upper bounds of (2.5) and (2.6) come from the fact that
when v > vy, T, < 0 and hence ®(T,) < 0 whereas the converse is true
when v < vgyp.

Denote by ©5(t) := N\O,(t) the complementary in N of ©,(¢). Note that
VN € N, for all w € |v,vgyp[ the set Uy>n Uicoe (n) Ji(n) is a cover of G,.

Recall from (2.7) the notation I,(t) for the size-biased pick and & =
—log |1, ()| for the associated subordinator. Clearly

E Z X ()] = Elexp(—(a—1)&),& < wi]

i€, (1)
< e"™E[exp(—(a+a —1)&)]

for all @ > 0. As T, > 0, when € = o — C(v) /v < ®(T,)/v one may choose
a=",+1—a=®(T,)/v—-e>0. Hence the right hand term becomes

_ _ _ _ _ _
e [2(Ty)—(To+1)w+taw]t —e evte(TU—i—l a)(w—v)t _ e €t

for a well chosen ¢ > 0 when w is close enough to v. Hence the series
> icoe () Xi'(n) is convergent and the upper bound for (2.5) is proven.



68 2. Fragmentation spectra

2.4 Lower bound

To complete the proof of Theorem 2.1, we wish to construct a subset K of
G, of Hausdorff dimension large enough. More precisely, we shall obtain a
lower bound for Dim(K) by using the Holder index of an increasing process
indexed by t € ]0, 1] that only grows on points of K, and which can thus be
seen as a local time on this set.

We obtain K by mean of a branching process (G(n)),en. More precisely
G(n) is the union of a collection H(n) of some of the fragments that are
present at time én and that are included in G(n — 1), so (G(n))nen is a
nested sequence. We will then define K = N,,enG(n). We begin by a careful
construction of G. We first define a somewhat “natural” branching process
associated to the fragmentation and then show how to modify it to use clas-
sical results from the theory of branching processes.

2.4.1 Construction of the branching process

Remark that there is a natural notion of genealogy for interval fragmenta-
tions. Namely, the “sons” at time ¢+ s of a given fragment I of S(s) are just
the fragments of S(¢ + s) that are included in I. Our strategy to find points
in G, will be to look at S(t) at a set of times of the form {0n},cn, and at
each step to select the sons of the preceding generation such that the ratio
of the sizes father/son lies in an interval above v if the father was too large
and under v in the opposite case.

More precisely, take an interval £ C |Umin, Umax[, then for all ¢ > 0 define

X« (t) = Card{i : —log(|J;(t)])/t € K, {0,1} N Ji(t) = o}, (2.9)

i.e. the number of intervals with sizes in exp (—tx) which do not touch the
boundary of ]0,1[. The reason why we impose this last condition is that
we want to take the intersection of an infinite nested sequence of collections
of open intervals. If the closure of each generation is in the interior of the
preceding generation and is not empty, then the intersection is not empty.
Remark that by homogeneity, for s > 0 and j € N, conditionally on |J;(s)| >
0, xx(t) has the same law as

Ji(t+s) C Ji(s) ,
. | J; (t+3)]

Card ¢ 7 : —tllg_< Js)|>E/$
aJi(s)NJi(t+s) =

where OI is the boundary of I.
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Take €,0 > 0 and H.5(0) := {]0,1[}. Define inductively on n the sets
H. 5(n) as the collection of the the interval components of S(nd) which fulfill
the following three conditions. Firstly, every I € H, s5(n) must be included in
some J € H.5(n — 1). Then there is a relative-size condition : if I € H, 5(n)
and J € H. s(n — 1) are such that I C J then

o if |J| < e ™1 then —5tlog (|1|/]J]) € [v,v +¢].
o if |J| > e (=19 then —§tlog (|1]/|J]) € [v — &, ].

In both case we finally impose that I N d.J = g.

In some respects H, s is much like a multi-type branching process, with
each particle corresponding to a segment and thus having some length at-
tached. A “particle” I of the n'* generation (i.e. a segment of the collection
H.s(n)) will be called of

e type 1if |[I| < e7*™ and in that case its offspring has same distribution
as X[v,e+v]
e and of type 2 if [I| > e and in that case its offspring has same

distribution as X[y—c,-

The difference being that although here, as in the classical case, the law
of the total number of children of a particle I only depends on its type, it
happens that the repartition between type 1 and 2 of these children depends
on the precise size of I.

However, it can easily be seen by induction that for all n € N, for any
In < H&g (n)

e"™|L,] € [e7°, ] . (2.10)

Thus a.s. for any nested sequence of non-empty intervals I,, € H. 5(n) (im-
plicitly, we are conditioning on non-extinction)

lim —log(|7,,|)/nd = v.

If there exists {z} = NI, if we denote by n; := sup{n € N : nj < t}, then
for all ¢ one has the bounds

—log(|1n,[)/((ne + 1)) < —log(|1x(£)])/t < —log(|{m,+1)])/ (12:0).

Hence, one has that —log(|Z,(t)|)/t — v almost surely and x € G,.
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For all n we define

G.s5(n) := U I,

IeH&,S(")

i.e. H(.)is the collection of the open interval components of G (.). Hence
N,G:s5(n) C G,. Note that we could not use a monotype branching process
here, i.e. at each generation keep the sons such that

|I|/’J| € [ef(v%ﬂ-:)é’ef(vfs)&]

because this would lead to points in G, . N G,_. and not necessarily in G,.

There are two issues we must take care of now :

e first, we must choose ¢ and ¢ such that we catch enough of G,, and this
amounts to control the growth of the branching process

e and second, we would rather work with a true Galton-Watson tree. The
branching process H. 5 is the most natural to consider, but in order to
use classical results of the branching processes theory we need to cut
some branches in order to obtain a true, super-critical, Galton-Watson
process. Furthermore, we must do so while keeping its rate of growth
close enough to its original value.

2.4.2 Rate of growth

In the right-hand side of (2.8) the interval [v — ¢, v + ¢] is symmetric around
v, but it is easy to see that one hardly needs to change the arguments used
in [5] to have that a.s.

Cv) = lir% tlim t " 1og X—e (t) (2.11)
and
C(/U) = hH(l) thm til lOg X[v’v+€] (t)’ (212)

where x([q4(t) is defined by (2.9).

Hence, clearly if we fix ¢ > 0 and 1 > 0, then we may find ¢ > 0 and ¢,
arbitrarily large such that

Vit > to : P(|t7 1og(Xjp-cn)(t)) — C(v)] > 1) < € (2.13)

and of course the same is true replacing [v — ¢, v] by [v,v + €].
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For each t > 0 consider a variable x(¢) which law is given by
P(x(t) = el€=mty =1 _ ¢

and

where

¢ = P(|t™" log(Xjp—c.1 (1)) = C(v)] > ) V Pt~ 1og(X(u0+41 (t)) — C(v)] > n).
Note that

[t~ log (E [x(1)]) — C(v)| < n+t7"|log(1 — €.
Fix € and choose ¢’ and 7 such that n + |log(1 — ¢)| < ¢, then choose £ and

to > 1 by (2.13).

Plainly X(¢) is stochastically dominated by x[y—cu(t) and Xjuuie(t).
Hence, we can construct a true Galton-Watson tree by thinning H, s where
0 > tg. More precisely there exists a procedure for deciding at each node
to erase or not some or all of the offspring and such that the resulting tree,
denoted by H, . is a Galton-Watson tree, with offspring distribution given by
the law of x(J).

Thus, if we define m := E(x(6)), the expectation of the number of children
of a particle, one has

1.
|67 logm — C(v)] < e (2.14)
and thus m > 1 and H, . is super-critical.
2. for each n € N the closure of G, ((n) := Uscn, . (n)] is in G, (n — 1)

3.
mnGNGU,e (77/) g gv .

This last point only makes sense if the tree doesn’t die, so in the following
we condition systematically on non-extinction.

We now show that Dim(G,) > C(v)/v for v € |Umin, Umax| Which entails
the result for G, and QU by inclusion.
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2.4.3 Proof of the lower bound

Fix v € |Umin, Umax| and € > 0. Choose € and 0 > ty as shown above and
consider the tree G, .. Let us recall the signification of the parameters : €
controls the precision of the growth rate, € is the width of the window of
acceptable sizes and 0 is our time-step. Define

Zye(n) = Card{H, (n)}

the size of the nth generation.
In the following to simplify the notations we drop the subscript v, e and
we note Z(n),G(n) or H(n) for Z, (n), G, (n) or H, (n) respectively.

Recall we are conditioning on non-extinction of the branching process
H(.). This conditioning can be made at no cost because in the event that
H{(.) becomes extinct, one can restart a new independent tree on any fragment
present at the extinction time for instance, and iterate this procedure until
one find an infinite tree. Otherwise said, N, Ges(n) is nonempty only with
positive probability, but it is however enough to show that its dimension is
the correct one only with positive probability, for the dimension must be a
constant a.s. due to the independence of fragmentation on different subsets.

It is well known that almost surely
m"Z(n) - W >0

(more precisely W > 0 on the survival set of the tree).

Let o be a node of our tree (thus it is also a subinterval of |0, 1]) and let
I o 1 designate its height in the tree, let Z(°)(n) be the number of its offspring
in the tree at the generation 1o 1 + n, finally call W (o) the “renormalized
weight” of the tree rooted at o, i.e.

W(o):= lim m™"Card{c’ € H(10o1 +n), ¢ Coc}.

Fix an interval I C |0, 1] and introduce

H;(n) = {oce€H(n), onl+#0}
Zr(n) = Card(H;(n)).

Define
x — Ly :=lmm ™" Zg,(n) , x €]0,1].

Lemma 2.1. For each ¢ > 0,
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1. there exists a version L of L which is Hélder continuous of order o for
any o < (C(v) —€) /v

2. L only grows on the set N,G,(n).

Proof. We show the first point by verifying Kolmogoroft’s criterium (see [29]
Theorem 2.1 p.26).

Clearly one has that for all z <y € ]0, 1|

|L, — L,| = lirrln m=" Zyzy1(n).

For any J open subinterval of |0, 1], define
n(J) :==sup{n € N:e " > |J|} = [~ log(|]])/vd] .

This is very close to the largest n for which J can be included in an interval
of the collection H(n), thus it is not difficult to see that at time 7(.J) the
number of intervals of H(#n(/)) which have a non empty intersection with .J
is bounded. More precisely, according to (2.10), for each n the size of the
intervals in H(n) have a lower bound given by e "™~ so |J|e~(*+9) is a

lower bound for the size of the intervals of H(n(.J)), and thus Z,(n(J)) <
(v+e€)d
e :

Thus, for all z,y such that x < y, one has by definition of L, and using
(2.14) that

L, — L.| < o~ Z W (o)

UEH]Iyy[(’W(]%yD)

< plogm (55 log(y—=)+1) Z W (o)
o€t 4 (n(z.y]))
< mly—a]©@=90 ST W(o)

O—EH]w,y[(n(]zvyD)

Remark that for all v > 1 and all J C ]0, 1] one has

E|( > W©)| <E[Wi+Wat ..+ Wewias)'] < oo
o€H, (1(J))

where the W; are independent copies of W and the finiteness comes from the
existence of finite moments of all order for W (this follows from e.g. Biggins
and Bingham [7]).
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We conclude that for each 7 > 1 there exists a £ > 0 such that
E(|L, — L") < kly—a“®79

which proves our first assertion.

The second part of the lemma is straightforward. The increasing function
L, only grows on the points of ]0,1[ that correspond to the frontier of the
tree, i.e. on N,G(n). More precisely, for any interval ]a, b[C (N,G(n))¢ one
clearly has that L, = L, by definition. On the other hand Ly, = 0 and
Li_ =W >0so L, can be thought of as a local time on N, G(n). O

We conclude with the proof of Theorem 1. For a cover of N,G(n) of the
type UX, |I;, 5[ (where the ]l;, r;[ are disjoints open intervals) one has a.s.

N ~ ~
Z |LT1 - lel =W
=1

Thus for all such cover with max;(r; — [;) small enough

N
W < kZ(TZ — li)(C(v)fe)/v

and hence a.s.
Dim(G,) > Dim(N,(G(n))) > (C(v) —€)/v.

To conclude simply let € — 0.

Alternatively one could use the same approach as Orey and Taylor in [26].
They apply a lemma for the lower bound which is specific to self-similar sets,
but as the arguments are very similar to those above we do not include this
version of the proof. There is also a way of doing the proof by using some
fine results of Liu [21] on the local behavior of the branching measure that
does not rely on the Kolmogorov criterium.

We conclude with the three following remarks.

Remark 1: Although formally p > —1, in the cases analogue to the intro-
ductory example (i.e. when the fragmentation is slow enough and ® can be
analytically extended beyond —1) then it can be shown that the theorem
holds for some v larger than ®'(p+), more precisely for v € |vmm, ®'(p*)]
where @ is extended and -

pr=inf{p:1+p" —d(p")/(p*) > 0}.
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When it is finite, ®'(p*) is the maximum fragmentation speed.

Remark 2: In theorem 2.1, relations (2.5) and (2.6) hold almost surely
simultaneously for all v. Indeed, call €2y a set of probability 1 on which
(2.4),(2.5) and (2.6) are true for each v rational. Define the set of events

A = {Fv € |vmin, Umax| s-t. (2.5) or (2.6) is not true }.

As for each v < w one has G, C G, and G, C G, it is clear that A C 2§ the
complementary of g, and hence P(A) = 0. The same arguments show that
almost surely for all v € |Upin, Vtyp| One has

Dim(G,) < C(v) /v,
and almost surely for all v € |vgyp, Umax| One has

Dim(G,) > C(v)/v.

Although it seems doubtful that there exists an exceptional set of v’s for
which (2.4) does not holds, the techniques employed in the present work
does not allow one to conclude on that matter.

Remark 3: Define

H, = {z€]0,1]: litminf —t 1 log(|1,(t)]) < v},
H, = {z€]0,1]:limsup —t 'log(|I.(t)]) > v}.
t—o00

Clearly G, C H, and g, CH,, thus
Dim(H,) > Dim(G,)

and
Dim(H,) > Dim(G ).

Furthermore, it is easy to see by inspection of the proof in section 2.3 that
the the same upper bound holds for ‘H, (resp. H,) and G, (resp. G ). Thus

Dim(H,) = Dim(G,)

and

Dim(H,) = Dim(G ).

=0
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MEASURE
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Abstract

We define and study a family of Markov processes with state space the com-
pact set of all partitions of N that we call exchangeable fragmentation-coalescence
processes. They can be viewed as a combination of exchangeable fragmentation
as defined by Bertoin and of homogenous coalescence as defined by Pitman and
Schweinsberg or Mcohle and Sagitov. We show that they admit a unique invari-
ant probability measure and we study some properties of their paths and of their
equilibrium measure.

3.1 Introduction

Coalescence phenomena (coagulation, gelation, aggregation,...) and their
duals fragmentation phenomena (splitting, erosion, breaks up,...), are present
in a wide variety of contexts.

References as to the fields of application of coalescence and fragmentation
models (physical chemistry, astronomy, biology, computer sciences...) may
be found in Aldous [1] -mainly for coalescence- and in the proceedings [7] for
fragmentation (some further references can be found in the introduction of
2]). Clearly, many fragmentation or coalescence phenomena are not “pure”
in the sense that both are present at the same time. For instance, in the case
of polymer formation there is a regime near the critical temperature where
molecules break up and recombine simultaneously. Another example is given
by Aldous [1], when, in his one specific application section, he discusses
how certain liquids (e.g. olive oil and alcohol) mix at high temperature
but separate under some critical level. When one lowers very slowly the
temperature through this threshold, droplets of one liquid begin to form,
merge and dissolve back very quickly.

It appears that coalescence-fragmentation processes are somewhat less
tractable mathematically than pure fragmentation or pure coalescence. One
of the reasons is that by combining these processes we lose some of the nice
properties they exhibit when they stand alone, as for instance their genealogic
or branching structure. Nevertheless, it is natural to investigate such pro-
cesses, and particularly to look for their equilibrium measures.

In this direction Diaconis, Mayer-Wolf, Zeitouni and Zerner [8] consid-
ered a coagulation-fragmentation transformation of partitions of the interval
(0,1) in which the coalescence procedure corresponds to the multiplicative
coalescent while the splittings are driven by a quadratic fragmentation. By
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relating it to the random transposition random walk on the group of per-
mutations, they were able to prove a conjecture of Vershik stating that the
unique invariant measure of this Markov process is the Poisson-Dirichlet law.
We would also like to mention the work of Pitman [14] on a closely related
split and merge transformation of partitions of (0, 1) as well as Durrett and
Limic [9] on another fragmentation-coalescence process of (0, 1) and its equi-
librium behavior. However, a common characteristic of all these models is
that they only allow for binary splittings (a fragment that splits creates ex-
actly two new fragments) and pairwise coalescences. Furthermore the rate
at which a fragment splits or merges depends on its size and on the size of
the other fragments.

Here, we will focus on a rather different class of coagulation-fragmentations
that can be deemed exchangeable or homogeneous. More precisely, this pa-
per deals with processes which describe the evolution of a countable collec-
tion of masses which results from the splitting of an initial object of unit
mass. Each fragment can split into a countable, possibly finite, collection
of sub-fragments and each collection of fragments can merge. One can have
simultaneously infinitely many clusters that merge, each of them containing
infinitely many masses.

We will require some homogeneity property in the sense that the rate at
which fragments split or clusters merge does not depend on the fragment
sizes or any other characteristic and is not time dependent.

Loosely speaking, such processes are obtained by combining the semi-
groups of a homogenous fragmentation and of an exchangeable coalescent.
Homogeneous fragmentations were introduced and studied by Bertoin in |3,
4, 5]. Exchangeable coalescents, or rather Z-coalescents, where introduced
independently by Schweinsberg in [15] ! and by Mohle and Sagitov in [12]
who obtained them by taking the limits of scaled ancestral processes in a
population model with exchangeable family sizes.

Precise definitions and first properties are given in Section 3. Next, we
prove that there is always a unique stationary probability measure for these
processes and we study some of their properties. Section 5 is dedicated to
the study of the paths of exchangeable fragmentation-coalescence processes.

The formalism used here and part of the following material owe much to
a work in preparation by Bertoin based on a series of lectures given at the

1 Schweinsberg was extending the work of Pitman [13] who treated a particular case, the
so-called A-coalescent in which when a coalescence occurs, the involved fragments always
merge into a single cluster.
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THP in 2003, [6].

3.2 Preliminaries

Although the most natural state space for processes such as fragmentation
or coalescence might be the space of all possible ordered sequence of masses
of fragments

St={l>w,>2,>..20,> a; <1},

as in the case of pure fragmentation or pure coalescence, we prefer to work
with the space P of partitions of N. An element 7 of P can be identified with
an infinite collection of blocks (where a block is just a subset of N and can be
the empty set) m = (B1, By, ...) where U;B; = N, B;N B; = ¢ when i # j and
the labelling corresponds to the order of the least element, i.e. if w; is the
least element of B; (with the convention ming = oo) then i < j = w; < wj.
The reason for such a choice is that we can discretize the processes by looking
at their restrictions to [n] := {1,...,n}.

As usual, an element m € P can be identified with an equivalence relation

by setting
i~ j < iand j are in the same block of 7.

Let B C B" C N be two subsets of N, then a partition 7’ of B’ naturally
defines a partition 7 = 7T‘/B on B by taking Vi,j € B,i ~ j & i ~ j, or
otherwise said, if 7’ = (B{, B}, ...) then 7 = (B{ N B, B, N B,...) and the
blocks are relabelled.

Let P, be the set of partitions of [n]. For an element 7 of P the restriction

of 7 to [n] is m|p,) and we identify each 7 € P with the sequence (w1, T2, -.) €
P1 X P, .... We endow P with the distance

d(r',7*) =1/ max{n € N : 7T|1[n] = Wﬁn]}.

The space (P,d) is then compact. In this setting it is clear that if a family
(H("))neN of P,-valued random variable is compatible, i.e. if for each n

g =

i.e., the restriction to [n] of 1"V is TI™) | then the family (II™), ey uniquely
determines a P-valued variable II such that for each n one has

gy = 11,
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Thus we may define the exchangeable fragmentation-coalescence processes
by their [n]-restrictions.

Let us now define deterministic notions which will play a crucial role in
the forthcoming constructions. We define two operators on P, a coagulation
operator, m, 7" € P — Coag(m,n") (the coagulation of m by 7’) and a frag-

mentation operator m, 7’ € P,k € N — Frag(m, 7', k) (the fragmentation of
the k-th block of m by 7’).

e Take m = (By,By,...) and ©’ = (B, Bj,...). Then Coag(m,n") =
(BY, By, ...), where BY = Ujep: Bi, By = Uiep; By, ... Observe that the
labelling is consistent with our convention.

e Take m1 = (By, By, ...) and 7’ = (B}, B}, ...). Then Frag(w,n’ k) is the
relabelled collection of blocks formed by all the B; for i # k, plus the
sub-blocks of By given by 7T|/ By

Similarly, when 7 € P, and n’ € P or " € Py, for k > #m (where #r is
the number of non-empty blocks of 7) one can define Coag(w, ') as above
and when 7' € P or ' € P, for m > Card(By) one can define Frag(m, 7', k)
as above.

Define 0 := ({1}, {2}, ...) the partition of N into singletons, 0, := O,
and 1 := ({1,2,...}) the trivial partition of N in a single block, 1, := 1.
Then 0 is the neutral element for Coag, i.e. for each m € P

Coag(m,0) = Coag(0,7) =,

(for m € Up>9Pn, as Coag(0,7) is not defined one only has Coag(m,0) = 7)
and 1 is the neutral element for Frag, i.e. for each m € P one has

Frag(1,m,1) = Frag(m,1,k) = 7.
When 7 € U,>2P,, for each k < #m one only has

Frag(m,1,k) = 7.

Note also that the coagulation and fragmentation operators are not really
reciprocal because Frag can only split one block at a time.

Much of the power of working in P instead of S! comes from Kingman’s
theory of exchangeable partitions. For the time being, let us just recall the
basic definition. Define the action of a permutation ¢ : N — N on P by

co(m) . N .
i~ jeo(i)~a(g).



86 3. EFC Processes and equilibrium measures

A random element 7 of P or a P valued process I1 is said to be exchangeable
if for any permutation o such that o(n) = n for all large enough n one has

o(m) £ 7 or I(.) £ o(I1(.)).

3.3 Definition and construction of
exchangeable fragmentation-coalescence
processes

We can now define precisely the exchangeable fragmentation-coalescence pro-
cesses and state some of their properties. Most of the following material is
very close to the analogous definitions and arguments for pure fragmentations
(see [3]) and coalescents (see [13, 15]).

Definition 3.1. A P-valued Markov process (I1(t),t > 0), is an exchange-
able fragmentation-coalescent process (“EFC process” thereafter) if it has the
following properties :

e [t is exchangeable.

o [is restrictions Iy, are finite state Markov chains which can only evolve
by fragmentation of one block or by coagulation.

More precisely, the transition rate of Ijp(.) from m to ', say q,(m,7'), is
non-zero only if In” such that ©' = Coag(m,n") or In" k > 1 such that
' = Frag(m, 7", k).

Fix n and 7 € P,. For convenience we will also use the following notations
for the transition rates : For 7’ € P,,\{0,,} where m = #r the number of
non-empty blocks of 7, call

Co(m, ") := gu(m, Coag(m, "))

the rate of coagulation by 7’. For k < #m and 7’ € Py, |\{15,|} where |By|
is the cardinal of the k-th block, call

Fo(m, 7' k) := q,(m, Frag(w, 7', k))

the rate of fragmentation of the kth block by 7’.

We will say that an EFC process is non-degenerated if it has both a frag-
mentation and coalescence component, i.e. for each n there are some 7} # 1,
and b # 0,, such that F,,(1,,7,1) > 0 and C,(0,,75) > 0.
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Of course the compatibility of the I}, and the exchangeability require-
ment entail that not every family of transition rates is admissible. In fact, it
is enough to know how Iy, leaves 1,, and 0,, for every m < n to know all
the rates ¢, (m, 7).

Proposition 3.1. There exists two families ((Cn(7))zep,\{0n} Jnen and
((Fou(m))rep,\{1,} )nen such that for every m < n, for every m € P, such that

H#m=m
1. For each ' € P, \{0,,}

qn(m, Coag(m, 7)) = Cp(m,7') = Cp (7).

2. For each k <m and for each ©" € Pp, \{15,}

gn (7, Frag(m, 7', k)) = Fo(m, 7' k) = Fg, (7).
3. All other transition rates are zero.

Furthermore, these rates are exchangeable, i.e. for any permutation o of

[n], for all m € P, one has C,(7) = Cy,(o(n)) and F,(7) = F,(o(7)).

Proof. The compatibility of the chains IIj, can be expressed in terms of
transition rates as follows : For m <n € N and 7, 7’ € P,, one has

@ (| 7T|/[m]) = Z G (7, 7).

" e€Pn Zﬂ’ﬁm] :w"[m]

Consider 7 € P, such that 7 = (B, Bs, ..., By, @, ...) has m < n non-
empty blocks. Call w; = inf{k € B;} the least element of B; and o a
permutation of [n| that maps every i < m on w;. Let 7’ be an element of
Py, then the restriction of the partition o(Coag(mw, ")) to [m] is given by :
fori,j <m

; U(C’oa’g\(/w,w ) j o O'(Z) Coagrgr,ﬂ) 0_(])
& 3kl:0(i) € By,o(j) € Bk X1
S i~y
and hence

o(Coag(m,n"))jpm) = 7. (3.1)
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By definition C,,(, ©’) is the rate at which the process o (Iljj,)(.)) jumps from
o(m) to o(Coag(m,')). Hence, by exchangeability

Co(m,7") = an(o (), o(Coag(m, 7'))).

Remark that o(7)|m) = Op. Hence if 7" is a coalescence of o(7) it is
completely determined by i . Thus, for all 7”7 € P, such that m[,, =
o(Coag(m,7'))|pm and 7" # o(Coag(m,n")) one has

qn(o(m),7") = 0. (3.2)
For each m € P,, define
Qn(m,m) = {1" € Py : Tjpm) = T }

(for 7 € P we will also need Q(7m,m) := {7" € P : mp = 7, }). Clearly,
(3.2) yields

@n(o(7), 0(Coag(m, ') = > Gnlo(m), 7"

7" €Qn(o(Coag(m,x’)),m)

because there is only one non-zero term in the right hand-side sum. Finally
recall (3.1) and use the compatibility relation to have

Co(m,7") = qu(o(r),o(Coag(m,n"))
= Z gn(o(m), ")
7' €Qn (o (Coag(m,n’)),m)
= gm(0(7)m), o (Coag(m, 7)) m))
= qm(Om, 7T/>
= Cp(0,,7)
= Cp(r).

Let us now take care of the fragmentation rates. The argument is essen-
tially the same as above. Suppose By = {ni,...,np,}. Let o be a permu-
tation of [n] such that of all j < |By| one has o(j) = n;. Hence, in o()
the first block is [|B|]. The process o(Iljj,)(.)) jumps from o(m) to the state
o(Frag(m, 7', k)) with rate F,(m, 7', k). Remark that for i, j < |B]

; U(Frag/(\T’r,Tr k) j O'(Z) Frag(:\rfr k) O'(j)

=
Prag(m, 7'k
& n g(m,m )nj
g 7T/

o (7")

T~
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and hence
o(Frag(m, 7', k)) = Frag(o(w),o(x'),1). (3.3)

Thus by exchangeability F, (7,7, k) = F,(o(n),o(n’),1), and it is straight-
forward to see that by compatibility that

Fn(J(W), U(ﬂ—/)’ 1) = FIBk|<1|Bk\’ O—(W,)> 1) = FlBkI(O(’/T/))'

The invariance of the rates C),(0,, ) and F,,(1,,7’,1) by permutations of
7' is also a direct consequence of exchangeability. In particular Fip, (o(7")) =
Fi,|(7") and thus we conclude that F, (7, 7", k) = Fip, (7).

]

Remark also that the only thing we impose on II(0) is that it should
be exchangeable. This implies that the only possible deterministic starting
points are 1 and 0 (because the measures §; and 0o are exchangeable). If
I1(0) = 0 we say that the process is started from dust, and if II1(0) = 1 we
say it is started from unit mass.

Observe that, for n fixed, the finite families (C,(7))xep,\f0,} and
(Fo(7))zep,\{1,} May be seen as measures on P,. The compatibility of the
Iy (.) implies the same property for the (C, F,), i.e., as measures, the
restriction to P,\{1,} of (C,41) is C, and the restriction to P,\{0,} of
(Fny1) is F,. (see Lemma 1 in [3] for a precise demonstration in the case
where there is only fragmentation (C' = 0), the general case being a simple
extension). Hence, there exists a unique measure C' and a unique measure F'
on P such that for each n

Cn = Cipa\1,} and Fyy = Fip,\j0,}-

Furthermore, as we have remarked, the measures C, and F, are ex-
changeable. Hence, C' and F' are exchangeable measures. They must also
verify some integrability conditions in order for the Il (.) to be Markov
chains, i.e., to have a finite jump rate at any state. For m € P recall that
Q(m,n) ={r" € P: 7, = 7} Then for each n € N we must have

|[n]
C(P\Q(0,n)) < oo
and

F(P\Q(1,n)) < co.



90 3. EFC Processes and equilibrium measures

It is clear that we can suppose without loss of generality that C' and F' assign
no mass to the respective neutral elements for Coag and Frag, i.e. C(0) =0

and F(1) =0.

Here are three simple examples of exchangeable measures.

1. Let ¢, be the partition that has only two non empty blocks : N\{n}
and {n}. Then the (infinite) measure e(.) = > _d,(.) (where § is
the Dirac mass) is exchangeable. We call it the erosion measure .

2. For each i # j € N, call ¢;; be the partition that has only one block
which is not a singleton : {i,j}. Then the (infinite) measure x(.) =
> icjenOe;; (1) is exchangeable. We call it the Kingman measure.

3. Take z € St = {1 > 27 > 2y > ... > 0;>, 2 < 1}. Let (X;)ien
be a sequence of independent variables with respective law given by
P(X; = k) = forall k > 1 and P(X; = —i) = 1 — >, z;. Define
a random variable 7 with value in P by letting i ~ j & X; = X;.
Following Kingman, we call © the x-paintbox process and denote by
p its distribution. Let v be a measure on S!, then the mixture u, of
paintbox processes directed by v, i.e.

) = | p(A)wda),
Sl
is an exchangeable measure. We call it the v-paintbox measure.

Extending seminal results of Kingman [10], Bertoin has shown in [3] and
in his course at IHP that any exchangeable measure that verifies the re-
quired conditions is a combination of these three types. Hence the following
proposition merely restates these results.

Proposition 3.2. For each exchangeable measure C' on P such that
C({0}) = 0, and ¥n € N,C{m € P : mn # 0,}) < oo there exists a

unique ¢ > 0 and a unique Measure Veogy 0N St such that

Vooag({0}) = 0,
/ <Zx ) Voag(dx) < 00, (3.4)
i=1
and C' = cxK + [y,

For each exchangeable measure F' on P such that F({1}) =0 and F({m €
P My # 1.}) < 00,Vn € N there exists a unique c. > 0 and a unique
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measure Vp;q on P such that
VDisl({(L 07 )}) = 07
St i=1

and F' = cce + [,

The two integrability conditions on vp;y and veee, (3.5) and (3.4) ensure
that C(P\Q(0,n)) < co and F(P\Q(1,n)) < co. See [3] for the demonstra-
tion concerning F'. The part that concerns C' can be shown by the same
arguments.

The condition on vp;y (3.5) may seem at first sight different from the
condition that Bertoin imposes in [3] and which reads

/ (1 — z1)vpig(dx) < oo
Sl
but they are in fact equivalent because

1—2x?<1—x%<2(1—x1)

and on the other hand

1—2%221—%2%21—551-

Thus the above proposition implies that for each EFC process II there
is a unique exchangeable fragmentation I1")(¢) and a unique exchangeable
coalescence I1(©)(t) such that II is a combination of II¥) and II(®). This
was not self-evident because a compensation phenomena could have allowed
weaker integrability conditions.

One can sum up the preceding analysis in the following characterization
of exchangeable fragmentation-coalescence processes.

Proposition 3.3. The distribution of an EFC process 11(.) is completely
characterized by the initial condition (i.e. the law of 11(0)), the measures
Upist and Vcoeag as above and the parameters c.,c, € R+-.

Remark : The above results are well known for pure fragmentation or pure
coalescence. If, for instance, we impose that all transition rates g, (w, 7’') are
0 when 7’ is obtained of 7 by fragmentation (i.e. there is only coalescence
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and no fragmentation, the EFC process is degenerated), the above proposi-
tion shows that our definition agrees with Definition 3 in Schweinsberg [15].
On the other hand if there is only fragmentation and no coalescence, our
definition is equivalent with the one given by Bertoin in [3], which relies on
some fundamental properties of the semi-group. There, the Markov chain
property of the restrictions is deduced from the definition as well as the
characterization of the distribution by ¢ and vp;.

Nevertheless, the formulation of Definition 3.1 is new. More precisely,
it was not known that the exchangeability and Markov requirement for the
restrictions to [n] was enough to obtain a fragmentation procedure in which
each fragment splits independently from the others (point 2 of Proposition
3.1).

As for exchangeable fragmentation or coalescence, one can construct EFC
processes by using Poisson point processes (PPP in the following). More
precisely let Po = ((t, 7 (¢)),t > 0) and Pr = ((t,7F)(¢), k(t)),t > 0) be
two independent PPP in the same filtration. The atoms of the PPP Py are
points in RT x P and its intensity measure is given by dz ® (iye,,, + cxk).
The atoms of Pr are points in RT x P x N and its intensity measure is
dr @ (cce + yp,,) ® # where # is the counting measure on N and dx is the
Lebesgue measure.

Take m € P an exchangeable random variable and define a family of P,-
valued processes I1"(.) as follows : for each n fix II"(0) = 7, and

e if ¢ is not an atom time neither for Po or Pp then I1"(t) = I1"(t—),
e if ¢ is an atom time for P such that (7()(t))|, # 0, then
I1"(t) = Coag(II" (t—), 7'(1)),

e if ¢ is an atom time for Pr such that k(t) < n and (7F)(t)), # 1.
then
I°(¢) = Frag(I1"(t=), 77 (1), k(t)).

Note that the II" are well defined because on any finite time interval, for
each n, one only needs to consider a finite number of atoms. Furthermore
Pe and Pr being independent in the same filtration, almost surely there is
no ¢t which is an atom time for both PPP’s. This family is constructed to be
compatible and thus defines uniquely a process II such that Il = II" for
each n. By analogy with homogeneous fragmentations ([3]) and homogeneous
coalescence ([13, 15]) the following should be clear.
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Proposition 3.4. The process I1 constructed above is an EFC process with
characteristics Cx, Vcoag, Ce aNd Vpig.

Proof. 1t is straightforward to check that the restrictions Il (¢) are Markov
chains whose only jumps are either coagulations or fragmentations. The tran-
sition rates are constructed to correspond to the characteristics ci, Vcoqg, Ce
and vp;q. The only thing left to check is thus exchangeability. Fix n € N and
o a permutation of [n], then (o(II"(¢))):>o is a jump-hold Markov process.

Its transition rates are given by qu)(ﬂ', ') = q. (o7 (7)), 07 (7).

Suppose first that 7 = Frag(m,n”, k) for some n”. Remark that there
exists a unique [ < #m and a permutation o’ of [m] (where m = |m;| is the
cardinal of the k-th block of m we want to split) such that

o~ (") = Frag(o™"(m), o' (7"),1).
Using Proposition 3.1 we then obtain that
¢/ (. 7) = g0 (m),07 (7))
= qu(o7Y(n), Fraglo™(n), o' (z"),1))
= Fu(o'(x"))
Fm('ﬂ-//)
qn(m, )

The same type of arguments show that when 7’ = Coag(m,n”) for some

7" we also have

¢\ (m, ') = gu(m. 7).

Thus, II" and o (II") have the same transition rates and hence the same law.
As this is true for all n, it entails that II and o(II) also have the same law.
O

Let II(.) be an EFC process and define P, its semi-group, i.e. for a con-
tinuous function ¢ : P — R

Pig(m) == Ex(¢(I1(2)))
the expectation of ¢(II) at time ¢ conditionally on II(0) = 7.
Corollary 3.1. An EFC process 11(.) has the Feller property, i.e.

e for each continuous function ¢ : P — R, for each m € P one has

lim Po() = o(r).
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e for allt > 0 the function 1 — P,¢(m) is continuous.

Proof. Call Cf the set of functions
Cr={f:P—=R:InecNst. mp =, = f(r)=f(7)}

which is dense in the space of continuous functions of P — R. The first
point is clear for a function ® € C; (because the first jump-time of ®(II(.))
is distributed as an exponential variable with finite mean). We conclude
by density. For the second point, consider m, 7’ € P such that d(m,7') <
1/n (i.e., mn = m,) then use the same PPP P and Pp to construct two
EFC processes, I1(.) and II'(.), with respective starting points II(0) = 7 and
II'(0) = n'. By construction IIjp,(.) = I, (.) in the sense of the identity of
the paths. Hence
Vi > 0,d(TI(¢),IT'(t)) < 1/n.

]

As a direct consequence, one also has the following characterization of
EFC’s in terms of the infinitesimal generator : Let (II(t),t > 0) be an EFC
process, then the infinitesimal generator of II, denoted by A, acts on the
functions f € C} as follows :

Vi€ PLA(f)(r) = /P C(d')(f (Coaglm, 7)) — £ ()
Y /P F(dn')(f(Frag(m, ', k)) — f(x),

keN

where F' = cce + p,,,, and C' = ¢k + i, Indeed, take f € Cy and n
such that m,) = m, = f(m) = f(7'), then as IIj;(.) is a Markov chain the
above formula is just the usual generator for Markov chains. The fact that
this property characterizes EFC processes comes from the fact that it implies
that the transition rates have the required properties.

3.4 Equilibrium measures
Consider an EFC process II which is not trivial, i.e. vcoqg, Vpisi, Ce and c;, are
not zero simultaneously. Then the following is immediate :

Proposition 3.5. There exists a unique (exchangeable) stationary probability
measure p on P. Furthermore one has

p=00 ¢k =0 and Voyy =0
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and
p=01<c. =0 and vpiy =0

where 6, 1s the Dirac mass at .

Furthermore, I1(.) converges in distribution to p.

Proof. 1f the process I1 is a pure coalescence process (i.e. ¢, = 0 and vp;q(.) =
0) it is clear that 1 is an absorbing state towards which the process converges
almost surely. In the pure fragmentation case it is 0 that is absorbing and
attracting.

In the non-degenerated case, for each n € N, the process ILj,(.) is a
finite state Markov chain. Let us now check the irreducibility in the non-
degenerated case. Suppose first that vpy(St) > 0. For every state m € P,,
if IIj;,,)(t) = 7 there is a positive probability that the next jump of IIjp,(t)
is a coalescence. Hence, for every starting point IIj,;(0) = 7 € P, there
is a positive probability that Il (.) reaches 1, in finite time 7" before any
fragmentation has occurred. Now take z € S' such that x5 > 0 and recall
that p, is the x-paintbox distribution. Then for every m € P, such that
#m = 2 one has

Nx(Q(ﬂ'a n)) > 0.

That is the n-restriction of the z-paintbox partition can be any partition of
[n] in two blocks with positive probability. More precisely if 7 € P, is such
that m = (By, Bs, ¢,0...) with |B;| = k and |By| = n — k then

pa(Q(m,n)) = aiay ™" + agay ™.

Hence, for any m € P with #m = 2, the first transition after T is 1, — 7
with positive probability. As any m € P, can be obtained from 1,, by a finite
series of binary fragmentations we can iterate the above idea to see that
with positive probability the jumps that follow T are exactly the sequence
of binary splitting needed to get to 7w and the chain is hence irreducible.

Suppose now that vp;q = 0, there is only erosion ¢, > 0, and that at least
one of the following two condition holds

o for every k € N one has vge,({z € St : Y2 oy < 1}) >

e there is a Kingman component, ¢ > 0,

then almost the same demonstration applies. We first show that the state 0,
can be reached from any starting point by a series of splittings corresponding
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to erosion, and that from there any m € P, is reachable through binary
coagulations.

In the remaining case (i.e., ¢y = 0,vp;y = 0 and there exists & > 0 such
that voee,({z € S* = 321=F 2, < 1}) = 0) the situation is slightly different in
that P, is not the irreducible class. It is easily seen that the only partitions
reachable from 0,, are those with at most £ non-singletons blocks. But for
every starting point 7 one reaches this class in finite time almost surely.
Hence there is no issues with the existence of an invariant measure for this
type of IIj,), it just does not charge partitions outside this class.

Thus there exists a unique stationary probability measure p™ on P, for

the process IIj,;. Clearly by compatibility of the ITjp,(.) one must have

n+1 n
P V() = p™().

This implies that there exists a unique probability measure p on P such
that for each n one has p(™(.) = pip, (.). The exchangeability of p is a simple
consequence of the exchangeability of IT. Finally, the chain IIjjy(.) is specified
by two transition rates {1}{2} — {1,2} and {1,2} — {1}{2}, which are both
non-zero as soon as the EFC is non-degenerated. Hence,

PP ¢ {512(')a 502()}

Hence, when we have both coalescence and fragmentation p & {01, o }.

The I}, (.) being finite states Markov chains, it is well known that they
converge in distribution to p(™, independently of the initial state. By defini-
tion of the distribution of II this implies that II(.) converges in distribution
to p.

]

Although we cannot give an explicit expression for p in terms of ¢, Vcoqg, Ce
and vp;, we now relate certain properties of p to these parameters. In
particular we will ask ourselves the following two natural questions :

e under what conditions does p charge only partitions with an infinite
number of blocks, resp. a finite number of blocks, resp. both 7

e under what conditions does p charge partitions with dust (i.e. parti-
tions such that ). ||B;|| < 1 where ||B;]| is the asymptotic frequency
of block B;) ?
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3.4.1 Number of blocks

We first examine whether of not p charges partitions with a finite number of
blocks.

Theorem 3.1. Let II(.) be an EFC process with characteristics
VCoag, Vpisl; ¢k => 0 and c. > 0. Then

vpia(SY) = 00 or e > 0= pl({r € P+ < 00}) = 0.

Proof. We will prove that for each K € N one has p({m : #7 = K}) = 0.

Let us write the equilibrium equations for p™(.), the invariant measure
of the Markov chain IIj;,. For each m € P,

P Y alm) = > () ga(n", )
' €Pp\{7} 7" €Pp\{7}

where ¢, (7, 7’) is the rate at which Il jumps from 7 to 7. Fix K € N and
for each n > K, call A, :={m € P, : #7 < K} and D, x := P,\Anx
where #m is the number of non-empty blocks of 7.

Summing over A, x yields

S @ Y )+ Y gl

ﬂ'eAn,K TI'/EAnYK\{ﬂ'} 71'el)'rL,K'
_ Z Z p(")(ﬁ”)qn(ﬂ",w)—l— Z p(”)(ﬂ”)qn(ﬂ",w)
T€An Kk | €A, K\{7} w€D, K
but as
D@ | D am )| = ) > pME" (w7
TE€EAn K €A, k\{7} m€An Kk | T'€A, K\{7}
one has
S M@ | DY wm ) = D | DY A (g (n" )
WGAH’K TI'GDTL’K WEATL,K WGDnyK

That is, if we define g,(7,C) = > .o qu(m,7’) for each C C Py,

> P (@gn(m Duge) = > (" )gu(n", Ank). (3.6)

WGAH,K WIIEDmK
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Therefore

> g Dug) < D (A" )gu(x", An k). (3.7)

7TEAn,K'\An,I(—l 7rHGDn,I{

Hence, all we need to prove that p({m € P : #mp = K}) — 0 when
n — oo is to give an upper bound for the right hand-side of (3.7) which is
uniform in n and to show that

min qn(m, Dp ) — 0. (3.8)

71'EAAH,}(\AAH,}(fl n—oo

Let us begin with (3.8). Define
O(q) :i=ce(qg+ 1)+ / (1-— ngﬂ)ymsl(dx).
St P

This function was introduced by Bertoin in [3], where it plays a crucial role as
the Laplace exponent of a subordinator; in particular, ® is a concave increas-
ing function. When k is an integer greater or equal than 2, ®(k — 1) is the

rate at which {[k]} splits, i.e., it is the arrival rate of atoms (7U)(t), k(t),)

of Pr such that ﬂ‘([llz})(t) # 1 and k(t) = 1. More precisely c.k is the rate

of arrival of atoms that correspond to erosion and [ (1 — Y, F)vpig(dz) is

et
the rate of arrival of dislocations. Hence, for m € P, such that #m = K, say
7w = (B, Ba,...., Bk, 9,0, ...), one has

Gn(m, D) = Y ®(|Bi| = 1)

i:lBi‘>1

because it only takes a fragmentation that creates at least one new block to
enter D, .

First remark that

D clBi| > co(n— K +1),

i:lBi|>1
next note that

— 1— 2 N upia(de
q Si( Zi:z Jpis(dzx)

is also concave and increasing for the same reason that ® is and furthermore

/51(1 N in)VDisl(dZL’> > 0.

7
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Hence, for every (B, ..., Bx) € P, one has the lower bound

(. Do) = 3 ®(|BI-D = |

[ 1o b K1),
i:| By >1 i

As ®(x) — 00 & vpi(S) = 0o or ¢, > 0 one has

r—00

c. >0 or VDiSl(Sl) =00 = lim min g¢,(m, D, k) = oo.
n—oo m:H#T=K

On the other hand it is clear that ¢,(m, A, k) only depends on #7m and
K (by definition the precise state m and n play no role in this rate). By
compatibility it is easy to see that if 7, 7" are such that #n’ > #n = K then

qn(ﬂ-a An,K) 2 QTL(T‘J? An,K)'
Hence, for all m € D,, x one has
QTL(T‘-u An,K) S TK

where 7k = ¢, (7', A, k) for all n and any 7’ € P, such that #n' = K + 1,
and hence T is a constant that only depends on K.

Therefore
i (n) (n)
in g Dug) Do M) < Y0 @ Dak)
TEPh:#m=K nEPn #n=K
< Z p(n)<7T,/)Qn(7T”,An,K)
7T//€Dn7K
< Y P,
7€Dy

where, on the second inequality, we used (3.7). Thus

pP{r€P,: #r=K}) <1/ wepg:lyi%r}r:l( qn(T, Dy k).
This show that for each K € N, one has lim,, .. p™ ({7 € P, : #7 = K}) =
0 and thus p(#m < 00) = 0. O

Although we don’t have a converse to Theorem 3.1 in the general case, we
know that when there is no erosion, the fragmentation is binary (i.e., each
splitting produces exactly two fragments) and there is a Kingman component
in the coalescence, then the following holds :



100 3. EFC Processes and equilibrium measures

Proposition 3.6. If c, = 0, vpy(S') < 0o and
vpis({x € St iz 419 <1}) =0
(the fragmentation component is binary), then
cp>0=p{reP :#1r<o0)=1.
Proof. For each n € N we define the sequence (a§”>)iGN by

(lgn) = p(n) (An,i\An,i—l) = ,O(n)({ﬂ' € Pn : #ﬂ- - Z})

We also note p := vpq(S') the total rate of fragmentation. The equation
(3.6) becomes for each K € [n]

Y AN Da) = > P {T D" Ank)  (3.9)

mHT=K 7'€Dy K

because the fragmentation is binary. When #m = K one has ¢, (7, D, x) <
Kp, thus

aKp > > A (7", An k)

ﬂ’/GDn,K

Yo AHF N (", An)

i =K+1
> ) A" Dak(K +1)/2
7' =K+1
> a\P K (K +1)/2. (3.10)

v

Hence for all K € [n — 1]

ai’p > alf o (K +1)/2

and thus
n—1

1= "al <a(1+Y (p/er)'27! /i),
=1

=1

We conclude that a&") is uniformly bounded from below by (1 +
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Sooc (p/er)271 /i)t On the other hand, as a{™ < 1 one has

n n—1

JLI&Z@E) = 7}5’2@“5).2 21
i>K i>K—1
n—1 ;
(2p/cy)’
< APk
< 2o
i>K—1
— (2p/ci)’
DR T
i>K—1
when K — oo. Hence if we define a; := lim,,_ aE") = p{r € P :

#m = i}) we have proved that the series ) .a; is convergent and hence
limg oo D ;o i @i = 0. This shows that p({m € P : #r = oo}) = 0.

]

Thus for an EFC process with a binary fragmentation component, a
Kingman coalescence component and no erosion (i.e. ¢ > 0,¢, = 0 and
vpis({x € S : z; + 29 < 1}) = 0) we have the equivalence

p({r € P #m =00}) =1 & vp(SH) = 00

and when vp;(S') < oo then p({r € P : #m = oo}) = 0.

3.4.2 Dust

For any fixed time ¢ the partition I1(¢) is exchangeable. Hence, by Kingman’s
theory of exchangeable partition, its law is a mixture of paintbox processes.
A direct consequence is that every block B;(t) of 1I(t) is either a singleton or
an infinite block with strictly positive asymptotic frequency. Recall that the
asymptotic frequency of a block B;(t) is given by

1
| Bi(t)|| = lim ECard{k <n:kebBt)}

so part of Kingman’s result is that this limit exists almost surely for all
¢ simultaneously. The asymptotic frequency of a block corresponds to its
mass, thus singletons have zero mass, they form what we call dust. More
precisely, for m € P define the set

dust(m) = U B;.

J:11B;l[=0
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When 7 is exchangeable we have almost surely
dust(m) = {i € N: 3j s.t. {i} = B,}

and

> 1Bl + [ldust(m)| = 1.

For fragmentation or EFC processes, dust can be created via two mecha-
nisms : either from erosion (that’s the atoms that correspond to the erosion
measure c.e when ¢, > 0), or from sudden splitting which corresponds to
atoms associated to the measure s where v/}, is simply vp;s restricted
to {s € St : Y ,;s; < 1}. Conversely, in the coalescence context mass can
condensate out of dust, thus giving an entrance law in S!, see [13].

More precisely if one considers a standard coalescent I1(.), started from the
partition 0, then the asymptotic frequencies process A(II(.)) exists, lives in
St and A(T1(0)) = (0,0, ..). If for instance II is a Kingman coalescent, almost
surely for every t > 0, one has A(TI(t)) € {z € St : Tk s.t. SV a; = 1} (see
[13]). Thus, almost surely for every ¢t > 0 one has ||By(t)|| > 0. In fact, for
every positive time ¢ > 0, there are only a finite number of non empty blocks
whose asymptotic frequencies sum up to 1.

The following theorem states that when the coalescence is strong enough
in an EFC process, the equilibrium measure does not charge partitions with
dust.

Theorem 3.2. Let (II(t),t > 0) be an EFC process and p its invariant
probability measure.

Then

/51 (Z :1:1> Voag(dr) = 00 or ¢y, > 0= p({m € P : dust(n) # 0}) = 0.

In case of no fragmentation, this follows from proposition 30 in [15].

Proof. Define I,, :== {m = (B1,Bs,...) € P : ByN[n] = {1}} (when no
confusion is possible we sometime use I,, :== {m € P, : By = {1}}) i.e. the
partitions of N such that the only element of their first block in [n] is {1}.
Our proof relies on the fact that

p({m € P :dust(m) #0}) >0=p{r e P:men,l,}) >0.
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As above let us write down the equilibrium equations for IIj,(.) :

> (g = (@)l 1)

T€PnNIy, n'el¢

Recall that A, , designates the set of partitions m € P,, such that #m <b
and D,,, = Pp\A,p. For each b remark that

o _[C =q, / IC

pemin Agn(m L)} = an(7's 1)

where 7’ can be any partition in P, such that 7’ € I,, and #7' = b+ 1. We
can thus define

f(b):= min {qg,(m, I])}.

TI'GDn bm]n

If ¢, >0and m € D, NI, one can exit from I, by a coalescence of the
Kingman type. This happens with rate greater than cxb. If veoay(S*) > 0
one can also exit via a coalescence with multiple collision, and this happens
with rate greater than

¢(b) == A (Z i (1 —(1 _xi)“)> VCoag(dx).

This ((b) is the rate of arrival of atoms 7(©)(t) of Py such that (@) (t) & I,
and which do no correspond to a Kingman coalescence. Thus sup,cy ((b) is
the rate of arrival of “non- Kingman atoms () (t) of Pg such that () (t) &
I := NyI,. This rate being [ (3°; i) Vcoag(da) and ((b) being an increasing
sequence one has

blirgof (b) / (Z :1:1> VCoag(dT).

Thus it is clear that, under the conditions of the proposition, f(b) — oo
when b — oo.

On the other hand, when 7w € I¢, the rate g,(m, I,,) is the speed at which
1 is isolated from all the other points, thus by compatibility it is not hard to

see that
) i

where ¢, is the rate at which 1 is isolated from its first neighbor (the inequality
comes from the inclusion of events).
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Hence,

PR ROVONESD DI C AL

w€lnNDy g w€lnNDy g

Zp ) qn (7, 1)

w'els

< 2
w'els

< @

IA

which yields
p" (1, N Dyy) < qo/ f (D).

Now as p is exchangeable one has p(I N A,) = 0 where [ = N,I, and
Ay =N, A, (exchangeable partitions who have dust have an infinite number
of singletons, and thus cannot have a finite number of blocks). Hence p™ (I,,N
An,b) — 0.

Fix € > 0 arbitrarily small and choose b such that ¢2/f(b) < €/2. Then
choose ng such that for all n > ng, p™ (I, N A,;) < ¢/2. Hence

Vn > ng: p(”)(In) = p(”)([n NA,p) + p(”)(In ND,yp) <€/2+¢€/2.

Thus lim,, . p™(I,) = 0 which entails p(B; = {1}) = 0. Now we use the
following fact :

p(By = {1}) = /1—Z||B||

to see that p(dust(m) # ¢) = 0. O

3.5 Path properties

3.5.1 Number of blocks along the path.

One of the problem tackled by Pitman [13] and Schweinsberg [16, 15]about
coalescent processes is whether or not they come down from infinity. Let us
first recall some of their results. By definition if I[1°(.) is a standard coalescent
I19(0) = 0 and thus #I19(0) = co. We say that I1¢ comes down from infinity
if #11€(t) < 0o a.s. for all t > 0. We say it stays infinite if #I1¢(¢) = oo a.s.
for all ¢ > 0.
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Define Ay = {z € ' : Ji € N s.t. 22:1 z; = 1}. We know by Lemma 31
in [16], which is a generalization of Proposition 23 in [13], that if vcee,(Af) =
0 the coalescent either stays infinite or comes down from infinity.

For b > 2 let A\, denote the total rate of all collisions when the coalescent

has b blocks

Ab = e, (PA\Q(L,0)) + Ckb(b;

Let v, be the total rate at which the number of blocks is decreasing when
the coalescent has b blocks,

b—1

+ Z(b — /{)Vcoag({ﬂ . #W|[b] = k‘})

k=1

b(b— 1)
2

T = Ck

If Vooag(Ap) = 00 or Y po, 7, - < 00, then the coalescent comes down from
infinity. The converse is not always true but holds for instance for the impor-
tant case of the A-coalescents (i.e., those for which many fragments can merge
into a single block, but only one such merger can occur simultaneously).

This type of properties concerns the paths of the processes, and it seems
that they bear no simple relations with properties of the equilibrium measure.
For instance the equilibrium measure of a coalescent that stays infinite is d1 (.)
and therefore only charges partitions with one block, but its path lays entirely
in the subspace of P of partitions with an infinite number of blocks.

Let II(.) be an EFC process. Define the sets
G:={t>0:#I(t) = oo}

and
VEk € N,Gg :={t > 0: #I1(t) > k}.

Clearly every arrival time ¢ of an atom of Pg such that 7O () € Ay is
in G¢ the complementary of G. In the same way an arrival time ¢ of an
atom of Pr such that 7F)(t) € SY\A; and By (t—) (the fragmented block)
is infinite immediately before the fragmentation, must be in . Hence, if
vpisi(SY\Af) = 00 and veeey(Af) = 0o, then both G and G¢ are everywhere
dense, and this independently of the starting point which may be 1 or 0.

The following proposition shows that when the fragmentation rate is infi-
nite, G is everywhere dense. Recall the notation II(¢) = (B (), Ba, (), ...).

Theorem 3.3. Let II be an EFC process such that ¢, > 0 or vpa(S') = .
Then, a.s. G is everywhere dense.
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As G = NG), we only need to show that a.s. for each k € N the set Gy, is
everywhere dense and open to conclude with Baire theorem. The proof relies
on two lemmas.

Lemma 3.1. Let IT be an EFC process started from 1 and such that c. > 0
or vpig(St) = 0o. Then, a.s. for allk € N

inf{t > 0: #II(t) > k} = 0.

Proof. Fix k € N and € > 0, we are going to show that there exists ¢ € [0, €]
such that
dneN: #H‘[n](t) > k.

As vpig(St) = oo (or ¢, > 0) it is clear that almost surely In; € N: 3¢, €
[0, €[ such that I, ) (t1—) = 1jjn,) and ¢y is a fragmentation time such that
ITj(n,1(t1) contains at least two blocks, say B;, (t1) N [n1] and By, (1) N [n4], of
which at least one is not a singleton and is thus in fact infinite when seen in
N. The time of coalescence of i; and i5 (i.e. the first time at which they are
in the same block again is exponentially distributed with parameter

/SL(Z T3V Coag(dx) + € < 00.

Hence if we define
Ty io (tl) = 1nf{t Z tl . 7:1 Hf'g) 22}

and if we call B(i,t) the block of II(¢) that contains i then almost surely we
can find ny > ny large enough such that the first time ¢, of fragmentation of
B(iy,t1) N [ng] or B(ia, t1) N [ng] is smaller than 7;, ;,(t1) (i.e. 4; and iy have
not coalesced yet) and ¢, is a fragmentation time at which B(iy, to—) N [ng]
or B(ig,ta—) N [ng] is split into two blocks. Hence at ¢ there are at least 3
non-empty blocks in IIj,,)(£2), and at least one of them is not a singleton.
By iteration, almost surely, Iny : Jt; € [0, €[ such that ¢, is a fragmentation
time and

#1, (tr) > E.
O

Lemma 3.2. Let IT be an EFC process such that c,. > 0 or vpgg(S') = .
Then, a.s. Gy, is everywhere dense and open for each k € N.
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Proof. Fix k € N, call T'y, = {tgk) <t < ...} the collection of atom times of
Pc such that a coalescence occurs on the k + 1 first blocks if there are more
than k& + 1 blocks, i.e.,

) & Q0,k +1)

(recall that Q(0,k +1) = {m € P : Mjg+1] = Or41}). Suppose t € Gy, then
by construction inf{s >t : s € G5} € I'y (because one must at least coalesce
the first £ + 1 distinct blocks present at time ¢ before having less than k
blocks. As the tgk) are stopping times, the strong Markov property and the
first lemma imply that Gf, C I'y. Hence Gy, is a dense open subset of R+. [

We can apply Baire’s theorem to conclude that NGy = G is almost surely
everywhere dense in R+.

As a corollary, we see that when the coalescence is “mostly” Kingman
(i.e. cx > 0,V00ag(SY) < 00) and the fragmentation rate is infinite (¢, > 0 or
vpisi(SY) = 00), then we have that the sets of times G¢ are exactly the atom
times for P such that 7(©)(.) € A, Define Ap(k) := {z € Ap: SV a; =1}.

Corollary 3.2. When ¢ > 0, V0pay(S') < 00 and (c. > 0 or vpi(S') = o0)
one has

G = {t: 7)€ Ay} (3.11)
and for alln > 2

GE = {t:7t) € As(n—1)}. (3.12)

Proof. As G = UGS, it suffices to show (3.12) for some n € N. Call (tgk))ieN
the sequence of of atom times of Po which correspond to coalescence such
that (%) (tgk)) ¢ Q(0,k) for all 7. The preceding theorem implies that almost
surely there exists a decreasing sequence 7; \, 0 such that #II(7;) = oco. Fix

J, then at time 7; call by (7;), bo(7;), ..., bi(7;) the least elements of the k first
blocks. By taking j large enough we can always suppose 7; < tgk), and it is

then clear that for all s € [Tj, tgk) [ one has #IIj4, (-, (s) > k. Thus, one can
easily see that Gf, C {tgk),i € N}

Now consider simultaneously the sequence (tik))ieN and (tgkﬂ))ieN and call

k+1 k+1 k
tin(l)) = maX{tg ) < tg )}.

One always has ti:;;;) = tgk), thus there exists rgk) E]tf:(ﬁ)_l, tgk)[ and n; < 00

such that for all s E]r%k), ¢ [ #I1},,)(s) > k+1. Hence, a necessary condition
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to have #H|[n1](t§’“)) < k is that t&k) is a multiple collision time. Hence
Gy, C {tgk) s.t. tl(k) is a multiple collision time }.

Fix n € N and consider the first coalescence time 7 such that 79 (7) ¢
Q(0, k) (hence 7 € (t(» ))ZeN) and #7r|[ ]( 7) > k. Then it can be shown by the

(2
same arguments as above that there exists m € N such that #IIj,, (7—) > n

and hence #IIj;,(7) > k.

Call (T, k)) the subsequence of (¢ k)) that corresponds to the multiple col-
lision times such that 7() (T(k ) & Af(k). Then it should be clear that

{1} = Upen{t : 79(t) ¢ Q(0, k) and #x(i,, (t) > k}.

Hence the only elements ¢ of {t(k) i € N} for which H( ) can be in G, are
those who corresponds to coalescence time such that 79 (t) € A(k — ) O

As recently noted by Lambert [11], there is an interpretation of some EFC
processes in terms of population dynamics. More precisely if we consider an
EFC process (II(t),t > 0) such that vp;(St) < oo and

VDisl(Sl\Af) = O
(H) ce =0
Vcoag(Sl) =0

then, if at all time all the blocks of II(¢) are infinite we can see the number of
blocks (Z(t) = #I11(t),t > 0) as the size of a population where each individu-
als gives rise (without dying) to a progeny of size i with rate vp;(As(i+1))
and there is a negative density-dependence due to competition pressure.
This is reflected by the Kingman coalescence phenomena which results in
a quadratic death rate term. The natural death rate is set to 0, i.e. there is
no linear component in the death rate. In this context, an EFC process that
comes down from infinity corresponds to a population started with a very
large size. Lambert has shown that a sufficient condition to be able to define
what he terms a logistic branching process started from infinity is

(L) Zpklogk< 00
k

where py = vpig(Af(k 4+ 1)). Note that from a population dynamic point of
view this corresponds to the case where the natural death rate is set to 0.
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More precisely, this means that if P, is the law of the N-valued Markov
chain (Y'(¢),t > 0) started from Y (0) = n with transition rates

ViEN{ i — 1+ j with rate ¢p; for all j € N

i — i — 1 with rate ¢i(i — 1)/2 when ¢ > 1. ’

then P, converge weakly to a law P,, which is the law of a N U oco-valued
Markov process (Z(t),t > 0) started from oo, with same transition semi-
group on N as Y and whose entrance law can be exhibited. Moreover, if we
call 7 =inf{t > 0: Z(t) = 1} we have that E(7) < co. If we note E,(.) the
expectation under the probability P, and if we define

then it is not hard to see that
E(T) = Z Zi
ieN
because one must pass through every state ¢ € N before reaching 1.

This result translates easily in our framework into

Proposition 3.7. Let I1 be an EFC process started from dust (i.e. 11(0) = 0)
and verifying the conditions (H) and (L). Then one has

Vit >0, #11(t) < 0o a.s.

Proof. Our proof relies on a careful comparison of the (#IIjj,(t))nen with
Z(t) the process studied by Lambert. For each n € N and 7 € P,, such that
7 # 1, we define a random variable L™ (7) with same distribution as the
random time inf{t > 0 : #ILj,(t) = #m — 1} conditionally on II;;,;(0) = 7.
We call - .

yo= _pmax  B(L(m)).

Hence if we call T,, = inf{t > 0 : #II;;(t) = 1} we have that

[y

B(T,) <Y

7

—

S

1

The first step is to show recursively that for each fixed n, for each 7 < n—1
one has 3" < z.

Fix n, let us first show that yfln_)l < z,_1. One has by construction that

ygl_)l = ck@. From now on we will suppose that ¢/2 = 1 (we do not lose
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any generality as this corresponds to a change of scale in time) and hence
uh = n(n — 1),

We now construct a random variable L,_; which has same distribution as
inf{t > 0: Z(t) =n — 1} conditionally on Z(0) = n (and hence E(L,,_1) =
Zn_1). Let (tgc),tgc), ...) be the jump times of a Poisson process of intensity
n(n — 1) and let (tgF), tgF), ...) be the jump times of an independent Poisson
process of intensity np. Furthermore let (E;);ey be an ii.d. sequence of
variables where E; has the distribution of the length of an excursion of Z(.)
above n, i.e. if S = inf{t : Z(t) # n} then conditionally on Z(0) = n and
Z(S) > n one has E; £ (inf{t > S : Z(t) = n} — 9).

Then we define L,,_; as follows :

o if tgc) < tgF) then a coalescence occurs before the first fragmentation

and hence the first jump of Z is to n — 1, hence L,,_, = tgc),

e clse we jump to the right, hence we leave n at time tgF) and return to n

after an excursion above n at time tgF) + E,, at which time the Markov
property of the Poisson processes implies that we are in the same situ-
ation as at time 0, i.e. the time before the next tgc) is exponential with
parameter n(n — 1) and the time before the next tZ(F) is exponential
with parameter pn. Hence we can start the procedure again with the

shifted Poisson processes.

This implies that L,,_; € {tﬁ”,t?, ...} and thus E(L, 1) = 2z,_1 > n(n — 1).
Suppose now that for all j € {k+ 1,...,n — 1} one has y](-n) < z;. Let us
show that y,g,n) < z. If we note p; = > k>i Pi; the same technique we employed

(n)

to show that vy, ", < z,_; yields

(n) 1 k(k+1)
Yp <
= k(k+1)+p(k+ 1) k(k+1)+ p(k+ 1)
plk+1) )~ () i )
k(k+1) + p(k + 1) (y’f TP +p”*1*kyn—1>
< 1 k(k+1)

k(k+1)+pk+1)k(k+ 1)+ p(k+1)

plk + 1) <y(n)+ﬁ12k 1+ o+ Pno1-k2 1)-
k(k+ 1)+ p(k+1) \7F * noimhen
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We only need to remark that

1 k(k+1)
k(k+1)+pk+1)k(k+1)+ p(k+1)

p(k+1) =N
W CES E Y (Z’“ * ;pjz’““)

to conclude that necessarily

R —

yl(gn) < z.

The bound being uniform in n this implies that sup, E(7,) < E(r) < oc.
If 7= inf{t : #II(t) < oo}, the monotone convergence theorem implies
that E(T") < oo and hence T is almost surely finite. A simple application of
Proposition 23 in [13] and Lemma 31 in [15] shows that if there exists ¢ < co
such that #I1(t) < oo then inf{t : #I1(t) < co} = 0.

To conclude suppose that #11(0) < oo, or without loss of generality that
[1(0) = 1, then it is easily seen that T(>) := inf{t : #II(t) = oo} = oo.
The idea is that the fragmentation alone can not reach infinity : Suppose II
(which still fulfills (H) and (L)) is degenerated : ¢; = 0. Then if we define
m = Y kpi the expectation of the number of fragments created at each
dislocation, it is not hard to see that the LLN implies that the sequence of
the fragmentation times ¢, should behave as the series

1 1 1 1

by~ =+ + +ot—
p p(l+m)  p(l+2m) p(1+nm)

which diverges. This entails that when an EFC process verifying (H) and (L)
reaches a finite level it cannot go back to infinity. Asinf{t : #I1(¢) < co} =0,
this means that

Vit > 0, #I1(t) < oc.

]

Remark : Let II(.) = (Bi(.), Ba(.),...) be a “(H)-(L)” EFC process
started from dust, II(0) = 0. Then for all ¢ > 0 one has a.s. >, || B;(¢)|| = 1.
This is clear because at all time ¢ > 0 there are only a finite number of blocks.

If we drop the hypothesis vp;u(S') < oo (i.e. we drop (L) and we suppose
vpisi(SY) = 00), the process II stays infinite (Corollary 3.2). We now show
that furthermore, for a fixed ¢, almost surely ||Bi(t)|| > 0. We define by
induction a sequence of integers (n;);en as follows : we fix ny = 1 and for
each 7 we chose n; such that there exists a time ¢; < t such that ¢; is a
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coalescence time at which the block 1 coalesces with the block n; and such
that n; > w,, , (t;—1) where wy(t) is the least element of the kth block at time
t. This last condition ensure that (w,,(t;)) is a strictly increasing sequence
because one always has w,,(t) > n. Hence at time ¢ one knows that for each
i there has been a coalescence between 1 and w,, (¢;). Consider (HEF)(S), s €

[0,¢]) a coupled fragmentation process defined as follows : HEF)(O) has only
one block which is not a singleton which is

BI(0) = {1, wy, (ta), wny (t3), ... }.

The fragmentations are given by the same PPP Pp used to construct II (and
hence the processes are coupled). It should be clear that if w,,(¢;) is in the
same block with 1 for I1#)(¢) the same is true for II(#) because it means that
no dislocation separates 1 from w,, (t;) during [0,¢] for [I*) and hence

Using this fact and standard properties of homogeneous fragmentations one

has a.s.
F
IB.(8)]| > 1B ()] > 0.

Hence for all ¢ > 0 one has P({1} C dust(II(¢))) = 0 and hence
P(dust(T1(t)) # @) = 0. Otherwise said, when vp;4(S!) = co the fragmenta-
tion part does not let a “(H)” EFC process come down from infinity, but it let
the dust condensates into mass. Note that “binary-binary” EFC processes
are a particular case. The question of the case vpi(S') < oo but (L) is not
true remains open.



BIBLIOGRAPHY

[1] D. J. Aldous. Deterministic and stochastic models for coalescence (ag-
gregation and coagulation): a review of the mean-field theory for prob-
abilists. Bernoulli, 5(1):3-48, 1999.

2] J. Berestycki. Multifractal spectra of fragmentation processes. J. Statist.
Phys., to appear, 2003.

[3] J. Bertoin. Homogeneous fragmentation processes. Probab. Theory Re-
lated Fields, 121(3):301-318, 2001.

[4] J. Bertoin. Self-similar fragmentations. Ann. Inst. H. Poincaré Probab.
Statist., 38(3):319-340, 2002.

[5] J. Bertoin. The asymptotic behaviour of fragmentation processes. J.
FEuro. Math. Soc., to appear, 2003.

[6] J. Bertoin. Fragmentations et coalescences stochastiques. In prepara-
tion, 2003.

[7] D. Beysens, X. Campi, and E. Peffekorn, editors. Proceedings of the
workshop : Fragmentation phenomena, Les Houches Series. World Sci-
entific, 1995.

[8] P. Diaconis, E. Mayer-Wolf, O. Zeitouni, and M. P. W. Zerner. Unique-
ness of invariant measures for split-merge transformations and the
poisson-dirichlet law. Ann. Probab.

9] R. Durrett and V. Limic. A surprising model arising from a species
competition model. Stoch. Process. Appl, 102:301-309, 2002.

[10] J. F. C. Kingman. The representation of partition structures. J. London
Math. Soc. (2), 18(2):374-380, 1978.

[11] A. Lambert. The branching process with logistic growth. preprint, 2003.



114

Bibliography

[12]

[13]

[14]

[15]

[16]

M. Mohle and S. Sagitov. A classification of coalescent processes for
haploid exchangeable population models. Ann. Probab., 29(4):1547—
1562, 2001.

J. Pitman. Coalescents with multiple collisions.  Ann. Probab.,
27(4):1870-1902, 1999.

J. Pitman. Poisson-Dirichlet and GEM invariant distributions for split-
and-merge transformation of an interval partition. Combin. Probab.
Comput., 11(5):501-514, 2002.

J. Schweinsberg. Coalescents with simultaneous multiple collisions. Elec-
tron. J. Probab., 5:Paper no. 12, 50 pp. (electronic), 2000.

J. Schweinsberg. A necessary and sufficient condition for the A-
coalescent to come down from infinity. Electron. Comm. Probab., 5:1-11
(electronic), 2000.



4. ANNEXE A



116 4. Annexe A

4.1 Self-similar fragmentation without
erosion

In this annexe we present precisely how to extend the Poisson Point Process
construction given in chapter 1 for homogeneous ranked fragmentations to
the self-similar case. More precisely we shall give an equivalent of theorem
(1.1). In the case @ > 0 we shall use this to show that the results on the
small time behavior are still true.

To construct a non-homogeneous ranked fragmentation, we have to control
the rate of fragmentation in terms of the size of each fragment. Note that the
behavior of a self-similar fragmentation is qualitatively different depending
on the sign of o : when a < 0 the rate of fragmentation increases when
the fragments become small, at the contrary, when o > 0 the rate decreases
which means that small fragments tend to live longer. For instance Bertoin
has shown in [2] that when o < 0 the life-time of the process is almost surely
finite (whereas of course it is always infinite when o > 0).

In [1] it was shown that a homogeneous P-fragmentation can be trans-
formed into a self-similar one of index « through a change of time. Essentially
the idea is to use the mechanism of the Lamperti construction of semi-stable
processes. More precisely denote by I(i,t) the asymptotic frequency of the
block of TI(t) that contains ¢. Then for an arbitrary 5 € R introduce

t
P (1) = / 1, r) P dr
0
and its generalized inverse

TO(t) = inf{u > 0: CP(u) > t},t > 0.

Consider the random partition I1¥)(¢) such that i, j € N are in the same block
of I (¢) if and only if they are in the same block of H(Ti(ﬁ) (t)), then if IT is a
self-similar fragmentation with index o the process 19 = (TI¥)(¢),¢ > 0) is
a self-similar P-valued fragmentation with index o + 3. Moreover II can be
recovered from I1Y) | by the operation IT = (I1®¥)(=#) in the obvious notation.

Hence a self-similar fragmentations of index « can always be seen as the
transformation of a homogeneous one.

Note that as expected when a > 0 we have that Ti(a)(t) < t because
Vi e N,I(i,7)~* > 1 so the change of time slows down the fragmentation.
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4.1.1 Poisson point process description

We will now introduce a new way of describing a self-similar ranked frag-
mentation that does not use a change of time but rather a thinning of a
PPP. We do so only in the case of a positive index of self-similarity but a
similar construction for the negative case should also work. Let dx denote
the Lebesgue measure on R™.

Proposition 4.1. Let A be an (o, v,0) St-fragmentation with v verifying the
hypothesis v({s € S' : s, > 0} = o0 and o > 0 then :

® )\ is a pure jump process,

e there exists a Poisson point process K = (S(t), k(t), U(t)) with measure
intensity v @ # @ dx)o,1) such that X only jumps at times t at which K
has an atom such that U(t) < A\ (t—)%, and at such a time A(t) is
obtained from \(t—) simply by dislocating the k(t)-th fragment of \(t—)
by S(t) and reordering the new sequence of fragments.

Our first step is to prove a similar result for P-fragmentations. Let II be a
homogeneous self similar P-fragmentation and K be the associated Poisson
point process of its jumps.

Recall that until now K had its values in P x N and that its measure
intensity was given by p, ® #. We now add a mark U(t) uniform on ]0, 1|
to each atom of K, i.e., for each atom (A(t), k(t)) we draw an independent
variable U (t) uniformly distributed on ]0, 1[. Otherwise said, K has its values
in P x Nx]0, 1] and its measure intensity is given by p, ® # ® dx|jo 1.

We adopt the following notation :

o Let II®(t) be the self-similar fragmentation obtained from II by the
above described change of time :

@) T (t))
i o~ ) e~ ).

e We call I(®(i,t) the asymptotic frequency of the block of T1(*)(¢) that
contains i (and we will note (1(*)(i,¢))® when we want to raise it to the
power «). Hence, for all ¢ > 0 one has

19, t) = 13, (1))
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e Call B(i,t) (resp.B™(i,t)) the block of II(t) (resp. of II(®)(¢)) that
contains 7, then by definition

B(i,t) = B, C(t)).

An atom (A(t),k(t),U(t)) such that By (t—) is not empty corresponds to a
jump of I at time ¢, the same jump occurs later for I1(®), at time C’,g‘(xt)) (t).

Hence the jump structure of IT®) corresponds to the point process obtained
by moving each atom (A(t),k(t),U(t)) of K from the date ¢ to the date
C,g‘(xt)) (t) > t. More precisely I1(® verifies the following :

e if ¢ is an atom time for K such that k(t) = i, then
m(C7(0) = A1) o T(C 1)),

e For all s which is not the image of an atom time (A, k,U) by the
corresponding map C\*) one has TI®)(s) = I1(®) (s—).

We now show that the point process of the displaced atoms can be seen as a
thinned Poisson point process. Call H the point process obtained by moving

each atom (A(t), k(t),U(t)) of K from the date ¢ to the date ng?t)) (t) >t and
by further replacing the mark U(t) by 1%(k(t),t—)U(t). Hence H defines I1(®)
in the same way that K defines II.

Let K; be the PPP obtained from K by only keeping the atoms such that
k(t) = i. The K; are independent in the same filtration. Similarly, call H;
the point processes obtained from H by keeping the atoms such that the
second coordinate is 7. The measure intensity of K; is 1, ® 6; ® dx o). If H;

has an atom at time s = C’Z-(a) (t), its mark is

U@, t—) = U(T(O‘)(s))(l(a)(z', s—))" (4.1)

)

To be able to construct H; on a given time interval, say [0,t] we need
to know K; and I(i,s) for s € [0, T/ (t)] (remark that T”)(¢) is a stopping
time in the filtration generated by the process (i, s)). Conversely one can
recover (1(i, s), K;(s)) from (I(*)(i, 5), H;(s))s<¢. More precisely let s <

T (t), then

l(i,s) = 10,0 (s)
19, inf{u : T\ (u) > s})

u

= 1@, inf{u :/ (19, r=))*dr > s})

0

s<T ™ (1)
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where by definition inf{w : [;'(I')(i,r—))*dr > s} is bounded by ¢.

Let us call
Fi(t) == of{l(i,u), K;(u) s u <t}

the filtration generated by [(7,.) and K; up to time ¢. If similarly we let

FOUt) = o {0, w), Hiu) s u < )
be the filtration generated by (¥ (i,.) and H; up to time t, it is now clear
that for all t > 0

FiUt) = F(T 1))

7

because the trajectories of [(7,.) and K; can be recovered from the trajectories
of 1I!¥(i,.) and H;. Remark that there is some redondant information in
of{l(i,u), K;(u) : w < t} but that K; alone does not generate the correct
filtration because for small times the label of B(i,t) is not ¢, and thus the
dislocations of B(i,t) are not described by the atoms of K.

Furthermore, if we define F(t) = o{K(u),u < t} (resp. F(t) :=
o{H(u),u < t}) there is no simple ways of going from F(t) to F(®)(¢) or the
converse.

Lemma 4.1. For each © the point process H; has the following stochastic
measure intensity :

dt @ py @ 0; @ dx|g (1) (74—))o] -

Proof. Consider a cylinder set of the form I' := A x {i} x ]0, 1[ where the set
A € P is such that u,(A) < co. We choose the whole set |0, 1] for the last
coordinate to make the demonstration clearer.

Let N@(]a,b[) (resp. N(]a,b[))be the number of atoms of H; (resp. K;)
that fall in I" during the time interval |a, b[. The first step is to show that

V) = N0, 1)~ (4) [ (16, um))du

is a martingale in the filtration .7-"1.(&) and in F(®. Clearly the process
Y (t) = N(]0,t[) — tp, (A) is a martingale in F; and in F (because N (]s, t[) is
independent of what happens before s). We will use the change of time and
the martingale property for Y to have the result for Y (@,

Remark that [(*)(i,¢—) is a cadlag process, so almost surely for all ¢ > 0
one has fot(l(o‘)(z', u—))%du = f;(l("‘) (i, u))*du, and we do not need to worry
about the left limits in the integral.
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Hence, making the change of variable v = C* (u) (although C\® is not
derivable, it has right derivatives everywhere almost surely, and this right

derivative is cadlag)

B <N<a><}s7t[> -l [ <z<a><i,v—>>adv|f<a><s>>

Ti(ﬂ) (t)

- E <N<a><1s,t[>—uy<A> / <z<a><z’,c£a><u—>>>az“(z’,u—>du|f<a><s>>

() (s)

Ti(a) (t)

-~ E (N@ds,t[)—mm /

Tz(a) (S)

1du|f(°‘)(s)>

because [(i,u—) = 1(® (i,C’i(a)(u—)). Note that if we do not suppose that
v(>-, 2 < 1) = 0 we can have [(i,t) = 0 for a finite ¢, but the above holds

nonetheless if we adopt the convention 0 x co = 0. Conditionally on .E(a)(s)
one has that N((]s,t[) and [()(i,u),u > s are independent of the ,7-";&)(3)

for j # i (see [1], where the stopping times Ti(a)(.) are called “frosts”). Thus
one may replace the conditioning as follows

E (N (s t) = (AT 1) = T ()1F(s))
= E (Vs 1) = m (AT (1) = T ()| (5))
Furthermore it is clear that

N@ (s, ) = N(T (), T (1))].

)

Thus
E (NO(st]) = m (AT (0) = T ()7 (s)
= B (N1, T 0)]) — i (AT (1) = T )IFT(s)) )
= E (Y(I(s) - VIO @)IFT (s)))

where the last equality comes from the fact that Y(t) = N(]0,¢]) — tu,(A) is
a martingale and Ti(a)(r) < r for all » > 0. Thus we can apply the optional
sampling theorem for bounded stopping-times and Y(®) is also a martingale.

Hence the value of the intensity of N at time ¢ is (¢ (i, t—))%u, (A).
Next it is not hard to see that the assertion holds by considering more general
cylinders of the form A x {i} x I where I C ]0,1[is a Borel set. O
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Lemma 4.2. There exists a PPP K'(.) = (A'(.),K'(.),U'(.)) with same dis-
tribution as K such that

e ift is not an atom time for K' one has II(®)(t) = I1(®)(t—),

e if t is an atom time for K' such that U'(t) > (1! (k'(t),t—))* then
1) (1) = 1)(1-),

e and finally ift is an atom time for K' such that U'(t) < (I')(K'(t),t—))*
then
() = Al(t) o I (t—).

Furthermore, II®) has no other jumps.

Proof. For each i, conditionally on 1€ (i, .), define an independent point pro-
cess H;(t), with values in P x {i} x [0, 1] and stochastic measure-intensity

mz(t) =dt & 125% & 51 (029 dx|[(l(a>(i,t—))o‘,1]'

Then by standard properties of independent point processes K/ := H;(t) +
H;(t) is a cadlag point process with measure intensity p, ® d; ® dx 1), and
hence it is a Poisson point process. Call K’ = > K the superposition of
the K, then K’ is a PPP with measure intensity dt ® p1, ® # ® dx)p,1) such
that H is exactly the point process obtained by only keeping the atoms
(A'(t), k' (t),U'(t)) of K’ such that U'(t) < (I®(K'(t),t—))*. Finally, I1(*)

has no other jumps because all jumps of II correspond to atoms of K. [

As in the homogeneous case we can define a random (F;)-adapted map
¢ : NxR, — N that associates to (n,t) the rank of the asymptotic frequency

of B (t) in TI®)(¢). Define the point process K (.) as the image of K’ by the
following random F;-measurable map :

(Alv k/> U/) - (A(A/)v ¢ (t_’ k,(t)) ) U/)
where the atoms such that ¢ (t—, k'(t)) = oo are discarded.

Lemma 4.3. 1. The point process K(t) is a PPP with measure intensity
1% ® # ® dIHO,l]-

2. Ift is a jump-time for A1), then K’ has an atom at t.

3. For v such that v({s € St : sy > 0}) = 00, A = A(II™) is a pure jump
process.
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Proof. The first point is just Lemma 1.1. For the second point, as A is not
continuous, we need to show that if ¢ is a jump time for A(II(®)(.)) it is also
a jump time for II® and hence an atom time for K’

If ¢ is a jump time for A(II'®(.)), say for instance that |Bl(€a)(.)| jumps at
t, then |By(.)| jumps at time T,ﬁ“) (t). As II is homogeneous we can apply
Lemma 3.5 and hence By(.) jumps at time 7. (t) and thus B\ (.) jumps at
t.

Finally, for the third assertion, remark that

{sup {sup (|BY (w)[)}} = {sup {sup (| Ba(u)])}}.
n>ng u>0 n>ng u>0
Thus, as sup,,s,, {SuP,so (|Bn(w)|)} — 0 a.s. when ng — oo, one has that for
each € > 0, almost surely dng such that
Ai(s) ANe= max |B(s)| Ae.
n<ng
The processes |B,§a) (.)| are just the images of the |B,(.)| by a change of time

so they are pure jump processes. Hence A\ A € is also a pure jump process.
One can generalize to any A\, and thus A is a pure jump process.

]

Hence, if K has an atom (S,k,U) at time ¢, then it is the image of some
atom of K, therefore if U < A% (¢t—) the process A has a jump at time ¢ and
A(t) is obtained from A(t—) simply by dislocating the k(t)-th fragment of
A(t—) by S(t) and reordering the new sequence of fragments. If U > A\¢(t—)
the atom does not belong to H and thus the arguments used above for the
second point show that A(t) = A(t—).

We conclude that K and A = A(II(®)) are the processes whose existences
are asserted in Proposition (4.1).

4.1.2 Asymptotic behavior

This construction allows us to study the asymptotic behavior of the frag-
ment’s size near 0 as in the last section of chapter 1.

Corollary 4.1. The proposition 1.4 is still true for an (a,v,0) S'-
fragmentation with o > 0.

It is easy to verify that the part concerning the asymptotic behavior of
1 — A\{ remains true.
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For the small fragments, the idea is that taking a > 0 reinforces their
record-like behavior : as \; is near 1, it is not affected by the index of self-
similarity, and as the small fragments are near 0, they are slowed by the
self-similarity property.

The key-point of the demonstration in the case a = 0 for Ay was the
Lemma 1.3, so the demonstration mainly consists in showing that it still
stands when o > 0.

Consider an (a,v,0) fragmentation A, with a > 0, constructed with the
PPP K(.) = (S(.),k(.),U(.)). R(t) still designates the record at time ¢ of
¢

the real-valued PPP s, )() and let R(t) be the record at time ¢ of the same
point process when we only consider the atoms such that

U(t) < AY(1).

It is clear that T{(l)(t) < RW(t), as the arguments that led to the upper-
bound of lemma (1.3) can be re-used here in

Ao(t) < BV (1)

we conclude that the upper-bound of lemma (1.3) is still valid.

Let us now assert the lower-bound part. Let

%= | T twwonwarst” @ | | T Lvwerswesi” (@)

u€l0,t] u€[0,t[

with the convention that when the products are empty the are taken equal
to 1. We clearly have that X, > x(¢). In this setting (1.6) becomes

TR (1) < Xa(b).

So we would like to replace E(l)(t) by the true record R (t). To do so, note
that the family (U(u);u > 0) is independent of T'(t), the time of record, so
for all ¢ > 0, U(T'(t)) has uniform distribution on [0,1]. As

(RO () = RV (1)} = {U(T() < M(8)*}

and almost surely A{(¢) — 1 so this event is asymptotically almost certain.
On this event the lower-bound part of lemma (1.3) is still valid, the propo-
sition is hence demonstrated.
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This says that the renormalization and the asymptotic law of Ay(t) does
not depend on « when it is positive. The arguments are adapted in the same
way for Ay for £ > 2 in the case of a binary fragmentation.

We would like to mention that Miermont and Schweinsberg proved the
Corollary 4.1 by very close methods in [3].
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