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Résumé

Au cours de ces dernieres années, on assiste a un développement des communications régies par
des réseaux'ordinateurs et systemeéectroniquesj'extensionimportante de cegypes de

moyens électroniques de communication et d'échange d'information met en évidence les besoins
de sécurité des canaux de transmission.

Les processus dsecurisation d'informatioprivée reposenprincipalementsur desprotocoles

qui utilisent le concept de fonctionsansunique ou fonction tredifficilement inversible. Ce

type de brouillage mathématique est fréequemment réalisé par la fonction exponentielle modulaire.
A I'heure actuelle une partie importante de ces protocoles est orient@atilisation des
algorithmes programmeés.Dans ce travail se présente la conceptanne architecture
performante qui satisfait aux caractéristiques les plus importantes afin de garantir la diatilité
circuit intégrépour lecalcul de lafonction exponentiellenodulaire. L'analyse de l'architecture
permetd'évaluerles gains en vitessgu'uneréalisation matériepourrait permettre par rapport

aux algorithmes programmes.

L'architecturecalcule lafonction exponentielle modulairdes numéros représentes restation
modulaire en combinant les avantaged'algorithme deMontgomerypour lamultiplication et
ceux de la méthode généralise de multiplicati@petées, pour lI'exponentielle.partir de ces
résultats deux prototypes oéte dessinés, fabriqués egerifiés en utilisant une technologie
AMS-CMOS de0,6 um. L'architecture présente une bonne performance etmaadglarité qui
permet d'élargir le nombre de bits des chiffres a étre calculés.

D'autre part, lanécessité de performances élevées inhérentes aux applications, soit en cartes a
puce soit en communication par satellitefai considérer le AsGaomme une technologie
appropriée pour l'implémentation de ce typesgeteme. Laonception de deudesprincipaux

blocs de l'architecture envisageant la basse consommation a été aussi réalisée.

Mots clés: Cryptographie,Architectures d'Arithmétigue Modulaire, Exponentiel Modulaire,
Arséniure de Gallium.
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Abstract

During these last years, the development of computer controlled communication networks
promises effortless and inexpensive contact between people or computers on opposite sides of
the world, replacing most mail and excursions with telecommunications. The significant
extension of these types of electronic means of communication and exchange of information
highlights the needs for security of the data communication channels. Secret digital writing is
being used to avoid message transformations. Techniques to avoid eavesdroppers actions are
known as cryptography.

Currently, cryptosystems are more frequently required in applications as remote cash

dispensers, high speed computers terminals, authentication, digital signatures and private
communication between others. The cryptography processes rest mainly on protocols which
use the concept of one-way function. At present a significant part of these protocols is

directed to be used as programmed algorithms.

The type of mathematical jamming is frequently carried out by the modular exponentiation
function. In this work, the design of an alternative architecture which satisfies the most
significant characteristics in order to guarantee the viability of an integrated circuit for
calculating the modular exponentiation function is presented. In the architecture, the main
advantages of both, generalised square-multiply binary for exponentiation function and the
Montgomery's algorithm for modular multiplication are mixed. The architecture is oriented to
compute the modular exponentiation of large integer numbers. Two prototypes were
designed, fabricated and tested to validate the architecture, which presents a good
performance and a modularity being easily expandable to larger bit-widths.

In addition, as several of cryptography applications use satellite communication where high
performances but principally radiation tolerant integrated circuits are needed, AsGa become
as a suitable technology for the implementation of this type of system. The design of two of
the principal blocks of the proposed architecture considering low power strategies

consumption are also presented.

Keywords: Modular Arithmetic architectures, Modular Exponentiation, Gallium Arsenide.
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1. Introduction.

1.1. Cryptography.

In the electroni@age,information exchange that could bengférsons or groupsanalso be
used against such groups or individual persons. Industrial espionage amongdngbéyitive
businessesften requireghat extensivesecurity measures be put into plaéed, those who
wish to exercise their personal freedomay also wish toencrypt certaininformation.
Cryptography is the art or science of segvating, or more exactly, of storing information, is
the art of encodinglata in away thatonly the intended recipient can decatjeand know that
the message is authentic and unchanged.

There are manyeasons for usingncryption techniqueDifferent applications that require
privacy, trust and access contriike electronicmoney, secure communicationpasswords,
and many others, should all use strong encryption methods when possible.

A cryptosystem is a method to accomplibat. The idealcryptosystem would be aapplied
specific systenfor one particularpurpose, which would satisfthe requirements o$ecurity,
reliability andease-of-use : reliabilityneans that theryptosystem, when used as its designer
intended it to baused, will always reveal exactly the informatiohidden when it is needed.
Security meanghat thecryptosystem will infact keep the informatiomidden forall those
persons intended to crack the system. Cryptanalysis is the practice of defaahiaiempts to
hide information. Cryptology includes both cryptography and Cryptanalysis.

The security of a cryptosystem is alwagtative to the difficulty ofbreaking a secret message

and the conditions under which it will be used.

In generalthe security of aryptosystemcanonly be measured by its resistanceatdual
attempts to break it in practice. Those that have resisted the attentions of many cryptanalysts for
many years may be deemed secure, at least until better methods of Cryptanalysis are invented.



1.1.1 Practical Cryptosystems.

Still, the methods oflata encryption and decryption are relativelsaightforward, andasily
mastered. A cryptosystem is designed considetima decryption can be accomplishexaly

under certain conditions, whichgenerallymeans, only by persons in possession of both a
decryption engine and a particulgiece of informationcalled thedecryptionkey, which is
supplied to the decryption engine in the process of decryption. All modern algougienaskey

to control the encryption and decryption. The message can only be decrypted if the key matches
with the key used to encrypt it. The key used for decrymambe differenfrom the keyused

in encryption, and this dividdble algorithms irsymmetric(or secret-key andasymmetrig(or
public-key classes.

Symmetrialgorithms, also calledecret-keyalgorithms, us¢he same keyor both encryption

and decryption. The key is not to be leaked to outside enemies, should be changed often and be
sufficiently random. Different symmetric algorithms ub#erent lengthkeys, usually a longer

key means higher security. Symmetric algorithms are generally faster than asyronestrand

use a much shorter key.

Public keysystems were developed in the 1970s to sthlgeproblem of secure kegxchange.
In this systenthe decryption key is not the same as the encryien Suchpublic key
systems can, if used properly, go a long way toward solthegproblem of secure key
exchange because the encryption key can be given out veottee without compromising the
security of communication, provided that the decryption key is kept secret.

Although public key cryptography in theory solves the problem of secure key exchange, it does
in general have a couple of disadvantages compared to sym(oesgcret) keysystems. The

first is speedGenerally public keysystems, such aBGP, are muchslower than secret key
systems, and so may be suitable for encrypting small amounts of data. The second disadvantage
of public key systems is that there is a problem of key validation.

There are numerous public key cryptosystems, the most well known being the one based on the
RSA. Messages ciphering ardigital signature aréawo of the most extended cryptography
applications.

The ideabehind public key encryptioomessages cipherings that it is computationally
infeasible to calculate the secret key from the public key and that no information can be obtained
about the secret key from any message by knowing the public key.

Digital signaturesare away of signingdata in the sameay that we sign documentsoday.
Digital signatures cannot be forged by someelse; the signature iproof that the signer
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signed the message; the signature is an integral part of the message and cannot be transferred to
another message; the signed message cannot be changed in any waybeirigodétected; the
signer cannot deny signing a message after doing so.

In some cases it is possible to show that cracking a cryptosysesuivalent tosolving some
particular mathematical problem. Most implementations of public key cryptography rely on the
hard problems of factoring largaumbers, itmeans numbers with several hundred decimal.
Whereas it is relatively easy to multighyo large primes, it iscurrently very difficult to factor

the result back to thivo original primes. Inthe case of RSAlgorithm, it is widelybelieved

that these are secure if and onlyhé problem of factoring largeumbers is insolubldhat is,
computationally infeasible in real time.

There ardew operations irmathematics that are trulyreversible'. Inthe case of the RSA
encryption algorithm, iuses verylarge primenumbers togenerate the public key and the
private key. Although it would be possible to factor out the public key to get the kesgté¢he
numbers are so large as to make it very impractical to do.

Modern cryptographic algorithms ameant to be executed bgomputers or specialised
hardware devicefor which there are several different cryptographic algorithms and methods
which relyfor its security orthe difficulty of factoring largenumbers.Traditionally, several
methods can based toencrypt datstreamsall of which can easily be implementdtrough
software,but not so easily decryptadhen either the original or its encryptethta stream are
unavailable.

Although several methods are developed to be implemémtedgh software, somalgorithms

and protocols have been oriented to hardware implementation, more specifically, to smart cards
applications. As known, smart cards market is dme more importantThe U.S. market has

lagged behind Europe amkkia in using smartcards. The companies concluded that several
factors must be combined to push smart cards successfully into the U.S. fiaekancluded

greater interoperability and thability to use the chip cards forunattended needsuch as
telephones, parking meters, atdnsit systems.The smart card is currentlysed mostly in
Europe where it is used as a pay phone calling card or for vending madineddnited States

is beginning to see smart cards in use for GSM phones, laundry, and vending applications.

Smart cards are plastic cards with a credit card size, that have an embedded admpuide
card companies are eager to move to smart cardstrday's standardnagneticstripes on the
back of cards sthat more data or applications can be loaoket cards. Multifunction cards
include more than onase, forexample, loyalty or frequent-usprograms orthe same card
with e-cash, credit, and debit uses. The magnetic stripks byencoding an identification on
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a magnetic tape similar to how a computer writes information onto a flipRyThis method,
though powerful, has proved to be insecure in many instances.

Magneticcardsareeasy to reproduce and mange no form oencryption on their identifier.
The smart card achievéisis becauséhe cardhas asmall yetpowerful computer built into it.
This computer allowshe card to interaavith the cardreader, not juspassinformation to it.

Just as there are many different uses for a smart cardatteensany differenflavours ofsmart

cards not to be confused with optical memory cards.

One of thekey benefits of smart cards the ability for some cards to support on board
cryptography. Cryptograph&mart cards open up a whalew realm in information security
because ihow allows asecureplacefor storing of keys and keyings. By doing the actual
cryptography on the carthe keysnever have tdeave theirstorage place. This givelke card
holder a secure way of storing keys especialtiief key pairwas generated on theard. Smart
cards performing cryptographic functioean be utilised in applicationsuch as key and
certificate verification, encryption, and random number generation between others.

Although theuses forsmart cardarenumerousthere is still thecostissue. Magnetic stripe
cards cost as little as 6 - 8 cents to be made, whereas a smadroendt up to 10 to 1Emes

that cost. Forthis reasonsmall size architectures without degradation of performance is very
attractive for this specific application. Modular exponentiation is the operation most wisly

in many protocols andalgorithms. The design of the chip for performing modular
exponentiation based on regular and small architectuvedd allow to implementhis function

on smart cards.

Consideringthat severalcryptographic applications require high performasgstems, low
power strategies applied to high speed technologies as GaAs must be considered.

1.2. Gallium Arsenide Technology.

Neverthelessthe world-wide semiconductamarket in1996 down 6.2percent from1995’s,

this market is still growing and will surpass the $ 8dlon of dollars point in the yea2001.
Semiconductor market analyst explain thatdhap wasdue in large part to the bottom falling

out of the DRAM market in late1995 and throughoui996. In 1996,the world-wide
semiconductor market achieved at4l.7 billion of dollars. European semiconductonarket
consumption revenue achieved @&5 billion and is expected tgrow to $ 62.1billions by

the year 2001. As can be seen from the Figure 1.1, where both revenue forecast and revenue by
product are presented, the expectations of growth are attractive.
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Figure 1.1. World-wide semiconductor market. [1]
Silicon MOS technology has been the main medium for computer and system applfcatans
long time and this technology will continue téll this role. However, in Silicon MOS
technology several limitations are already becoming apparent in state-of-tastadigital
systems [2], due tthe factthat, systenievel requirements quicklgurpassedhe performance
that silicon was able to deliver. Since a fgears, in order t@overcome these limitations some
developments in silicon technology have been achieved.

However, with the development of communications and more specifically portable
telecommunication anchultimediasystems whichiequire high clockrequency logic families

as BIiCMOS, GaAs and SiGee becoming more attractive tttose types of applications. For
thatreason, somearallel significantadvances aralso beginning tdake placewith Gallium
Arsenide technologies.

Gallium Arsenide (GaAs) MESFETsecame an enablirtgchnology thaallows overcome the
silicon limitations in ultrahigh speed applications. This technoldwgs evolved and changed
over the last 30 years ahdsfinally found itsmarketplace into theemiconductor's industry.
Nevertheless, some efforése currentlydone in order to develop other technologies, GaAs
technology continues to play an important role in communication applicagiocis,ascompact

cell phones, high frequency wireless base stations and global positioning systems (GPS) [3].

Gallium Arsenide’s resurgence alstems from an ever-expanding profusion of applications,
such asmedical[4], analogue cellular/PCBandsetsdigital cordless handsets, wirelelegal
loop [5], wide band CDMA, automotivgs] and radar communication (IMT2000 system).
Analogue and discrete GaAs semiconductors continue to be a very important segptiggtatl in



communications system becausetloé peakpower, supplyvoltage and signal distortion
requirement.

Since a few yeargligital GaAs applications have emergedtie form of one company which
hasbecome the market leader: VitesdemiconductorVitessehasmanaged importargrowth

in an area in which digital GaAs is again an enabling technologycdimg@any, whose process
technology is said to address the high-speed needs of telecom and datacom, reported in the third
guarter of 1998evenue o#6.1 millions of dollars, up 67% fronlast year and uft5% from

second quarter of 1998 [7].

Currently, the use of compilers for digital GaAs IC design using Vitesse technolagsilable

[8]. Another data-path compiler for the public domAirlLIANCE CAD System hadeen also
developed [9].

The market for GaAs beginning 1997, started growing at 50% to 60% a year [10]. Digital GaAs
market reached over $1 billion in 1996. On the other hand, the GaAs wafer indesipgdted

8 MSI (million square inches) bthe year2000. Revenue is expected to increase from $ 153
million in 1996 to over $ 400 million in 2000 [1].

The perceived Europed@aAs IC marketfrom 1984 to 1994 ishown infigure 1.2. The
leading sector until the late 1980’s was analogue MMIC, but thatdigital and optoelectronic

ICs will be employed increasingly in systems. The market for digital GaAS integrated circuits in
Europe increased from US $ 58.8 M in 1989 to US $ 1.088 B in 1994.

100% Analogue

42% Digital

42% Analogue

2% Opto-electronic

1984-US$3M
1989 -US $ 140 M

58% Digital

28% Analog

1994 -US $1.876 B

14% Opto-electronic

Figure 1.2. GaAs ICs European market sectors [11].



Top four U.S. producers: Anadigics, TriQuint, Vitess&jotorola and theirhomologous
Japanesare the mairGaAs ICs industries, cornintpe GaAs IC world market. 11992, the
top seven European producers of Galgsices: Alenia, Alcatel, Daimler-BengEC Marconi
Materials Technology, Philips Microwave Limeil, Siemens and Thomsome@&fed into the
Eureka Progranthe EuroGaAsinitiative which wasoriented to penetrate tiigaAs ICs world
market.
In 1995, the European GaAs ICs production represented only 2496 gfobal market but its
sales achieved hardly 10% of world markite evolution of the captive markietr GaAs ICs
is shown intable I. As can bseen,the market isgrowing veryfast. Specifically for digital
GaAs ICsthe market will be increasddbm 71 millions of dollars iM991 to 681millions of
dollars in 2000.

Table I. Market of GaAs devices from 1991 to 2000 [12].

Millon of dollars 1991 @ 1996 2000
Digital ICs GaAs /1 324 681
MMIC GaAs 104777289 643
Discrete GaAs 176771 237 341
Total 351 i 850 1665

However, having discussedhe potential ofGaAs technologythe performance of GaAs
integrated circuits with reasonable complexity must be assidered. GaAsomplexsystems
perform better in terms of propagation delay but not in termpaoofer dissipation. Power
consumption has become a critical concern in both high performance and portable applications.

Over thepastyears,much efforthasbeen directedowards increasing thespeed ofdigital
integrated circuits and decreasing the aiea.Only in recent times thpower consumption of
these circuits has been considered as a third constraint theinglevelopmentCurrently, the
researching in high speed VLSI desigas been shifted from high speed tow power
emphasis due tthe proliferation and rapidlgrowing range of portable electrongystems
containing microelectronic devices [13]. This factor has forced a new definition of priorities and
considerations of design.

1.2.1. Low Power GaAs Circuits.

Because of GaAs technology requires also Vany power dissipation &rge efforthas been
spent inthe development dboth efficient low-power GaAstechnologieq14], [15] and high
speed low power GaAbgic styles[16], [17] which shouldallow the extension of this
attractive technology to high speed low power applications.

Severallow-power GaAscircuits techniques concerning reductions in charging capacitance,
operating voltagestatic current and leakage curr¢b8], [19], [20], [21], [22], [23], [24]
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have been published obtaining a reductioacdtive globalpower dissipation. IRachcase, the
speed-power product has been improved.

Methods for solving the power dissipation drawbacks in GaAs technolagidseingstrongly
studied.The high electronic mobility andow knee voltages of GaAare idealfor low supply
voltage operation§25]. Low voltage operatiorhas already been one of thaost important
design issues for GaAdrcuitry not only to further reducpower dissipation , but also to
ensurereliability for devices. In parallel, somamportant progress in power reduction,
performance and temperature tolerance in several GaAs complex systems have been obtained.

So, Low PowelGaAs LSltechnology is arattractiveresearching field irwhich considerable
attention is beindocused.Because this is an important agtbwing area ofelectronics, in
1995, Motorola has developed a self aligned complementary GaAs techfmidgyw-Power,

high speedligital and mixed modapplications.The complementarGaAs (CGaAsshows a
speed power performance of 0.01uW/MHz/gate at 0.9V in digital circuits [14].

All mentioned and recent exploratory achievements in the movetowards low power
operation seemingly give promise of future improvements. This new researchingrdieldes
to satisfythe speed requirements of present day computers and irtdestiper computers.
Low Power Gallium Arsenide technology will not displace silicon but may used in
conjunction with silicon to satisfy the need for Ultra High Speed Integrated Circuits (UHSI).

The earlyyears ofmobile communicatiorwere based on first generation analogystems,

such as NMT/TACS/AMPS, the development of which were regionally based in Europe and the
USA. However, worlwidethere is a steady migratiamderway towards secorgkeneration

digital systems, driven largely by the need for increased capacity.

In Europe the migration to digital technology based onthe GSM standard which was
launched in1992 andwas rapidly adopted in Africa, thdliddle Eastand theAsia Pacific
Region.DCS 1800 system is based tire same protocol aSSM but attwice the carrier
frequency. Inthe USA the move tasecond generatiodigital systemsstartedusing one of the
two competitive digitalstandardsTDMA (Time Division Multiple Access) orCDMA (Code
Division Multiple Access).

The different services to be offered following introduction of digytal communicatiorsystem
included: short message service, calling line identification, conference calls, high speed data and
others. Additionally, there are some extra benefits suamayption and thability to provide

a portfolio of data related services based on digital technology [26]. VLSI citicaitaccelerate
the encryption and decryption afiessages usinthe RSA encryption technique and circuits
capable of performing longrord length modulomultiplication atvery high speedttract much
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interest for cryptography applications. For that reason, designer who research to accelerate RSA
cryptographic processingre looking thehigh speed advantages Gallium Arsenide VLSI
technology as an interesting alternative.

1.3. Objectives

Cryptographic methods such amcryption and decryptiorprocess andother secret
communication problems requitike exponentiation arithmetfanction to hidden information.
Exponentiation arithmetifunction is executed as repetitive multiplication leading toldimg
word length modulo multiplication operation to be the naid more frequently function to be
performed. Arithmetic operators exhibit in general a gaetivity and dissipate consequently a
significant share othe power supplied to a circuiiThat is specifically trudor a multiplier
which dissipates much more power than an addesn activateddue to thefact thatits design
or layout structure is not as regular as an adder.

Considering that, the ultimate performance of an integrated circuit can be substantially improved
by using afull customised macro cells librafpr its design (beinghat particularly true for

GaAs circuits where speed performance is critibed,cost of real estate idhigh, and design
expertise is scarce), the goal of this work is focused on developing an alternative architecture (in
CMOS technology) forexecuting modular exponentiation which msiatisfythe requirements

of speed, power consumption and size for smart card implementation.

Also, low power design GaAstrategies to based inarithmetic macrdlocksimplementation
areconsideredThese structureare conceived to be applied in an eventiah Power GaAs
Cryptosystem usinghe same architecture. Up now there is no arithmetic mactmocks to
complete the development bbw Power GaAsVLSI cryptosystemsTypical delay, average
power consumption and area for each function are the principal features to be characterised.
Compacts and high speed desigmmnbined withnew low power strategies whichtake
advantage obuperior performance of Galese proposed lookingoredominantly thepower
reduction constraint as a princiggdal. In order taninimise thepower oftheselCs, different
low power methodologies are applied at different abstraction levels of the system design.

Two specific performance parameters which must be impraxecbnsumption and operating
voltage. A reduction in current consumption and operating voltage allows to obtain a significant
reduction of power dissipation. The significance of improvement in tesparameters is the

main motivation.

This work is mainly focused otine reduction oboth complexity anghower consumption of a
cryptography system irCMOS and GaAs technologies. Several chips were designed
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considering low power strategies, in order to vetlify powerreduction that can bachieved.
In order to minimise the power of these ICs, different low power methodologies vapded
at different abstraction levels of tegstem designSo, intablell, areshownthe five distinct
levels where optimisation techniques must be implemented.

Table Il. Low Power Hierarchical Design.
System design
Algorithms
Architecture design
Circuit design
Process technology

This work will contain 7 chapters.Chapter 2 presents an introduction of cryptography and
modular notation concepts which will be usddng thiswork. Chapter 3shows aralternative
architecturefor executing modular multiplication, as wedls, simulation andexperimental
results of the prototypes.

Chapter 4, presentie conceived architectufer calculating modular exponentiatiavhich is
based ormultiplier proposedarchitecture; performance and simulations diszussed.Those
chapters describe in general the internal architectsesl tocompute modular exponentiation
which is the core operator of the cryptosystem. It could be also usagpleament the core of a
Low power GaAs cryptosystem.

Chapter 5discusses somienportant characteristics of GaAs technology and comparison on
silicon, the general concepts which will be usedrgulementing dow power GaAs functions

as well as the low power techniques used in each design.

Cache-memory play an important role in the overall power-efficiency of a cryptographic
system, since it can reduce the data traffic between the arithmetic operator and ederog|.

For this reason, we study ahapter 6 a novdlow Power GaAgnemory cell.So, ason-chip

memory accesses consume significantly less energy than accesses to off-chip menual, this

is appropriated to implement cache high speed memories. Chapter 7 analyses two asynchronous
structures to design low power GaAsgthmetic circuitry. Both approaches wereerified

through two full custom eight bits ripple carry adders obtaining signifijganer consumption
reduction.

The low power functions will be designed whifitesselll technology(0.6 um -GaAs) using

the designkit of Vitesse on Cadencenvironment.All experimentalmeasures were done at
CIME Test Department. The teships werefabricatedthrough CMP Service. Part of the
research was supported by GARDEN (Galium Arsenide Reliable Design Environment) ESPRIT
project CT93-0385.
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2. Modular Notation and Cryptography.

2.1. Introduction

Most of cryptography applicationsuch as keypublic cryptosystems incorporate a
exponentiation unit to implement algorithms for executing modular operations. The most widely
used operations are addition, multiplication and exponentiation. The numbers to be operated are
usually represented in modular representation. In this chapter we will briefly introduce the basic
concepts of modulaarithmetic as well asome general concepts of cryptography including
some known protocols in order to familiarise oneself with a language.

The development of computer controlled communicatietworks promises effortless and
inexpensive contact between peoplecomputers on opposite sides tbk world, replacing

most mail and excursions with telecommunicatidf@. many applications these contacts must
be secure against both eavesdroppingthadnjection of illegitimatanessagesSecret digital
writing is beingused toavoid message transformations. Techniques to avoid eavesdroppers
actions areknown ascryptography. The word comes fromthe Greek words kryptos
(“hidden”) and graph (“writing”).The history of cryptography dates flack. The Spartans
usedthe “scytale” method as early 480 BC. Secret writinghasbeenused bymany ancient
societies to protect information beyond typical methods.

Currently, cryptosystemsre more frequently required in applications as remote cash
dispensers,high speed computer terminals, authenticatidigjtal signatures andprivate
communication betweeathers. In Europethe new Smart Card Microcomputer Centeuill
orient their principal applications to bank and telecommunicatgewurity, developing a
cryptoprocessors family [1].



Due to the facthat, several of cryptography applicationse satellite communicationvhere
principally radiation tolerant integrated circuits areeded, cryptography systenase also
included into the market behaviour of Gadigital integrated circuitsvhich will be doubled in
the next four year [2].

2.2 Concepts

Several concepts are used in cryptography. First of all, we will define the terms more frequently
used, in order to manipulate a common language:

- Cryptographymay be considered as the art and sciendsothf keeping messages secure and
reading messages meant to be secure. In other words, is the ststyedfwriting and isised
to protect the exchange information between people or computers.

- Encryption (encode) andlecryption(decode) ardwo inverse procedures always used in
cryptography operationsThe procedures allow to cipher or decipher a message to be
transmitted through public channels.

- Cryptology is the study of encryption and decryptioomethods. Isthe branch of the
mathematiceembodying the art and science lobth keeping messages secure amading
messages to be secure.

- Cryptanalisys consist in breaking a single secne¢ssage. Toecognise patterns in order to
develop decryption algorithms, find general weakness in encryption algorithm.

In terms ofsecurity, two conceptare frequentlyused: unconditionally securas a system
which can resist any cryptanalytttackand is based othe existence of meaningfablutions

to a cryptogram. The another ternt@nputationally securerhich denotes a secure system due
to the computational cost of cryptanalysis.

2.3 Applications

In cryptography, mathematical systems are studied in order to solve two security problems:

i. Privacy or secrecyrequiresthat anintruder should not bable to determine the plataxt
corresponding to given ciph&xt and should not bable toreconstruct the key by examining

cipher textfor known plain text. In other words, toprevent the extraction of information by
unauthorised parts (ciphering messages). The message must not be vulnerable to eavesdropping
or alteration.
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ii. Authentication requires that the sender can validate the source of message, thathaeans
it was transmitted by a properly identifisdnder and is not a reply of a previousgnsmitted
message. We can identify two aspects:

- Message authenticatioror integrity requires the ability to insure thatngessage
was not modifiedaccidentally or deliberately itransit, byreplacement, insertion or
deletion. It is used tprevent theunauthorisednjection of messageito a public
channel.

- User authentication service is used taerify that an individual isvho heclaims
to be. Also is a protection against a sender of message later denying transmission. It is
also known asion repudiation service ordigital signature.

The security problems which must be solved by cryptography systentke insecurity of the
publics channels (eavesdroppin@jection of illegitimate messages) anduthentication
(ilegitimate messages, digital signatures).

Strong securitylevels are required in applications agmote cash dispensers,computers
terminals,image compression, access contralthentication, confidentialityprotection, key
exchangedigital signaturesdistributed network security managemegriyate communication
and hybrid systems.

2.4. Mathematical basis.

The mathematicdlundament of the modereryptographyare functions of difficult inversion

like asone-way functions, trap-door one-way functions, hash functions and one-way hash
functions.

2.4.1 One-way functions

The one-way functionsreeasy to compute but difficult tmvert. So,given some variable

and a one-way functioh) is easy to comput#x), but givenf andf(x) is difficult to compute

Xx. However, there is noproof that one-way functions existMathematicaldiscoveries are
showing that more and more functions considered initially as one-way, are no longer so.

2.4.2 Trap-door one-way functions

Trap-door one-way functions are a subset of one-way functiongh&sefunctions, giving a
secret piece of information makes easy to compute the inverse of the function.
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2.4.3. Hash functions.

Hash functions are usually many-to-do@ctions. They areused tocharacterise a larggiece
of data. A HaslHunction accepts a variable-size mess&gas input and outputs a fixed-size
representatiof(X) of X, sometimes called a message digesgdneralH (X) will be much
smaller tharX. H(X) might be 64 or 128 bits, wheredanight be a megabyte or more.

2.4.4. One-way hash functions.

These type of functions are both one-way and hash functions as explained beloareTaksp
known as compression functiortryptographic checksummanipulation detectioncode,
message authentication code, data integrity check or contraction functions.

The one-way hash function has the additional progbgy given ahashvaluey, it is difficult

to find a valuex such thaf(x) = y. There are also hash functions that require a key. Gdven
andx, you can computg, but having anyther combination of datdoes not provide enough
information to easily compute any othéata. Additionally, one-wayhash functions used in
cryptographyarerandom.Each change iany bit of theinput, changes iaverage half of the
bits in the output. For this reason, one-way hash functions can setetetd modification of a
message, that is to say, it can serve as a cryptographic checksum.

One-way hash function presents as input a string of arbizagth and its output is a unique
fixed length numberExampleMD5 produces 128-bits hash valU@neway property consists
in making computationally infeasible to fitbo documents witlsamehash.The properties of
one-way hash functions can be summarised as:

- f can be applied to an argument of any size.

- f produces a fixed-size output.

- f(x) is relatively easy to compute for any given

- For any givery, it is computationally infeasibl® find x with f(x) =y

- For any fixedx, it is computationally infeasibl® find x’#x with f(x)" = f(x).

The security of public kegystems depends dhe fact that the publitransformations are
trapdoor one-way functions. Trapdogrsrmit decoding byecipients.The modulararithmetic
facilitates thewrapping concept. Imext section the principal terminology and basically theory
of modular arithmetic will be discussed.

2.5. Modular Arithmetic
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2.5.1. Introduction

In normal arithmetic, operationgke adding ormultiplication present usually an important
increasing output naturder each increasing input patteset. This is not necessarily true in
modular arithmetic. Modular arithmetic is an interesting and vialtiernative for doing
arithmetic on large integer numbers.

This “other” arithmetic isbased on some simple principles of numiberory. It is possible to
represent any integer numb¥r, usingseveral modulen; m, mg my, ~that

contain not common factors:

X1 = X mod my
X = X mod mp

Xp = X mod my,

Now, having thecomplete modularepresentation, it is possible tperate indirectly with
“residues” obtained: X mod X mod m, .......... ,X mod ny, instead of directly with the

numberX. It is easy to computéxq, Xp, X3, ...... ,Xp ) from an integer numbeX, without
lost of information in this process.Af equals the remainder ¥fdivided bym;, thenmodular
arithmeticexpresses this as: Xmogm x; and is read X modulom; equalsx;” [3] or can
also be expresses &= x;modm, and isread “X is congruent to;xmodulo m” Additionally
the notation XY mod M meanghat Mdivides X - Ythat is Xand Y lie in thesame residue
class moduloModM denotes a number Y such thag¥Kmod M.

2.5.2. Modular arithmetic operations.

Modular arithmetic can badded, subtractednultiplied andexponentiated, the equivalent of
repeated multiplication. Modular arithmesatisfiesthe following properties forall residuesx
obtained from a division by an integer expressed in radik, that remainderform what is
called the ring of residues modulo M.

i.  (@+0)=(0+a) =0 3)
il a+(M-a) =0 (M -a is the additive inverse @f ) 4)
iii. a.1=1.a=qa

(5)
iv. aal=ala=1 @lis the multiplicative inverse oft) (6)
V. M-1)modM = -1 (7)
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Vi. x+y)modM = ((x mod M) + (y mod M)) mod M (8)

vi. (X-y)modM = ((x mod M) - (y mod M)) mod M (9)
vii. (X -y)mod M = ((x mod M} (y mod M)) mod M (10)
IX. (xexpy)mod M = ((x exp (y-r) mod M)(x exp r mod M)) mod M (12)

From mentioned properties we have:

- If XYmod M =R then (XS)Ymod(MS)divS =R (12)
- XR1+YR1I=SRImodM ifandonlyif X+Y=SmodM (13)

One cannot divide congruencies iall cases.Another interesting and remarkable property
consists in that for any pair oglatively primeintegers,multiples of each caalways be found
suchthat their difference isinity. In other words, therealways exists someultiple of an
integerp which leaves a remainder of oméhen divided by another integer prime ib The
multiplier of p is always a smaller number than the divisor of the product.

Xx. f(a-x)-(b-y)=1 (14)

This property brings us to the inverse modulo function which is equivalent to finding a number
such that:

Xi. (y -x)modM = 1 or yx = 1modM (15)

For cryptographic applications, we wavtto be as large gsossible, it iseasiest tdet mq be
the largestodd numberand tolet m, be the largesbdd numberminor thanm, that is
relatively prime tamj.

2.5.3. Underlying functions
2.5.3.1. Euler and Fermat totient function

Also known as onlyEuler totient function or Eule® function. Euler and Fermat identity are
considered as a way to choose the large random numbensdm,. For any integer message
X which is relatively prime to M, it meanged(X, M) = 1then X™modM = 1. Letd(M) be
the Euler totient functiomiving the number of positive integers smaller thanwMich are
relatively prime to M. UnlikeFermat’slittle theorem, M does ndtave to beprime. Forthis
reasonEuler totient function is refereed to Bsler’'s generalisation of Fermatittle theorem.
The Euler totient function presents the following properties for any integer (message) X:
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i. Euler totient function is multiplicative, so,df(m;)=x and®(m,)=y, thend®(m;m,) = xy.
ii. If mq is prime, ther®b(m;) = my-1, since all numbers smaller than a prime are not divisors of

prime.
iii. Then, if M = mymy,, where m and np are primes we can write(M) = ®(m;)P(m,) and
®(M) = d(My-1)P(my-1), so,d(M) =M - (mq + mp) + 1.

So, if wechoose a given numbdrwhich isrelatively prime to®(M), it has amultiplicative
inversee in thering of integers modulab(M). It is denoted ae.d = 1modp(M). Euclid's
algorithm allows to calculate that.

2.5.3.2. Euclid’s Algorithm.
The Euclid's algorithm[4], is very useful in modula@arithmetic and basically isused to

calculate the greatest common divider (gcd) of two integer numbeasidry, allowing also to

compute the inverse multiplicative of a number. The algorithm is shown below:

o=l + 12 O<p<n

r1=0pry+r3 0<p<n

=03+ 1y O<py<rn

"m-2= 0m-1'm-1+ 'm 0< < 1

m-1= Onfm

gcd (i, r1) = ged (5, ro) = ged (b, 13) =.eeeeees =gcd (.2, 'm-» = 9¢d (fr-1, 'm) = 'm

Then gcd @ r1) =y

Euclid's algorithm can beised todetermine if a positive integer b < Nhas itsmodule M
inverse multiplicativethat isCft suchthat t.bmodM = 1. Replacing ¢ = Mand § = b it is

possible to know the existence of the inverse multiplicative.

Theorem: Let tg,ty,......... In -be a sequence of recurrences:
to =0
tl =1
tj = tj_2 - qj_ltj_lmod %) if j=2.

For each j, such that Oj < m, we have g = tjry mod b where | and | are defined as
below:
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By mathematical induction procedure we asstima¢ is truefor j = 0 and j = 1 andhen
we proof thatis true forj=i-landj=i-2R.

ri.o=t_orymod

ri.1=t_qrymod
Then we have:

= Tri-2-G.a-1

i =t.2r1- G- 1t arp (Mod )
i =(.2-0-1t-12) ramod
i =tirymod i

—_ =

As a corollary of the last theorem we have that: if ggd{=1, then .} = ri"I mod g

The inverse modulo function is that number whichiltiplied by the original numbegives one

as the remainder %yl modn. If y and n are relatively primes then xtmpodn has anique
solution, on the contrary if y and n are not relatively primes the equation has not solution. If n is
a prime number, then every number from hib isrelatively prime to n antiasexactly one
inverse in that range. The Euclid’s algorithm whiclused to findthe inversemultiplicative in
modular representation can be expressed as:

Ng <----- n

b0< ----- b

tg <----- 0

R — |

q <= o/ by
r<---- N - gx by
While r >0do

temp <----p - qxt
If temp= 0 do temp <---- temp mod n
If temp< 0 do temp <---- n - ((-temp) mod n)

tg <----- t
- — temp
N <----- by
b0< ----- r
g <---- Tyl by

If bg#1 then the inverse multiplicative of b does not exist
If bg=1then blmodn=t

2.5.3.3. Fermat theorem

For any number x, which is not divisible by its exponent p, which @ime number, in
general we have that: iPx- x = y theny is divisible byp.
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Now, factoring: R - x=x(xP1- 1) =y, being the entirexpression divisible by p, but x is
not divisible by p, so (&1 - 1) is divisible by p.The Fermat theorem is: if x is any integer not
divisible by the prime p, then ¢ - 1) is divisible by p. In other termsP% = 1mod n. It is
also known as a Fermatittle theorem. Can be also expressed as: if for@mge p and any
elementa,a<p:

i aPmodp=a or Palmodp=1
il axmodp =1 Combining axmodp = 1 Emodp or
ii.  x=aP?modp

This type of representation, is alkoown asresidue arithmetic or modular arithmetic,
which uses theesidue number systemrepresentation.

2.5.4. The residue number system.

The residue number system is an integer number system whosenpoadant property ishat
additions, subtractions andultiplication are inherenthcarry-free, allowingadd, subtract or
multiply numbers in one step regardless of the length of the number involved [5].

A residue number system is characterised by athasésnot a single radix but an h-tuple of
integers (M _my mg ‘mp ) whereeach of these p{i=1, 2, 3, ..... h) igalled a

modulus or module. An integer X is represented in the residue number system hytugpie
(X1, X9, X3, +vvee , %) Where xis a nonnegative integer satisfying:

X = mi g + X
(16)

where xis the largest integer such thak 8; < m;, % is known as the residue &fmodulonp.
Next two notationsXmodm) and[I)(E}ni are commonly used. Asan beseenthe number X

does not have to be a positive integer but can be negative as well.

It is easy to compute (1XXp, X3, ...... , % ) from an integer number X by meansdfisions
and it is possible to recompute X fromq( Xp, X3, ...... , % ) provided that G X < M, where

M is the least common multiple (Icm) of thasis x. Satisfyingthe last condition we can say
that the residue representation ignique, howeverthe converse is nottrue. Residue
representation is periodic amor that reasonthe rangemust belimited to include thenumbers
wanted.The number of the elements in thseful range ighe least common multiple of the
module. To get the largest range we must select a module which factors are relatively prime.
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In cryptography applications, residue number system can be used to comufijgiecation and
exponentiations module a very large M, where M requires hundreds or a few thoushnds of
It is the appropriate and more frequently numbgstem used tamplementhigher speed
performed cryptosystems.

2.5.4.1. Advantages of RNS

Residuearithmetic or modular arithmetallows toimplement a simpland fast realisation of
addition, subtraction and multiplication. These operations must be perfornrethtorely short
operandsResidue number systeshows aneasy range extension increasihg number of
modules or their magnitude. Another advantegesiststhat in hardwaremplementatiorsome
modularity can be achieved. The system is also inherently parallel.

2.5.4.2. Disadvantages of RNS.

The residue number system is not weighted and for this reason some disad\aetagesent

in this notation system. The disadvantages of a modular representation tlaae it is
comparatively difficult to test whether a number is positive or negative (sign detection) or to test
whether or not 4, up, us...... u,) is greater thanwv(, Vo, Vg,...... V) (magnitude

comparison).

Additionally, intermodular operations as scaling and division difficult to implement. It is
also difficult todetect aroverflow when operations as addition, subtractiormaitiplication
have been executed. Algorithms using sign detection must be avoided.

From the point ofview of hardware implementation, extra converi@ams needed. Binary -
Residue converters for inputs and Residue - Binary converteogifiouts.Also extra bits are
needed to represent numbers, that means extra input and output lines.

The amount oftime required toadd, subtract or multiply n-digithumbers usingmodular
arithmetic is essentially proportionalngnot counting the time to convert in and out of modular
representation). This is a disadvantagletiftonsider add and subtract operations, but it is a
remarkable advantage with respect to multiplication.

Modular representation can be justifiedly if fast means of conversion between modular and
positional notation are available. Due to the periodic representation of residue, wienintss
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range of numbers timclude onlynumbers suclhat X < M. This is a consequence of the
Chinese remainder theorem.

2.5.5. Chinese Remainder Theorem.

This theorem alsknown astheorem C, was apparently first stated and proved in its
generality by Chin Chiu Shao (1247), but a vepgcial case of this theorem had bakeady
stated by the Chinese mathematician $sa probablybetween280 and 4736]. The Chinese
Remainder Theorem is a method to solve the congruence problems.

éTheorem C:

Let mq, Moy, Mg,....... ,my, be positiveintegersthat are already prime airs, that
Emeans,gcd( mj, m; ) = 1when j# k, andleta, mq, mp, mg,....... , my be
integers.

Then there is exactly one integéthat satisfies the conditions:

as X<a+M, and X=xj(mod mj) for 1<i<h
With M = m;.my.ms....mp,

In other words, by Chinese remainder theorem we can express:

h
X=3 QXjmodM where Q= (M/my) ™ - L mod M (17)

As a consequence of theorem C , it is possible to use modular representation for numbers in any
consecutive interval ol = mymomg:----- mp, integers. Numbers out of thiangewould

have a repeated representation, that means, the residue representation islpeyetical, the
residue representation is unique, however the converse is not true due to its periodicity.

2.5.6. Periodicity properties.

Theperiod of the odd modul& denoted?(M), is the minimum distance between taistinct
1's in the sequence of residues of powers of 2 taken mod M:

PM)=min{i/i>0 and02'0y =1}
(18)
Thehalf period of the moduleM, denoted aslP(M) is the minimum distance betweerpar

of subsequent 1 and M - 1 in the sequence of residues of powersad RI. P(M) exists for
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any M, but HP(M) exists for some M only attten2HP(M) =P(M). In table I, we can see
some periodicity example for some module. In table Il, the period and half periedch case

[7].

Table I. Periodicity example for some module.

i 0 i 1i 2% 3 4: 51 g 7i 8i 9i Qi 11 i 12
o 1 :2: 4;: 8 16; 32; 64 128 256 512 1024 2048 4(Q96
EQiEb1§2121212121§2:1
D2iD51§2431243124§3_1
D2i[|71524124124125451
miDg1§2487512487§5.1
D2i5111§24851097361§2 4
Table Il. Periods and half periods
[ P(M) HP(M)
05§ M@)=2 HP(3) = 1
@' ME)=4 HP(5) = 2
(207 © M@ =3 | HP7) =
'y : M9)=6 HP(9) = 3
2'Thy | M@ =10 | HP(11) =5
HP(M) and P(M) can be calculated by using the following recursive equation.
20y = 0202 10,0y (19)
The global measure of periodicity is:
Per(M) = min {HP(M) , P(M) } (20)

Due to the facthat, periodicity properties allow an extensiuse of somarithmeticfunctions
like carry-save adder§CSASs), and carry-propagate addefGPAs) with end-around-carry
(EAC), we will briefly mention some additional periodicity properties:

I. The equations to compute HP(M) and P(M) for some M.
HP (2 1+ 1)=(i-1) (21)

P 1+1)=2(i-1) (22)
If M =KkB with k and B odd, then P(M) is a multiple of P(B).
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ii. For periodicity measures the following inequalities hold:

-a<sPM)sM-1 (23)
- If HP(A) exits, thena - E HP(M)< (M - 1) (24)
-PeriM)s(M-1)/2 (25)

iii. The concept of the period of M allows to generalise the identity.
from: DZtaDZa -1=1, t nonnegative integer (26)

to: M) + iDM = Ov t is any nonnegative integer 27)
which holds for any M.

iv. Similarly, given an odd M with HP(M)[d, with the concept of the half-period of M, the
well known identity:

@ Da-1s 1 = (1), (28)
is generalised to:  2HPM +ig = 1o’y (29)

As mentionedbefore,the residue representation is periodic &dthis reasorthe range must
be limited to include only the needadmbers.The number of the elements in theeful range
would be the least commanultiple (.c.m.) ofthe basis: M =l.c.m (mmomg------ my). So,

to get the largest range we must select a module which factorglativelyprime, twomodule
mi andmj are said to be relatively prime if:

gcd(mi, mj) =1 whergcd is the greatest common divisor.

So, if all module are relatively prime, the M range will be optimised, and:

M= |_| m; (30)

Writing asXmodM, the result produces numbdrem 0 to n - 1. In tablelll, can be seen
the range for different module and periods.

7 Table 1ll. Parameters of RNS with smallead Per (V) 7
| max {aj} | Max; {Per(M;)} : RNS . Range |
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4 4 §{5,7,9,16} 1.23 .32
4 5 {5,7,9, 11, 16} 1.69 .2
4 6 {5 7,9, 11, 13, 16 } 1.37 19
5 4 (5 7.0 17,32} 130 Y
5 5 {5,7,9, 11,17, 31, 32 } 1.74 2%
5 6 L5 7.9 11,13, 17, 31, 32 } F 14129
6 7 {5,7,9, 11, 13, 17, 31, 43, 64 } 1.89 3%
7 7 {5,7,9, 11, 13, 17, 31, 43, 127, 1§2$.87 23
i} ;

As next useful concept, we will defiri{r) as the minimumrmumber of logic levels on a CSA
tree withr inputs.

2.6. Algorithms

As can beseen fromthe nextsummary,all algorithmsused in cryptographynvolve the
modular exponentiation procedure. The security of this scheme is based on the complexity:

- Of computing the discrete algorithms,
- Of big numbers factorisation.

The NP (nondeterministic polynomial) complete problems show promise for cryptoguagehic
but no security has still been proved, additionally are too difficult to implement in hardware.

2.6.1. Discrete logarithm problem.
One of the most important one-way functions in cryptography is based on the discrete logarithm

problem in the finiteGaloisfield GF(p). Given alarge prime p and a primitivelementa [

GF(p), it is feasible to compute thalue ofy = O(X, using® (logx) modular multiplication.
It is however infeasible to compute the valuafiveny, a andp.

For the solution of this discrete logarithm problem long integaultiplication areneeded.
Similar discrete logarithm problem can be found in finite fi€k#S(d) of prime characteristic p
or in the group of points on an elliptic curve.

2.6.2. Factoring.
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For agiven numbern, the difficulty of factoring it is relatedvith the requiredtime to
transformate the number and witle performance/costs of the computatiachines. Irtable
IV, this situation is illustrated.

Another interesting considerations areshown intable V. Considering a supecomputer

performing a million operations per second, #mat anetwork of amillion of such computers
is assignedhe task, itwill take thetime shown intable V to execute the factorirfigr each

length ofn.

Table IV Factoring difficulty.
n(bits) : $Machine | Time
1007 §705.0007 T2 weks
15077 $107000.000 " jear
200 i $ 10.000.000.000 year

Table V. Factoring for each length of n

n Digits : #oper.: Years
512 i e
664 200 10%° 3700
1028 308 i - 10t

2.7 Types of Cryptosystems

A cryptographic system is a single parameter familyH{&k; of invertible transformations &
: {M}-->{C}, from a space {M} of plaintextmessages to a spaffe} of ciphertextmessages.
WhereM and Carethe original and encrypted messages respectively: My=r(s....m,) and
C=(c, 0, Ca ... G)- The parameter K is called the key and is selected fronitea set {K}

called thekeyspace[8]. In private communication applicationssing public channels, two
different approaches have beproposed taransmit information without compromising the
security of the systenpublic key distribution systemor also known asymmetric key
system angbublic key cryptosystem also known as asymmetric-key system.

2.7.1 Public key distribution system
In this approach, two users must exchange a key over a steameel and theuose it for both
enciphering and decipheringessagesTheseuserscanonly use one key icommon being

computationally infeasible to compute the key from the informaiirheadln figure 2.1 the
scheme is illustrated.
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M
T — Cryptanalyst —

C = Sk(M) M = Sk-1(C)

Message I—»M Message ~ | ——» ereeenees Receiver
Source
............................... K

Figure 2.1 Symmetric key cryptosystem

With this system a separate key is neefecevery pair ofusers,that meanshat, n potential
keys to be transmitted would be required if emisécipients. Them(n - 1)/2 keys would be
required fom users.

As can be seen from the graph, a transmitter generates depfaor uncipherednessageM to

be communicatedover an insecure channel the legitimatereceiver. To prevent the
eavesdropper, operates ®nwith an invertible transformatioB to produce the ciphertext or

cryptogramC= Sy (M). The keyK, is transmitted only tdhe legitimate receiver via secure
channel. The receiver knows, so, hecan decipheC by operatingsk‘1 to obtain the original

messagé/. In the figure M represents a non authorised decrypted message.
-1 -1
Sk (€)= (Sk(M)) =M (1)

In this system of cryptographgata are encrypteahd decryptedisingthe sameey. So, we
havethat, for asymmetric system where only one key is useds D(K, E(K, M)). The
strength of this scheme largely depends on size of key. The system is much dlesksatioon
and is useful in one-way authentication systems. The drawbabk fstem consists ithat a
secure channel teendthe private key isneeded.Classical examples of implementation are
Caesar cipher, ontamne pad, Enigma. Alsoseveral fast and tested algorithian® available,
like, DES, RC4, IDEA.

2.7.2. Public key cryptosystems

The first Public Key Encryption algorithmwas proposed bywhitfield Diffie and Martin
Hellman in their seminal paper [8\so, RalphMerkle independentlpresented the concept in
1976 [9]. Public key transformation is one way encryption with a secret way to decrypt. In this
systemeachuserplaces in a public file an encryptiggrocedureE. The directory giving the
encryption procedure of each user is a pullkc On the otherhand,the user keepsecret his
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corresponding decryption procedui2. So, enciphering and decipheringrocesses are
governed by distindE andD procedures which must satisfy:

i D(EM)) =M

il. E(D(M)) =M

iii. Both E andD must be easy to compute.

V. RevealingE, the user does not reveal an easy way to confpute

So, computingD from E is computationallyinfeasible, about 1:6) instructions considering
200-bits number representation. Thwvdl be discussed irsection2.7.3.1. This approach is
more powerful and eliminates the need for a secure key distribution chBananasymmetric
system where the keys are different we can write

M = D(Kp, E(Kg, M))
(2)

In figure 2.2, this approach is represented.

AN

M
14. Cryptanalyst —»

" C = SK(M) M = Sk-1(C)
Message I—> Transmitter F——" «ceeeeee Receiver
Source
Key 1 Key 2

Figure 2.2. Public key cryptosystem

Eachuser has a kepair, apublic key and a privatkey. Eachuser’spublic key is listed in a
public directory and must carefully guard his private key against disclosing. Anything encrypted
with one keymay only be decrypted byhe other. Tomake message readable only by B,
encrypt it using B’s public key. Public key encryption relies on the difficulty of factoring a very
large number.The public and privat&keys are usually functions of a pair of larggime
numbers.

This general schemallows toimplement severaprotocols oriented to ciphered messages
and/or authenticatioprocedures. It is slowdghan symmetricryptography.Betweenothers,
some of the most popular protocols are RSA, EIGamal, Fiat-Shamir, etc. Sdmeenofill be
briefly presented.
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2.7.2.1. RSA encryption and signature protocol

The RSA protocol is named after its thiegentors, Ron RivestAdi Shamir and Leonard
Adleman[10], who first introduced angatented the algorithm ih978. RSA system offers
high security, but its speed @iiet low, the methoddoes notreadily lend itself to efficient
implementation inhardware,limiting the range of potentiahpplications. RSA encryption
function consists in computing = xemodvl, where M = pq beingp andqg very large random
primes p and q remain secret). The RSA algorithm isbased onthe difficulty of prime
factorisation of largentegers.The modular exponentiation of the plaintext groduces the
ciphertext C using the encryption key

The public key is composed by M and a nunexalatively prime to (p-1)(g-1). An integekris
computed fronme, p, andq, to be a multiplicativenverse ofemod(p-1)(g-1). ltmeans that a
private key is computed as- e lmod(p-1)(g-1). The encryption process consistsoimputing
¢ = x@modM while the decryption process computes % modM.

As can be seen, the decryption process is also a modular exponentiation using theyseleret
general,compute Xmoau require both 2loge multiplicationand 2loge divisions.The RSA
cryptosystem is considered secure if the integers X and M have several hundred decimal digits.

2.7.2.2. ElGamal protocol

The ElGamal protocol [11] consists oBasecret key and a public key which is composed by:
the prime numbep, an integer numbemmodo and the P integer number modulo p: %
The scheme ishown infigure 2.3. This digital signature algorithm is 10 to 40 timekwer
than RSA for signature verification. Additionally, it Hasen criticised because of ghort key
length.

Transfer (C1, C2)

Message X

X =C2/C18
C1 = a@modp
C2 = XP@modp

\ ~ > /
( Secret key- s )

Figure 2.3. ElIGamal representation protocol.
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To send a message from A to Bie public key ischosen and two number;@nd G are
calculated. @=aamodo and C, = XPamodp, thenthe message isomposed by (¢ C»). To

decrypt the message, it is possible to get X fréhbétause it is eadpr the receiver tdind it
from s. So, P=aSa= C4S then M = G/C1S

2.7.2.3. RPK Encryption

The RPK system [12] is based on ttiscrete logarithnproblem, itmeansthat, the public key
is calculated from a private keysing operationsnathematically equivalent to exponentiation in
finite fields. In this system each ussglect a private kewhich is composed bthreenumbers
Dm Dt Dp. The public key of theuser Awill consist of the states {5 EtEp of the three
componengeneratorsafter Dn Dt Dy, clock cycles respectivelythe threenumbers & Et Ep
are assumed to be publicly known. Wheser B, wishes tencrypt a plaintext message M to
be only decrypted by user A using A’s private key, user B generates a true raidisation
key R = Rn Rt Rpto be used during the encryption of Whe random initialisation key issed
to exponentiate the base state generating an open key £k @) which is included within a
header, preceding the main body of the ciphertext. R is also used to expotieat@aiblic key
E, generating a final generator initialisation state K. Staftiom the state K, the mixture
generator must be activated to obtain a keystream output and combinetitenitaintext M to
obtain the main body of the cipher text C.

To decrypt users A first uses the state given by the open key Q contained in the message header
to compute the generator stdttsing the privatekey, exponentiate thepen key Q tacompute

the final initialisation key K which will give the state of the mixture gener&orther, foreach

block of the ciphertexbody, the mixture generataruns to obtain a part of the keystream
output. Itwill be used togenerate gpseudo randonpermutationtable. Runningagain the

mixture generator is possible to obtain additional keystream which combinethevitiphertext

allow to generate through some permutations the original plaintext. In polynomials terms:

I Kj(x) = [ Ej(x)]Rj =modp(x), for j =m, t, b
il. ER= (XD)R: K= (XR)D = QD

2.7.3. Analysis signature using Public Key Cryptosystems.

Physical, hand-written signatureare used in everydayife to solve manyproblems. The
signaturesareused to provehat aperson was iphysical contactvith a particular document
and usually to certify the reading of tdecument. Physical hand-written signatures present
some inherent traitthat can beused toenforce legal implications, as well as to solve
identification problems. First one, it can not be denied or forged, anyone can itleat&ythor
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seeing and reading. Second,the signature cannot ldeansferred to another document and
finally, it had to be made by deliberate actitdsing the two different cryptographygystems is
also possible to sign a messagie as invarious protocols of public-kegryptosystems,
digital signature wouldexist as additional digitainformation. General attributes of the
procedure are:

i A uses a digital signature algorithm with his private key to sign the message.
il A sends the messageBo
iii. B verifiesA digital signature using public key.

Anyone who hasthe public key can verifghat hesignedthe message.The signature is a
function of themessage, so itannot be applied to anotheressage. If someongut the

signature out and copied it to anotimeessagethe verification algorithmwould indicate that

they do not match. Nobody but@an make thesignature, and he needsapply the algorithm
in order to do so, which shows it was deliberate.

2.7.3.1. Diffie-Hellman key exchange protocol

Like other protocols (ElGamal)the Diffie-Hellman protocol[13] is based orthe discrete
logarithm problem ovefinite fields. This protocol is considered as a public key distribution
system rather than a true public-key cryptosystem.

Transfer

“a”secretkey. ' “b"secret key.
<_ab

\\
{s=a modp‘.

Commonsecretkey

_  ~

/ \

( oXmodp b

Public file

Figure 2.4. Diffie-Hellman scheme.

The system parameters -as is shown in figure 2.4- are composed by a module séiettad
to be a big prime numbgr, and an integenumbera which is a fixedprimitive element of
GF(p). Eachusergenerates an independent, secret and random nunikex < p-1. To
exchange messages, each user plate®do in a public filewith his nameandaddressSo,
to send a messafgem A to B, a secret and random numbes chosen for AThe emitterA
sendsa@ to B. B chooses a secomsgcret and random numblrand sendsab to A. The
common secret key would be S18modp. So, the first user , can firsd calculating ¢)2, the
second user ¢an find s calculating ¢&b. Eachone can verify the identification without
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knowing the secret key number. The secretksynever sent througine publicchannel. If p
is a prime slightlyless than 2 then all quantities are representable as n4bitmbers.
Exponentiation then takes at most 2n multiplications modp while taking logs reqifire2}?.

Then the cryptanalytic effort grows exponentially relativéetptimateefforts. If n = 200,then
at most 400multiplications are required to comput@modp from a, yet takinglogs modp

requires 2° or aproximately 18 operations.
2.7.3.2. Guillou-Quisquater protocol

The Quisquater protoc§l4] is used forverification of signatures and keys adaptation. The
system consists of a seceeind a random keys, asmall integer number which isknown
by two users and a big integer numhgaroduct of two primes numbepsandg.

s=r-1~Mmoadh where r < n.
To send a signed message from A to B:

[ A sendsT =rmoah to B and B resendsi = rsdmodn.
il The recipient compare8u¥ with Tmodn authenticatingu¥ = Tmodn.

The Quisquater protocol issed in P83C 852and P83C855 Philipsand SCALPS from
Catholic University of Louvain in Belgium.

2.7.3.3. Fiat-Shamir user authentication protocol

The Fiat-Shamir identification protocfl5] allow to verify the identification of amser. The
module is selected to be a big integer number n, which is a product of two big primes numbers
p and g. The protocaonsists of two keys. Arivate keywhich is a square residue number
module n , that means,2 xvmod. The lastexpressiormust have @olutionandit must be
guaranteedhat v-Imodh exist. The second key s is amall integer numbesuchthat s= (-
11Zmoch. To verify the authentication from A to B, A sengs r2mod to B and B resends a
value b=0 or b=1. A responds with y=r (if b=0) or y=r.s modn (if b=1).

2.7.3.4. Schnorr identification and signatures
The Schnorr identification protocol [16] which is based on discrete logarithms allows to verify

the identification of aiser. The identificationsystemsare composed by two primes p and
such that @ 2140, p> 2512 a number o O Z, with order g as9= 1modp o # 1, a one-
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way hash function h: & Z ---> (0,....2- 1), and itsown private and publikey. The system
publishes p, gy, h and its public key.

The user can generate himself his privateskeayhich is a random number (4,2,...q) and the
corresponding public key= a-Smodp. The scheme to verify the identity impltes generating

of an identification string |, and a signed painjl,

I A send to B its identification string | and its public keyB checkss by
verifying the system signature transmitted by A.

il A picks a random number(t (O,....q- 1) and computes X a'modp
sending x to B.

ili. B sends a random numbei (0,....2- 1) to A;

iv. A sends to B, ¥ r + se modq

V. B checks that x @Yv.Smodp and accepts A’s proof of identity.

2.7.3.5. Yen-Laih digital signature verification

The Yen-Laih digitalsignature verification protocofl7] allows to verify several signed
messages sent by a uséhe system parameteese composed by a primmodulus|M| = 512
where M| means 1 + [lgh1], g a prime divisor of (M-1) with |@ 140, and a numbea € Zy
with order gmodM. The protocol consists of tkeys. Eachuserselects an integes € Z, as
his secret key and correspondingstaser computes his public keykas a-SmodM. Now, for
generating the signature for a single message X, the signer A computes:

I. y =a'modM where k Z,is a random integer.
il e = h(y, X)e Zywhere h() is a one-way hash function.
ii. Z =r + semodq

Consideringthat the computation of lE a'modM is independent of the message to be
transferred it can be precomputed in advance. (%)} constitutes the message-signature pair
signed by A with public kel and secret keg. This protocol allows to verifyhe signature in a
batch manner of severalessages improving efficiency. Theck the validity of the signature
(y, z) on X signed by A, the verifier B computes:

I e = h(y,X) il azke = xmodM

As can beseen modular exponentiation is a basic operation widedd in cryptography and

constitutes a computational bottleneck in many protocols.
2.8. Conclusions.
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It is become clear thagiublic-key cryptography is an indispensable tool for simplifying key

management and enabling secure communicafithrat islessclear iswhich of the available

public-key cryptosystem is best. For analyzing this question several criteria must be considered:

security, computation speed, key size #malintended application, being the security the most

important consideration iohoosing among public-key technologi&giener in its papefl8]

makes itclear that there is nsingle "best"public keytechnology, buthat thebestchoice is

situation dependenfThe three mairuses of public-key techniques are digitaignatures,

encryption and decryptiofor passingsymmetrickeys, and on-line key exchange, aan be

seen in table VI, all three public-key cryptoystems can be used for each of these purposes.
Table VI. Public-key techniques [18].

After Rivest Shamir Adleman  Diffie Helman Elliptic curves

Main uses. RSA DH DSA] ECDH | ECDSA

Digital Signature. Yes Yes Yes
Enciyption/decyption Yes Yes Yes -

On-line key exchange Yes Yes - Yes -—-
Exponent size 1024 160-256 16D 160-200 160-200

DH = Diffie-Hellman key exchange algorithm. ECDH =Elliptic curve key exchange
algorithm

DSA = Diffie-Hellman Digital Signature Algorithm. ECDSA = Elliptic curve Digital Signature Algorithm

There are three main public-keyyptosystems contendefR®SA, DH, Elliptic curves) and to
compare their speeds, it is necessargeadewhat key sizes giveomparable securitievels.

Each technique has a variable key size that can be increased to achieve higher security at the cost
of slower cryptographic operations. So, RSA with a 1024 bit module is uskelzssis of the
comparison. On the one hand, to perform a discrete logarithm with 1022ifbésHellman or

DSA modules requires about the same run-time than factoring 1024 bits with RSA. On the other
hand to achieve the level of security of 1024 bit-RSA using elliptic curves requires a key size of
multipliers in teh range 171-180 bits. In table VII, a summary of different features is shown.

Table VII. Cryptography techniques features.

Techniques Size kg | Typical| Size ex. Techniques
RSA Module 1024 1024 | Involves eonentiation module [a
number M that is th@roduct of twa
large prime numbers.

DH/DSA Primep. 1024 160 Involves eonentiation module [a
large prime number p
Elliptic curves Prime | 1024 | 160-200 Coputations with points on a
number elliptic curve. T

Modular Exponential function is a basic operation widedgd inmany protocols oriented to
cryptography applications. This condition makieat, modular exponentiation becomes a core
function of the cryptosystems.
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Because of cryptographic applications must insiine communication between people or
electronic systems,and consideringhat the security of many algorithms is based on the
difficulty of prime factorisation of largantegers, modular representation of numbers is
required. Modular arithmetic is appropriated for executing arithmetic on large integer numbers.

Modular exponentiation function is executed as repeated modular multiplic&mnsodular
multiplier architecturdooking high performance and simplicity meeded. It isimportant to
investigate regular configurations with smallestcuit depth in order to improve the
performance. Area size is a constraint to be also considered.
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3. Architecture for Computing the Modular Multiplication.

3.1. Introduction.

VLSI circuits that accelerate the encryption and decryption of messages using encryption
techniques and circuits capable of performing long wordlength modulo multiplication at very
high speed attract much interest for cryptography applications. The modular multiplication
problem consists in calculating the number C such that: C=X.YmodM, where X, Y and M
have several hundred decimals digits. This long wordlength modulo multiplication has also

applications in other secret communication problems and other cryptographic methods.

Basically, module multiplication can be executed in two ways, the first one consists in mixing
into a single operation the multiplication and reduction steps, as multiplication partial
products are formed, a decision is taken whether or not to perform a reduction on these partial
products. In the second one, multiplication and reduction are separated tasks, with the output

of multiplier feeding the input of the reduction unit.

In this chapter the state of the art of modular multiplication algorithms as well as an
alternative architecture for computing modular multiplication based on Montgomery’s
algorithm will be presented. This architecture will be used in next chapter to implement the

architecture for executing the algorithm for bit modular exponentiation.

3.2 Multiplication algorithms.

Since several algorithms have been developed to compute the multiplication function, there
are different possibilities for calculating this function. Existing state-of-the-art dedicated to
hardware for calculating XYmodM, makes use of several techniques for speeding up the

calculation. Some of those techniques are listed in table I.



More specifically algorithms based on modular multiplication method have been proposed by

Brickell, Eldridge, Walter, Baker, Omura, Sedlak, Bucci, Montgomery. Some of them will be

briefly reviewed below.

Table I Techniques for speeding up the calculation [1]

Technique

Implication

Shift M up so that its most significant digit
always has the same position in the hardware.

This allows module with different number of bits
to be used easily.

Interleave modular subtractions with the

normal calculation of the product by repeated
shift and add.

To save register space. Because the number stay
roughly the size of the modulus M rather than
becoming as large as the product XxY.

Increase the base of the number representation.

Reduce the number of digits in the multiplicand,
reducing the number of clock cycles in the
algorithm.

Use a redundant representation for calculations
instead binary representations.

This avoids the unbounded propagation of carries,
allowing add all the digit operation in parallel.

Shift up the multiplicand A and the modulus M
by several places.

Addition of the digit multiple Y* of the multiplier
does not affect the topmost bit used to decide the
multiple M* of M which must be subtracted.

Use the precalcualtion of some or all of the
linear combination Y* + M*,

Speed up the calculation but can increase the area
of further registers.

Choose modulus having a decomposition as a
product of pairwise coprime numbers

The arithmetic can be done independently module
each M, allowing use the Chinese Remainder
Theorem

Decide which multiple of M to subtract early
enough.

The adder not to be kept waiting for it.

If the multiplicand X is not already in non

To produce the digits in the order they are

redundant form, convert it. consumed.

3.2.1. Brickell’s algorithm

The Brickell’s algorithm [2] uses a delay carry representation which consists of two registers
of n bits each one for the uncarried carries. This approach allows execute the modular
multiplication in n + 10 cycles clock pulses. Up to n clock ticks may eventually be required to
assimilate the carries at the end of the computation. Eldridge and Walter [3] have reported
several sources of possible error in the hardware implementation and have also done some

contributions to remove those difficulties.

One of the ideas tacit in Brickell’s algorithm is to calculate XYmodM as XS*YmodMS/S for a

fixed r-power S = it

causing a shift up by E places. The number E of extra digits needed at
the top of the registers is large enough to make the contribution of Y to the partial product R
insignificant in a certain precise way. In conclusion, Brickell has shown how to design a
compact operation based on a radix 2 without frequent data transmission between processors
performing modular multiplication and memories storing data in progress. Brickell’s

algorithm uses a redundant representation for calculations, this means that numbers may have
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digits from a range greater than that required, such as {0,1,2} instead of only {0,1} for binary
representations, this avoids the unbounded propagation of carries illustrated by the decimal
addition of 1 and 9999..9, allowing execute all the digit operations of an addition in parallel

with carries influencing only the digit sums in the next one or two places.
3.2.2. Eldridges’s algorithm

Due to the fact that iterated addition step of the multiplication algorithm may involve
unlimited carry propagation, Eldridge [4] proposes to use a redundant number system in order
to avoid carry propagation. It uses also larger bases (radix 4). The base 4 representation have
approximately half the number of digits. This feature allows speed up calculations. This

algorithm involves both a high radix representation and recoding Y.

(Si +xiy+ M) div 2 if odd.
Si+1 =

O
O
0 (Si +xiy+ 0iM) div 4 if even.
O

where Oi satisfy Si +xi Y + 0iM

The algorithm compute XYR 'mod M, where M is odd. R is a power of 4 and M <R has at
most n binary digits. So, R = 4" and X is expressed as redundant base 4. Each step is simple

leading that hardware may use a faster clock speed.

3.2.3. Walter’s algorithm.

Walter in its paper [5], presents several details to generalise Brickell’s fast modular
multiplication algorithm when the number of representations have a general 2-power radix.

The propose consists in using a redundant number system to enable parallel digit operations.

Additionally, the effect of varying the radix, also proposed by Kameyama [6], on the
efficiency of hardware implementations is considered showing that lower order terms in
general hardware are dominated for small values of the base of the number of representation.
So, increasing the base reduces the number of digits in the multiplicand and so reduces the
number of clock cycles in the algorithm. However, the depth of hardware that has to be driven
in a single clock cycle is increased as well, so that a slower clock must be used [1]. The
suggestion consists in taking a small increase above 2 of the radix but shows also that there is

not advantage in taking a much larger radix.
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The algorithm computes a residue R and an integer quotient Q satisfying X*Y = M*Q + R,
where R is either the smallest non-negative residue of X*YmodM or differs by at most M
from it. This algorithm requires n+E cycles for executing the modular multiplication, where E

represents the power of the radix.

In another paper [7], the same author proposed a new technique for speeding up modular
multiplication which consists in scaling the modulus. The technique truncates the least
significant digits of both modulus and partial product allowing calculate the quotient easier

because it no longer depends on any digits of modulus as they are fixed.
3.2.4. Even’s algorithm.

Even [8] presents a systolic array for performing modular multiplication of long integers
which are represented in binary. They are fed serially, least significant bit first, to the first cell
of the n-identical cells array. Consequently the product is supplied serially by the first cell,
least significant bit first. This algorithm is based on the a modular reduction system proposed

by Montgomery requiring per one n-bits modular multiplication 3n clock ticks.
3.2.5. Morita’s algorithm

In [9], the Brickell’s algorithm was extended to be used on a radix higher than two, being the
execution time faster than conventional algorithms based on radix 2. Later [10], a method for

eliminating the slow restoring in modular multiplication was presented.
3.2.6. Massey-Omura’s algorithm

The Massey-Omura’s algorithm [11] is based on the discrete logarithm problem in the finite
Galois field GF(p). For the finite fields F,", an appropriate selection of the ortonormal base

will allow execute the exponentiation of a n-bit number as a sequence of shifts.

So, if N = {ey ,e; ,e>

1
the characteristic of F and €;= €% , then for each integer k we have € = € , for all

,en-1} 18 @ normal base of the vectorial space F" over F, being q
i k

exponent of € reduced module M.

This method converts a modular exponentiation ¢ module M in a cyclic shift of coordinates

for a A-vector. Where A" = {a,_1, ay, a, a,...a,0} and A = {ag,ay, .....a,.1} and k = 1. Omura

has proved that a normal base is optimum when there is 2n-1 terms non zero in its product
matrix. The circuit CY512i of CYLINK uses the Omura’s algorithm
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3.2.7. Sedlak’s algorithm

In this process [12], the exponentiation function is obtained through a sequence of
multiplication, each one, executed as a sequence of additions. Of this form, the modular
operation is reduced to a sequence of subtractions. The maximum number of additions and
subtractions can be predicted by using subalgorithms allowing speed up the multiplication.
Both, the multiplication and division must be accelerated in the same proportions. Using this
approach the multiplication can be executed three times more quickly than using classic

technique.
3.2.8. Bucci’s algorithm

The algorithm of Bucci-Barret [13] is very close to Montgomery’s algorithm, in this approach
the integer number to be reduced is replaced by a reduced number. So, the size of the number
to be reduced is limited. For exponentiation function, the ideal size of the number to be
reduced is the half of the size modulus. That represents the principal drawback of the
approach due to the final results are highly degraded. However, the chip RSA512 of ANTEC

uses the Bucci’ s technique.
3.2.9. Montgomery’s algorithm.

Montgomery’s algorithm [14] is oriented to fast execution of modular multiplication. If n is
the bit length of the modulus M, then modular multiplication is represented as:

C = X.YmodM, where M is an odd integer. X, Y and M are n-bit binary positive integers
related by X, Y [0, M-1].

The Montgomery’s algorithm is a method for multiplying two integers modulo M avoiding
division by M. It was proposed to compute XYR 'modM, where R is a power of radix (r)
used for representation of numbers. A non standard way representation called M-residues is
used. Suppose all integer representations are in binary, it means that the radix r = 2. If n is the
bit length of the modulus M, then modular multiplication is represented as XYmodM, where

X, Y and M are n-bit binary integers.

R =2"- R is a power of radix. R is prime to M

M > 1 is an odd integer.
n is a number of bits of M. So, 2™ <M < 2"

M <R has at most n binary digits.
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0 <Y <M and an integer number R™' such that RR"'modM = 1 exists.

n-1 .
Let X= ) Xi2' whereX|i| is the value of the i-th bit.
i=0
n-1 .
Let Y=Y where YJj| is the value of the i-th bit.
i=0
X = (X0, X1, X2, X3, «.... , Xn-1) where each xi,yi is 0 or 1.

Y =(y0, Y1, Y2, Y3, eeen. , Vn-1) suchthat 0<Y <M

X=YmodM means that M divides X - Y and X and Y lie in the same residue class modulo. A
“mod M” expression denotes a number Y such that X=Ymod M. Additionally, for every X,
Y O Zlet X'= XRmod M and Y'= YRmodM be; Then X'and Y' are called the image of X

and Y respectively. In other words:

X2"mod M is a Montgomery’s representation of X

Y2"mod M is a Montgomery’s representation of Y

A representation of an image has at most n bits, it may exceed M, but is nonnegative. The idea
is to do all the modular operations with images, what it is called the residues field. M(X.Y)

denotes a Montgemery's multiplication.

If we have Y' =YR mod M, we can compute Z'

where:

Z =XYmodM
T=X"Y'

T = XYR? modM
T = Z'RmodM

The algorithm computes XYR 'modM. We can generate a sequence where each Si satisfies
the condition: 0 <M +Y <2M

So0:=0
Fori= 0 ton-1 do
If (Si +xiY)is even.
Si+1=(Si +xiY)div2
else
Si+1 =(Si +xiY +M)div 2
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By induction:

. n-1 .
2'xSi =) (X;2) Y mod M, Si+1 is an integer fori=0, 1, 2..... n-1,
] g
j=0

the last expression can also be written as 2' xS, = (Xi_1 X;5 X 3---X()YmodM, obtaining that
RSn = XYmodM. Therefore XYR 'modM is either Sn or Sn - M, with0<Si<M+Y <2M.

A division by R 'modM can be easily executed calculating ((XYR'lmodM)(Rzmod
M))modM. The final result would be XYmodM. For radix=2 then: R’modM = (2“)2modM.
R?modM =4"modM. If X =Y we will have X’modM.

3.2.9.1. Result Analysis.

Let So be the result of the first algorithm iteration, S1 and the following sequences
considering the worst case could be expressed as:

S1=(So+M+Y)div2
S2=(S1 +M+Y)div2

S2=((So + M +Y) div2 + M +Y) div2
S2=8022+ M +Y)(22+2

For the j-th term:  Sj=Sg 27+ (M +Y) (27 271 4 2772 vy 922 4 071y
But :

h
Z 2—_] — (2—h +2—h+l + 2-h+2 .......... + 2-2 4 2-1) ~ 1
i=

—_

Then we can re-write:
Sj <So 27+ (M +Y)

As' Y <M, we can note that the length word of So will be n + 1. Being Sy the n-th the final
result would be XY2"'modM.

This algorithm presents less area requirements and possibility of using segmentation
techniques [15]. Additionally, unlike the previous algorithms, it avoids regular division
replacing it by an operation which requires less time. We can mention as principal drawbacks
that an additional constant must be computed. Besides two additional modular multiplication
must also be executed. Montgomery’s algorithm is competitive only if the number of modular

multiplication to be executed is high, like as in modular exponentiation case.
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This algorithm provides significant reduction in the number of multiplication required to
compute modular exponentiation when n has several hundred bits [16]. Montgomery’s
algorithm multiplication process takes a time proportional to the number of digits in X. For
last reason, some authors [17] have proposed increasing the radix of the representation in

order to decrease the number of digits in X.

Using 4-power or 8-power radix representation is possible to speed up the operation. The use
of redundant number system in order to avoid the unbounded propagation of carries allows
execute all the digits operation of an addition in parallel with carries influencing only the digit
sums in the next one or two places [1], this can be seen in [2][18][19]. In table II the principal

features of each hardware implementation are shown.

Table II. Hardware implementation of modular multiplication.

Algorithm : Clock pulses | Radix(r) [ Notation Technique
Montgomery | ... r=2 Binary Mod. Reduction
Brickell n+10 r=2 Binary | Delayed carry rep.
Eldridges | .......... r=2 RNS Large base
Morita LogM/logr r=4 [Not redund. | Compact operators
Even 3n r=2 Binary Systolic arrays
Walter n+(1/p)logS r=4 RNS Large base

3.3. Hardware for Computing Modular Multiplication Algorithm.

In this section we will examine the characteristics of an alternative two radix architecture for
computing a modular multiplication based on Montgomery’s algorithm, useful in performing
the RSA Public Key Cryptosystems. Considering that the ultimate performance of an
integrated circuit can be substantially improved by using optimised architectures, is important
to investigate regular configurations with the smallest circuit depth achievable for executing

the required operation.

Currently, all of the chips perform the exponentiation as a series of modular multiplication.
For that reason the request for fast and inexpensive modular multipliers for long integers
continues. Some efforts have been oriented to achieve that, however, the corresponding

circuits tend to be complex.
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Arithmetic operators exhibit in general a great activity and dissipate consequently a
significant share of the power supplied to a circuit. Specifically, a multiplier dissipates much
more power than an adder when activated due to its design or layout structure is not as regular

as an adder.

Modular exponentiation can be executed by standard multiplication followed by a modular
reduction or combining multiplication and modular reduction tasks [16]. We have shown that
one of the most widely used algorithms for modular multiplication is the Montgomery’
algorithm [14] which is a method for multiplying two integers modulo M avoiding division by
M. This algorithm execute the modular multiplication as a series of additions. Also, it is
suitable for hardware implementation allowing mix some ideas to overlap the multiplication

and reduction phases.

Several architectures have been reported using residue or redundant numeric representation.
In this case, an alternative architecture using binary representation will be discussed. From
Montgomery' method, the M-residues are represented in a non-standard way. This method is
very useful only if the number of modular computation is high. Our purpose is to examine an
alternative architecture to be used in executing of modular multiplication operation oriented to

cryptography systems design (exponentiation function).

In order to evaluate the architecture performance, a prototype implementation allowing to
check step by step the partial results, each one of the additions, shifting and parity evaluation
is required. For that reason a small 12 bits prototype has been designed. Additionally, using
long bit numbers for the prototype would require a long row of I/O pads, which would define
the total area of the prototype, while the active area would represent a small porcentage of the
global area. With long bit numbers the prototype becomes more expensive and it does not

give greater additional information,

The experimental 12x12 bits modular multiplier prototype has been designed, fabricated and
tested using this architecture. The circuit was fabricated by AMS using 0.6 um-CMOS
technology. The architecture, its operation and some simulation and experimental results are
presented. The evaluation is provided according to the functionality, power consumption and
performance under the condition of 5V supply voltage. The experimental circuit includes

4100 transistors into an active area of 1.33 x 0.93 mm” .

49



3.3.1. Carry Save Adders

Carry Save Adders are usually used when three or more operands must be simultaneously
added, as shown below. In our case, at most three operands must be added, for this reason the
technique which is called Carry-Save Addition will be used. The carry save adder is a
technique widely used, it accepts three n-bit operands and generates two n-bits results. Is also
called a “three inputs Wallace’s tree”. So, as can be seen from figure 3.1, for three inputs X, y,

z, we have two outputs s and ¢ where:

X T ‘Z si = xiOyiOzi and si = pi O z, where pi = xiOyi
o o o ci+l = xiyi + zi(xi O yi) or ¢=Maj (xi, yi, zi)
2i+1 2i or
c S ci+l = gi + pi . z, where gi = Xiyi

. _ b Vit 7= 2cit] + si.
Figure 3.1. CSA unit In general xi +yi + zi = 2ci+1 + si

As can be seen, the CSA cell functions as a counter of “1”’s. In carry-save addition, the carry
is propagated only in the last step, while in all the other steps partials sum and sequences of
separately carries are generated. Using two operand adders the time consuming carry
propagation must be repeated several times, if the number of operands is k, then carries have

to propagate (k-1) times.

CSA tree

| P-bit cyclic adderl N

//

| Five operands CSA addev|

| Final converter |

Figure 3.2. Block diagram of the CSA technique.

In carry save addition technique, we let the carry propagate only in the last step, while in all
the others steps we generate a partial sum and a sequence of carries separately. So, in general
terms, CSA technique require both a carry save addition tree and a carry propagation adder

tree as is depicted in figure 3.2.
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| Vi Vi | Vie \Vi Vi | Vie| |
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Si Siq Sio 211 i+1 2i 21 2K 20 21 2F 2 2R2 22 2i2
] ) 22CPA21L CPA2 \—‘CPA21 1CSA‘ 2i j CSA2‘2 21‘ CSA 2i2
2i+1 2i+1 2i 2i 211 2i4
Si+1 Si Si 2i+2 CPA 2i+1 i1 CPA ‘2 CPA 2+
S Sj Siq

Figure 3.3. CSA trees for 3, 4, and 5 bits operands.
Five operands CSA adder requires three full adder levels. Architecture implementation using
three, four or five operands carry-save adders, requires the topological configurations shown
in figure 3.3. In table III, the minimum number of levels O(r) on a CSA tree with r input
operands is shown.

Table III. Number of levels O(r) in function of r.

R |3 415617911013 14-19
oMy i 1 23 4 5 6

But some important hardware considerations can be done. Now, we must define the global

architecture using this approach.

3.3.2. Hardware implementation

In general, the objective consists in obtaining a fast and regular architecture to execute the

modular multiplication based on Montgomery's algorithm, as is described in figure 3.4.

Output size

Inputs Output
:II > W = M(X,Y)
(X, Y, M) (X* YmodM) W = 2(2 -n modM) modM

Figure 3.4. Modular exponentiation description
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Due to the fact that, Montgomery’s algorithm executes the modular multiplication as a series
of additions and shifts, a general architecture of a modular multiplier would be composed by
an adder which uses an accumulator register to accelerate the needed feedback loops.
Additionally, a shifter to execute division by 2 would be also required. A general block

diagram is shown in figure 3.5.

Some authors have proposed different hardware implementations of the Montgomery’s
algorithm [1][8]. Other have introduced several modifications [4][5] and have proposed new
algorithms looking for a reduction of the computational complexity in order to speed up
public key cryptographic functions [2][9].

Y Y 4

—_—» Data X —r Data Y Modulo M -
— |
Mux. - Mux. -
U Y
Register “«— Register -

E— Shifter
)
— Register
e
\'4

Figure 3.5. Modular Multiplier Datapath Architecture.

3.3.3. Architecture.

The new algorithm implementation allows to speed-up modular multiplication by using only
selectors and three operands Carry Save Adder, which does not have carry propagagtion.
From Montgomery's algorithm, the calculation S; + x;Y or S; + x;Y + M is performed for each

Xj, 80, several successive steps are executed.

As known, placing m parallel procesing stages and the interconnection buses require too
much silicon area, this disadvantage becomes more critical if long length numbers are
considered. For that reason, bit-serial processing stage architectures are attractive. These

stages are smaller than their m-bit parallel counterpart by at least a factor of m.
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In general, bit-serial processing stages are a factor of 1/m as fast as parallel processing stages,
which might negate the gain achieved. However, bit serial multipliers and adders can be
designed to eliminate carry propagation delay. This allows a net processing speed advantage

when n-bit-serial processing stages replace a single n-bit parallel processing stage.

The proposed hardware implementation of a bit-serial modular multiplier used to execute the

operation (XYR'lmodM) is showed in figure 3.6. It is basically composed by two functional
blocks: a master synchroniser control part and a regular datapath. The first one includes the
logic gates for generating synchronised control signals. The second one, is constructed by

arranging n modular multiplier cells into an array.

MultigierX’) ——————
Modulus(M) ﬁ
Serid input
—>Xi Arrayof n cells
— -
Reset CPA
—> Clk
<, —||—=
— Count
oun Shifter
Contrd l@ic |
:A b
b > CLA-Sbtractor

N —
{@ XYR"1modM

Sn-M
Figure 3.6. Modular Multiplier Hardware System.

The algorithm for this bit-serial multipier requires the multiplicand Y in parallel and the
multiplier X in bit-serial form. During the first iteration, the first bit of the multiplier x, is
entered and "operated" with the parallel multiplicand Y producing a set of variables which are
added by the full adders to compute a set of partial product. Each step, the parity condition of
the partial product is verified to decide if modulus must be added or not to previous product.
The partial product calculation ends when it is shifted right one bit. This partial product S;; is
fed back in order to calculate the next partial product S;. With this organisation, the system
requires a feedback loops for each bit-cell. This operation continues until the multiplier X is

exhausted and the entire modular representation final product is obtained.
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In figure 3.7, a schematic capture of four bits of the modular multiplier architeture is shown.
The inputs to the control part are supplied from the outside, and for every 0 < xi < n-1 the
outputs of the control part are the corresponding control inputs to datapath. All control signals
are synchronised by an external signal Count (Counter signal) which can also be generated
internally. This signal allow count the n fields of serial input multiplicand X and is used to

validate the load signal for processing new data.

The modulus M and the multiplier Y are fed parallely to datapath while the multiplicand X
(Xi signal) is fed serially being processed only by the control part. A parity bit signal is
carried out from the least significative bit of the multiplier output to the control part. In order
to generate the appropriate signals to execute Si + xiY or Si + xiY + M, the control part
(ctrl block) samples in each partial result both the serial input entering 0<x;<n-1 and the parity

bit signal of S;.;. The shifter used to execute division by 2 will be embedded into the array.

iR R E R |

¥
'R R R ]
t+
¥
¥

Figure 3.7. Modular architecture of the multiplier.

As can be seen from the graph, processing stages properly designed, allow individual stages
to be directly connected as they are placed, thereby eliminating interconnection buses. This
technique is known as "interconnection by default" [20] and is very useful for saving layout

time and silicon area.
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3.3.4. Modular multiplier cell

The modular multiplier datapath is composed by a regular array of n cells. The basic cell is
composed by 5 registers, two full adders, and some logic gates containing about 72 equivalent
gates as is shown in the schematic capture of the cell in figure 3.8(a). In figure 3.8(b) a

connectivity between consecutive basic cells is also depicted.

First of all, we have chosen R to be a power of 2. It means that in this approach both the
positive integer to be multiplied and the modulus are represented in binary form. On the one
hand, bigger radix system can be used in order to reduce the whole process time, which is
proportional to the number of digits in X. But, on the other hand, when bigger radix are used

each step of addition becomes more complex.

] w
| F .
¥ ¥ ! . I “ Xi Qi X Qi1
— 1 ; 0 Mi Si M| Sk
! i | ’
3 K it i '. JSeel 2‘i - ‘2i rrrrr 2“»—1 2 2‘“ rrrrrrrrrrrrr
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ke ] mo
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- it L K 2 ol 2H
3 il | | | |
£ Si+1 Si SH1
T
L]
(a) (b)

Figure 3.8. Basic cell. (a) Schematic capture. (b) Connectivity.

This implementation requires only six gate delays. The operation of the cell is
straightforward. All flip-flops are set to reproduce a “zero” output at time t=0, by a reset
signal. There is a global clock (clk signal) whose pulses synchronise all load signals of the

flip-flops. Both rising and falling edge of a system clock are used to generate the load signals.

Three very simple clocked logic levels (stages) can be observed. In the first one, two

multiplexers are used to choose the appropriate value to be added by the CSA units. After
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each execution cycle (ti), the previous modulo partial result Si is fedback to be added itself by

x;.yi. Depending of parity bit value, the second tick adds M; to Qi.

The second one, load the addition executed through one row of CSA (Carry Save Adder)
which have not carry propagation and whose outputs fed one row of the CPA (Carry
Propagate Adder). One second tick would be required if a parity condition is detected. Finally,
the flip-flops of the third stage are used to shift the partial result and their output at time t+1 is
equal to their input divided by two at time t.

The total time to do a modular multiplication consists, therefore, of n execution cycles, each
one requiring five clock ticks if parity condition is detected. Only three ticks would be
required if parity condition is not present. The whole process takes a time proportional to the
number of digits in X. Clock speed is bound by the number of gates on the longest or critical
paths, which is found by adding the lengths of the critical pads needed to compute S and to
perform the addition Si+x;Y or S; + x;Y + M.

Here, the remaining operation of subtracting M, if necessary is not shown. It will be discussed
in next chapter. Observe that since M is odd, the addition of M to Si + x;Y, causes the new S;;;
to be even, in other words the least significant bit of S;.; will be 0, so any information will be
lost when division by 2 (shifted away) be executed. The diagram timing of the cell is depicted
in figure 3.9.

cm\\\\\i\\\\\:ﬁ\ ...............

Data-X Xi1q X Xi X Xirq

Stgetl | | N
ez |1 )

Paiy?  ,/

Stage 3

| Shift Shift

( Siq )( Si L S+

Figure 3.9. Timing diagram

Computing requires n iterations, but to calculate XYmodM will require 2n iterations. Parity

evaluation and shift operation can be executed in the same execution cycle using a three
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operands CSA. To calculate XYmodM is necessary to compute a modular multiplication of

XYR 'modM and 4"modM. This last quantity can be pre-calculated.

The structure of the proposed hardware is very simple and it does not use long distance
interconnections. This simplicity determines the critical path length in the hardware. Now,
recall that hardware clock speed is limited by the longest path in the circuit from input to

output, so, the clock speed and overall time are also defined by this simplicity.

Generating the new partial product for the next iteration results in a critical path length of six
gate delays. The clock cycle is approximately the sum of delay times associated with the gates

on such path.

If long word operands must be multiplied, ie, 512 bits or more rather than 32 bits, the CPA
array must be implemented using tree structures or Carry Look Ahead adders. If performance
is more important than implementation cost, then Carry Look Ahead adders is more attractive.
However, the implementation cost can be reduced specially when full custom VLSI is

employed. Mentioned schemes are widely used for accelerating carry propagation.

The principal idea behind both schems is an attempt to generate all incoming carries (from
CSA units) in parallel and avoid the need to wait until the correct carry propagates from the
stage (FA) of the adder where it has been generated. If X', y' represent the input coming from
CSA array, the basic cell of the both CLA adder and tree structures could be expressed by the

equation: ¢y =Xy + ¢ (X +y') where:

gi=X';gy' denotes the carry generation of the i-th bits.

pi=x';i+y'i denotes the carry propagation of the i-th bits.

There are stages in which a carry-out is generated regardless of the incomig carry, not
requiring additional information on previous input digits. Other stages, are only capable of
propagating the incoming carry, only the stage in which x;y;= 0 does not propagate of carries.
Substituing ¢;= g;.; + c;.1pi.; the equation above yields: ci+; = g; + gi.1pi + ci.i piaipi and making

more subtitutions we have in general: ci.; = g + gi.1Pi+ giopiipi + ... + CoPOP2 eneene pi.
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This type of expression allows calculate all the carries in parallel from the original digits of x;'

and y;'. In figure 3.10, the tree structure for calculating C,4 is shown. This type of architecture

is more deeply explained in [21].
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Figure 3.10. A tree structure for calculating Cis.

In the first level we calculate P;; and G;, or also denoted as GV and Pi(l), in the second level

we calculate Pi, and Gj, or also denoted as G;¥ and P;¥ and so on. The notation is shown

bellow:

Gii=gi=x Uy} Carry generation of the i-th bit.

Pii=pi=xi0Yy' Carry propagation of the i-th bit.

Gix= Gi; UP;; UGk Group carry generation between i and k bits, n=2i>j=>2k =0
Pix="P;; UPj1x Group carry propagation from k to 1 bits.

cir1 = Gio UPip Ucy Output carry of the i+1-bit

Note that P;; calculates x'; U y'; instead of x'; + y';. All the circuits in the second through the

fifth levels are identical allowing to implement a regular layout. We must remember that a

regularity of the design and size of the required area determine the implementation cost. So

this type of adder allows to take advantage of the architecture modularity.
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3.3.5.12x12 bits Modular Multiplier Prototype.

In order to validate the architecture and demonstrate its performance, a 12x12-bits modular
multiplier prototype was designed and fabricated using 0.6um AMS-CMOS technology. The

layout of the prototype presents a bit-slice structure, two slices are shown in figure 3.11.

Figure 3.11. Bit slices

Layout automatic edition using placement and routing tools of CADENCE version 4.4.1 were
used. In figure 3.12, a 12x12-bits modular multiplier graphic comparison between a standard
cell based bit slice guided layout and a plain standard cell layout is shown. Including bonding
pads, the bit-slice option, occupies an area of 3.85 mm? while for the plain standard cell
layout the dimensions are 3.78 mm?. For the first case, the core system occupies 1.24 mm?
containing about 1020 equivalent gates. Nevertheless, the second option require less area, the

high density bit-slices macro cells were used because they contain critical paths.

Figure 3.12. 12x12-bits modular multiplier layout. (a) plain standard-cell.
(b)standard-cell based bit-slice.
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3.3.5.1. Control unit.

The control unit of the multiplier is shown in figure 3.13, it represents only 8% of the core
size as can be seen in figure 3.12. The control unit contains sequencer, muxes, memory
elements and combinational and sequencial logic. This unit generates all required control
signal for operation. As can be seen it is not very complex, and does not represent an

important hardware overhead.
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Figure 3.13. Control part

All required control signals are synchronised by clk signal. Sequencing signals ¢/, g2, ¢3 and
select signals m/ and m2 are generated depending of bit x; (Xi signal) and parity condition
(Parity signal). The control unit is also fed by an asynchronous Reset which reachs all flip-

flops and set them to reproduce a zero output, at time t=0.

Counter signal is internally generated. It is used to load a new bit of X, which appear serially ,

least significant bit first.

3.3.6. Simulation results

From behavioural post-simulation results using the 0.6pm CMOS-AMS standard cell library
and Verilog behavioural simulator on CADENCE environment, the execution delay time,
most of which is the delay time of adders is about 42 ns. As each execution cycle has at most
three cycles clock, so a maximum frequency of 72 MHz using typical parameters was
obtained. Two different examples of simulation results of the cell are depicted in figures
3.14(a) and 3.14(b).
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Figure 3.14. Simulation results

Several simulations were done by using a reasonable number of pattern inputs. As shown in

figures 3.14, where two examples of multiplication module 2773 are presented, we have for

cases (a) and (b) M=2773, R=2"? = 4096 and consequently R 'mod2773 = 262. So, it is
possible to verify that 4096x262mod2773 = 1.

For case (a), we have Y=1198 which is fed in parallel and X = 1134 =[010001101110]
For case (b), we have Y=1169 which is fed in parallel and X =2070 =[100000010110]

Let remember that X is fed serialy least significant bit first. The binary representation of X

can be observed in signal X7 which is applied during rising edge of Count signal. Note that the

final result is XYR 'mod M, for each case R 'mod2773 = 262.

So, case (a) 1198x1134x262mod2773 we obtain Z = 1423
Case (b) 1169x2070x262mod2773 we obtain Z = 1697
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3.3.7. Experimental results

In this section we will illustrate the behaviour of the proposed architecture [22]. The 12x12
bits modular multiplier prototype was fabricated using 0.6 pum CMOS-AMS technology. A
die photo of this experimental circuit using standard cell based bit slice guided layout is
shown in figure 3.15 The active area size is 1.33 x 0.93 mm’ containing a number of

transistors about 4100. Thus the density of transistors is 3.3 k/mm’.
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Figure 3.15. Test chip microphoto
Measures in term of functionality, performance and power consumption were done using a
Test Station IMS ATS Blazer System. First, simple functional tests at different frequencies
were done. In figure 3.16, an oscillograph screen illustrating the functional testing results at
both 25 MHz and 50 MHz are presented. The Clock and Count input signals and the four least

significant bits of the modular multiplication result are shown.
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Figure 3.16. Functional testing results.
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In order to evaluate the power consumption of the unit cell, the prototype was designed using

three separated supply pads for the cell array core, control part and pads. Five prototypes were

tested. The current consumption measures for both the control and operative parts at several

frequencies are shown in tables IV and V respectively.

Table IV. Power consumption of the control part.

Fq.i Prot. 1 Prot. 2 Prot. 3 Prot. 4 : Prot. 5
Mz HA LA LA LA LA
1 14 14.6 14.5 14.6 14.7
5 73 73 72 72 72
10 100 146 145 145 146
20: 300 296 298 290 293
30 443 440 441 439 442
40: 594 593 590 588 594
50 741 741 738 735 741
60: 888 887 885 880 888
70:1.00 mA : 1.02mA : 1.0l mA : 1.0l mA : 1.02 mA
80:i1.16 mA | 1.16 mA i 1.15mA : 1.15mA {1.16 mA
90:1.31mA { 1.31 mA : 1.30 mA : 1.30 mA { 1.31 mA
100i1.51 mA{ 146 mA i 1.50mA { 1.45mA i 1.46 mA

Current consumption

(uA)

Power consumption of the control part.
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Table V. Power consumption of the operative part.

Frq. : Prot. 1 : Prot.2 : Prot.3 : Prot.4 : Prot. 5
MHzi mA mA mA mA mA
1:004 i 004 © 003 : 004 : 0.04
51026 i 026 025 : 025 0.23
10 i 054 : 0.55 0.51 0.53 0.53
20 ¢ 114 114 1.06 1.12 111
30 0 1.73 1.73 1.63 1.70 1.71
40 1 234 1 234 1 220 ¢ 230 : 230
50 © 2.98 © 3.00 2.81 2.93 2.94
60 : 3.61 : 3.63 340 © 3.54 3.56
70 i 423 | 4.5 399 ¢ 413 4.19
80 i 4.89 4.89 4.58 4.74 4.81
90 | 556 : 5.57 520 543 5.48
100 i 622 | 623 579 | 6.07 6.06
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In table VI, the average global current consumption of the chip considering several operating
frequencies is presented. All measures were done using a power supply voltage of 5V. As
can be seen, the current consumption increases linearly in accordance with the increase in the

frequency.

Power consumption of the operative part

g 7 T

£ 8 * —e— Sériet
§ 24 il = Séne2
S E; I Série3
£, i Séried
o |

5 1 ﬂ —+— Série5
o 0 WHH \ﬁ\ \!H

(o)) O O «~ O N~ - O N~
- N At 0L o0

Frequency (MHz)

Table VI. Global power consumption
F iMHz 1 5 10 20 30 i 40 ¢ 50 60 70
P nA i0.052:0.322:0.668 {1.409i2.141:2.887;3.671i4.433 i5.17

Global average power consumption

Current consumption
(mA)

1O—\I\)(,O-I>O1CD

e} N & © 0 o ©~ <
L N N H F B b ©

Frequency (MHz)

From experimental results and using a reasonable number of input patterns, the circuit was
found to be operational at a maximum frequency of 71 MHz. Figures 3.17. (a)(b)(c), show the
time scale, a set input patterns used during one of the several testing procedures and their

waveform. All figures correspond to print screens of the Test Station System.
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Considering mentioned features a summary of the basic cell performance is given in table VII.

Table VII. Architecture performance [23].

Modulus (M) 12 bits 2°>M > 2!
Multiplicand (X) 12 bits (Bin)
Multiplier(Y) 12 bits (Bin)
Product n + 1 bits (XYR 'modM)
Multiplication time 540 ns

Power dissipation 93.5 mW (at 70 MHz)
Active area size 1.33 x 0.93 mm®*
Transistor count 4100
Frequency 71 MHz

128 bit [seg] 576 x 10°

Chip size 3.85 mm’.
Density of transistors 3.3 k/mm?>.
Technology 0.6um-CMOS

The generalised architecture can employ a n-operand adder module M realised using carry
save adders where the longest path in the circuit from input to output involves only six gate
delays. M is a dynamic range and n = logoM. The architecture has the advantage that is easily
expandable to larger bit-widths. For long word length numbers, ie, 512 bits the CPA array
must be implemented using tree structures or Carry Look Ahead adders. Carry Look Ahead

adders technique is more attractive if performance must be improved.
3.3.8. Conclusions.

An alternative architecture for computing modular multiplication based on Montgomery’s
algorithm has been presented. A 12x12-bits modular multiplier prototype has been designed
and fabricated using AMS-0.6 um CMOS technology. The architecture requires the modulus
to be odd and the size of the modulus to be 2% > M > 2™1. Dye to its simple logic, the
proposed architecture present a good performance. This implementation requires only six gate
delays. Carry delay must be added if a carry propagate adder is used. In order to optimise the
critical paths, the layout of the prototype presents a high density standard cell based bit-slice
guided layout structure. Including bonding pads the chip size is 3.85 mm’. The active area
size is 1.33 x 0.93 mm? containing about 4100 transistors. CADENCE tools version 4.4.1

were used.
In this architecture, the hardware clock speed is limited by the longest path in the circuit from

input to output, being the shortest possible execution cycle approximately the sum of delay

times associated with the gates on such path.
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This implementation take the one argument in serial bit, least significant bit first, and produce
the partial product in bit parallel form, giving the final result in 8(n) execution cycles where

each one takes at most three clock cycles.

From experimental results we must conclude that an execution cycle of 42ns has been
obtained. It means that the multiplier was found to be functional at a maximum frequency of
71 MHz. The whole process takes a time proportional to the number of digits in X. The
standard cell gates used to implement the modular multiplier operate at a supply voltage of
5V.

The power dissipation is 93.5 mW at the frequency of 70 MHz. This architecture has the
advantage that they are very simple, allowing a cellular construction and are easily
expandable to larger bit-widths. For this reason, this architecture can be easily used in
implementing cryptography systems to execute modular exponentiation of long wordlength

numbers.
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4. Architecture for computing the Modular Exponentiation.

4.1 Introduction

As has been reviewed, modular exponentiation operation is the main and more frequently
used function to process hidden information, it is a basic operation widely used in
cryptography and constitutes a computational bottleneck in many protocols. It plays important
roles in several public key cryptosystems where encryption and decryption processes require
the modular exponentiation arithmetic function which is executed as multiple repetitive
modular multiplication.

In this chapter, a summary of the most known modular exponentiation algorithms will be
presented to finally describe the overall circuit implementing the algorithm for bit modular
exponentiation. An alternative architecture for computing modular exponentiation based on
generalised square-multiply binary method and using Montgomery’s algorithm will be
presented.

The architecture used to execute the modular exponentiation was verified by an experimental
32-bits exponentiation prototype which was designed, fabricated and tested using 0,6 um
CMOS-AMS technology and including 8400 equivalent gates into an active area of 2.30 x
1.73 mm2. In this chapter, the architecture, its operation, some simulation and experimental
results for exponentiation operations are presented. The evaluation is provided according to

functionality, power consumption and performance under the condition of 5V supply voltage.

4.2. Exponentiation algorithms.



Modular exponentiation of integers is the operation most widely used for several well known
signature[1][2][3][4] and encryptiori5][6][7] protocols in public-key cryptosysterf][9].
Different approaches for executing modular exponentiation have been published and several
algorithms for performing it already exist. Some authors have proposed multiple bit scan
techniqueq10][11] while others have used redundant number representation sjigm

order to avoid carries and implementations to reduce the computational complexity [13].
Similarly to multiplication case, the different algorithms can be divided into algorithms that
are suitable for hardware implementation, such as [14][15][16], and those that are suitable for
software implementation [15][17][18]. Due to the fact that our goal is oriented toward
hardware implementation, we will focus on the more popular hardware suitable

implementation algorithms.

Most of the common algorithms for modular exponentiation are based on the square-and-

multiply method, such as the binary method. In general, exponentiation of the Yonod¥
is performed by repeated squaring operations, with conditional multiplication by the original

X. So, if we can express the standard exponentiation function as:

XY = (XY2)2 - > if Y is even X=XXY1 e > if Y is odd

Considering modular arithmetic properties, we can write the modular exponentiation as
following:

XY mod M = ((X- mod M) (X'mod M)) mod M (1)
Now, repeated squaring operations would be executed of that way:

(XY)2modM = (XYmod M¥mod M 2)
So,

XYmodM = (X2mod M)Y/2 mod M
XYmodM = (Xmod M¥mod M)Y/4 mod M
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For i iterations :

XYmodM = (((....(8mod MPmod MPmod M¥...i....mod M¥mod M)Z)Y/2i mod M

Some of the most known algorithms for calculating the modular exponentiation will be briefly
reviewed.
4.2.1. Square and Multiply algorithmor Binary method

The best known algorithm for computing the modular exponentiation function oV,

is called the binary method [19], which is based on repeated squaring of X and multiplication
whenever the corresponding bit of Y is 1. The binary method given below scans the bits of
the exponent Y from left to right. Another version of this algorithm scans the bits of Y from
right to left. This algorithm is briefly described:

Let n be the number of bits of Y, X and M

n-1
X = Yx2
i=0
n-1
Y = [Yn-1Yn-2Yn-3--e.- yiyol Y = Qi 2
i=0

n-1
yi 0{0,1} and n = [logY] + 1. The multiplication can be expressed a¥=X](x2)".
i=0

where y.1 is the most significant bit, then the left to right version of the algorithm works as
follows:

Input X, Y, M, nwhere n #logpY [+ 1
Output: Z =X mod M

Ifyn1=1Z=XelsezZ=1
Fori=n-2to 0 do{

Z = 7Z»Z modM;
if yj = 1thenZ = Z«X modM,;
}
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This algorithm requires on average 1.5n modular multiplication for an n-bit exponent. In the
case of 512 bit integers, the algorithm performs on average 766 modular multiplication of 512
bits number [20].

4.2.2. M-ary method (MM)

The binary method can be generalised to the m-ary method [21] which scans the digits of Y
expressed in radim. Restricting the attention to the case when d,%H2 algorithm can be
briefly described as follows: the exponent Y can be partitioned into k sectiohsitofach

for kd = n. If d does not divide n, the exponesnpadded with at most d-1 zeros. So, we have:

n-1 n-1 k-1
X =3 x2 Y = Yy2l = SF0) 2d
i=0 i=0 i=0

_ d-1
whereF(") = [yigrd-1 Yided-2 Vidtd-3--- dl = 2 Yid+2t
t=0

First, the values of V= VimodM are computed for j = 2 , 3 %2 Then, the bits of Y are
scanned bits at a time from the most significant to the least significant, then the left to right
version of the algorithm works as follows: Inputs: X, Y, M, n @a)dwhere n = [logY]+1

and n=kl, for k= 1.

Set\p=1land =X
From j = 2 to (#-1) do {
Vj = Vj.1 XmodM;
From i=k-1to O do
d-1
FO = Syig2t
t=0
Set Z = 1)
From i=k-2 to 0 do
From j=0 to ¢(I-1) do
Z = Z+ZmodM
If FY £ 0 then Z = 2V modM
Halt

4.2.3. Kog's algorithm

Kog [21], has proposed an algorithm that makes use of high radix and bit recoding techniques
to perform modular exponentiation. The algorithm is based on high radix representations due
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to the fact that high radix methods with optimal choice of the radix provide significant
reductions in the number of multiplication required for modular exponentiation. Besides, bit
recoding techniques applied of Y are used to further reduce the total number of multiplication
when Y has several hundred bits. This algorithm requires fewer multiplication than the binary
method but suffers from excessive latency and a slow clock [19].

4.2.4. Findlay

Findlay [16] presents a method for computing a modular exponentiation useful in performing
the RSA public key algorithm. The method uses conventional multiplication followed by a
partial modular reduction based on sums of residues. The hardware implementation uses a
serial data and one-dimensional semi-systolic array. A serial multiplier array is coupled with a
unique serial sum-of-residues reduction array. The partitioned sums-of residues method can
use look-up tables (table of residue values) which allow to speed-up the reduction calculation
or use an additional architecture for sum-of-residues calculation; in each case the hardware
overhead is important.

4.2.5. Brickell's algorithm

Considering that by storing a set of precomputed values it is possible to reduce the global
number of multiplication needed, Brickell et al. [22] proposed a method of speeding up the
modular exponentiation operation precomputing some specific values. So, precomputing and

storing XMo xMs . .. XMz XMe1 for some integersy, m,...... m., M., and finding a
decomposition expression taking the form:

r-1
Y=>am
i=0

where g<h for O<i<m,thenitis possible to compute:

h m
X" =[]C4 where  G=[a= dX .

4.2.6. Rooij algorithm

Rooij [23] presents an algorithm for exponentiation with precomputation which is based on
two approaches, the first one splits the exponentiation into the product of a number of
exponentiation with smaller exponents. The second one uses the techniques of vector addition
chains to compute this product of powers. Mixing these approaches is possible to speed-up
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the multiplication and squaring procedures. Nevertheless, this algorithm is slower than the
method from Brickell.

4.2.7. Hamano’s algorithm.

A ©(n)-depth polynomial-size combinational circuit algorithm was proposed by Hamano [24]
for computing n-bit modular exponentiation. The algorithm is a generalisation of the square
and multiply method. The principal drawback consists in implementing the modular
reduction. Additionally, a RNS to binary conversion must be done in each round.

4.2.8. Yongfei

The systolic modular exponentiation system presented by Yongfei [19] is base8Rn k-
representations and fast modular multiplication. The central point in the systolic approach is
to ensure that once an information item is brought into the system it can be used effectively
and repetitively while is being “pumped” from cell to cell through the system. The scheme
exploits the fact that the 8Ralgorithm is faster than the signed-digit algorithm because it
needs less modular multiplication and no pre-computation-bf M

In table I, a comparison of some parameters between different mentioned algorithms is done.

Table I. Features of some modular exponential algorithms.

Algorithm Depth Notation Technique
Brickell @(logn/loglogn)pp Binary Precomputation
Yongfei ¢ ... k-SR Systolic arrays

Kog &+ .. Not redundant High radix-Bit recoding
Findlay a(n) Binary Serial multiplier array
Hamano (Le)n/a RNS MODEXP based alg.
Square-bin @(nlogn) Binary Repeated squaring

4.3. Hardware for computing modular exponentiation.

The problem of efficiently evaluating powers has been widely studied. In the case of the RSA
public key cryptosystem, where the algorithm is independent of X but depends on Y, the
problem consists in executing the function Z ¥ odM, where M = pq for primes p and .

The modular exponentiation of the plain text (message) X, produces the cipher text Z using
the encryption key Y. The decryption process is also a modular exponentiation using the
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secret key. As mentioned, RSA cryptosystem is considered secure if both integers X and M
have several hundred decimal digits.

Many research activities on hardware implementation oriented to speed up public key
cryptosystemsave also been done to introduce new strategies. Methods based on a higher

radix [25], systolic architectures [19] or generalisation of the binary method [24] have been
studied. Also, methods to reduce the computational complexity of the algorithms. Another
one consists in utilising parallel techniques to perform faster implementstioactheless,

some of the proposed architectures demand excessive hardware resources or sophisticated

implementation which is a constraint to install it in small size hardware.

As can be seen from table I, since some of the chip manufacturers give their speeds assuming
the use of the Chinese Remainder Theorem while others do not, it is often difficult to compare

the performance of the different chips.
In table Il, a survey of hardware implementation of some RSA chips and their performance

features is shown. More recently hardware implementations are presented in section 4.7.

Table Il. A survey of Hardware implementations [26].

Company: Yeatr Tech.. Bits/chip Clock baudrate  Clk/512bits

Sandia 1981 3um 168 4 MH3 1.2k (338) 4.0 x 16
Bus. Sim. 1985: G. Array 32 5MHz 3.8k (512) 0.67 x 16
AT &T 1987 | 1.5um 298 12 MHZ 7.7k (1024) 0.4 x 16
Cylink 1987 i 1.5um 1024 16 MHz 3.4k (1024) 1.2 x 16
Cryptech 1988 G. Array 120 14 MHz 17k (512) 0.4x 16
CENT 1988 1.0 pm 1024 25MHz 5.3k (512) 2.3x16
Brit. Tel. 1988 i 2.5um 256 10 MHz  10.2k (256) 1.0 x 16
Plessy 1989; - o 10.2k (512) -
Sandia 1989 2.0 um 272 8MHz 10k (512) 0.4x16®
Philips 1989 1.2 pum 512 16 MHz 2k (512) 4.1 x 16

The security of the cryptosystems is based on the difficulty of factoring integers. So, the word
lengths and key lengths in modular exponentiation should be significantly greater than those
used in conventional general purpose computer hardware, requiring typical word length
around 256 bits or more, and it will grow in the future as the cryptanalysis makes progress.
The requirements of the lengths makes RSA slow. When bulk data are transmitted in mobile
telecommunication systems, cryptographic algorithms are also required to be fast and cheap
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for the encryption and decryption of bulk data. Hence it is quite natural to speed up modular
exponentiation.

The main idea to speed up modular exponentiation is reducing the number of multiplication

and the depth of the path used to execute modular multiplication. For this reason it is

important to investigate the smallest circuit depth achievable for this operatidmown,

radix 2 arithmetic has a very short critical path. Based on mentioned idea, selecting radix 2
and mixing a generalised binary method with a three operands Carry Save Adder modular

multiplier system functioning at high frequency, it is possible to meet the required features.

In next section we will present an alternative implementation describing the overall circuit to
execute the algorithm for bit modular exponentiation. Operands are expressed in binary
representation (radix 2\ generalised binary method to reduce the number of multiplication

and a three operands carry save adder modular multiplier architecture to reduce the depth
achievable for this operation are mixed. Some numerical example of modular exponentiation

using this architecture, some simulation and experimental results are also presented.

4.3.1. Hardware implementation.

The core operation of exponentiation is modulo multiplication and as mentioned in last
chapter, it can be performed using conventional multiplication where the multiplication and
reduction can be combined or considered as separate tasks. That means that module reduction
can be performed by division, which is slow, or by trial subtractions incorporated into the
multiplication, that modify the partial products formed in the multiplication process. But it is

suggested that neither of these is used as a reduction method [16].

Another method consists in using modular reduction. This method makes necessary some
procedures to convert an integer to an M-residue field and vice versa. Module reduction is
associative, so can be carried out at each stage to prevent the intermediate results from
growing too large. Multiplication is best performed in a bit-serial form using a multiplier as

described in last chapter. So, hardware implementation will be described for executing the
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fast modular exponentiation based on both the extension of binary method and modular
multiplication Montgomery’s algorithm. A small depth combinational architecture is

proposed for n-bit modular exponentiation.

In figure 4.1, a general block diagram of the modular exponentiation is shown. As can be
seen, the system is based on a modular exponentiation operator which requires five inputs: X,
Y, M, the partial products and the reduction factor. However, using multiplexing techniques,
it is possible to use carry save adders for only three operands.

R=rnJL XJL YJL MiL

JLR=2”

RimodM \ fundtion

JXY{L’nodM
- XJL YJL MiL

= Modular cperatar
l
XY modm

Exponertiation

4"modM

XR-TmodM

Figure 4.1. Block diagram of the modular exponentiation operator.
Before presenting the proposed architecture, it is necessary to review both the mathematical

concepts used in the general procedure and the selected algorithms to be mixed.

4.3.2. Dynamic of the procedure.

The computation of XmodM can be executed for arbitrary integers X, Y and M represented
as n-bit binary integer positives, within boundslx< M < 2" and 0 < X, Y < M. For
cryptography applications M is an odd integer. e beingp andq very large random

primes.

R = M- R is a power of radix and is prime to M. R is an integer satisfyirgR&dM =1.

It means that inverse multiplicative of RmodM exists. See section 2.5.3.2 in chapter two.

79



Binary representation are denoted as:

n-1
M=3>m2 M = (mg, my, .. my_1 ) where each m; is 0 or 1
i=0
n-1
X =Y xj2l X =(Xx(, X1, - Xn-1 ) Where each x; is 0 or 1
i=0
n-1 k-1
Y = Yy2 = SF0) 2d Y =(yq,y],..yp1) Where each y; is 0 or 1
i=0 i=0
d-1
where FO) = [Yigrd-1 Yided-2 Yidrd-3--- Yl = X Yid+t2!
t=0

In general, using the square-multiply method, the number of multiplications required is equal

to the number of nonzero bits in the binary representation of Y. For this reason, it seems thus
worthwhile to investigate techniques to recode Y in order to increase the number of zero bits
in its representation. In this case, Y is expressed in madiwe are going to restrict the

attention to the case when m & Zhe algorithm is again presented below.

Set\p=1and =X
From j =2 to (8-1) do
Vj = Vj.1 XmodM
From i=k-1 to O do
- d1
FO) = 3 yign2t
t=0
Set Z = k1)
From i=k-2 to 0 do
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From j=0 to ¢(I-1) do
Z = Z2ZmodM
If FY £ 0 then Z = 2V modM
Halt

From square-multiply binary method, the number of multiplications required by the algorithm
to compute the modular exponentiation consists in two parts. FitstX*X X®,....x>""
(modM). This step requires (n-1) multiplication (squaring) operation. Second, we must
continue to compute the exponentiation multiplying the partial result \ivimb\ﬂer of X if the

ith bit of the exponent is nonzero, this step requires also (n-1) multiplication. So, binary
method requires in general a maximum number of multiplication equivalent to 2(n-1).
Generalised method uses a smaller number of multiplications as will be discussed later.

Because of, modular exponentiation will be executed as a series of modular multiplications

XWmodM, where X=W, it is necessary to define the bounding of the operands involved into

the operation. So, if W denotes the partial product which is fed back to be multiplied by itself

or by X, we can extend the Montgomery's restrictions to the previous partial product W:

So, let W = (wq, W1, ....., Wp_1) be such that 0 < W < M, and let M(X.W) denote a

Montgomery multiplication of X and Whow M(X.W) = XWR'modM defines aM-residue

to be a residue class modulo M. So, if we have XRmodM, (which convert an integer X to
an M-residue X') we can computelzZ if we have the expression: £ XWmodM; and

T=X'W'; then EXWRZmodM.

The algorithm will compute XWRmod M. This result is a Montgomery number. The

generated sequencg @ust satisfy the condition: 8 M + W < 2M. Each sequencej S

represents the partial product result for egéhXof the multiplicand. So , we have:

=0
If (S, +x, W) is even.
S =(§ +xW)div2
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else
S = (§+xW + M) div 2

By induction:

. n-1 .
2x§ =y (Xj 2l) W mod M, $+ 1 isanintegerfori=0,1,2.....n-1,
=0

Consequently, the last expression can also be writtenl as §2 = (X1 Xip--- X)WmodM,
obtaining that:

RS, = XWmod M. and therefore XWRmodM is either horSs-M,
with0<§ <M+ W < 2M.

As was shown in chapter three, this method introduces an unwanted factbnodR into
the product A.B. So, to convert a M-residue to an integer a division'tno&M is executed
calculating ((XWleodM)(RzmodM))modM. The final result would be XWmodM which is
a non Montgomery number. For radix=2 theBnRdM = (Z)2modM = £'modM.

The concluding multiplication by RnodM could be done using the same algorithm again by
taking the output Sn and'®odM as the new multiplicands, the latter having been previously
calculated once and for all by some other means. However, when further modular arithmetic
is involved, it is better to start by using the algorithm to premultiply all inputs using&M

as the other input.

Due to the fact that in each case the previous partial product is fed back to be multiplied by
itself or by X. we have that, for Y even the next partial result to the power of four would be:
X4 modM = ((X 2" modM)(X2 2'" mod M)modM. Then: Z = ((X2N.X2 2-") 2:n modM

When the partial result is fed back to the modular multiplier, the new result to the power of
four would be n+2 size, then, we have:

= (X4 2-2n.2-(n+1)) modM

The result to the power of eight would be n+3 size, then, we have:
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= (X4 2-2n 2-(n+1) X4 2-2n 2-(n+1) 2—(n+2))m0d|v|
= (X8 2-4n 2-2(n+1) 2'(”+2))m0dM

The result to the power of 16 would be n+4 size, then, we have

= ((X8 2-4n 2-2(n+1) 2—(n+2)) (X8 2-4n 2-2(n+1) 2—(n+2)) 2'(”+3))modM
= (X16 2-8n 2-4(n+1) 2-2(n+2) 2—(n+3))m0d|v|

The result to the power of 32 would be n+4 size, then, we have

= ((X16 2-8n 2-4(n+1) 2-2(n+2) 2(n+3)) (X16 2-8n 2-4(n+1) 2-2(n+2) 2—(n+3)) 2—(n+4))mod|\/|
= (X32 2-16n 2-8(n+1) 2-4(n+2) 2-2(n+3) 2—(n+4))m0d|v|

In general, the result to the power 688d with a size of n + i bits:
()(2i 2-n2(Mo-(n+1) 262 o-(n+2) 20 2:2(n+i-2) 2-(n+i-1))modM

From the last expression we obtain the bits number of the result vs. powering size as is shown
in table III:

Table 11, Bit number of the result vs. powering size.

Power(Zi) k Function Nbits
2 1 20 n+1
4 2 2-2np-(n+1) n+2
8 3 2-4n-2(n+1)p-(n+2) n+3
16 4 2-8n2-4(n+1) 2-2(n+2) 2-(n+3) n+4
32 5 2-16m-8(n+1p-4(n+2)p-2(n+3)-(n+4) n+5
2 | g2yt (ne2)2" 22n+-2p-(n+il) |+

So, for the big word length we can infer the values shown in table IV.

Table 1V. Function for big word length

Power(2) i iFunction Nbits
128 7 2 2np-(n+1)2o-(n+2)2 22(n+5p-(n+6) n+7
256 8 i2-2'np-(n+1)Zp-(n+2) 2 2-2(n+6)p-(n+9) n+8
512 9 i2-2°np-(n+1)29-(n+2)2 2-2(n+7)-(n+8) n+9
1024 = 10 2-2np-(n+1)Zp-(n+2) 2 2-2(n+9p-(n+10) n+10
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n+11
n+12

2048 11 i2-2"np-(n+1)22-(n+2)2
4096 12 :2-2"'np-(n+1)2%9-(n+2)2
So, it is possible to convert a M-residue partial product to an integer multiplying each time by
4"modM and then to execute the next step. However, is also possible to execute the repeated
squaring operations and then to multiply the final result by a fa88<® where k is the

power number. In table V, some corrective factors are listed.

2-2(n+9p-(n+10)
2-2(n+10p-(n+11)

Table V. Corrective factors.

[ Power(X)) Corrective factor | Nbits
2 ix2=x1lxl R2modM n+1

x3=x2x1 R3modM n+1

X4 =x2 x2 R4modM n+l
16 x16= x4 x4 R16modM n+1
17 x17-x16x1 R17modM n+1
n ixn=xn-1x1 R'modM n+1

4.3.3. Architectural implications

The modular exponentiation system must compute XY modM. The common method for
performing this operation is the square and multiply algorithm. In the square and multiply
algorithm, the number of multiplication required for computing modular exponentiation is
equal to the number of nonzero bits in the binary representation of Y. Some authors [21], are
researching for new recoding strategies of the exponent in order to reduce the number of non
zero values in Y, however the overhead hardware requirements for doing that are not

attractive.

So, considering that a generalised square multiply method requires a smaller number of
multiplication for executing the modular exponentiation, in this work an alternative hardware
implementation which performs in effect modular reduction systems based on Montgomery's
method is proposed. A modular exponentiation function mixes both the generalised method
and the proposed alternative architecture used to execute the Montgomery's algorithm.

The design of a chip for performing cryptographic operations based on this architecture, is
simple and allows very high clock rates. These two advantages make such a chip competitive
with currently known designs.
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As can be seen from the algorithm, the exponent Y expressed imrasligartitioned into k
sections ofd bit each for Kl = n. Ifd does not divide n, the exponesipadded with at most

d-1 zeros.

First, the values of = VVmodM are computed for j = 2 , 3%:2. Then, the bits of Y are

scannedl bits at a time from the most significant to the least significant.

As will be discussed later, due to the fact that it is possible to sklecta givenn such that

the maximum number of multiplications is minimised, the cache memory size required for
storing the partial modular products computed for j = 2 ,%3L.@an be also defined. The size

of the cache memory and the valuedaiptimum denoted ag* for a givenn can be seen in

table VI [28]. Note that the cache memory does not require a very large storage capacity. The

dependence betweamandd* will be discussed later.

Table VI. Cache size

n d* | cache
32 3 8
64 3 8
128 4 16
256 4 16
512 5 32
1024 6 64

2048 6 64

Additionally, as modular multiplication is done by repeated cycles involving shifting and
addition together with a simultaneous modular subtraction in order to satisfy the condition
0< § <M+ W < 2M, a comparator/subtractor is needed. In the modular multiplier both the
modulus (M) and the multiplier (X) are fed parallely to datapath while the multiplicand (W) is

fed serially, so a parallel to serial converter is also required.

4.3.4. Modular exponentiation architecture.
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The architecture of the proposed hardware is very simple and it uses not long distance
communications. Basically, the architecture presents as data inputs X, Y, M, R and four
control signalsResetclk andstart which are used to initialise the procedure, Bodd_inv

signal used to load the inverse multiplicative number. Left to right version of the algorithm
requires as inputs: X, Y, M, n andwhere n ={log,Y 31 and n=K, for k> 1, nevertheless,

it is possible to define an optimum value ofl (d*) for different n = 4, 8, 16...1024 order to

obtain a minimum number of multiplications required by the algorithm, we can consider that

this value is predefined according to the bits length.

One output signabtopis supplied by the control part when modular exponentiation is
computed. This flag indicates that the modular reduction must be done, it means the final

result must be multiplied by the corrective factor. In figure 4.2, the external signals are

— Stop

¢ Load_inv

¢ Statt

«——— ck

— = ¢ Reset
shown.

Figure 4.2. External signals.

All flip-flops are set to reproduce a zero output, at time t = 1, by a Reset signal. The start
synchronised signal initialises the control part to generate the internal control lines necessary

to execute the modular exponentiation.
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A block diagram of a practical hardware modulo exponentiation system is presented in figure
4.3. The architecture consists of a set of registers/multiplexer, a CLA comparator/subtractor, a

small size RAM, a parallel to serial transformer, a modular multiplier and the control part.

From binary algorithm it is possible to observe that two steps can be clearly defined. In the

first one, the values Vj = V'modM are computed for j = 2 , 3%2. It means 21 modular
multiplication could be done by taking X and each partial productax the new

multiplicands.

Also, in this step each partial productvuld be stored into the intermediary RAM using as

field address the content of F(i), as can be seen in figure 4.4%-Soe2d memory operations

must be done. The partial products will be used to calcutatgiznodM.

Base - X
Inverse -R 4;
:;> :I }
§V‘7 Mux_3
Exponert - Y Ii —
ANV
M— Parablitoserial | oMM
7 transformation
Address €T i} E {7/
signas
Modular Mutplier
Counter RAM [ {} {77
Caontrol

Output register

e

S=X YmadM

Figure 4.3. Modular Exponentiation System Block diagram.

In the second stepach partial result is raised to the 2¢ power, requiring (k-1)d multiplication

and then is multiplied with Vi), where F?is the value of the current bit section of the
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exponent Y. If F¥ = 0, modular multiplication is not executed, so, this procedure requires at

most (k-1) multiplication.

Summing the number of multiplication required, we obtain:.

Tn,d) =27- 2+ (k-1)d + (k-1) = n+n/d+2?-d-3  since n =

From this expression, it is possible to setkfdr a given n such that"™(n, d) is minimised.
Derivating the expression with respectdoand in order to find the optimal value df
minimising the maximum number of multiplication executed by the algorithm, we need to
solve:

AT™n,d)/dd = - nld* +2%log2 -1 =0

By enumeration, a value df=d* optimum can be found such traat™(n, d*) is as close to

zero as possible.

In table VII, the optimum values af for n =4, 8, 16...1024, together with the values of
T"(n) and T*(n, d*) for binary methodBM) and generalised meth@siM) are shownT™*

represents the maximum number of multiplications required by the radix m algorithm.

Table VII. Maximum number of multiplications.

BM MM
N - T™n)  d* i T™n,d*
6 2 5

8 14 2 11

16 30 23 23
128 191 3,4 167
256 383 4 325
512 767 5 635
1024 2046 6 1250
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n 2(n-1) n+n/2+2d-3

Considering that, if"” = 0, modular multiplication is not executed, it is possible to find an
expression to denote the average number of multiplications and subsequently minimised in

order to find an optimum d*. In table VIII, the average number of multiplications required by

algorithms binary method (BM) and generalised square multiply (MM) with the optimum

values of d, are presented [21].

Table VIII. Average number of multiplications.

BM MM

n | Tn) d* T*Yn, d*)

4 5 2 5

8 11 2 11

16 23 23 23

128 ¢ 191 | 34 167

256 383 @ 4 325

512 767 . 5 635
1024 1535 6 1250

n | 3/2(n-1) n+[(n/d)-1][1-(L/Y]+2°- d - 2

Square and multiply algorithm for modular exponentiation requires on average 1.5n modular

multiplication for an n-bit exponent [20]. In the case of 512-bit integers, the algorithm

performs on average 766 modular multiplications.
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Figure 4.4. Exponent register.

As is shown in figure 4.4, the content of each n fi€fd B interpreted as an address signal
for storing the partial modular produét.decoder and an incrementer can be used to facilitate

this procedure. As mentioned, the number of multiplication required in this step for any value
of the exponent is“2 2, for this reason”2 2 access cache memory must be done for storing
V'modM values coming from the comparator/subtraciie incrementer/decoder block

allows scan each one of the k-sections into the exponent Y to generate the RAM accessing

addressing signal where each V'modM partial product will be stored.

The modulus (M) and the partial products (W) are fed concurrently to modular multiplier

while the multiplicand which can be either X or V! or Vg, is fed serially through Mux_3,
being processed only for the parallel to serial transformation unit. The parallel to serial
transformation unit is responsible for generating one output serial signal which is one of the
operands to be fed to modular multiplier. The parallel to serial transformation and modular

multiplication are concurrently performed.

Each partial result of the modular multiplication is compared with modulus using the
overflow signal supplied by subtractor. Mux_2 and a Carry Look Ahead (CLA) subtractor act
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when running the modular multiplication algorithm, performing extra subtractions of the
original modulus as necessary after the main loop to obtain the least non-negative residue, the
result can be stored into the RAM or fed back to modular multiplier through selectors Mux_3
and Mux_4. Nevertheless, Montgomery multiplication produces a result less than twice the

modulus, so only at most one subtraction is needed

During the second step and depending of the F, several cache memory access are executed.
In general, access memory are done if F¥ 2 0. When F" = 0, modular multiplication is not
performed. If F” = 1, a modular multiplication occurs, but cache memory is not accessed, due
to the new operand is X. In this step, each access memory requires a write operation in order
to transfer the data from RAM, through Mux 4, and through the parallel to serial
transformation unit in sequence to be finally supplied to modular multiplier. As can be seen,

at most (k-1) access memory must be executed.

Finally, a flag (Stop signal) is used to indicate the end status of the modular exponentiation

function validating the input signal Load inv to load the corrective factor.

4.4. 32-bits prototype design.

In order to validate the architecture, a 32-bits modular exponentiation system has been
designed and fabricated by using 0.6um CMOS-AMS technology. In figure 4.5, a capture
schematic of the system is shown.
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Figure 4.5. Schematic capture of the system.
The evaluation of the architecture will be provided according to functionality, power
consumption and performance under the condition of 5V supply voltage. Excepting registers
and multiplexers blocks which present a standard operation, all other functional blocks will be
briefly discussed as follows:

4.4.1. Modular Multiplier.

Modular exponentiation is executed by repeated modular multiplication. As mentioned in
chapter 3, the multiplier design is oriented to fast execution of modular multiplication. As can
be seen from figure 4.6, two operands are fed parallely while one second operand coming
from partoserl unit is fed serially. The modulus is always fed in parallel.

=1
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1 [] 1] 1 II
L L L L I I H LT T R R R LT LT th
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n = =

Figure 4.6. Multiplier and parallel to serial unit.

The modular multiplier (expo32) consists of 32 identical cells as can be seen in figure 4.7.
The design of the cell is depicted in figure 3.8(a), in chapter 3. The inputs to multiplier are
supplied from different functional blocks.

Figure 4.7. Modular multiplier diagram.
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During the first step of the algorithm, the operands involved are X, which is an external input,
and V' which is the output of the CLA_subtractor. In the second step, the operands are V)
and depending of F”, VJ or X. In each case, X (first case) or V) (second one) is fed parallely
to partoserl conversion unit, and for every 0 < i< n-1, an output serial signal (serial_out) is
carried out to modular multiplier. The logic needed to implement this conversion is shown in

figure 4.8.

L N

Figure 4.8. Parallel to serial unit

Once, the bits of X or V/ are available in the input register, a control signal (Load X M) loads
the partial product and the shift internal signal is activated to start the conversion procedure.
In Figure 4.9 it is possible to see both partial product (Part P - in binary) and Serial out
signals (al_out) which correspond to the serial output related to Part p parallel input. As can
be seen, each serial bit, -least significant first-, is used to produce in parallel a multiplication
partial product. Thus a flag is used to indicate to the control part the end of the operation

(Mult). This flag is activated by shift internal signal.

(o TR T TIPS

- ahmllibiadld i |-
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Figure 4.9. Parallel to serial conversion.
4.4.2. Exponent Y register and control part.

Specifications for the operation of the exponentiation system are more frequently given for
the exponent Y register. The exponent Y defines the number of multiplications, the number of
memory accesses for executing read or write operation. The connectivity between the

exponent Y register, RAM and the control part is presented in figure 4.10.
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Figure 4.10. Exponent register, control part and intermediary memory.

This part of the system is composed by sequential machines implemented as forward path
containing combinational logic and several feedback paths that include storage elements as
flip-flops and latches. The control part is composed by five different state machines included
into four blocks: Prog countl(, Pro_count Y, Progl count 6, and ctrl sig. These state
machines include clocked input drivers and clocked output buffers. They generate all required

control signals for operation.

In its simplest form, Ctr/ sig block is responsible for generating the main clocked control
signals needed to realise correctly the required function. Register and multiplexers load
signals, multiplexer selection signals, write and several secondary control signals are
distributed from it to overall system. Secondary control signals are used as command lines to

activate sequentially other state machines. In this block are generated six primary load
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signals: Load X, Load R, Load X M, Load sub, Load add and Load subl which are used

to load new data into the registers.
Besides, selection signals of the multiplexers: S7, SO, S1X, SOX and S0A are also generated

Each one of this load and selection signals represented as Sell [S7, S0], Sel2 [S1X, S2X] and
S0A are generated according to several feedback informations coming from other functional
blocks as multiplier (Parity), Subtractor (Cout) or Serial-bit processing unit (Shift) between

others. In figure 4.11, the main control signal are illustrated

X_Base

L T8

gl

"lll, |

Senalblt
Load X M
1

. M_Module. . ... . ... . ... .

Load add

Z=XYmodM

Figure 4.11. Schematic illustrating main control signals

During the first step of the algorithm, the second component Pro_count Y is a structure that
allows the contents of all V partial products be calculated and stored into the RAM. This state
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machine includes a NOR decoder to generate sequentially the select lines required for reading
operations. Once a given row is selected, a Read signal is activated in order to store data from
Register executing a read operation.

Additionally, as shown in chip architecture, 3 bits coming from Reg Y must be also decoded
to generate 8 row select lines. If F¥ = 0 or F¥) = 1, write operation is not executed, signals /i
and f7 detect those conditions respectively. In figure 4.12, schematics of Pro_count Y and

ctrl_sig subsystems are depicted.

. sk W bRk W

(a) (b)
Figure 4.12. Schematics of (a) Ctrl_sig and (b) Pro_count Y

The exponent Y register has 32-bits input partitioned into 11 sections of 3 bits, so, we have
that kd = 33. The 33-th bit is zero. Each one of the sections of the exponent is scanned by the
state machine Prog countl(), its output signals are sequentially generated in order to activate
in Reg_Y the group of bits [F"] to be scanned. The content of this group Y,,Y;, Yyis carried
out to Prog count Y.

Scanning section tasks are synchronised by a signal ck S0/ which is generated by
Progl count 6. This block includes two state machines, its function is to count the number of
multiplications to be executed for each i-section, so if FO 2 0, then four multiplications will be
required, on the contrary only three modular multiplications will be executed. When this flag
is active (ck_S01), an evaluation of a new section of the exponent Y is started. Signal Write, is
also generated at the beginning of 4™ multiplication only if F” # 0 and F? # 1, it means if

internal signals fi = 1 and f1 =1, respectively.
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All that procedure is executed during the second step of the algorithm, signal five is used for
all state machines to identify which step of the algorithm is being executed. In figure 4.13,

schematic corresponding to Progl count 6 and Prog count 10 state machines are presented.

TR RER RN

(a) (b)
Figure 4.13. Schematics of @)og_count_1G&nd (b)Prog_count_6

Several software tools provide the opportunity of creating dense array of small memory cells
in order to optimise the RAM design and improving the data storage capability. Usually,
RAM generators are available for large size memories. Due to small storage requirements, the
intermediary RAM was implemented using both registers and latches.

This array which is presented in figure 4.14, is organised so that 32 bits along the selected
row enabled by the row address are accessed simultanediislyeffective address
calculation is executed by Pro_count Y coding a 3-bit field statement coming from the

exponent register. This field is used to specify indexed address mode through sel[0-7] signals.
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Figure 4.14. Registers array.
4.4.3. Comparator subtractor.

Due to the fact that a bit-serial multiplier architecture adds the respective input summands to
compute a set of partial product bits, where each partial product must satisfy the condition
0<S<M+W<2M, so, we can conclude thaiodular multiplication is executed by repeated
cycles involving shifting and addition and usually together with simultaneous modular
subtraction in order to satisfy the condition S, < M. For this reason, a subtraction function is

required in order to establish the comparison and subtraction if needed.

The comparator/subtractor is the other important part of the data path to be discussed. As its
names suggests, the comparator/subtractor must provide comparison and subtraction
operations on data furnished from modular multiplier. A block diagram of a 32-bits wide
subtractor showing the inputs coming from Module Register and Modular Multiplier outputs
passing through a multiplexer is given in figure 4.15. Two parallel 32-bit buses feed the
functional block. This allows both inputs to receive data simultaneously, one of the two
parallel buses is used to carry out the result to the register word 32 once the S, < M condition
is verified.
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Figure 4.15. Multiplier/ Subtractor loop.

The subtractor execution time may limit the maximum clock frequency of the system unless
special care is taken for arithmetic operations. These operations are slowed by carry or
borrow propagation delays across the width of the subtractor. So, in this implementation we
use a Carry Look Ahead approach in order to speed carry propagation across groups of
adjacent stages. As only subtraction operation is required, a Carry Look Ahead (CLA) adder
structure will be used [29]. The Carry Look Ahead approach allows calculate early the value
of the carry rather than to propagate it. This implementation provides an important speed
enhancement. The Carry Look Ahead Unit (CLU) used in this implementation is depicted in
figure 4.16(a).

The subtraction is executed encoding the two's complement operand in order to reduce the
number of loops to be done. This makes the operator faster and uses less hardware. To realise
the two's complement of a binary number, first the number is inverted and then a logic "1" is
added to it. The adder circuit includes the "1" to be added if necessary The analysis of the 32-
bits Carry Look Ahead adder, shown in figure 4.16(b), can be extended to n-bits and applied

to an implementation of the CPA array of the multiplier.

In this case, each bit of M must be inverted and an input carry = 1 must be set. Using XOR
logic operators with each m;and the input carry =1, a representation two's complement of
module is obtained. So, the operation to be executed will be Sn + (-M +1). Figure 4.17, shows
a detailed diagram of this architecture. The adder must execute a fast subtraction of S, - M,
only if S, > M condition is detected, This is announced by an overflow situation which is
flagged by Cout signal. Overflow condition is implemented by using the XOR logic operation
with the two last Carry signals.

Cout signal is sensed by the control part. If Cout = 1 condition is detected, the state machine
generates the control signal required to execute subtraction operation loops before continuing

with the general procedure. In figure 4.18, this situation is illustrated.
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—

Figure 4.16. (a) CLU scheme. (b) 32-bits Carry Look Ahead subtractor.

Figure 4.17.Schematic of 32-bit CLA Subtractor.

When Cout = 1, both Load sub and Load add load signals are repeated while the generation
of all not required control signals is suspended. As can be seen from figure 4.11, these signals
allow load the partial product to be fed back to subtractor. During this procedure, a select

signal SOA is activated in order to transfer the partial product to be subtracted.

In this case, a product partial 3168643542 > 3100785095 is obtained. Cout signal is "one", a
subtraction using new data (3168643542 - 3100785095 = 67858447) as new partial product is
executed. Once Cout = 0 condition is achieved, the state machine continues to generate the

previous control sequencing.

This Carry Look Ahead architecture can execute 32-bits subtraction in 5 ns, so, a subtraction

operation does no take a significant time speed to overall time. Only at most one subtraction
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is needed each time, because Montgomery multiplication produces a result less than twice the

modulus.
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Figure 4.18. Overflow detection and subtraction operation.

4.5. Simulation results

r bl B

Several simulations of the exponentiation system using typical parameters were done. Post-

simulations were executed using Verilog simulator. This architecture is fast because, first, the

number of multiplications is reduced, and second because steps for addition, shifting and

eventually subtraction present a good performance, leading to have a compact operator with

n-bit-serial word. The system requires small amount of hardware, it executes the

exponentiation by using only selectors and carry save adders which have no carry

propagation. So, this architecture allow speed-up the multiplication function. In order to

analyse the simulation results, an example will be studied. Let calculate X modM where the

operands are presented in table IX:

Operation: ((297606965%°**®*)mod 3100785095) = 1336894240
R = ZmodM R = (2)’modM
Table IX. Operands of the exponentiation
op| Decimal Binary (2) - i

31|3o|29| 23| 27| zﬁ 251 211 2*3 2|z 211 10 J[g |18 P7 |16 |15|14|13|12|11|10|9|s| 7| 6| 5| 4| 3| 2| 1l o
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X | 297606964 4 4 91/ojojoj1/1lol 4491 9ppprpjfftjofofi|[1|o|ofofo0
Y | 417292804 4 q 91|1/o0jojoj1l1/0 44119 pappopftjojofofofoli|ofofo
M | 3100785095 1 0 11(1|0]oj0[1/10 14 d 9100 p L ppplojt|i]i]o]ojo[1]1]1
R | 1194182201 9 1 00|o|1|1|1{o/0 1 o 41011 L pppjtjofofofr|1]1]|ofo| 1
R | 1915139751 ¢ 0 1o|1|1]/o0fo/1/1 14 1 1 1100 L L ppftjt|t|o|r|ojo[1]1]0]0
d 3l

7| 1334514530 9 1 ¢o|1|1]{1{1/1{ 00 d 19110 pppplojt]tjojr|1]|ojo/o/1]o0

Applying generalised square multiply algorithm, it is possible to execute the exponentiation
performing 39 modular multiplications. During first step six multiplications are executed
while 33 are executed in the second one. In table X, the number of required multiplications
for executing modular exponentiation is shown.

Table X. All multiplication are Montgomery's number.

C

J i=8 i=7 i=6 i=5 i=4 i=3 i=2 i=1 i=0
0 | x6 X 48 X396 | 3182 X 24468 X 203756 | 1630050 | 13040400 | % 104323202
1 x12 X 96 X 7920 X 63640 X 50936 X 407512 | 3260100 | x26080800 X 208646404
2 | x24 | x192 x1584 | x12728 x101872 | 815024 | x 6520200 |x52161600 | x 417292808
o1 o 6#0 7#£0 620 620 1#0 0 120 0

C .| Xx192¢6 | x1584x7 | x12728¢6 | x101873¢6 | x815024¢ _ X 52161608 -

Cf | x24 | x198 1591 | 12734 % 101878 | 815025 | 6520200 |%52161601 | x 417292808

In tables XI and XII, the values of ¥nd the content of the different sections of the exponent

Y are shown. As can be seen, only the first calculated valuesmtidt be stored. For 128-

bits length numbers, only seven values must be stored. This method does not require much
store overhead. In generaf{?) elements must be stored. It is possible to store only the odd
powers through use of a sliding-windows method, but the system will become more complex.

Table XI. From j = 2 to 21. 7 iv,=Xx6xXmodM : X’modM
| \2 cv,

0:V,=0 1

1:v,=1 XmodM

2 V,=X.XmodM | x2modM

3 1v,=X2XmodM i X3modM

4 v,=x3XmodM | X%modM

51v.=x4XmodM i X°modM

6 iv,=X2XmodM i XBmodM
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Table XII. Exponent register fields. F® :110| 6
F9 110| 6
FO : Bin [Dec F® :001| 1
F9 o011| 3 F@ 000| O
F® (000| O F® :001| 1
F? {110| 6 F© i000| O
F© 111| 7

In table Xlll, a detailed description of the number of multiplications to be executed are
presented. Multiplications are classified according to steps of the algorithm. As $teah,
operations are required only during first step of the algorithm wWiilge operations are
executed in the second one.

Table Xlll. Decimal and modular products

Product Decimal Representation Product
2to 2-1 Decimal Modular
X2modM (297606960 x 297606960) 88569902640441:600 1220819910
X3modM (1220819910 x 297606960) 363324502122573600 2446309785
X4modM (2446309785 x 297606960) 728038818332103600 588220545
X5modM (588220545 x 297606960) 175058528206993200 230579675
X6modM (230579675 x 297606960D) 68622116114538000 2421749705
X’modM (2421749705 x 297606960) 720729567585946800 1088410215
=8
X6modM (2446309785 x 2446309785) 5984431564186746225 2421749705
X12modm (2421749705 x 2421749705) 5864871633667587025 959486135
X24modM (959486135 x 959486135) 920613643257238225 2845492880
F®=0
X2%modM 920613643257238225 2845492480
=7
X48modM (2845492880 x 2845492880) 8096829730130694400 3054400745
X9%modM (3054400745 x 3054400745) 9329363911056555025 279690895
X192modM (279690895 x 279690895) 78226996745901:025 2771104150
F =6
X198modM (2771104150 x 2421749705) 671092065778677%750 1055815655
=6
X3%modM (1055815655 x 1055815655) 1114746697343079025 29312%1230
X792modM (2931251230 x 2931251230) 8592233773376512900 2396536315
X1584n0dM (2396536315 x 2396536315) 5743386309113779225 757893075
FO=7
X 1593nodMm (757893075 x 1088410215) 824898564707762125 2019447110
=5
X3182nodM (2019467110 x 2019467110)  4078247408371752100 1512481145
X 6364nodM (1512481145 x 1512481145) 2287599213980511025 2408263975
X1272810dM (2408263975 x 2408263975) 5799735373282800625 1276250550
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FO =6
%1273410dM (1276250550 x 2421749705)  3090759392968587750 1299764255
| =4
%2446810dM (1299764255 x 1299764255)  1689387118575705025 116562455
X50936n0dM (116562455 X 116562455) 13586805915627025 2841312675
X101872n0dM (2841312675 x 2841312675) ~ 8073057717115655625 830139625
F9=6
X 101878n0dM (830139625 x 2421749705) ~ 2010390391952560625 427086680
=3
%2037561,0dM (427086680 x 427086680)  182403032233423400  18491[7350
X407512n0dM (184917350 x 184917350) 34194426331022500 864799135
X815024104M (864799135 x 864799135)  747877543896748225 2340178210
Fo=1
X815025m0dM (2340178210 x 29760696D)  696453322936341600 1397806095
|=2
% 163005¢1,0dM (1397806095 x 1397806095)  1953861879219149025 3080141940
X 326010004\ (3080141940 x 3080141940)  9487274370546963600 2053533270
X6520200n0dM (2053533270 x 2053533270)  4216998890996892900 2326786995
F9=0
%65202000dM 4216998890996892960 2326786995
=1
X1304040910dM | (2326786995 x 2326786995)  5413937720101130025 1701027820
X26080809n0dM | (1701027820 x 1701027820)  2893495644413952400 2013237725
X52161600n0dM | (2013237725 x 2013237725)  4053126137363175625 1416995150
FU=1
%521616030dM (1416995150 x 29760696D)  421707618926244000 2592698160
=0
X10432320200dM | (2592698160 x 2592698160)  6722083748867385600 2227692430
X208646404n0gM | (2227692430 x 2227692430)  4962613562679304900 1693762415
XA41729280810gM | (1693762415 x 1693762415)  2868831118466632225 1334514530
FO=0
% 4172928081 0dM 2868831118466632225 1334514530

Simulation results of the exponentiation function is depicted in figure 4.19. This figure shows
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a window of the computation of X "modM where X,Y and M are given in table IX .

Figure 4.19. Modular exponentiation simulation results.

"Serial out" signal corresponds to a serial-bit input of the modular multiplier coming from
serial-bit conversion, while "Mult" and "Output" are the partial multiplication and partial

exponentiation results respectively.

Signal "Cout"” indicates a Sn > M condition starting extra subtractions of the original
modulus. "Oper"” set signals is generated by the state machine for counting the number of
multiplications to be executed in each cycle and addressing a cache memory when F(1)=0.
From behavioural simulation results using the 0.6pum standard cell library, the execution cycle
delay time is at most 54 ns. So, a minimum clock period of 18ns was observed giving a
maximum clock frequency of 55 MHz using typical parameters.

Several simulations considering a reasonable number of inputs were done. In figure 4.20,

simulation results for a new calculation are presented.
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Figure 4.21. (a) Automatic placement (b) Final layout.

4.6. Experimental results

As mentioned in last chapter, from experimental results, the execution cycle delay time for a
single multiplication was about 42 ns, each execution cycles needs at most three clock cycles,
so it means that for a multiplier a maximum clock frequency of about 70 MHz was obtained.
However, considering all interconnection of the data path in the modular exponentiation

function, a reduction of clock frequency was verified obtaining a clock frequency of 55 MHz.

The architecture includes 8400 equivalent gates into an active area of 2.30 x 1.73 mm2,
giving a density of 2107 equivalent gates/mm®. The layout prototype shown in figure 4.22
presents block, soft block and placement class region mixed layout strategies. Design size is

limited by thel/O pad ring composed by 116 pads occupying an area of 4 x 3.9 mm’.

2| il

S 1| et S e s ¥ |
pasterrniskrpmnmmma bbb o o) qIHH_ Mmrrnr A=

il
hirrn o] “E' Mxiﬁﬁuﬂh&rl?&rﬂrm- TEri

Figure 4.22. Core of the cryptosystem layout.
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The average number of multiplications is given by n+[(n/d)-1][1-(1/2%)]+2%-d-2, where each
modular multiplication takes n execution cycles. So, a 32-bits modular exponentiation is
executed in average 44 multiplications each one using three clock periods. Each restoring
operation takes a half clock period and each subtraction operation takes one clock period.
Computing 32-bits modular exponentiation takes in average 2.3 Us with twelve cache memory

aCCCSSES.

In general a n-bits modular exponentiation will take in average :
n[n+[(n/d)-1][1-(1/2%)]+2%d-2] execution cycles.
Main characteristics of the modular exponentiation architecture are given in table XIV. The

generalised architecture can employ a n-operand adder module M realised using carry save
adders and tree structures to substitute a CPA array.

Table XIV. Architecture performance [32].

Modulus (M) 32 bits P> M > N1
Multiplicand (X) 32 bits (Bin)
Multiplier(Y) 32 hits (Bin)
Product n + 1 bits (X¥nodM)
Exponentiation time 1.4s

Active area size 2.30x 1.73 mm
Equivalent gates 8400
Frequency 55 MHz
1024 bit [seg] (average 73.6 x 106
Chip size onding pads 15.6 mn?.
Density of transistors 8.4 k/mn?.
Technology 0.6um-CMOS
Algorithm M-ary/Montgomery
Cache memory Eight words

4.7. State of the art

In the interests of cryptographic application, estimates should be given for the speed of
cryptographic operations such as RSA or Diffie-Hellman. The new designs are fast and
smaller than previous ones. In table XV, is contained some of RSA chips and their main
characteristics.

Table XV. State of the art of the cryptosystems [30].
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Chip RAM : Tech.: Fabric. | Clock n Algorithm
(um) (MHz) (bits)

ST16CF54 352 1.2 SGS 5 768 Montgomery
ST16KL74 608 1.2 SGS 5 1024 Montgomery|
SLE44C200 256 1.0 Siemens 5 540 Sedlak
P83C855 512 1.2 Philips 10 648 Quisquater
MC68HC5S 512 1.2 Motorola 5 1328 Quisquater
SCALPS 128 1.5 UCL 10 512 Montgomery
CY512i 768 15 Cylink 15 512 Massey/Omura
CRIPT ext. 1.2 CNET 25 1024 bit wise

In recent years, public-key cryptosystems has gained increasing attention from both

companies and end users who wish to use this technology to add security to a wide variety of
applications. One consequence of this trend has been the growing importance of public key
smart cards to store a user's private key and to provide a secure computing environment for

the private key operation.

Many chip manufacturers are therefore proposing ever better and faster implementations of
public key algorithms using dedicated crypto-coprocessors on their chips. The most widely
used smart cards with crypto-coprocessors are listed in table XVI. In this table we presents the
standard field size of such chips in terms of on-board memory sizes (RAM), operating voltage
and frequency, and the maximum public key size supported for RSA or DSA public modulus

and elliptic curves.

Table XVI. Technical characteristics of some Smart Cards Cryptoprocessors [31].

Name Manuf.| Max| RAM| Voltage | Clock Ext. ClockInt. Tech
H8/3111 Hitachi | 576 800B 3v & 5v 10Mhz 10Mhz Qud
H8/3112 Hitachi | 576 1312B 3v & 5v 10Mhz 10Mhz| 0.8um
H8/3113 Hitachi | 1024 1.5KB 3v & 5v 10Mhz 14Mhz (013)
T6N29 Toshiba| 1024 512B 3v & 5v Quén
T6N37 Toshiba| 1024 512B 3v & 5v
T6N39 Toshiba| 1024 512B 3v & 5v
T6N42 Toshiba| 2048 512B 3v & 5v
ST16CF54 SGS-Th 512 512B| 5v+10% 5Mhz 5Mhz
ST19CF68 SGS-Th 512 960B 3v;510% 10Mhz 10Mhz 0.6m
ST19KF16 SGS-Th| 1088 960B 3v510% 10Mhz 10Mhz 0.6m
P83W854 Philips | 2048 800B 2.7vto 5.5v 8Mhz - --—
P83W858 Philips | 2048 800B 2.7vto 5.5v 8Mhz - --—
P83W8516 Philips | 2048 23048 2.7vito 5.bv 8Mhz
P83W8532 Philips | 2048 23048 2.7vito 5.bv 8Mhz
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SMARTXA Philips | 2048 1.5/2K --- --- --- ---
SLE44CR80S Siemens 540 256B 3vto 5 7.5Mhz 7.5Mhz  p@.7
SLE66CX160S | Siemens 1100 1280B  2.7v to 5|5v 7.5Mhz 7.5Mhz 0.6
uPD789828 NEC 2048 1KB 1.8v to 5.5 5Mhz 40Mhz| 0.35um

Those chips are becoming bigger, more versatile faster and increasingly secure. The new
range of public key sizes for RSA or DSA is now generally up to 1024 bits and some chips
can even handle 2048-bit computation. Every architecture has its own optimizations for
computing modular multiplication and exponentiation, naturally the best internal architecture
of a co-processor relies strongly on the choice of modular multiplication algorithm. Table

XVII, lists the computation times (measured in ms) on different chips for different public key

algorithms.
Table XVII. Comparison of computation times [31].

Name Application H|H| S| S| s |PP|PP| S| S |H

8 8 T T T | 88|88 L L P

/ / 1 1 1 [33|33| E E | D

3 3 6 9 9 |wWw | ww| 4 6 7

1 1| c|c| K |[88|88]| 4 6 8

1 1 F F F |55|55| c | c | 9

1 3 5 6 1 |48 |13 R | X 8

4 8 6 62| 8 1 2
B 0 6 8
S| o

DES 64 bits | -] 10| | --| 10| 10/ 37 37 4
SHA 512bits | -] 152 82/ 82 100 5/ 56 5B 2
MDS 512 bits | | 12| | | -] ] 9 9| -
RSA 512 Sign with CRT 202 | 142 70 20 4% 3F 0 37 16
RSA 512 Sign without CRT| 514 649 389 195 55 140 93 420 110 |52
RSA 512 Verify | | 9| 45| 2| 22| 10/ 20 10B 2
RSA 768 Sign with CRT —| | 377 189 5Q 1825 88 250 124 52
RSA 768 Sign without CRT| ---| 210 - -4 165 385 220 -{- 437 1b4
RSA 768 Verify | --| 190| 100, 3| 36| 18 | 184 4
RSA 1024 | Sign with CRT —| | 800 400 110 250 160 450 230 100
RSA 1024 | Signwithout CRT| --| 480 -4 - 380 800 400 - 880 360
RSA 1024 | Verify | | 265| 150, 5| 50| 25 -4 24 7
RSA 2048 | Sign with CRT | | | -] 780 2180 1100 -+ 1475 750
RSA 2048 Sign without CRT —| 215 6.4s - L
RSA 2048 | Verify | —| | --| 100| 156 54| --| 268 45
DSA 512 Sign | | 163 84| 25/ 75 54 95 50 3L
DSA 512 Verify - | - | 283| 146| 40| 1194 82 176 9 70
DSA 768 Sign | -—| -] -] 50| 145 100 - - 57
DSA 768 Verify | | | | 80| 230| 145 --| --| 154
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DSA 1024 | Sign | | | --| 100 219 150 - 14B

DSA 1024 | Verify | | | --| 160| 355| 22§ .| 271 -
ECDSA 135] Sign —-| 185 18 -
ECDSA 135 Verify - | 360| 360 ---
ECDSA 255| Sign N I e e s e e
ECDSA 255 Verify - | -1 -] 380
Internal Clock Frequency (MHz)| 3.57 14 5 1P 10 Ind. Ind. 5 5 40

4.8. Conclusions.

An alternative and very general modular architecture has been proposed for performing
modular exponentiation based on a generalised square-multiply binary method and
Montgomery's algorithm using serial data. This implementation requires a smaller number of
modular multiplications than the well known binary method. The system consists of a serial

multiplier array coupled with a small size cache memory and some multiplexers.

Based on this architecture, it is possible to build an easily expandable RSA engine with an
average number of multiplications given by n+[(n/d)-1][1-{1#2°-d-2, where each modular
multiplication takesh execution cycles. The calculation time is estimated by considering the
number of average multiplications required for computing the exponentiation and the number
of clock cycles needed for each single multiplication execution cycle.

This implementation takes the one argument in serial bit, least significant bit first, and
produces the partial product in bit parallel form. The architecture has been presented and
verified and the efficiency of hardware implementation discussed. Due to its simple logic, the
proposed architecture presents a good performance. In general a n-bits modular

exponentiation will take in average: n[n+[(n/d)-1][1-@®]22°-d-2] execution cycles.

From experimental results we must conclude that at most an execution cycle of 54ns is
required using a clock cycle of 18ns. It means that the modular exponentiation system is
functional at a maximum frequency of 55 MHz. The whole process takes a time proportional
to the number of digits in X. The standard cell gates used to implement the modular multiplier
operate at a supply voltage of 5V. The architecture has the advantage that it is very simple,
allowing a cellular construction and is easily expandable to larger bit-widths. So, it can be

easily used in implementing cryptography systems to execute modular exponentiation of long
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word length numbers. It can be installed in some cellular phones which operate at about 15

MHz or into some smart cards.

The generalised architecture can employ a n-operand adder module M realised using carry
save adders where the longest path in the circuit from input to output involves only six gate
delays and tree structures to substitute a CPA array. The architecture has the advantage that it
is very simple, allowing a cellular construction and is easily expandable to larger bit-widths.
So, it can be easily used in implementing cryptography systems to execute modular

exponentiation of long word length numbers.

This architecture is fast because, first, the number of multiplications is reduced, and second
because steps for addition, shifting and eventually subtraction present a good performance,
leading to have a compact operator with n-bit-serial word. The system requires small amount
of hardware, it executes the exponentiation by using only selectors and carry save adders
which do not have carry propagation. So, this architecture allows speed-up the multiplication

function. The architecture can be installed in some cellular phones which operate at about 15

MHz or into a smart card which has available only 5x5°ranul operates at about 4MHz.
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5. Low Power GaAs Methodologies.

5.1 Introduction.

Super fast systems with sub-nanosecomgsle time, and multi-gigabit per second
telecommunicatiorsystems wer¢he motivations behind the developmenthafh speedvLSlI

circuits, where speed was the main constraint and power consumption wdsnitotgafactor.
As mentionedbefore, MOS is by far the most oftenused technology for VLSI circuits.
Currently, in order tabtain high speed andOS ICs high densityscaling methods anesed.
MOS technology becomes more competitive than other technol(if&s, 12L) whenscaling
process are applied. Scaling MOS technology shows lowest speed-power product.

However, whendevice miniaturisation iscontinued, the second order effects odevice
characteristics beconsgnificant, making it non-viable at eertain geometry. Additionally,
channel length reduction must be accompanied by a supply vottdgetion, causing a narrow
noise margin and high sensitivity to variations in the supply voltHge.mentionedirawbacks
in MOS sub-micron geometnyfor Ultra-High SpeedVLSI circuits lead toseek other
technologies to obtain faster devices whidn beused in designingnore sophisticated
systems.

Some cryptography applications ussellite communicatiowhere,high speed angrincipally
radiation tolerant integrated circuits are needed. Recently, advances in high speeudiiSI
and with the development of portable telecommunication amdtimedia systems,which
demand high clock frequency.

Considering mentioned reasons, GaAs technology becomes an excellent candljalesrtent
ultrahigh speed cryptographic applications. Gégc families are considered as attractive
alternative, if both high speed and radiatiolerance areequired. Today’s moderalectronic
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communicationsystems with aneedfor very high levels of performance consider GaAs
components. Howeveglthough GaAs logic families havgetter power-delay productthan
otherslogic families, theirpower consumption istill large. This inparticular prevents the
realisation of VLSI circuits in GaAs to be used in portable communication.

Smart cardsare plastic creditards containinduilt in electronics. Theyre widely used in
Europe,and are likely to become similarly pervasive in th8. Recently, some smart cards
have been also designed with BBmmunication representing a convergence of the RF ID and
smart carcconcepts. Irthe future, the convergence of RF ID and smeatds technologwvill
probably continue and these cards may graduakg over most monetariransactionsgreatly
reducing the need for card currency.

On the onehand, GaAs is one othe technologies more widelysed in RFcommunication
applications. On the othérand, cryptographic techniqueshowthat a VLSI circuit capable of
performing long wordlength (>256 bits) modutaultiplication atvery high speed must form
part of any high speetryptosystemThe encryption algorithms built into smarérds protect
them from unauthorised use, yet allow maigverways in whichthe owner may usethem in
place ofcash. So, @ompactcryptosystem design combined with a regalarhitecturenvhich
takes advantage of superior performance of GaAs technique attract much interest.

Due tolong wordlength modulomultiplication hasapplications in other secret communication
problems and other cryptographimethods, afunctional design of GaAs modular
exponentiatiorwould beavailablefor incorporationinto a variety of othesystemsthat will
attract outside interest.

Neverthelessthe smartcards usually havemall electricalcontacts so that theards reading
machine carprovide thenecessaryelectrical power, excessive power dissipatiocreate a
technical barrier for high integration on a single chip.

These consideration reveal the urgency of reducingotiveer dissipation in GaAmtegrated
circuits and more specifically in functions required for implementing cryptosystems.

In otherwords, a low powefGaAs cryptochipwould demonstratethe well-known potential
advantages of Gallium Arsenide VLSI technology and would be attngctivefor several high
speed cryptosystems applications. For that reasomently thecryptography systemare also
included into the market behaviour of GaAs digital integrated circuits.
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The developmenoth of efficient low-power GaAdogic cells and novetlesign strategies to
achievelow power consumptiorhave been latelystarted. Low PowerGallium Arsenide
technology, hasbeen proposed as aiable alternativewhich overcomes botthe MOS
limitations in Ultra-High Speed applications and significant standard GaAs power dissipation of

VLSI ICs.

This chapter idocused onthe reviewing ofGaAs technology to besed in designing low
power functional blocks of the cryptosystem. Besides, some pedeaction strategies will be
presentedThese strategies will be furthaesed forimplementingGaAs low power bymixing

mentioned approaches. Neverthelesthe GaAs foundry fix the technologyparameters,
reductions of the supply voltage level can be also done.

So, forimplementing dow power GaAs cryptosystem, low power Galésel structures for
typical logic levelfunctionslike flip flops, muxesfull adders, etc, must b&udied.In next
chapters, low power GaAgevel structures forintermediary memories argresented.
Additionally, a simple, but very power efficient logic style, the branch based logic for designing

full adders is discussed.

5.2 Gallium Arsenide Technology

Gallium Arsenide is a compound semiconduthat hasbeen widelyusedsince theate 1960
for microwave application and liglgmission. Itsdominance in the microwave area is still
retained. The use of GaAs MESFET for digital applications bega@4 with someelatively
high power, high speedSI divider circuits[1]. The technology developmeraser the years
have allowed to design integrated circuits which have been well characterised byshegus
and power levels comparable with silicon MOSFET.
To explore the potential of the GaAs technology, a direct comparison between GaAs and silicon
must be done. Considering the electrical properties of the two materials, asishbmmarised

in tablel,- is possible talefine briefly the advantages GaAs over silicon as a baseaterial

for Ultra-High integrated circuits implementation. In table |, representshe free electron

mass while I and N, are the acceptors and donors concentration respectively.

Table I. GaAs / Silicon Electrical Properties at 300°K [2].

Properties Units | GaAs | Silicon
Effective mass electron 0.063 np| 0.33mp
Effective mass hole 0.090 np| 0.16 my
Electron mobility (at My=10'" cm®) | cm®/v-s 6000 120d
Hole mobility (at N\=10"" crri®) cm2iv-s 350 480
Maximum electron drift velocity cm/s| gx 1P| 65 x 16
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Dielectric constant 13.4¢g 11.9¢q
Energy gap ev 1.42 1.12
Type of gap Direct Indirect]
Density of states in conduction banfi ¢y 5x 10| 3x10°
Density of states in valence band | ¢ 7x10° 1 x10”
Maximum resistivity Q-cm 10° 10°
Minority carrier life time sec 108| 2.5 x 103
Surface state density cm? 10% 10%°
Breakdown field kv/em | 4x10°m| 3x10

5.2.1. Band diagrams.

One of the mairmdvantage of GaAs over silicdar high speed FETsan beunderstood by
consideringthe energyband diagrams features. Gne one hand, GaAs is adirect gap
semiconductorthat means that the minimunenergy separation between the conduction band
minimum and valencdandmaximumoccurs athe same momentuky at the Brillouin zone
centres, azan beseen from figurel.1 (a). Onthe otherhand silicon is an indirect-gap
semiconductor due to its conduction band minimum is separated in momenturidreaience
band maximum figure 5.1 (b).

Th energy band structure of GaAs is responsible ofiitaes. Narrowand sharply valleys in
the band structure correspond to electrons withdtiective mass stateyhile wide andgentle
curvature valleys correspond to electrons with larger effective mass. Those charaletadistc
some desirable consequences for the electron transport such asnfobligy for low energy
electrons and appropriate velocity-electric field characteristics.
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Figure 5.1. Energy band structures of GaAs (a) and silicon (b) [3].

5.2.2. Electron mobility.
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Mobility depends upomroncentration of impurity and temperature and varies inversely with
electron effectivanass [2]. Ascan beseen fromtable |, for GaAsthe effectivemass ofthese
electrons is 0.063 times the mass of a free electronthBbreasonthe low energyelectrons in
GaAs show a higher mobility than the more energetic electrons.

From anelectrical point of viewthe principal advantage th&aAs has ovesilicon is that
mobility of electrons in GaAs is six ten times higher than isilicon. Thereforefransit times
as short as 15 - 10 picoseconds, corresponding to current gain-bandwidth prothetamnge
15 - 25 GHz can be obtained for GaAs transistors for typical gate lengths df.0.um. That
representghree to five times improvement over silicdevices. In figures.2, the mobility
values for bothelectrons and holefor each material as dunction of impurity atom
concentration are shown. Notice further that the hole mobility in GaAs is signifidessithan
that in silicon.

5.2.3. Velocity-Field Relation.

The band structure of GaAsnaterial leads to the velocity-electric field characteristic for
electronsshow infigure 5.3 and 5.4. The characteristic is obtaindgtirough simulation at
different values of donor concentration. In these figtinessame characteristits silicon are
given.
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Figure 5.2. Carrier mobility in GaAs and silicon [2].

In GaAs the electron velocity is a non linear function ofeleetricfield. The velocity in semi-

insulating GaAs reaches its peak value of aBo2tx 10 cm/s at approximately 3 kv/cm and
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decays to a saturation value of about 1.4 %ct/s. Thus, at a dopirigvel of 1 x 187 cnv3,
the electron drift mobility is quite high for a low electric field [4]. This provide low resistivity in
thin film layers and high electron velocity at low applied voltage. Nevertheless at hormal doping
levels the saturation drift velocity for GaAs and silicon are alraqstl,the saturation velocity

in GaAs is achieved at electrical fields about four times lower than in silicon.

Fig. 5.3. Steady state electron in GaAs/Si [5]. Fig. 5.4. Steady state electron in AsGa/Si [6].

5.2.4. Schottky Junction (Barrier heights).

The height of the depletion regiamnder the metal-semiconductor interface ksown as
Schottky junction. The height dfie depletion regiodepends upothe gatevoltage. Schottky
barrier diode is one of theigh performance componerdsailable inGaAs technology and is
extensively used in the design of GaAs circuits.

It may find application as a level-shifting elemerimited to forward bias operation
emphasising low series resistance and high junction capacitance. ltadbgran beused as
logic-switchingelementwhere both forward and reverse-bggeration areneeded,obtaining
low series resistance and low capacitance. Also, is often used by itself as fodioatd level
and logic shifting.

In opposition to siliconthe barrier height of the metal/GaAs junctifam a n-typedevice is
nearly independent of theork function of themetal thatform the junction. Forthat reason,
Schottky barrierscan be realised oGaAs with large variety oifmetals (eg. aluminium,

platinum, titanium) leading to high quality Schottky junctions veticellent ideallyfactors, see
table Il.

Table II. Barrier height in volts for various types of semiconductor [5].
Semicond: Type: Ag i Al { Au i Pt : TI i W

0.78% 0.72% 0.8¢ 0.90 0.50 0.9

Silicon n . 7
Silicon p 0.94 i 0.58i 0.34 0.61 0.4p
GaAs n 0.88 i 0.80i 0.90i 0.84 0.8(
GaAs p 0.63 i 0.42

5.2.5. Depletion heights and capacitance.

GaAs field effect transistor does not have any p-n junction around its drain and teoonioals
and therefore the interelectrode capacitance in a GaAs device is much smaller.

5.2.6. Current Flow Across a Schottky junction.

117



Since the current density J%), (2) inboth GaAs andVIOS device isproportional to the
electronvelocity, the amount of current available to chargedmscharge a particular load
capacitance in a GaAs device is three to five larger ansvitiehing speed is therefotkree to
five higher than in a silicon devisgith the samalimension, it means, witthe same channel
length, channel width and channel electron concentration. On thehathdfairly low reverse

currents are obtaineds(d 1 pA/cn?).

Js = qgnv = qnuE (1)
J=[RT2exp (- q@n/ KT][ exp (qv / nKT) -1] (2)

5.2.7. Resistivity.

Gallium Arsenide is capable of beiggown in a highresistivity form which iscalled as semi-
insulating GaAs. The semi-insulating property of GaAs material (resistivity in the rangé-of 10
10° Q-cm at room temperature) is another advanfagéigh performancedevices. It not only

minimises the parasitic capacitance for interconnections on the GaAs surface but also allows for
easy electrical isolation of multiple devices on a single substrate.

The low capacitancg@resented by an interconndice on aGaAs substratean be mucHhess
than that of an interconnect line on silicon, due tof#lae that silicon is fairlyconductive. This
is other reason why digital GaAs gates can switch faster than their bulk silicon counterparts.

5.2.8. Radiation resistance.

The nuclear radiation encountered in certain milieamg space environments and in the nuclear
industrial field is thanost demandingmbientwhich semiconductor devicese exposed. For
these type of applications (space and military), radiation hardness is a d¢sivgelkty. In the
study of radiation effects in semiconductor devices, several types of radiation, radiatiage
and semiconductor devices must @@nsidered.Electronic circuits are affected by several
radiation typessuch as neutrons, protongammarays, cosmic rays and electronsThese
radiation types induce three fundamental effects : displacement of atoms frotatticeisites,
ionisation of atoms and internal energy changes.

The two basic damage mechanism: displacement and ionisatiich result fromcumulative
exposure to fast neutrons, generate defects in the crystal lattice by displacing lattice constituents,
thus introducing additional energy states in the energy band gap. This effect is nefgligilwée
GaAs MESFET. Different experimental test data and theoretical analyses have demonstrated the
tolerance of GaAs discrete JFETs and MESFETs and planar integrated circuitseutiasts
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and ionising radiation both under transient aadhulative conditions. Outstanding totatlose
ionising radiation behaviour is attributedth® p-n junction or Schottky barriegate structure
which is free of charge build-uy]. In otherwords, GaAs is more radiation resistatfian
silicon due to the absence of gate oxide.

5.2.9. Reliability.

Traditionally, reliability has beenexpressed in terms dhilure rates and is théorm of
expressing reliability today. But, in GaAs technology the suppliers do not méasune rates
directly but a distribution of failurewhich are measured biife testing and characterising
distribution parametersihe lifetime and thespread ofthe distribution ardwo commonly
parameters whichre measuredsing highlyacceleratedest. The temperature is the primary
method used to accelerate the test.

Failure rate
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Figure 5.5. Improvements in GaAs MESFET Reliability compared to silicon [8].

As can be seen from the figure 5.5, GaAs reliability relative to silicon is growing because of the
lifetimes have exhibited improvemendser time at a rateapparentlysuperior to changes in
silicon technology.The evidence of the inherestperiority of MESFETs and gold-based
interconnects may be accepted before the 21st century.

Marginal improvements are generally made assalt of other changesuch as: process and
control improvements, design rulehanges, assemblgand packagingcontrol, electrical
measurementguard-bands,overall product maturity, changes in handling aslipping
procedures and changesapplicationconditions.The key tomake a changéward the next
generation of GaAs reliabilitfocus has tanove from measuring to controllinghe emphasis
must move to understanding and especially controdiexgh of the parametenghich determine
premature failures [8].
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Finally, the directband gap of GaAs allowesfficient radiative recombination of electrons and
holes allowing to usehe p-n junctions adight emitters and in consequence efficient
integration of electrical and optical functions can be achieved.

Additionally, because of its larger band gap, GaAs devices can operate over gemijaknature
range (from -200° to 200°).

Consideringthat remarkable advantageser silicon,much effort is being dedicated to the
development of GaAs ICs technologies. Therefore, GaAs technology matuhg/drocessing
of digital integrated circuits in ear§0’s wasequivalent to silicon technology maturity of the
mid 1970’s. Neverthelesshe expected higher performance @dAs compared with silicon
should be studied not only on the basis ofrttaerialproperties but also in terms thfe actual
logic gates and integrated circuitsplemented inGaAs technologies and their inhergrawer
dissipation.

5.3. A Dbrief review of GaAs Logic families.

There are several device choides high-speed GaA$Cs, eachwith certain advantages and
disadvantages. The most mature of these device technology is the depletion-mode FET (DFET).
This devicehas alarge current drive capacity per unit devigalth, contributing to its high

speed, low fan-out sensitivity and higher power dissipation.

Enhancement-mode FET (EFET) is another dewicieh is obtained by increasirthe pinch-

off voltage of the DFET. This device shows a low current and a low power dissipation. On the
other hand, when the Schottky barrierttod EFET is replacedith animplantedp-regionthat

forms a p-njunction for the gate,the result is a junctio®FET, known as E-JFET. Today,
GaAs MESFETare far more widelyisedthan GaAsJFETsbecause lower parasitic result in
superior high-frequency performance. Sevéogic GaAs familieswhich are based on the
mentioned devices have been proposed. The most popular approaches to high spdegicGaAs
circuits will be briefly mentioned.

The Buffered-FET Logic (BFL) [1] was developed by Hewlett PackartBird. This approach
used single and dual-gate FET as the switching transistors wétttiga loadand level shifting
diodes and a source follower in the output circuits, it represents the tpgefstr a reasonable
fan-outs, but dissipates the most power. The functigdhe$ource follower witHevel shifting
diodes consists in restorirthe required logic levels voltagés0.7V and to-Vth or below)
required by the inputs FETSs.
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Unbuffered FET Logic (UFL) [9], was obtained from design variations of BFL family. Using a
quite different circuit structure where the load driver source follower is omitteaew circuit
configuration consumes lepswer. Inthis casethe circuitshows higher sensitivity to high
fanout because there is no buffer between the switching transistor and the output node.

In order to reduce the BFL power consumption several approachs havprbpesed One of

them is the Capacitor Diode FET Logic (CDFL) [10] which add a Schottky diode in the voltage-
shift section ofthe circuit causingthat this section is alwayseversed-biasedlhe Schottky
diode acts as a capacitmoviding capacitivecoupling between stages through whibk high
frequency signal is transmitted.

Another approach to minimise araad power dissipation iknown asSchottky-Diode FET
Logic (SDFL) [11][12][13][14], proposed in 1978, usedsmall Schottky barrier switching
diodes as logic inputs and a single dril@®MESFET for output inversion and buffering This
approach dissipates about one-fiftle power ofthe BFL, however, it is slower bybout a
factor of two. This approach offers saving s in circuit area, since the logplsmentedusing
diodesthatoccupy a smallearea tharFETs. Both BFL and SDFLfamilies were extensively
employed for the design of depletion-mode GaAs integrated circuits.

Buffered Diode FET Logic (BDFL)[15], family resultedfrom some variations of SDF&uch

as buffered inputs. This configuration shows low input capacitance, buffered inputs and also no
dc current loading on the output. However, the configuration circuit, if not buffered is sensitive
to fanout.

Another GaAs FET logic approach developedl8vY7 andcalled DirectCoupled FETLogic

(DCFL) [16][17], is the most commortircuit design approach based on E-MESFETSs. In this
approach enhancement-mode rather depletion-mode FETs are used. Using this configuration no
level shifting is required. The main characteristithest thepower dissipatiortan bevery low.

Since enhancement -mode FETSs are used, thedagingsare much smaller thaior BFL and

are also less than SDFL. For this reason, material and processing requidgmenise severe

due to require strict uniformity control of the deviteeshold in dogic structure[18]. From a

static point of view, DCFL has very good fanout capability determined byethyelow leakage
currents. From a dynamic point of viethe switching speed of DCFL gates is reduced by the
gate capacitance loading of the output node.
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Additionally, the small width D-MESFETised inDCFL cause that theutput risetime of the
circuit with high fanout is slower.

Super Buffer FETLogic (SBFL) [19] use aguasi-complementary output driver in order to
improve the peak load current-static current ratio of D@hily. Due to the fact thaan-out
and capacity loadsensitivity forthe DCFL ishigh, the use ofthe output driver(superbuffer)
allow implement circuitsvith higher performance anldetter peak load current-static current
ratio. In figure 5.6, a SBFL three input NOR is shown.
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Figure 5.6. SBFL three input NOR Figure 5.7. SCFL Logic structure.

In order to overcome the limitations of FET threshold contr@@¥L, the Capacitor-Coupled
FET Logic or Source Coupled FET logic SCFL [20][21] was proposediffé&ential amplifier

and two follower buffers witldiode level shifters composethe inverterconfiguration. This

logic family has been used to design circuits which have demonstrated a wide révigente

to threshold voltage anghartial immunity to temperatuneariation. Figures.7 shows a SCFL
logic structure.

Some SCFLfamily characteristics make it suitadier implementinghigh speed, low power
circuits. First one, thgate-drain capacitance is small becauseadthen voltage at the ON state
may be higher than any other logic family design. Secondthe dischargeime of the
differential amplifier outputs is shorbecause thalischarging current is dominated by the
saturation current of thewitching transistorsAnother important characteristics th&CFL
shows a good fan-out capability. However, Source Folldwect Coupled FET LogicSCFL
family show unacceptable levels ofpower consumption for complex portable
telecommunication and multimedia systems applications.

All'logic families and in fact all GaAs MESFET logic familisus far reported, dissipastatic
power. Therefore, their performancetied to constant powedelay curves.Another important
characteristic of these logic families is that their logigng is determined by thevidth and
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length ratios of load and switchingETSs, limiting both gate fan-in and circuit densities.
Additionally, all thoselogic families are consumptive gfower and consequentihe scale
integration of circuits mad&om these gates ikmited by thepower budgetivided by the
power dissipation per gate.

Power Rail Logic [22] was proposed as a rlegic stylewhich offerssmaller areand lower
dissipation than DCFL while its speedaquite similar. Topologically the gate is identical to a
DCFL gate with an input signal that is used to control the poaeof thegate, a<an be seen
in figure 5.8. The style allows to break down to ground the remaining thatearenot used in
the information processing reducing the global power dissipation.
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Figure 5.8. PRL schematic. Figure 5.9. PCFL schematic.

A pseudo-Complementary FET logiPCFL) low powerfamily [23] uses acomplementary
signals to control the pull-up -and the pull-down networkghefgate. For this reasahe gate
delivers complementary outpudignals. Using this approachhe circuit itself must be
duplicated. The low threshold voltage of enhanced-mode transistors would limit the degradation
of the high logic level. This family allows design high speed GaAfgital systems with

reasonable power consumption. A PCFL schematic is depicted in figure 5.9.
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Figure 5.10. DPTL schematic. Figure5.11. Two TDFL inverters
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While static circuits in Gallium Arsenide MESFHE&chnology have been quite exhaustively
studied,dynamic circuits have been relativalyexplored. Only, aelatively low number of
dynamic GaAs logic circuitsvorks have beerreported.Dynamic logicgates topologies are
enough different fronstatic gates.Dynamic gates require a clock to perform combinational
logic. Additionally, dynamic gates can h®n ratioted, it meanghe logic levels are not

determined by length and width ratios of load and switching FETSs.

Differential Pass TransistoLogic (DPTL) [24] approach, which waslerived from DPTL
CMOS technology, has showreasonableéesults.DPTL GaAs technologyshows significant
advantages ispeed,areaand power consumption. Itgeration is similar to the NMOBass
element. As well as othgrass transistor approachs, GaABBTL makes extensiveise of
complementary input signals. A differential patsmentand a three inputor logic areshown

in figure 5.10.
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Figure 5.12 TTDL schematic. Figure 5.13. SPDL schematic.

Within the dynamic families Two-Phase Dynamic FET Ldgis] (TDFL - figure 5.11) shows
a configuration which is based on an extension of NMI®&amic circuittechniques. This
approach offersadvantages inpower dissipation but idimited to basic logic gate
implementations. Another drawback thie TDFL gate is that it isensitive to clockskew

andclock feed through problems which may result in errors in logic evaluation.

Trickle TransistorDynamic Logic (TTDL)[26] (figure 5.12) was proposed as aliernative

logic configuration. This approaalses a self-biased transistorcmmpensatéor leakageoss

and an external voltage reference to control the operation of diode inserted in the stagder

The performance of the logic gate using this configuration could be affected by variations in the
external voltage reference.
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Additionally, the necessitfor several suppliesomplicates thedesign. In order tmvercome
those limitations, Law [27] proposed in 1994 8plit PhaseDynamic Logic(SPDL - figure
5.13). Inthis new configuratiorthe diode controlledbuffer is replaced with a split phase

inverter eliminating also the external voltage reference.

However, there are several drawbacks associated with dynamictbatesed tsupply clock
signals to everygate in thecircuit. Also, dynamic circuits have a minimurtequency of
operation associated with the leakage of charge from isotaigels inthe circuit. Besides, two
factors degrade performance as chip complexiipaseased. First, higher percentage of the
chip area must be devoted to interconweicing andthe increased capacitive load on the logic
gatedegrades speed performance. Secdindts on the chip thermadlissipation restrict the
drive current available from each logic.

The gate delagaused by theapacitive loading of th&iring demand orthe logic gate is a
function of the current drive of the logigate, the logic swing and the averageviring
capacitance per cell. The fitsto factors depend upadhe type ofGaAs logicgateusedwhile
the third factor can be estimated as a function of gate count [28].

5.4. Available technologies.
The choice of a particular FET devifmg implementing integrated circuits is dependent on the
circuit performance requirements of the integrated cirauits the fabricatiorprocess of the

device. If the circuit requirements anggh speed and lowower, similar device characteristics
must be desirable. Table Il relates the circuit requirements and consequent device features.

Table IIl. Circuit and device requirements for Very High Speed and Low Power ICs [29].

Circuit requirements. : Device features.

Small logic voltage swing. i Very uniform threshold voltages for active devices.
Low Power.- 1/ 2 Q2

Low device and parasitic capacitance Low input capacitance devices.

i Semi-insulating substrate for low parasitic
High switching speeds with reasonable i Very high current gain bandwidth.
Fanout loading at low switching voltages Very high power bandwidth.

i Fast increase in transconductance above threshold|

Device electric characteristics.é Physical parameters.

High transconductance at control voltages High carrier mobilities.
Low above threshold. i
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Very uniform threshold voltages. i Very low threshold voltage sensitivity to horizonfal
i Geometry variations.
i Low threshold voltage sensitivity to vertical
i Geometry variations and doping variations.
Very low input capacitance. i Small geometries and low carrier storage effects
High current and power gain bandwidths. : High carrier mobilities and saturation velocities
i Small geometries.
i Good thermal design.

Considering device and physical features we can thatethe appropriateprocessselection is
strongly important. Avalidated technology intendetbr easy structuring andmproved
reliability featuring small sensitivity to temperatumad proceswariation isrequired. These
issues, as well as performance goals in terms of small area, low power and higarepasy
important for widespread industrial acceptance of GaAs technology.

Gallium Arsenide integrated circuits and systems require quite different design approaches from
these that are common gilicon. Systentlock speeds running a&everal Gigahertz medhat

every element of thesystem includingthe interconnectviring itself must be designed and
treated as a complex circuit element.

Although, in last years the technology was confronted with some problems and constraints, the
recent advances imaterialprocessing, fabricatioriesting and packaging have brought about

an environment whereby it isBow possible to design in this mediurklore number of
foundries providingGallium Arsenide fabrication ar@eow in operation such as:Vitesse
Semiconductor Corporation, Systems andProcess Engineering Corporation -SPEC,
Anadigics, TriQuint semiconductor, Motorola Inc. Additionally, many other computer
companies such as Digital Equipment Corporation, Compaq, Computer and others, are working
in partnership with GaAs vendors to develop devices for spatexhl bottleneckssuch agdata
encryption, errodetection and correction amadche control motivated bgemands placed by
ever-faster microprocessors [30]. All that, makes possible the realisation ofgeneration of
products with lower levels of power dissipation.

Digital GaAs emerged ahe startingmaterialfor integrated circuits with onenillion or more
transistors pechip. Particularly Vitesse semiconductdCorp. producessaAs ICsthat form
part of a supercomputerentral processing unitThese chipsuse fourlevels of metal and
contain more than 1.2 million of transistors [31]. HGaAs Il Vitesse process is dhe ofost
mainly usedtechnology in digitalGaAs applicationsThe Gallium Arseniddoundry “Vitesse
Semiconductor Corporatiorfias finished 1996 with sales of @billion of dollars, which
represents abo1% of growingrespect tdl995. This data isdue to thefact digital GaAs to
communication application [32].
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The GaAs competition inthose applications is up-market silicon bipolar technolcager
CMOS. TriQuint semiconductoinc, also makes GaAKCs for bothcomputers andligital to
communication application83]. In Europe, it is now siyear since théeuroGaAsinitiative
was launchedThat EC supported programmeas oriented to enhance the manufacturing
capability of thesevenmajor European GaAs componeminufacturers. Irtable 1V, the
progress and the impact on the world wide merchant market is shown.

Table IV. European GaAs Foundries - World wide merchant market [34]

Year. i World Wide European i Market share.
Sales Sales (million); (%)
(million)
1992 87 1.8 2
1993 100 6 6
1994 123 12.3 10
1995 208 28 14

The Vitesse H-GaAs Il technology is offered as an advanced process for the fabrication of high
performance GaAs VLSI digital circuits. Five levels of interconnectiorpeseided in order to
design low power dissipation and high speed at Heyels of integration, (morehan
1.000.000 active devices can be implemented).

The designers can use two versions of the H-GaAs Il prottesBrst oneusespolyamide as

the intermetalnsulator reducing the routingapacitancend leading faster loadeghte delays,

its maximum temperature operatiorl30° C. The second version, uses $i@s the intermetal
dielectric obtaining circuits that are ~20% slower but can operate over a wider temperature range
(~125° C).

Three active devices are available: an enhancement mode MESFET, a depletidnEBS6deT,
and a Schottky-barrietiode. The transistorsareused for switching and activeloads while
the Schottky barrier diodeare usedprimarily for level shifting. The minimum sized devices
have nominal gate lengths of 0.6 pum [35].

Additional, H-GaAs lll is a self-alignedrocess which reducédle effects okeries resistance.
VitesseH-GaAs Il allowsfive levels of interconnection wheid1l, M2 and M3 levels are
typically used for signal routingvhile M4 and M5 areused for power and grourulsses.
Circuits containing up to several thousand gates can be designed using a two version using only
9 mask layers.

Currently, GaAs VLSI manufacturing has more in common with silicon CMOS technology than
with earlierGaAs. However, fewer ste@se required to producaAs circuitry due to only
four masklevels are needed to define t@B@aAs transistor compared wiix for the silicon

117



device. A crossectional representation of a FET after completion of the fabricayice is
shown in figure 5.6.
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Figure 5.14. GaAs MESFET structure of Vitesse technology [35].

In table V, some MESFET model parameters of the Vitesse process are shown.

Table V. MESFET Model Parameters.
Device : Param.; Units; Slow: Typ.: Fast
Vo0 V' {0.35; 0.22{ 0.15
E-JFET: bsimax)i MA i 100 ; 180; 600
Rs Q <170
V1o | AIV2-0.63; -0.8% -1.0

Currently, in communications, arime use for high-performancdigital electronics is in the
interface to the optical-fibreunk lines of seriabatalinks. At this interface, digitised phone
conversations, e-mail, bank transactions amate are multiplexed into a single sertagh-
frequency data stream, converted into optical pulses and transmitted along optical fibre cable, an
application that is idedbr GaAsVLSI with its optical affinities. An important criterion of the
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device technology, but not the only criterion, is the gate delay at agovear. Infigure 5.7 is
shown the performance projection for some technologies.
Figure 5.15. Speed-Power Performance of Si. and GaAs ICs. [17].

In the area of the devicdsr handy phone an®CS/PCNapplication, GaASMESFETS,
HEMTs andHBTs have been actively investigated to hdeg voltage operation and low
power consumptionThe markethas started toexpand. Inthe field of the datgrocessing,
GaAs LSiIs have established its position for the highest speed logic in a computer system..

A GaAs device is becoming inevitably necesdarythe equipment we have tse indaily life
such as for communication, broadcasting dathprocessing. Irthe field of asupercomputer,
GaAs LSlishave beemused in high speedataprocessing anavill be used widely inthe near
future [36].

The design of power-efficient high performandmital electronics is a relativelgew area of
interest, driven bythe recenigrowth in battery-powered¢omputer basegbroducts. Power-
efficient design will play a key role in making these portapleducts feasibleBattery
technology is being improved, but it is unlikely that a dramatic solution tpa¥ver problem is
forth coming. This puts a seveonstraint on thepower that may beconsumed by these
devices.

Sinceelectricalpower is a physicajuantity and since it is converted iriteat in theresistive
switches and wires ahe physical device thorough understandinthe physical effects is
necessary. Focuses dne design for low power athe circuitand logiclevel, we must
determine the maimeasons of power dissipation atfte best form of overcoming those
problems: drawbacks adock frequency,delay and complex architectureBesides,some
strategies oriented to reduce the circuit activity or capagttyout sacrificing performance will
be briefly reviewed.

5.5. Low Power GaAs Strategies.

Four approacheare commonlyused toovercome the problem gfower dissipationdynamic
switching power due to charging/discharguigeuit capacitances, leakagarrents power from
reverse biased diodes and subthreshold conduction, gharits currentpower due tdinite
signal rise/fall times and static biasing power found in some typkgjiofstyles.Each topic is

briefly analysed.

5.5.1. Dynamic Switching Power.
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The principal requirements ¢iigh speed VLSI circuitare: a small featursize, high process
yield and extremelyow dynamic switchingenergy. Thidast characteristic becomes the most
important ofall. The dynamic switching energy or power-delay product, is the
minimum energythat a gate cadissipate during alock cycle. So, a powemdissipation for a
chip withNg gates with an average gate clocking frequéfcyill be:

P(chip) = 2 X Ng x F¢ X (Pg x tg) 3)

where: Ry ------ > Dynamic power dissipation

tg - > Clock period

Dynamic switching energy requirements for high speed VLSI are sgntere. Fothatreason,
in several technologies many efforts are being done to relmhea speed-power product. So,
technologies allowing combine high levels of integration with high speed perform@uery
attractive.

One possibility to accelerate thewitching isthe reduction of the maximum inplével, for
example by reduction of the input voltagege.Another possibility is to reduce tleapacitive
loads at the switches usisgnallertransistors widths. Ahird alternative is the optimisation of
the switch or the application of a new circuit concept.

The logic switching speeds and speed-power productshef FET gate are dramatically in
GaAs. For the same logic voltage swing, a GaAs MESFET would give aboutidhesshigher
switching speeds than silicon counterpart. The factor of switching reduction is approximately 1
/' N, where N is the number of loading gates.

From the point of view of dynamic switching, a larger gain in pawduction can be achieved
at the register transfer and higher design levels being the tais& adsignthe definition of the
clocking scheme and the datapath architecturegdéseggner’s freedorties in the utilisation of
parallelization, sequentialization and pipelining.

Power efficient state encoding is the consideration of state and state transition probabilities; the
number of transition can be reduced Uiing combinational circuit optimisation: technology
dependent and technology independent technicoesthe minimisation of thepower
consumption of combinational circuits. In many cases the power can be further redwstate by
reencoding or retiming, for that reason, several authors have used RNS notation to represent the
operands. Also power reduction is achieved by shutting down parts of the circuit
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5.5.2. Short-circuit current Power.

Second, the speed or for that matter the delay of this circuit type is unaffected by power supply
voltages down to aboutV, meaning thapower dissipatiortan be reduced without degrading
performance. Thigfact is consequential, for as featuresze are reduced in any VLSI
technology the external voltagesiust be reduced, otherwitiee electricfields internal to the
transistor will notremainbelow breakdown. Thifact will loom larger as VLSI featursizes
descend into the deep submicrometer range, below 0.5 pm. This is not possible @VifaSn
technology. INCMOS chips, a shrinking supplyoltage slows the signalunless offset by
shrinking transistors in successive generations of technology.

5.5.3. Leakage current Power.

Since the dynamipower consumption of aircuit is proportional toa CV2f, low power and
low voltage digitaldesign has to be performedsaveral levelsuch as architecturégic and
basiccell levels in order taminimise these threterms, capacitance, voltage aricequency.
However, activity must be also considered as wellths staticpower consumption due to
switching and leakage currents.

The basic physical mechanisfar subthreshold currenthat is thermionicemission/diffusion
over apotentialbarrier, isthe samdor both MOSFETs andMESFETs. Howeverdue to the
larger threshold voltage dipical MOSFETs compareavith threshold voltage of E-type
MESFET (0.7V vs 0.2V respectively) and the small logic low level obtained by CM@®Bre&
negative s - Vi is obtained in theoff statefor CMOS thanfor DCFL GaAs circuits.
Therefore the observed drain current the off state is five tosix orders ofmagnitude larger
than that of the MOSFETSs. This implies that the subthredbalédgecurrents easily dominates
circuit operation. Orthe otherhand, due to theSchottky barrier inthe gate electrode of the
MESFET, leakage current flows into the gate.

Low standby power consumption wiilmpact inpower/sleep down modesd their wake up
latency, higher Vt for process tminimise thetransistorleakagecurrents atthe expense of
reduced speed and possible constréamt lower system speedare also some proposed
techniquesThe maingoals of such design methodee the activity reduction as well as the
capacitanceand leakageurrents reductionHowever, supplyvoltage reduction is the most
effective way to save power.

5.5.4. Static biasing Power.
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Considering that in the electric field regime of belowW\t&m, electrons in GaAs move at three

to five times the velocity of electrons gilicon. Thisadvantage will be most apparent in low
voltage applicationsThe power consumption ofligital integratedcircuits, such as logic,
memories and digital signal processors, is directly proportiortaetequare of supply voltage.

The supply voltage squarely influences the dynamic power consumption and for this reason it is
obvious to look forthe lowest possible supply voltage. Therefore, reducing supply voltages,
the power consumption of digital electronics is strongly reduced .

In summary the characteristics of a power-efficispstem as: asmall area, low voltage
operation, high code density, flexible clocking ajmbds design toolgrealso very important
factors to achieve power reduction.

Low power reduction can be achieved minimising activégd capacitance in digital logic
modules as well as in optimisditraries. The low power optimisation criteriamust bewell
specified, since the adequate and relegahitions,circuit techniques osoftware toolscan be

very different. It meangyptimised design of architectures aralls ismandatory, but it is not
necessarily the case that the optimum organis&bioperformance is the same as the optimum
organisation for power-efficiencyrirst one, involves techniques to redudbe dissipated
power based on the technology used, like as device scaling or variations of the supply voltage.

Anotherone, consider different strategies or desigfyle, e.g., static versusdynamiclogic,
synchronous versus asynchronous circuits. Also are included the architectural conception which
reduce the global power consumption of the system optimising critical paths or applying several
pipelinestages. This approacbontains different techniqudsr reducing power consumption

by means of improving the underlying algorithmhkich looking forthe optimisation of the
computation complexity.

5.5.5. Asynchronous design.

Since clocked circuitgvaste power bylocking all parts ofthe chip whether or not they are
doing useful work, recently nealternatives to fullysynchronouslectronic circuits have been
studied. Thosealternatives areknown as asynchronous circuits. Beveral applications

asynchronous circuits are more power-efficient than their clocked equivalents.

Additionally, clocked design assumeglobal synchrony, and any deviation from this
assumption must be compensated by margins wégah clockcycle, reducinghe circuit's
performance. On high-performance chips the clock drivers are also responsibigiaficant
proportion of the total power consumption.
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Although gated clocks can reduce thastagethey are generallpnly practical at a coarse
granularity. Besides, simple clocked design requires the same clock to be appliquhtts of
the circuit, but its frequencygan only be optimisedor one function.So, many parts of the
circuit must operate at a higher frequency thamesessary, wasting power. Asynchronous
circuits, onthe otherhand,are inherently datariven and areactive only when doing useful
work. Parts othe circuit that receivéess data will automatically operate atleawer average
frequency. So, lowaverage consumption witlmpact on reduction of overall power
consumption will be achieved.

The basic idea behind low-power processor, coprocessors or memories is tatheduamber
of basic steps andclock cyclesfor the execution of a givemask. In addition to these
architectural issues, important power savings are obtained by lowering the supply voltage.

In next chapters some low power consideratiwitisbe taken into account tdesign,fabricate

and test a high speed alwmv power Gallium Arsenideprototypes, exploring new low power
GaAs approaches. Mainly, two functional blocks used in performing modular exponentiation at
very high speed. The significance of the wbes in the combination of aew architecture for
accelerating modular exponentiation and low power GaAs design strategies.

All aspects of desigfor low power in GaAs based systems ranging from prosessiology

over circuit techniques up to architectus@dd systems desigare consideredLike as CMOS
technology, a decreasing power dissipation per logic function has become as primary concern in
virtually all GaAs chips designed today.
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6. A Low Power Two-Single Port GaAs Memory Cell.

6.1. Introduction

The second great functional block of the exponentiation system when implemented in GaAs
technologie responsible of a considerable power consumption would be the cache RAM. In this
chapter a new low power and high speed GaAs memory cell is presented. The cell memory was

conceived to be used in small size cache memory.

Due to a great demand for low power and high speed digital system, low power GaAs LSI
technology is becoming an important and growing area of electronics. In particular, GaAs
SRAM is an area of this technology in which considerable attention has been focused [1][2][3].
For GaAs SRAMs there has been also a strong requirement for low power. For that reason, in
early days, GaAs SRAM development has been focused on low power applications, especially

with very low standby and data retention power.

Much effort has been dedicated to the development of GaAs SRAMs and some remarkable
progress in power reduction [4][5], performance [6][7], radiation [8][9] and temperature [10]
tolerance have been obtained. Nowadays, more emphasis has been placed on low-power, high-
speed rather than large memory capacity, primarily led by cache applications in high speed
microprocessors. Consequently, some of currently developed GaAs MESFET static memories
are restricted to small static memories [11][12]. Several high-speed on-line GaAs memories are
being designed to be applied to high-speed GaAs microprocessors which use small amount of
memory on-chip in order to exploit the hierarchical high-speed memory benefits.

Six transistors conventional memory cell usually has been used to implement static RAM,
however this cell presents important limitations to implement GaAs SRAM structures. On the
one hand, high speed GaAs direct coupled conventional cell configuration require high power
consumption. On the other hand, as is shown in figure 6.1, there are some additional problems

in using that conventional cell. First one, when the word line level is "high", the low and high
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nodes of the cell become capacitevely coupled to the bit lines (i). Current is also injected into the
cell through the direct-biased gate-source diode of the access transistor (ii), causing one of the
more important mechanism that can generate destructive readout which is itself an strong yield
limiting factor for GaAs SRAMs.

BL BLN

(iii)
Leakage

Word line

Word line

Figure 6.1. Conventional memory cell limitations.

In addition, MESFET leakage current flows through the "low" node from the bit line in non
selected cells, then the number of memory cells and the combination of the stored data in each
column define the sum of the leakage currents per bit line and not only the leakage currents in
the individual access transistor (iii). Moreover, a reduction of the "high" internal node level can
be caused by the increase both of the drain to source leakage current in the driver enhancement
FET and of the Schottky current from the gate to the source in the driver enhancement FET in

the succeeding stage (iv).

Due to the temperature variation, the bit-line potential, a stability of the memory cell and in
consequence the circuit operation of GaAs SRAM are strongly affected by the leakage current
increment in the access transistors of memory cells.

Several authors have proposed diode or ground shifting techniques to reverse bias the non
selected access MESFET [7][8][10][12], in order to limit the leakage current flowing through
the transistor. Other have applied built-in redundancy [2] or current mirror techniques [13][14]
to GaAs SRAM [11], but additional control logic or several voltage levels are required
increasing the complexity and the access time. As is known, there should preferred be only one

supply voltage to minimise the access time.
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Recent exploratory achievements in the movement toward low voltage operation seemingly give
promise of future improvements. Low voltage operation has already been one of the most
important design issues for integrated circuits, since it is essential not only to further reduce

power dissipation, but also to ensure reliability for miniaturised devices.

In this chapter the characteristics of an experimental and novel low power high-speed GaAs
Two-Single Port static memory cell [15] which allows significant power dissipation reduction
by reducing both its operating voltage and leakage current flow are discussed. The memory cell
has been implemented using a mix of several techniques already published in order to
overcome some of their principal drawbacks related to ground shifting, destructive readout and

leakage current effects.

The cell size is 36 x 37 ym? using a 0.6 ym GaAs MESFET technology. An experimental 32
word x 32 bit array has been designed. From simulation results, an address access time of 1ns

has been obtained.

A small 8 words x 4 bits protoype was fabricated. The cell can be operated at the single supply
voltage from 1V up to 2V. The evaluation is provided according to the functionality and power
dissipation. Measured results show a total current consumption of 14 pA/cell when operated at
1V.

Good performance and operational margin over a reasonable temperature range are its principal
features. The final 1 kbit SRAM array can be used in high speed systems with sub 2 ns on-
line memories requirements. The cell structure, its operation and some experimental results are

presented.

6.2. Memory cell design

GaAs digital systems can suffer from several technology related-problems, and RAM memory
cells are obviously included. Therefore, the design of the memory cell must be taken into
consideration that technology-related issues during the architectural conception phase. The
usual design criteria of a static random access memory are density, power consumption and
read and write access time. To minimise power dissipation, from point of view of the cell, the
leakage currents and operating voltage must be reduced. Leakage current reduction is obtained
back biasing the Schottky diodes of the cell rows which are idle at a given time to minimize the

Schottky diode currents. So, not significant Schotkky diodes current would be drawn.
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From point of view of the decoding and addressing blocks as well as sense amplifier must be
disconnected from the supply voltage during its standby state. In order to minimise the access
time, the pull-up and pull-down delays of the circuits should be small, as was mentioned, there
should preferred be only one supply voltage. All mentioned criteria design are considered in the
new cell configuration. The schematic of the proposed high-speed new cell is shown in Figure
6.2 [15].

VDD

Bit write line Z% Bit read line

o

Read word line
Write word line

Figure 6.2. New cell diagram.

The cell consists of four enhancement MESFETsS, two depletion MESFETs and two diodes.
Source-gate back biasing in the depletion transistors M/ and M2 are used as sub threshold
current reduction circuit in order to reduce the power dissipation of the cell [16]. The back
biasing is obtained using DI and D2 diodes. The depletion transistor and diode combination
acts as a weak pull-up current supply and must be designed considering the pull-up time
requirements, power reduction and the necessary current to compensate the sub-threshold
leakage and Schottky currents through the enhancement devices in order to keep the high level
in the respective node. The pull-up delay time is defined as the time elapsed when the output
voltage reaches some fraction of its steady sate value. From (eq. I ), we can observe that the
pull-up delay is proportional to the ratio Wp / WEg. So, to reduce the pull-up delay that ratio

must be large.

The weak current source formed by M1-D1 must provide a quite larger equivalent current than
the M4 and M6 gate to source and gate to drain Schottky inverse currents plus M3 source to
drain sub threshold current. On the other hand, the weak currents source formed by M2-D2
must provide a quite larger equivalent current than the M5 and M4 sub threshold currents (eq.
2) plus M3 gate Schottky currents (eq. 3 ) .
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All currents depend on the transistor sizes and their biasing voltages. So, a transistor saturation
region current (eq. 4 ) and both direct and reverse diode Schottky current expressions must be

considered. The voltages variables in next equations {U,Uds} are normalised by thermal

voltage.

tou =1 (Wp/ WE) (1)
Lsup = C1.W.ny(1- ¢ YdsyL )
Isn = W.L(C2.eYds) Y 3)
Ids = B.(Vgs - V)21 + AVg)ianh(aVgs) 4)

where Cl1=2.Lg.q.Dn and C2 =q.Np.V
Wp = channel width depletion transistor.

WEg = channel width enhancement transistor.
ny- equilibrium minority carrier concentration;

Lp - the extrinsic Debye length;

Dn - the diffusion constant;

Np - the doping concentration;

V depends both drift and diffusion velocities.
The latch formed by the cross-coupled transistors M3 and M4, provides a robust storage
element with reduced static power dissipation. Transistor M5 implement one write-only port,

while transistor M6 acts as read-only port.

The operation of the cell is straightforward. The read and write cycles occur on opposite phases
of a system clock. The write cycle begin on the rising edge of the clock and the read cycle on
the falling edge. The cell mixes the advantages of the conventional and full current mirror cells

overcoming some of their drawbacks.

6.2.1. Read operation

In order to reduce the power consumption of the non selected cells, the following reading
mechanism is used. The cell is read by pulling down the read word line which is maintained at
1V before the read cycle. The word line for selected row is lowered to OV, while the word lines
of the remaining non selected rows are held at 1V. So, it does not make any difference if the
stored data into the internal node Q, corresponds either a low or high logic levels. M6 transistor

Schottky diodes will be always back biased.

145



In conventional cell during read operation, when the word line level is "low" and the memory
cell store "low" data, it should be noted that the leakage currents flows through the access pass
transistor, due to the bit line level being at higher potential, and as the number of cells attached
to a column is increased, leakage currents through non selected access transistor can overwhelm

the active current of the selected cell [17].

In this configuration the gate-drain and gate-source diodes of the M6 access transistors of non
selected cells are reversed biased appearing as additional capacitance to the storage node
overcoming the mentioned conventional cell problem. This capacitive coupling from the read
word lines is less than that in conventional cell. On the other hand, the access transistor of the
selected cell cannot inject current into the storage nodes causing a non destructive read

operation.

If the cell stores a low value at Q, not significant currents appear through access transistor and
the precharged bit line value is held. In this case, precharge operation not only speeds up the
read access reading operation of high logic level, but also eliminates the possible charges

accumulated on the bit line.

Contrary to high level reading operation, if the cell stores a high value at the internal node Qg
(low in Q) and the read word line is lowered to OV, a saturation current flows through M6
transistor pulling down the bit read line which must be precharged at 1V before each read

operation.

This reading mechanism occupies a significant portion of the total time, due to the fact that the
amount of drain-to-source current is determined by its drain-to-source and gate-to-source
voltages, a reduction of 9% in the voltage values generates a reduction of 30% in the drain
current. On the other hand, the MESFET drain current also varies with channel width (W), thus
it i1s possible to avoid an excessive diminution of the drain current by manipulating the

parameter W.

Because the read operation is made in single-ended mode and due to both operating voltage
reduction and reverse bias of depletion transistor, we can observe a pull-up delay measured
from node Qg slower than that in Q; As was mentioned before, the pull-up delay reduction is
achieved by increasing the ratio (Wp; WEg). Nevertheless, the current consumption of the cell
will be increased as the ratio is increased. This is confirmed in figure 6.3 (a) and 6.3(b) in
which the computed results of the pull-up delay and the current consumption for different

values of the ratio are shown.
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Figure 6.3. Pull-up delay (a) and cell power dissipation (b) for different W ratios.

It is seen that the pull-up delay is not a strong sensitive function of the ratio (Wp; WEg);

however some trade-off will have to be made. In recently GaAs applications, an ultrahigh-
speed circuit combined with low power strategies is becoming the principal concern. Extra
access transistors are added in order to increase the power-delay product [18]. For pull-down
delay of the cell, any problem can be present. Unlike the conventional cell, the M6 access

transistor can be dimensioned independently of the driver transistor.

6.2.2. Write operation

The write operation is similar to that in a conventional six-transistor cell; data are placed on the
bit write line, and the write word line is raised; the cross-coupled transistors force the internal
nodes to change to appropriated voltage levels maintaining the state of the cell. In order to
obtain a high speed write operation, the access transistor M5 must be dimensioned respect to

M3 pull down transistor.

Usually, a ratio of M3 = 3M5 is required. To write a low level, the low voltage bit line is

connected through one of the pass transistors to a cell storage node pulling that storage node
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low and causing the opposite cell storage node to be driven high. In order to write a high level it
must be guarantee that, Vg = Vi + Vry if VgL > Vi, where Vg is a gate voltage of access

transistor, Vg, is a bit line voltage level and V1y is the threshold voltage, Vi would be the

internal storage node. Using the mentioned voltage levels the write operation is reliable.

Reading data from the cell involves discharging the bit read line through a M6 access transistor.
Transferring data from the bit write line to the cell involves discharging the storage node
through a M5 pass transistor. The resistance of the channel of a transistor is a non linear

function of the drain source voltage and is given in the region of operation by:
rds = [ dVgy/ dlg] | Vgs=cte &)
So, neglecting the term (1+AVds) in (4) the expression would be:

rdgs = cosh?(aVgs) / B.o.. (Vgs - V)2 (6)

As the voltage drop across rqg is reduced, a lower channel resistance is obtained. For cell
currents between 10 and 20 uA, this writing mechanism allow faster write times than writing
mechanism used in full mirror cells. Unlike the reported full current mirror cell [4], where the
gain in speed of the cell could be a deceptive since the output bit line capacitor must discharge
through a number of series connected diodes making the pull-down delay too large, in this
configuration no multiple diodes are present in writing process. Besides, the cell grounds not
must be driven causing that less control circuitry would be required. In this new cell, only a
single voltage of 1V is used, but can also be operated at 2V. In general, the memory cell

designed presents good stability and access speed.
The noise margins of the MESFET cell using both typical and slow parameters are shown in

figure 6.4. The noise margins were obtained superimposing the simulated transfer curves

during the read operation . The maximum square noise margin definition [19] was used.
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Figure 6.4. Noise margin.

6.3. Basic circuit

To analyse the stability of the memory cell HSPICE simulations were carried out. The circuit
includes a 32-word x 32-bits memory array, the bit line precharge scheme, I/O circuitry and the

sense amplifier. Figure 6.5 shows the 1 kbit RAM block diagram.

The delay time from the address input to the word line is called word-line selection time [20]
and is responsible for a large part of the access time. In order to reduce this selection time the

following method was applied for the row selection circuit.

A 1 kbit memory array is divided into four 8 x 32 blocks and the address signals are categorised
into two groups. The first group (S4, S3), is used for block selection, while the second group
(S2, S1, So) is used for row selection. A hierarchical block decoding method [21] uses power
rail logic [22] decoders in order to reduce their power dissipation; when one block has been
selected, the remaining three row decoders are disactivated because their power rail control

lines are brought down to ground, forcing their unused outputs low.

It is an important technological requirement to reduce the word line RC delay and the array
current for preventing the lowering of the high level [23]. Using the above method, a
significant reduction in both delay time and power consumption is achieved. As the temperature
increases, the high level decreases by the parasitic Schottky diodes in the decoder circuit. The
operational margin for the temperature is also improved by this power rail decoding method. To
reduce the transient time of the data line signal in read operation, column sense amplifiers were

used in each column.

The output stage consists of a register that regenerates and stores the output sense amplifier
voltage levels, providing a good fanout and noise margin characteristics. The register limit the

output high voltage at 0.7 V to satisfy the input voltage requirements of the driven circuitry.
6.4. Sense amplifier

A PRL [22] sense amplifier to achieve lower consumption during no reading operation is
proposed. The sense amplifier shown in figure 6.6, consists of a SBFL inverter and two cross-

coupled PRL NOR gates. When a read operation is started, the read signal is buffered through
the SBFL inverter supplying the power rail of NOR SR latch.
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The two cross-coupled transistors M4 and M5 avoid charge leakage on the uncharged internal
node. This scheme provide a positive feedback which allow to switch rapidly when a small
voltage differences are sensed between the output nodes.

Figure 6.5. Block Diagram.

(INO - IN31)

— > RMW Input registers
1]
(S4,50) |
— H>H—% Memory amay
-
%
PRL Row Decoders Sense amplifier

Output registers

(OUTO - OUT31)

Direct and complementary bit read line signals are connected to M6 and M3 MESFET’s
respectively. Since only a single read bit line is required for each memory cell, an inverter is
used with the PRL NOR cross-coupled amplifier to generate the complementary signal for the
sense operation. The global access time becomes dependent on the threshold level of that

inverter. This is the weak point of the sense amplifier configuration used.

The internal voltage levels are then buffered by the push-pull output driver of the sense
amplifier offering a suitable fanout capability and furnishing the appropriated voltage levels. All
of the logic functions were designed in the Vitesse semiconductor 0.6 pm process.
Representative HSPICE MESFET model parameters are listed in table I.
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Figure 6.6. PRL sense amplifier.

Table I. MESFET Model Parameters

Param. { Units E-JFET { D-JFET
V1o \Y% 0.24 -0.80
Beta mA/V2 2.91 2.32

Alfa i Q-mm 6.53 3.5

Lambda v-1 0.072 0.050
Gps ! ms/mm 14.5 27.0
Rg i Q-mm 0.83 0.59
Rp { Q-mm 0.83 0.59

6.5. Simulation results.

The cell area is 36 x 37 ym? using eight transistors. In figure 6.7, 1 kbit chip layout used for
postsimulation analysis is presented. From HSPICE simulation results the total cell read/write
access times were found to be 760 ps and 150 ps, respectively. An active current of 20-uA (at
1Ghz) was obtained. Using this memory cell, the memory array can accommodate 32 cells in a
single column. Simulations were done considering arrays with only 32 cells per row and 32 cell
per column. The column circuitry of this SRAM include input/output registers and sense

amplifiers.

A global write and read access time of 1 ns was measured from the input to the output buffers.
The single-ended mode read operation cause that the read access time be longer than the write
access time because of the regeneration process necessary to magnify the small bit line voltage
difference to full voltage swing. However significant reduction in a global access time has been

observed.
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Figure 6.7. 1 kbit layout.

A summary of the memory cell performance (from simulation results) is given in table II. In

table III, a comparison between the new cell and some of the reported cells is presented.

Table II. Memory cell performance

Technology 0.6 um - GaAs
Chip Organisation i 32-word x 32-bit, 2-port
Memory Cell Size 35.9 x 36.9 ym?
Access Time 1 ns

Min. Write Pulse 150 ps

Power Supply 1v

Core Power Dissipation 20.5mW

Cell Current 20 A

Read Time 760 ps

Table III. Memory Cells Comparison

Cell :SRAM:Access: Tech. :Power: Size
Tse [2] I6KB : 7.5ns § - P 1w { 33x34
Cha [4]i 1KB i 23ns i0.6 umi 0.8 w | 18x20
Fie [5]i 4KB i 36ns i 1.0 ymi 19w i -
Mat [6]i I6KB i 5ns :0.7 umi 2w i 36x23
Mat [7]i I6KB i 7ns 0.7 umi 2.1 w i 36x23
Mak [11]i 4KB i 7ns i1.0 umi0.85 wi 35x29
Law [17]i 1KB { 25ns i 1.0 umi 0.5 w | 26x31
Ber [24]i 1 KB Ins 0.6 ym{0.15 wi 36x37
High speed and stable operation was accomplished for a temperature range between 5 and 70°C

when operated at 1V. In figure 6.8, the address input and data output wave form for a write (a)

and read (b) cycle of the memory cell are shown.
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Figure 6.9 shows the address input and data output wave form for a read and write cycle
considering parametric variations (worst case parameters) and operating at 1V. A range the
temperature between 20 - 60°C was also considered.
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Figure. 6.8. Write (a) and Read (b) operations - Wave forms.
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Figure. 6.9. Fully pipelined read/write timing diagram using slow parameters.

6.5.1. Worst case

For all the non selected cells, the Read word line voltage is set to 1V with an exception of one
active cell for which the voltage on the Read line should be zero. If the voltage in all the internal
nodes of the cells (Qq) is high i.e. VQg = 0.7V, then all the M6 transistors in the non selected

cells (31 in total) are operating in the inversion regime with their source node connected to the
bit Read line. They are working as Source followers while the M6 transistors of the active cell
is operating in normal mode and should discharge the bit Read line. This operating condition
correspond to a worst case. In figure 6.10, simulation results show the read/write timing
diagram of the SRAM when fully pipelined [25][26] considering worst case mode operation at
1V. The dependence of the address access time with the temperature is also shown, a range of
temperature between 5 - 70° was considered. Write and read consecutive operations for cells

attached to two differents column are shown.
6.6. Experimental results.

To demonstrate the performance of the cell a 8-words x 4-bits prototype was fabricated using

Vitesse III - GaAs technology. A die photo of this experimental circuit is shown in Figure 6.11.

The layout of prototype, including bonding pads, occupies an area of 1.15 mm?2. The test chip
was tested at a power supply voltage of 1V and 2V.
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Figure. 6.10. Worst case operating conditions.

First, a simple functional tests at different frequencies were done. A GENRAD LV500 test
equipment was used. Figure 6.12, is an oscillograph screen illustrating the functional testing

results as well as some internal waveforms using a supply voltage of 1V.

Figure 6.11. Test chip microphoto [27].
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Figure 6.12. Functional testing results.

The test chip was designed using two separate supplies for the cell array core and the control
part. Thus, the core was found to be operational over a range of power supply voltages of 1V
and 2V. Similarly, the cell was found to operate properly for sense amplifier supplies ranging
from 1V to 2V. Five prototypes were tested. The current consumption per cell can be inferred,
obtaining 14 uA/cell at 1V. This result is 30% lower than results obtained through simulation.
In table IV, the standby current consumption of the core is shown for supply voltages of 1V
and 2V.
Table IV. Core current consumption [mA].

Supply i Chipl i Chip2 i Chip3 i Chip4 | Chip5
IV 1027 {032 % 0.16 { 033 i 0.15
2V i 038 i 048 i 048 i 049 i 0.36

In table V, the current consumption of the control part is shown. This current includes the clock
and output drivers, the sense amplifiers, I/O registers and the pads. As can be seen the power
saving in the control part is not much more significant, using another technique for addressing
and decoding recently published [28], more significant power consumption reduction could be

achieved.

Table V. Control part current consumption [mA].
Supply i Chipl i Chip2 i Chip3 i Chip4 | Chip5

v i 257 254 & 264 | 262 i 24.8

2V i 40.2 385 i 41.6 | 41.0 i 39.7

Due to the test equipment features, the read and write signals could not be synchronised with
the clock signal causing the additional delays. Figures 6.13 (a) and 6.13 (b) show the time scale

of transients produced in the sense amplifier outputs for each logic level in reading operations.
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Figure 6.13. Sense amplifier outputs.

6.7. Conclusions.

A novel low power memory cell structure [29] has been developed to implement static RAM in
GaAs technology. The new cell present low power dissipation and high operating speed. The
RAM was designed and a test chip fabricated using Vitesse III - GaAs technology.
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With the improvement of the structure an address access time of Ins with a cell power
dissipation of 14 pA/cell has been obtained. The RAM operates at only supply voltage of 1V up
to 2V. This RAM can be easily used in implementing high-speed cache memory systems with

sub 2 ns on-line memories requirements.
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7. A Low-Power GaAs Asynchronous Logic.

7.1. Introduction

As it has been presented in the previous chaptersull addercell is one of thefunctionsthat

is used with greater recurrence in the architecture of the exponensiasiam. It is possible to

see it both in the CSA or CPA adjustment. Similarly this operator is used into the control part of
the multiplier as well as in the one of the global system. It is also uskd implementation of

the substractor. Fothesereasons strategiesfor reducingthe power consumption irthe full
adders implementation using asynchronous topologies were researchedchapkes we will
analize two differents approachs.

In digital circuits, GaAs haseen investigated sincé0's, but because of thdigh static
consumption, it has natached similar CMOSvidespreaduse. GaAs synchronougligital
circuit associatedvorrisomes, such astatic power dissipation,clock skew and signal
synchronization are the greatésirriers to overcome ithe face of increasingoth operation
speed and design complexity.

Neverthelessbeing particularlyfast, GaAs technology is becomirgpod candidatefor global
clock free design (asynchronous design). Due to, asynchrairougs do not require elock

to governthe timing of statechangesnot havingskew and signal synchronization problems
[1], the use of self-timed differentialstructures haseen proposed as a way tavoid the
discussed troubles [2][3].

Currently, GaAs asynchronous design starts to be considered, due to it is possible to avoid high
clock distribution troubles anstaticcurrents in unused parts tife circuit[4][5][6]. Of this
form, asynchronouapproach avoidthe precharge and discharge of parasitic capacitances in
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portions of a unusedircuit during the currentcomputation, reducinghe global power
consumption.

For that application, several differentiatructures [7][8][9][10], usinglual-rail output signals
to detectoperation completion, have bepnoposed.These structures conceived in order to
increase the gate complexity and redocesequentlythe power dissipation pdogic function
represent an efficient strategy to build asynchronous circuits.

7.2. Asyncrhonous design

The underlying principle ofasynchronouscircuits consists indetecting logic evaluation
detectionthrough acknowledge signals and tisat signal to trigger through a request signal
evaluation below. The decision of which and when function blocks opgstte is taken by an
asynchronous interfece device, commonly cdti@adshakeircuit.

The use of handshakearcuit in asynchronous desigmakes itrun as fast as possiblgiving
automatic adaptation fohysical properties and easier design migration duedess timing
considerations [4].

Using that principle of operation igossible toachievelower levels ofpower consumption in
high-speed ICs desigmecause oasynchronous approach avoitie precharge and discharge

of parasitic capacitances in portions afirausedcircuit during the current computation; another
asynchronousidvantage is the average case instead ofvthist-case performance, bacause it
senses when eomputationhas been completed whilsynchronous ones musiait until all
possible have completed before latching the results; asynchronous circuits automatically adapt to
variations on fabrication, temperature gralver-supplyvoltage; Subsystemsan be easily
substituted into th@synchronous systems. It woulallow increase the global performance of

the circuit since other internal circuits or structures would not be affected.

Several techniques have been proposed to generate the acknowledge signatail @inglelual
rail techniques will be briefly reviewed.

7.2.1. Single-rail techniques.

Sutherland11], in its paper presents the technique callectopipeling which implement delay
elements thatepresent thavorst-case propagation delays of function bloks gederate the
acknowledgesignal. For that, it must bguaranted thabnly the outputsare ready before the
transition of the delay element output; this method is technology independent and specifically in
GaAs MESFET micropipelines approach enhartbescircuit performancand can baised to
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reduce thepower consumption cutting-otiemporarily thepower-supply to portions of the
circuit in stand-by.

Asynchronouscircuit can bealso implemented buildingunctions with ternarylogic [12].
Ternary logic gates mustake into account three distinct input/output voltage levels
corresponding tohe values tru€'l'), undefined('u’) and false('0'). Stand-bystate and not
ready signals are identified by the 'u' condition.

CSCD ciruits (Current Sensing Completion Detectiori) [13], monitors dynamic currents
during logic transition (evaluation) to generate the acknowledge sighah the operation is
finished, it means, when naynamic currentsare detected;CSCD GaAs MESFET
implementation are unfeasible because of the static currents discussed above.

7.2.2. Dual rail technique.

In dual railsignalling, every Booleawmariable is encoded ontwvo wires, called an encoding
pair. This encoding provides a means for logic functions completion detection as wethlas a
data transmission by observing the two wirgs§y The two wiresencode ternaryalues, so

let (,5f) be the pair of wires:

* Precharge phase or not ready. - %8 = (0,0);
* Ready data '1' - (3f) = (1,0);
* Ready data '0' - ¢3f) = (0,1);
* Never used - &Sf) = (1,1)

Valid datatransmissionsare always separated bthe intermediate state {(Sf) = (0,0) to

stablish standbygtate (prechargphase) beforéhe next evaluation in functioblocks making
possible the completion detection.

The handshake circuit [14] must prevent "runaway" conditions, it means, data overwritten at the
input to next block, if that block has a long computation latency. It must also prevent "continual
feeding”, thisis, data computed more than once by next blocgrévious blockhas a long
latency. So, an acknowledge signal is necessary to indicate when a nexidslooknpleted its

task and is readfor the next. Handshakeircuit must also guarantthat the next block is in
stand-by condition while the previous block execute the computation.

Dual rail function blockscan be easily builivith CMOS standard logic gates bgnplementing
dual-logic cells (direct and complementary logic implementations). In GaAs circuits, the absence
of P-type transistors arttle difficulty to build NAND gates in thetandard DCFL MESFET
logic family lead to the dual-logicNOR-NOR PLA configuration. However,differential
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structuresare widelyused not only irthe asynchronou€MOS ICs designbut also in GaAs
technology increasing the speed of operation with similar levels of power consumption [8].

In next section, we analyse from experimental results two asynchronous structomgertoent

low powerself-timedcircuits. The first one, a D@FL structure whichwas conceived keeping

in mind mentioned properties, but at the expense of speed performartbe secbnd one, the
Enable/Disable MESFET Differential Log{&MDL) which is also presented as a solution to
implement dual-raikynchronous and asynchronous circuits, with no power consumption in
standby state and keeping speed performance comparable to DCFL.

7.3. A Low-Power Differential Cross-Coupled FET Logic.

A DC2FL low-powerdifferential MESFET logic structure mixes several featureprefious

techniquesachieving lower levels of power-delay product than DCFL gates andvasas

DCVS ones. Additionally, it can bealso used taeduce the statipower consumption of
asynchronousircuits duringthe standby state, showing furthsignificant advantagewhen

applied to built self-timed rings [15].

A fully functional 8-bit ripple carry addewas designed by usingitesse GaAsdlIl technology

[16] at 2V power-supply voltagelhe structure igotally compatiblewith DCFL, DPTL and

DCVS topologies.

7.3.1. Basic Structure

Unlike themost of previous prechargeiifferential structures presentd@][9][10], DC2FL is
based on predischarging internal nodes. The basic structure is illustrated i figure direct
and complementary logic function branches are involved in the EFETttegicproviding two
internal outputsa and b which are required to delay-insensitiasynchronous applications.
Whenfi is high {in is low) the predischargehase is started and boifiternal nodes are
discharged through M2 and MBansistors,while M1 isolates the logic trelEom the supply
voltage, so no significant currents flow into the EFET logic tree.
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Then, duringthe evaluatiorphase f is low, fin is high), eithera or b node is charged up to
0.6V according to the logittee functionand the inputvariables.The cross-coupled transistors
M4 and M5 connected teuch nodesprovide a positive feedback avoiding chalggkage on
the uncharged internalode, duringhe evaluatiorphase, switchindgastly whensmall voltage
differences aresensed.The internal voltage levels are afteuffered bythe outputstage,
offering a suitable fanout capacity.

(next stage)

" I

" — I

" I

" I

3 I

————— S output Out
e buffer out

Figure 7.1. - D@FL structure.
The two predischarge transistors M2 and M3, like as the cross-coupled ones M4 ead b5
made as small gsossible dugheir size do not affect the globaérformance. M1 transistor is
sized similar to the logic treeansistors becausbe number of EFET devices involved in the
logic part define the current used to charge the respective internal node.

So, as can be seen in figure 7.2, the logic tree transistors size (W) is a compromise between the
charging delay (td) responsible for the speed performance, and the current flow theotrgh

(), that contributes to the power dissipation. This analysisreal&edover a inverter antlll

adder (Fig. 7.1), but it can be extended to more complex gates.

A constraint of thisapproachlike as DPTLandDCVS techniques, consists mestricting the
high input voltagegVin < 0.7V) to prevent theforward biasing ofthe MESFET Schottky

barrier in DGFL tree transistors. Design considerations altimaitoutput stage adiscussed in
next section.

7.3.2. Output Stage
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The output stageonsists of a buffethat regenerates the internal voltdgeels, providing a
good fanout and noismargin characteristicsMoreover, it must to be no inverting circuit,
because these outputan be connected to either a similar next stage or a Die\¢J10] and
they have to béow duringthe predischargphase forthe proper operation of these circuits.
Furthermore, thistage muslimit the output high voltage &.7V to satisfythe input voltage
requirements of the next stage. The evident approach ofaseating DCFL inverterf®r each
output is unsuitable due to the significant power dissipation of this approach.

0+ } } } W ()
0 5 10 15 20

Fig. 7.2. - Charging delay (td) and current consumption (1) vs tree transistor width.
A new andparticular output stage to achiel@ver consumption during standbstate is
proposed. The circuit is shown in figure 7.3, and consists of a pullup gé@Ronfiguration,
a SBFL inverter and a NOR SR latch implemented with Power Rail technique [17].

The NORgate detectsvheneithera or b node is charged above to approximatlgVv, and
generates a signal which buffered throtigeaSBFL invertersuppliesthe SRlatch. The latch
senses small voltage differences in the nedmsdb, like as DPTLbuffer [7], switching fastly
and furnishing the appropriated voltage levels 0.1V and 0.7V.

%}. Vid

p3
aul
aul
b
FPRL Ladch

Fig. 7.3. - Output stage schematic.
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The pullup NOR output is raised up@6V by fi signal duringthe predischargghase. The

logic tree input variables coulabt beavailable or evem or b nodes not be properlgharged

when the evaluationphase is started. It would dischartfee output NOR leading a bad
functioning of thecircuit. Then, a wealpullup current sourc§M7 and D1) isused to
compensate the subthreshold currents through M8 and M9 transistors. Such configuration keeps
NOR output voltage at approximately 0.6V.

This weak current source must provide eguivalent current to M8 and MSubthreshold
currents () plus SBFLinverter gatecurrents (). Both currents depend dhe transistor

sizes andtheir biasingvoltages. So,l > 2.1, + 2.l condition must besatisfied.

M7-D1 b
However, with NOR output at0.6V, ISh is much lower thad_, and can be neglected.

Furthermore, M7 device is always operating in saturation region, then [18]:

B(V,-V,)2tanh(@V,) = C, W, no(1- 2L, (1)
where
no- equilibrium minority carrier concentration;
C,=2L,4q.D,
L, is the extrinsic Debye length and
D is the diffusion constant.

ConsideringW,=2u and L,=1y, the M7 device sizéV.=4u and L =2y is obtained. The
dimensionsV,=2p andL,=2u of D1 device were found by using the expression [19]:

I, = W,.L1(CeV" eV
(2)
Where:
C,=0q.N,.V
N, is the dopant concentration and
V depends both drift and diffusion velocities.

The voltages variabledfU,} are normalized by thermal voltage.
Design considerations of th®BFL and Power Rail latch can bdound in [20] and[17],

respectively. In figure 7.4, the dc transfer curve of dfbGnverter using such outpstage is
shown.
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In the case of latched gates, used frequently to implement asynchronous pipelines and self-timed
rings, SR DCFL NOR latch can appropriately replace th&FD@utput stage acting asbaffer

and storage element. IDCVS approach, such substitution is not possiblecause the
correspondant SR NAND latch version is difficult to be built with DCFL gates [18].
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Fig. 7.4. - DCFL inverter dc transfer curve.
7.3.3. Simulation Results
7.3.3.1. Full adder
Full adder circuits wereised toevaluateand compare this structure wilbhCFL, DPTL and
DCVS ones. The DL sum circuit is presented in fig. 7.1, HSPIGiEulation results at 166

Mhz at a supply voltage of 2V are summarized in table I.

Table | - Full adder simulation results.

td (ps) Pot (mW) Pototd #
fi-out/in-out Prech./eval. (fJ) trans.
DCFL 137.5* 3.76* 517.0 42
DPTL 443/- ** 1.16/1.02 48.3 36
DCVS 210.4/238.8 1.15/1.02 243.7 56
DCFL 449.4 / 358.5 0.47 / 1.05 307.0 58

* In DCFL, there are ndi signal and precharge phase.

** |n DPTL, the inputs must be available in the evaluation.

The power-delay products (Potxtd) werebtained considering averagealues. Power
dissipation of DPTL, DCVS and DEL full adder versions during standbtate and evaluation
phase are also presented in figure 7.5. Otherdasghed gatesvere also taken into account in
order to evaluate the differential structure performance, as shown inlTabte latched DPTL
and DCVS gates, it was necessanadiol the SR DCFL NOR latches in thetputs to storage
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data. Asignificantpowerreduction as well as the expectiesver power-delay product were
verified to DCFL.

Table Il - Latched full adder simulation results.

td (ps) Pot (mW) Pototd #
fi-out/in-out Prech./eval.(fJ) transistor
DPTL 1816/ --- 1.96/1.83344.1 50

DCVS 317.3/344.02.16/2.13 709.2 70
DC’FL 622.1 /584.31.01/1.02 363.5 42

7.3.3.2. 8-bit ripple carry adder

A 8-bit ripple carry adder circuit was chosen as a vehicle to demonstrate e Bdvantages.

The RippleCarry Adder was chosen to be aarchitecture-neutral evaluation and twerst
possibledelay for a 8-bits adder. Aest chip containing D&L and DCVS versions was
designed and fabricated by CMP services using Vitesse GaAs Il technology. The chip layout is
shown in figure 7.6. Table Il presents the HSPICE simulation results.

Table 11l - 8-bit ripple carry adder simulation results.
td (ns) Pot (MW) Pobtd (pJ) # transistor

DCVS 0.903 8.93 8.06 448
DC’FL 1.641 6.08 9.98 464
Pt (V)

], B - v g =1

| i La b.5.d

Tl i Lk i i | 1L
Rt = 12.50n 15.0n 17.50m  20.0n
10, 0n time (1lind 22 .0n

Figure 7.5. Power dissipation graph [21].

The most important feature of BEL is its compatibility with DCVS which permit replace some
portions of itsfunctional blocks wheréiming is not critical,saving power on standby state.
Such design strategy can be easily extended to synchronous cinepliésnenting criticapaths

of DC?*FL circuits using DCVS topology. For examplethe same 8-bit ripple carry adder
operating insynchronousnodepresentsapproximately25% power saving iprecharge phase
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when designed using BEL-DCVS mixed circuit, maintaining the same speed performtrate

DCVS version.

7.3.4. Experimental results

To demonstrate the performance of the structurepiegotypes were designed afabricated
using Vitesse lll GaAs technology.First, anexhaustive functional teswas done using a
GENRAD LV500 testequipment.The full functionally prototypes were tested atpmwer
supplyvoltage oflV, 1,5V, 1,8Vand2V. The exhaustive functional test of each adder was
done usinghe test patterns sshown intable IV. This test pattern set includesl possible
required combination to execute the exhaustive functional verification of the adders.

Figure 7.6. - Test chip layout.

The 8-bit addewasimplemented irboth DCVS and DCFL structures to compariie power

consumption with varing power supply voltage.
Table IV. Test patterns set.
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In table V, the currentonsumption measures efach prototype and ofeach structure are

shown. Infigure 7.7, the averaggower consumption with varing power supplgitage is
depicted.
Table V. Current consumption.
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Est. /Chip 1.0V 15V 1.8V 20V

DCVS(mA) fi=  fi=0 fi=1  fi=0  fi=l fi=0 fi=l  fi=0
1

Chipl 4. 46 56 57 57 57 58 5.8
7

Chip2 5. 58 59 6.2 6.4 6.3 6.5 6.4
5

Chip3 5. 5.7 5.7 5.9 6.1 6.1 6.2 6.1
2

Chip4 5. 59 58 59 6.1 6.0 6.2 6.0
4

Chip5 4. 4.7 4.8 4.8 50 5.1 5.0 4.9
6

DC2FL(mA) fi=  fi=0 fi=1 fi=0  fi=l fi=0 fi=l  fi=0
1

Chipl 1. 0.36 2.6 0.58 2.6 0.52.6 0.60
8 6

Chip2 1. 0.47 2.9 0.58 2.9 0.63.0 0.60
9 0

Chip3 2. 051 2.8 0.62 3.0 0.63.1 0.63
0 0

Chip4 2. 0.48 2.8 0.62 2.9 0.63.1 0.59
6 2

Chip5 1. 0.46 2.4 055 2.6 0.52.6 0.50
7 6

I(mA)

_______________ DCVS(eval)_ __ _ _ _
6.0 e
]
n
0,0 4 4 L g Vdd(V)
1,0 15 1,8 2,0

Figure 7.7. Current consumption at different power supply voltage.

The significantpower reduction achieved by DEL structure duringhe stand-bystate at a
power supply voltage of 2V is shown in figure 7.8, which correspond to an oscillograph screen
of the equipment test.

The adders were designed tperate with a carrier frequency of ®Hz. Howeverdue to
limitations in the tesboard,reliable measurementgere possible only up to 10 MHEXxcept
for somecoupled capacitiveffects associated to the input/outpads when highlirequencies
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were applied, the delay results are predictable.
Figure 7.8. Current consumption waveform.

7.4. A Low-Power Enable/Disable GaAs MESFET Differential Logic

In this section,the Enable/Disable MESFET Differential LogfEMDL) is presented as a
solution to implement dual-railsynchronous and asynchronous circuits, with no power
consumption in standby state and keeping speed performance comparable to DCFL.

Particularly,iterative networks andmicropipelines represent tmsostattractive architectures to
be implemented with EMDIgates, alsgermitting an easglesign migration to or frol@MOS
ECDL logic without timing constraints. Such aapplication is exemplifiedhrough a fully
functional 8-bit ripple carry adder (RCA) fabricated using Vitesse H-GaAs Il technology.

7.4.1.EMDL Circuit.

The EMDL functionality is similar to CMOSCDL structure proposed by S. L. [R2]. The
absence of P-type MESFET is compensatedheyPower Rail Logic (PRL) technique, used
here to establish the standby and evaluation phases.

7.4.1.1. Basic Operation

The basic structure shown infigure 7.9, two distinct partsare identified: the logic and load
parts. The logic partconsists in &-MESFET logic tree (E-treejomposed by twdoranches,
corresponding tdhe direct and the complementdogic, necessary tgenerate the dual-rail
outputs. The loadpart, in turn, isbuilt with two cross-coupled PRL invertetisat decide the
correct logic evaluation according to the E-tosmfiguration. The load partalso acts as an
output buffer. The additional DCFL NORjate, seen in figur&.9, is discussed in further
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section.

Figure 7.9. Schematic of a EMDL gate.
When the enable signdi)(is brought low to groundhe depletion loadransistors irthe load
part remain on and ensutteat theoutputsare drivenlow, independently fronthe input signal
levels. So.the standbystate is established and power-to-groundpath is present,avoiding
the undesirable static currents. Due to ¢hess-coupled inverter configuratiomhenfien rises
up to approximately 1V, one output is forced to ground while the other g@eg\paccording
to the E-tree arrangement and the input vector already available.

It is important toobservethat thebranches irE-tree do not need to discharge intemades
previously precharged, like in [8][9][10], or vice-versa, that is, to charge such nodes previously
predischarged23]. Small differences in currentare enough to avoidmetastable state or
mismatches in the load part, during the evaluation. It allows to use ratioless transiterg-n

tree, simplifying the transistor sizing task and providing noise margin immunity.

Moreover, logic trees normallyse less transistdihan logicnetworks found irDPTL to build
the direct and complementary lodicanchespecause additional logic is required arder to
avoid undefined high-impedance states and guarantee the c@RIdt functionality.
Furthermorepecause ofuchadditional logic and theource transistor input connections, the
fanin in pass-transistor network configurations becomes higher than in logic trees.

Like other MESFET differentiadtructuresthe main constraint is thigmitation of high input
voltage levels aD.7V to prevent thedorward biasing ofthe MESFETSchottky barrier in the
logic part (Vih <0.7V). Note that, whenEMDL stagesare cascadeduch constraint is
respected by the cross-coupled inverter output configuration.

Additionally, as discussed abovege input datanust beavailablebefore the evaluatiophase.
Finally, due to a possible performance degradatlwfi signal is suggested to be highiean
1V; more details about it are presented bellow.

7.4.1.2. Design Considerations
One of theprincipal characteristics &MDL is its straightforwarddesign. The logic part is
implemented with well-known logic tree configuratioithe loadpart, in turn, giveshe speed

and fanout characteristics, since thsignal generatodoes notimit the chargecurrents, and
the classical equations of the ratioed DCFL could be used to obtain good output voltage levels.
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As can beobserved in figur€.10, thefi signal highlevel is acompromise between the delay
propagation and the power consumption during the evaluation phaseenahls signal can be
driven by a DCFL gate or by any type of super buffer but in a well-contnolbather,i.e., the
driver that feeds it cannot also be used to drive other typlegiofgates, such as@CFL or a
DPTL one [7]. Figure 7.10, correspond toEMDL inverter with fanout 1 and 4The values
are normalized (fo=1fi=1V).

Two procedures to optimize the NMOS tree logere presented by Chu and Pulfrey [24] and
can be directly applieere. Moreoveralthough theuse of ratioless transistoase allowed in
the E-tree, minimum transistor dimensions could generate mismatches and might be avoided.

6

5 '

. _td (fo=2)

Pd (fo=4

Normalized values
w

Pd (fo=1)

td (fo=1)

0.6 0.8 1 1.2 1.4 1.6 1.8 2
Enable signal - high voltage level (V)

Figure 7.10. Delay and power consumption versus enable voltage level.

When the calculation is startefil §oes high) both outputs try @rise until current differences
are detected, as illustrated in figure 7.11.

However, depending on théransistor widthselectedfor an E-tree arrangement, parasitic
currents inthe false path could be momentarily higher than the cuftewing to ground,
unbalancing the output metastable state inviineng direction and producing aimcorrect
evaluation.
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Fig. 7.11. Transient HSPICE simulation: evaluation of the 4-input EMDL NAND
gate with 2um and 10um E-tree transistor width.

In the MESFET operation, the parasitic source and drain access resistarares g between
the source/drain contact and the edge of the gate must be considered; these resistances reduce the
externally applied gate-to-source (Vand drain-to-source (Y voltages. Thissituation is
described by the equations bellow, whegg ahd Vdsi are the terminal internal voltages [18]:

Vgsi = Vgs - Ids‘ Rs (3)
Visi = Ve~ las (Ro+ Ry (4)

When both outputs try tarise, we considesmall values ofvds, and for this reasothe E-
FETs ofthe logic treewould operate in linearegion,according to (\; < V- V;). So, the
current through the devices would be:

l ds :28[(\/ gsi_VT)VdsillzvdsiZ)] (1+)\Vdsi)tan h ovdsi) (5)

The amount ofirain-to-source current is determined by its drain-to-source and gate-to-source
voltages, aeduction of 9% in the voltage values generates a reducti®@®%f in the drain
current one. The MESFET drain current also varies with chamdéh (W), thus it is possible
avoid an excessive diminution of the drain current by manipulating the parameter W.

Additionally, the transconductances gm ayu, which relate the increase ids to anincrease
in either \V,or V,_, are also affected.

gsi!

gm = [ald/avd5|] DVgsi:Cte (6)

gm = [ald/avgsJ D\/dsizcte (7)
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The voltagedrop across Rcauses aimilar effect on thdransconductances. Specifically, g
could be reduced by the smaflurce resistance by alm@&Q%, reducing the voltage gain and
offering smaller curremtalues.The variations of the transconductances according to the drain
and source resistances are described by the equations below, where gmi and gdstemsthe
values:

On = 0n [1/(1+G;:R)I (8)
Oos = Ghsi [1/ (1 + G- R+ G4 RS )] 9

Due to both g and ¢, are proportional to theansistor width and alsare both function of the
terminal voltages, an increase of W would lead to keep appropriated voltage gain values [18].

The terminal external voltage reduction is mardical when several series devices are
connected. This condition generatestrangreduction of the internahodes valuespbtaining

drain currents too close to zero and leading to the mismatch protisoussed. Fomore than

three serie-transistor configurations, a transistor width at least equal to 10um is suggested in the
logic tree.

7.4.2. Performance comparison

In order to provide a comparison with other MESFET logic families, a full addsrused as a
benchmark circuitThe HSPICE simulation results obtainaasing VitesseH-GaAs Il typical
process parameters, 2V suppbitage andambient temperature ashown inTable VI. The
power-delay products were obtained taking into account the average values.

Note that theuse ofthe PRL technique in theeMDL load partslows it down inrespect to
DPTL. However, aeal consumption reduction is confirmed in standibgte, giving ebetter
power-delay product than others. The simple design is also observed with the smallest transistor
number. The generation of the enable signals is not taken into account in this analysis.

Table VI. Full adder HSPICE simulation results

MESFET td (ps) Pd(mw) PdXtd #
Structures _ fi-out/in-out stand./eval. (fJ)  trans.
DCFL 137.5 3.76" 517.0 42
DPTL 44.3* 1.16/1.02 483 36

DCVS 210.4/238.8 1.15/1.02 243.7 56
DC2FL 449.4 /3585 0.47/1.05 307.0 58

EMDL g9 i* 0.02/091 461 26

*DCFL is not a dynamic structure (only in-out delay).
**DPTL and EMDL have available inputs in evaluatifiro(it delay).

178



7.4.3. Specific applications

The use of EMDL in synchronougircuits isobvious:the clock signal is applied to tlemable

input establishing the prechargbase betweepach calculation (evaluatigghase), when the

input data are already available. In the casasyhchronous design,raquest signal replaces

the enable one and an additional DCFL NOR gate is necessary to detect the operation completion
(ack), asillustrated in figure7.9. It should be noted, howevethat only speed independent
circuits are possible because of the input availability when the calculation is started.

Two interesting applications are iteratimetworks and micropipelines, discussed in [22] and
[25] respectively. Anterative network consists of ane-dimensional array of one or more
identical blocks, which are connected only to their neighbors.

Its major advantages are the regular design and the simple connections, and the test easiness. In
such applications, the completion signal generated by the DCFL NOR is usmabte the next

block. However, shorter data routing delays than combined NOR gate and the completion signal
routing delays must be respected to guarantee the correct data flow.

Micropipelines, inturn, can be implementedithout explicit delay elementeequired to satisfy
the timingrequirements, becausee EMDL structure generates itsvn completionsignals, as
discussed above. Kimplifies the process of synthesizingnicropipeline stages and the
portability of such circuits between CMOS and MESFET technologies.

7.4.4. Experimental results: 8-bit RCA

To demonstrate the EMDL structure functionality, a 8-bit ripple carry adder (Rg#9mented
as an iterative network was fabricated through CMP-Fraacéces, usinyitesseH-GaAs Il
technology. The block diagram and the microphotograph ofdineuit are illustrated in figure
7.12.

g I FT b‘z j fl
Cin Co2_—p- - - — - .
f— Cb— Cot—} S —3 Co7
R FAD FAD FAD FAD
= en ack— en ack —en ack - -~ en ack — compl.
s0 s1 s2 s7
(@)
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(b)
Figure 7.12 The 8-bits RCA: (a) block diagram and (b) microphotograph.

HSPICE simulation result@areshown inTableVIl, and compared with previously published

DCVS and DCFL results [23]. Note thathe DCVSand DCFL RCA versionsare composed
by delay-insensitive gates and the request signal is commahbiocks. So,the delayresults
(td) presented iMable V correspond taaveragevalues. Inthe EMDL version, due to the
iterative network configuration, alwayshe worst-case propagatiodelay gives the speed
performance.

All prototypes were verified fully functional anthe performancemeasures were found
acceptable. The static currents in standby and evaluation phases were observed at low frequency
operation and are shown in figure 7.13, in comparison theérDCVS RCAversion. Infigure

7.14, a microphotograph of the chip including EMDL, DCVS andAGpproachs is shown.

Table VII. 8-bit RCA HSPICE Simulation Results

td (ns) Pd(mwW) PdXtd #
(pJ) transistor

DCVS 0.903 8.93 8.06 448
DC2FL  1.641 6.08 9.98 464
EMDL 1.558 5.99 9.34 264
Tok FIIEIEE 2585, 5 .'.'Fl .i.:-.rl.l

r ' r Jacamy
14— e — i

f | et

i
LEM LAY ChE Z00mY W Zh0rs COh1 % J00mW

Figure 7.13. Static currents observed in EMDL and DCVS 8-bit RCA circuits [26].
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Figure 7.14 EMDL, DCVS and D¥EL 8-bit RCA circuits.

7.5. Conclusions

A new GaAsMESFET differential structuréor self-timed circuitshas been presented. The
structure requires only one 2V power supply asdspredischarge technique, achieving lower

levels of power consumption. The most important feature ED@ its compatibilitywith the
DCFL, DPTL and DCVS families.Lower levels of power-delay product than DCFL and as low
as DCVS are obtained.

The RippleCarry Adder was chosen to be aarchitecture-neutral evaluation and twerst
possibledelay for a n-bits adder. A-bit ripple carry adder chip tebas demonstratedhat

DCFL is an appropriate structure tmplement delay-insensitivasynchronous circuits. If

extended tosynchronouscircuits significantpower saving rangeare obtained, whermixed
circuits are implemented using BRL .

The new Enable/DisableéGaAs MESFETDifferential Logic (EMDL) hasbeenproposed and
applied toasynchronous design to shdke significantsavings in power dissipation. Firstly,
becausesuch adifferential structure increases tlgate complexity, reducingtotal power
consumption per logiéunction. Secondlypecause imasynchronousircuits the functional
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blocks are kept in standby state until a calculation is required, avoidingcstagats in unused
parts ofthe circuit. The easy design, speqeerformance characteristics, noisemunity and

full compatibility with DCFL, DPTL, DCVS and DCFL gates make italso useful to
synchronous circuits. A 8-bit ripple carry adder was succesgélilycated andested, proving
the EMDL functionality and features.

A 8-bit ripple carry adder circuit was chosen aghicle to demonstrate the advantagebaih
structures.The Ripple Carry Adder presentsthe worst possibledelay for a n-bits adder.
However,other adder topologies with recognized higher performaacebealso designed
using the mentionedechniques.The pipeline schemesed by two studied asynchronous
structures, their performance angower consumptiondemonstrate therichness of the
asynchronous approach. Future projexsld be oriented to build longord length adders
choosing better adder architectures for this purpose.

182



7.6. References

[1] Hauck, Scott. Asynchronous Design Methodologies: an overview. Proceedings of the
IEEE. Vol.83, no.1, Jan.95, pp.69-93.

[2] Ribas, R.P. & Guyot, A.DCFL- and DPTL-based approaches to self-timed GaAs
circuits. ESSCIRC 95. Proceedings, Lille, France, Sep.95. pp.186-89.

[3] Chandramouli, V.; Brunvand, E. & SmitK,F. Self-timed design in GaAs case
study of a high-speedarallel multiplier. IEEE Transactions orVery Large Scale
Integration (VLSI) Systems. Vol. 4, no.1, Mar.96, pp.146-49.

[4] Tierno, J.A.; Martin, A.J.; Borkovic, D. & Lee, T.K. A 100-MIPS GaAs

asynchronous microprocessdEEE Design & Test ofComputers. Summer, 94,
pp.43-49.

[5] R. P.Ribas, and A. Guyot,DCFL- and DPTL-based approaches to self-timed GaAs
circuits,” Proceedings dahe 21th European Solid-State Circuits Confererigle -
France, Sep. 95, pp. 186-189.

[6] G.M. Jacobs, R.W. Brodersen, FRully AsynchronousDigital Signal Processor
using self-timedcircuits, IEEE Journal of Solid-State Circuits, Vak5, no. 6,Dec.
90, pp. 1526-1537.

[7] PasternakJ.H. & SalamaC.A.T. GaAs MESFET differentiapass-transistor logic.
IEEE Journal of Solid-State Circuits. Vol.26, no.9, Sep.91, pp.1309-16.

[8] Hoe, D.H.K. & Salama,C.A.T. GaAs trickle transistor dynamic logic. IEEE
Journal of Solid-State Circuits. Vol.26, no.10, Oct.91, pp.1441-48.

[9] Law, O.M.K. & Salama,C.A.T. GaAs split phaséynamiclogic. IEEE Journal of
Solid-State Circuits. Vol.29, no.5, May.94, pp.617-22.

[10] Chandramouli, V.; Michell, N. & SmithK.F. A new, precharged, low-powdogic
family for GaAs circuits. IEEE Journal of Solid-State Circuits. \A8, no.2,Feb.95,
pp.140-43.

[11] |.E. Sutherland, Micropipelines, Communications of the ACM, Vol., 32, nduBe,
1989, pp. 720-738.

[12] T.H. Meng, SynchronizationDesign for Digital Systems, Kluwer Academic
Publishers, Massachusetts, 1991

[13] M.E. Dean, D.L. Dill, M Horowitz, Self-Timed Logic Using Current Sensing
Completion Detection (CSCD), Journal of VLSI Signal Processing, 7, 1994, pp 7-16.

[14] G. Birtwistle, A. Davis, Asynchronous Digital Circuit Design, Springer, 1995

[15] Williams, T.E. Performance oiterative computation in self-timedngs. Journal of
VLSI Signal Processing, 7, 1994. pp. 17-31.

[16] Lee, G.; Donckels, B.; Grey, A. ®eyhimy, I. A high density GaAgate array
architecture. IEEECustom Integrated Circuit€onference. Proceedings. San Diego,
CA, 1991.

183



[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

Chandna, A.; Brown, R.B.; Putti, D. & Kibler, C.D. Powmail logic: alow power
logic style for digital GaAs circuits.IEEE Journal of Solid-State Circuits/ol.30,
no.10, Oct.95, pp.1096-100.

Long, S.I. & Butner, S.E. Gallium arsenide digital integrated circuitesign.
McGraw-Hill Publishing Company . 1990.

Mathieu, H. Physique des semiconducteurs et des composants electravimgses.
1990.

Wing, Omar. Gallium arsenide digital circuits. Kluwer Academic Publishers. 1990.
R. P.Ribas, A. Bernaland A. Guyot, Low-powerdifferential cross-coupled FET
logic for GaAs asynchronous desigAroc. ofthe European Gallium Arsenide and
Related I1I-V Compounds Application Symposium, Paris - France, Jun. 96, pp. 2A5.
S. H. Lu, Implementation of iterativ@etworks withCMOS differentiallogic, IEEE
Journal of Solid-State Circuits, vol. 23, no. 4, Aug. 88, pp. 1013-1017.

A. Bernal, R.P. Ribas, A. GuyotlLow-Power Differential Logic, Energy and
Computation Magazine, Vol. 7, No. 1, Ed.-13, January, pps:13-19, 1998

K. M. Chu, and D. Pulfrey, Design procedures ddferential cascode voltagawvitch
circuits, IEEE Journal of Solid-State Circuits, vol. 21, no. 6, Dec. 86, pp. 1082-1087.
S. H.Lu, Implementation of micropipelines in enable/disa®MOS differentiallogic,
IEEE Transactions oWery Large Scale Integratiof/LSIl) Systems, vol. 3, no. 2,
Jun. 96, pp. 338-341.

R.P. Ribas, A.Bernal, A. Guyot, A low-PoweiEnable/DisableGaAs MESFET
Differential Logic, Proc.|EEE 18" GaAs IC Symposium, Orlandd)SA, Nov.,
1996.

184



Abstract

Currently. the cryptography processes rest mainly on protocols which use the concept of one-
way function. This type of mathematical jamming is frequently carried out by the modular
exponentiation function. In this work, the design of an alternative architecture which satisfies
the most significant characteristics in order to guarantee the viability of an integrated circuit
for calculating the modular exponentiation function is presented. In the architecture, the main
advantages of both, generalised square-multiply binary for exponentiation function and the
Montgomery's algorithm for modular multiplication are mixed. The architecture is oriented to
compute the modular exponentiation of large integer numbers presenting a good performance
and a modularity being easily expandable to larger bit-widths. In addition, as several of
cryptography applications use satellite communication where high performances but
principally radiation tolerant integrated circuits are needed, AsGa become as a suitable
technology for the implementation of this type of system. The design of two of the principal
blocks of the proposed architecture considering low power strategies consumption are also
presented.

Keywords: Modular Arithmetic architectures, Modular Exponentiation, Gallium Arsenide.
Résumé

Les processus de sécurisation d'information privée reposent principalement sur des protocoles
qui utilisent le concept de fonction a sens unique ou fonction tres difficilement inversible. Ce
type de brouillage mathématique est fréquemment réalisé par la fonction exponentielle
modulaire. Dans ce travail on présente la conception d'une architecture performante qui
satisfait aux caractéristiques les plus importantes afin de garantir la viabilit¢ d'un circuit
intégré pour le calcul de la fonction exponentielle modulaire. L'analyse de I'architecture
permet d'évaluer les gains en vitesse qu'une réalisation matérielle pourrait permettre par
rapport aux algorithmes programmés. L'architecture calcule la fonction exponentielle
modulaire des numéros représentés en notation modulaire en combinant les avantages de
l'algorithme de Montgomery pour la multiplication et ceux de la méthode généralisée de
multiplications répétées, pour l'exponentielle. D'autre part, la nécessité de performances
¢levées inhérentes aux applications, soit en cartes a puce soit en communication par satellite, a
fait considérer I'AsGa comme une technologie appropriée pour l'implémentation de ce type de
systéeme. La conception de deux des principaux blocs de l'architecture envisageant la basse
consommation a été aussi réalisée.

Mots clés: Architectures d'Arithmétique Modulaire, Exponentielle Modulaire, Arséniure de
Gallium.
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