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Abstract
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Chapter 1

Introduction

In this chapter, we first present the outline of the manuscript. We then introduce the kind of real world application that has been the initial motivation driving our research work: energy stock management problems. Then, we show how one can model such Sequential Decision Making (SDM) problems, and the methods developed to solve them. The way people define SDM problems can vary from one community to the other (eg. from the Operations Research (OR) community to the Reinforcement Learning (RL) community), and we will actually use sources from both.

1.1 Outline of the manuscript

This first chapter presents the framework and the motivation of our work, along with essential definitions for sequential decision making, like state variables.

The second chapter is our attempt at explaining the state of the art in sequential decision making. We describe some of the most famous algorithms, for finite and infinite problems. We also mention the most popular methods used for the application that initially motivated this work, the management of energy stocks.

The third chapter covers our main contributions to Monte Carlo Tree Search (MCTS), after presenting it in its vanilla form (i.e. for finite and deterministic problems). Our contributions can be summarized as follows: we extend MCTS to continuous domains with a trick called Double Progressive Widening (DPW)[39] (I implemented the algorithm, made experiments and participated in the writing of the paper); we show a method called Blind Value (BV)[38] that is intended to improve the exploration of an unknown and large set of actions (I designed the BV heuristic, did the experimental validation, and participated in the writing of the paper); we extend the RAVE heuristic to continuous setting[40] (I did part of the experimental validation and writing of the paper).

The fourth chapter contains the formal proof of consistency of continuous MCTS with polynomial exploration[12]. I participated in the proof of the main result, and modified the paper after an initial rejection (by writing a comprehensive state of the art section, adding experimental validation, and shortening and clarifying the paper for a conference format).
The fifth chapter is about the possible hybridisations of MCTS with other methods or applications. First, we show a promising framework to use Direct Policy Search (DPS) to improve the default policy of MCTS in an agnostic way\[42\]. I participated in the design of the framework, writing of the paper and experimental validation. Then, we show how MCTS can be used to solve Partially Observable Markov Decision Processes (POMDP), with an application to the game of Mine Sweeper[41]. I participated to the adaptation of the code of MCTS to the POMDP setting. Some more experimental results have been obtained later by [108], and are included in this chapter. Finally, we present a meta-bandit framework. We compare various bandit algorithms, to choose among a set of investments (i.e. arms), where each arm is evaluated by running MCTS to measure the value of the corresponding investment. This work has been submitted and is currently under review.

The sixth chapter presents a study of alternatives to the classical Upper Confidence Bound (UCB) formula, in the context of MCTS. We include alternative ways to back up the rewards in the tree; some of them have been explored in the finite setting, and we study them in the continuous setting. We obtain promising preliminary results, and insights about the importance of a meta-parameter of the DPW trick in MCTS. This work is currently under review.

Finally, the seventh chapter concludes, and suggests some directions for future work.

### 1.2 Motivation: energy stock management

Energy management problems have received an enormous attention in the past few decades. Among the likely reasons behind this rise of interest, we could mention the economic weight of the energy market, the foreseeable scarcity of our energy resources, the increasing share of unpredictable renewable energy sources, and possibly the simple fact that these problems are very challenging.

According to a growing number of reports, the share of renewable sources in our energy mix is going to keep growing, with estimates for 2050 going from 35\% to 80\%[86]. A recent report, by the International Energy Agency (IEA) found that renewable sources would likely surpass natural gas by 2016[68].

First, we will present the energy management problem, and more specifically the version that involves hydroelectric stocks. Then, we will explain our goals and motivation, i.e. what we think are some of the current weaknesses in the state of the art methods.

#### 1.2.1 Hydrothermal Scheduling (HS)

What we are specifically interested in is the hydrothermal scheduling. This problem is the one faced by an agent trying to maximize his utility function, given a certain number of energy production facilities (some hydroelectric, other thermoelectric, possibly also some renewable energy sources), and some model of the energy market (energy demand, fuel prices...) and of the weather conditions (temperature, inflows...). This
optimization is happening at the present time, but will impact future time steps. It is thus called planning, even though there may be many opportunities to change one’s decisions over time, as more information becomes available. This problem is well described for a single hydroelectric stock, in [111]. We borrow their formulation and rewrite it here:

\[ \min_{t=1}^{T-1} \sum_{t=1}^{T-1} \Psi_t(d_t - h_t) \]  
\[ h_t = k \cdot [\phi(v_t) - \theta(u_t)] r_t \]  
\[ u_t = r_t + s_t \]  
\[ v_t = v_{t-1} + (i_t - u_t) \beta \]  
\[ v_t \in V_t \]  
\[ u_t \in U_t \]  
\[ r_t \in R_t \]  
\[ s_t \geq 0 \]

where

\( T \) : planning period;  
\( t \) : index of planning stages;  
\( \Psi_t(.) (*) \) : thermal cost function at stage \( t \);  
\( d_t (*) \) : energy demand at stage \( t \);  
\( h_t \) : hydro generation at stage \( t \);  
\( k \) : average specific efficiency;  
\( \phi(v_t) \) : forebay elevation at stage \( t \);  
\( \theta(u_t) \) : tailrace elevation at stage \( t \);  
\( r_t \) : water discharged at stage \( t \);  
\( i_t (*) \) : inflow at stage \( t \);  
\( v_t \) : reservoir volume at the end of stage \( t \);  
\( u_t \) : water released at stage \( t \);  
\( s_t \) : water spilled at stage \( t \);  
\( \beta \) : conversion factor;  
\( V_t, U_t \) and \( R_t \) : feasible sets representing bounds for the variables \( v_t, u_t \), and \( r_t \), respectively.

The decision variables, or actions, are the water discharged and water spilled at each time step (the latter can be seen as a slack variable).

Variables followed by a “(*)” are very likely to be the origin of the randomness in the process. This is to separate them from deterministic variables, or from variables that are deterministic functions of random variables.

The thermal cost \( \Psi_t(.) \) is likely to be a random function, as prices of fuel tend to fluctuate over time. The demand \( d_t \) is also known for being random, following some underlying seasonal trend (e.g. more heating is needed in northern countries during winter, many people turn on the heaters when coming back from work around 6 or
7pm, week days are different from week ends, etc). Finally, the inflows $i_t$ depend on the weather conditions, and are thus stochastic.

In this setting, the agent is the person (or entity) controlling the energy production facilities: the hydroelectric plant (HP) and the thermal power plant (TPP). Every time it is doable, the agent readjusts how these facilities are used, in order to satisfy a random and time varying demand. Using HP is virtually free, but using TPP has a cost. Depending on the model, this cost function may be linear, quadratic, non continuous, etc. It also randomly changes over time, influenced by fuel price variations. Failure to satisfy the demand incurs a prohibitive cost. A simple visual representation of this problem is shown in Fig. 1-1.

![Diagram](image.png)

**Figure 1-1:** Hydroelectric Scheduling problem, with one stock and one thermal power plant. Random processes are shown in orange. G represents the power grid, where produced electricity is dispatched to satisfy the demand.

### 1.2.2 Challenging features

Here are four big challenges of HS problems (this list is non exhaustive):

- high dimension, both in state and action spaces that can be continuous, and long term time horizon;
- representation of randomness;
- non convexity of the cost function;
- non convexity of the action space.

Because of the first challenge, the industry has been attracted to mathematical programming more than to anything else. Other very convincing approaches have been approximation methods (see next chapter). The second challenge has been mostly tackled by simplifying the real stochastic models, representing them as small
samples of possible trajectories, or even by reducing the problem to certainty equivalents (i.e. replacing the randomness by some arbitrary predetermined sequence of events). The third challenge, as far as we know, has not truly been addressed. All methods we have seen so far consider that the cost function is convex. Sadly, even though the models of hydroelectric stocks are never perfect, their cost function is most likely not convex, because their efficiency decreases with the water elevation (i.e. with the amount of water in the stock). The last challenge can make classical convex optimization algorithms ineffective. The alternative methods (that include the use of Monte Carlo simulations) are usually less powerful (i.e. slower) than convex optimization methods.

**Non convexity of energy problems.** We briefly focus on this feature of the hydroelectric scheduling problem. We are interested in the cost function’s behaviour when the state value changes. Indeed, what most methods assume, in order to solve this problem, is that the value associated with a given state of the system is a convex function of that state\[93]. Our goal here is not to prove that every hydroelectric system ever operated is fundamentally non convex. It is simply to show that the assumption that it is indeed convex has very good reasons not to hold in reality. Making such an assumption should be, in our opinion, backed by solid evidence of it being true, or it should be shown that it introduces an acceptable model error. What follows is one example among the probably numerous reasons why the cost function might be non convex.

Considering the model previously introduced, we notice that the hydroelectric production \( h_t \) is an increasing function of the difference between the forebay and the tailrace elevation. This makes \( h_t \) an increasing function of the current forebay elevation, i.e. an increasing function of the current volume in the stock, \( v_t \). This corresponds to the well known fact that the efficiency of an hydroelectric plant increases with its stock, due to the laws of physics. Let us write this increasing efficiency function \( f(v_t) \), so that \( h_t = \int_{v_t}^{v_t+\Delta} f(u)du \). Note that we use a more precise expression of the hydroelectric production, where we integrate the elementary contribution per unit of volume. We also assume the absence of inflow and spillage, for clarity’s purposes.

To look at the value of being in a given state \( v_t \), we will consider only the last time step (the value computed at the last time step would then back propagate through time, as it will become more clear in the next chapter that covers dynamic programming). Assuming we neglect what happens after the final time step, the best decision is to use all the water we have, i.e. \( r_t = v_t \). The demand having to be satisfied by thermal production is then \( p_{th} = \max(0, d_t - \int_{0}^{v_t} f(u)du) \). Then, the last time step’s cost is \( C_t = \Psi_t(p_{th}) \).

The question now is to see if that function is convex or not, with respect to the state \( v_t \). It is straightforward to compute its second order derivative

\[
\frac{\partial^2 C_t}{\partial v_t^2} = \begin{cases} 
-f'(v_t)\Psi_t'(p_{th}) + f(v_t)^2\Psi_t''(p_{th}), & \text{if } p_{th} > 0, \\
0, & \text{otherwise.}
\end{cases}
\]

(1.9)
Since $\Psi_t$ is an increasing function of $p_{th}$, and $-f'(v_t) < 0$ (increasing efficiency of a hydroelectric plant with $v_t$), the first term is negative. The second term, depending on the shape of the thermal costs, can be negative, null, or positive. The conclusion is that when we include the non linearity of the electricity production from water plants, it brings a source of non convexity in the cost function.

We did make a few reasonable assumptions to obtain this result (neglecting water salvage costs, inflows at the last time step...), but they were mostly done for the sake of clarity. Obviously, each power plant has its specificities, and we are not trying to prove a general result holding for all hydroelectric plants.

This provides us with one of our motivations: to work on optimization methods for SDM, that do not require the convexity assumption. Doing so may provide a way to reduce the model error when dealing with HS problems. Evaluating the size of this model error in real world instances is a challenging task. But it is an essential step to improve the state of the art of hydroelectric scheduling.

### 1.2.3 Multi-stock formulation

The above formulation corresponds to a single hydroelectric stock. We write here the straightforward extension to $N$ stocks. We will use a $N$ by $N$ transfer matrix $M$ to model the flows between stocks. For $1 \leq i < j \leq N$, $M_{i,j}$ is the portion of the water coming out of stock $i$ that goes into stock $j$. To simplify the notations, we assume that all the water transits in one time step. All the notations associated to one stock, like $v_t$ (or $u_t$, $r_t$) are now noted $v_{i,t}$ for each stock $i$. In this case, $v_t$ will now refer to the column vector of size $N$ containing each stock’s variable.

\[
\begin{align*}
\min & \sum_{t=1}^{T-1} \Psi_t (d_t - h_t) \\
& h_t = k \cdot \sum_{j=1}^{N} \left[ \phi(v_{j,t}) - \theta(u_{j,t}) \right] r_{j,t} \\
& u_t = r_t + s_t \\
v_t = v_{t-1} + (i_t - u_t + M \cdot u_{t-1}) \beta \\
v_t & \in V_t \\
u_t & \in U_t \\
r_t & \in R_t \\
s_t & \geq 0
\end{align*}
\]

In practice, water transfer between stocks can be subject to delays or losses. There might also be operational constraints on how much water can transit on each connection, to avoid overflows, for example. We show a simple illustration of the problem with multiple stocks in Fig. 1-2.

This version of the HS problem is essentially the version we have used throughout
this work. One can easily create small variations of this problem, by changing the probability distribution of the inflows, the connections between the stocks, the number of power plants, etc. We will try to make it clear when using this problem in the following chapters.

Figure 1-2: Hydroelectric Scheduling problem, with multiple stocks and one thermal power plant. Random processes are shown in orange. G represents the power grid, where produced electricity is dispatched to satisfy the demand.

1.3 Modelling sequential decision making problems

In SDM problems, one often considers the following framework: there is an agent (also known as controller) who can interact with a given environment (also known as process), for a certain number of sequential time steps. At each time step, the environment sends its current state to the agent, who in return, sends an action to the environment. The environment then changes its state accordingly, and sends the corresponding reward to the agent. The goal for the agent is to take actions such that the expected total long term reward is as high as possible.

If we call information everything the agent obtains from the environment (state changes, rewards...), then the problem we are dealing with unfolds as follows: initial information - decision - new information - decision - ..., until a final state is reached.
(i.e. where no further action is needed or taken into account). In the case of infinite time horizons (where there is no guarantee to ever reach a final state), this process can have no end, and the problem is usually not solved by simulation, but by applying a discount factor to effectively neglect events that happen very far into the future.

What we call a SDM problem is also called a Dynamic Program in [96], or a multistage decision making problem, or also decision making under uncertainty. We choose Sequential Decision Making as it sounds the most transparent and self evident, in our opinion. Unless specified otherwise, the reader should assume that this is all done ‘under uncertainty’, as this is one of the key features of our original motivation (HS problems).

In an attempt to make our definitions easier to understand, we will often make a parallel with a simple real life example of SDM: a driver, in his car, wants to reach a certain destination, using the shortest usable path. The agent would be the driver, the environment would be everything that is relevant to the driver’s task: the behaviour of his car, how roads are connected, the weather conditions, the traffic, random accidents, etc. The time steps may be of one second each. The state, i.e. the information available to the driver in his environment, would be his position, the current weather condition, and possibly partial information about traffic when listening to a radio station. The reward might be minus the time taken by the driver to reach his destination (so that we are indeed trying to maximize said reward).

We now proceed to give definitions of the different elements composing a SDM problem:

– decision epochs
– states
– actions
– random process
– transition function
– reward function

The definitions and notations we use in this chapter are taken from [19] and [96] for the control and OR community, and from [97] and [112] for the RL community.

1.3.1 Decision epochs

The decision epochs are the times at which a decision should be made, i.e. at which the agent should choose an action. In this work, we only consider the case of discrete decision epochs (thus called time steps). The reader interested in the continuous time settings, where decisions are made continuously, can read [19]. Discrete time steps do not necessarily mean equally spaced decision epochs. One might define a time step to occur each time the agent has to make a decision. In our example, this might happen every time the driver encounters a crossroad.
When relevant, we will index variables with their corresponding time step $t$, using the convention from [96]: a variable $X_t$ indexed by $t$ is deterministic at time $t$. However, while at time $t$, variable $X_{t+1}$ could be both deterministic or stochastic, depending on the context. In the case of the driver, if $X_{t+1}$ is the age of the driver at $t+1$, it is deterministic, but if it represents the traffic conditions at $t+1$, one can assume some uncertainty about $X_{t+1}$. Note that in the latter case, $X_t$ represents the traffic conditions from $t-1$ to $t$, and is deterministic at $t$. This convention can seem a little counter-intuitive at first but avoids some confusion about what is random and what is not.

### 1.3.2 State variables

The name state variable being self explanatory, it is not always clearly defined. It can contain information about the physical state of the agent, pure information signal received from the environment, or also information about the history. To make things as clear as possible, we borrow the following definition from [96]:

**Definition 1** (State variable). A state variable is the minimally dimensioned function of history that is necessary and sufficient to compute the decision function, the transition function, and the contribution function.

Using this definition makes the distinction between history dependent processes and history independent processes useless. If the history information is needed to make better decision, to compute the next transition, or the costs, then it has to be included in the state variable. Otherwise, it should not be included (unless one wants to add computational complexity for free).

Similarly, if the time is important to compute the decision function (non stationary policy), or the transition and contribution functions (non stationary processes), then it should be included in the state. Thus, we only index variables with time, like $x_t$, when it serves the purpose of making things clearer for the reader, or for information that becomes available and deterministic at time $t$.

Also, it should be noted that according to this definition, the state variable includes enough of the observable information to compute the optimal decision (if this one exists, and with respect to the observable information).

This definition of the state variables is maybe the most important part of this chapter. We will come back to it in the following sections, to explain its implications.

We will generally refer to state variables as $x \in \mathcal{X}$, with $\mathcal{X}$ referring to the state space. $\mathcal{X}$ can be finite, infinite but countable, or infinite and uncountable. It is also common to use $s$ as a notation for a state variable, but it tends to imply that the state space is finite, as it is often used in the framework of finite Markov Decision Processes. The nature of this space is both determined by the nature of the problem and by the choices of the model. Some methods require to have a discrete state space, and will thus need to first discretize a continuous state space before doing anything else. In our example, if the state only contains information about the position of the driver, it should be a continuous space. But, if the expected accuracy of the results
allow it, one may discretize the state space, by rounding up all states to integer values in meters.

### 1.3.3 Action variables

Actions are the result of the agent’s decisions. They represent the lever available to the optimizer. The goal is to try to find the best ones. We will generally denote an action $a \in A$, $A$ being an action space. As for states, an action space can be finite, discrete and countable, or uncountable.

It is common to talk about feasible actions, or legal actions, to talk about actions that are possible from a certain state $x$, at some time step $t$. This set depends on the environment. When this set depends on the state $x$ and the time $t$, we will write it $A_t(x)$. Many problems have one unique feasible action space, for all $t$ and $x$; in these cases we will simply write this space $A$ for clarity.

As for state spaces, a continuous action space is sometimes discretized. For example, if one dimension of the action vector is the acceleration of the car, this coordinate could be continuous or discretized. In the latter case, the accuracy of the discretization becomes a meta parameter of the method.

Looking at our definition of the state variables, it means that if at time $t$, the past actions $(a_{t'})_{0 \leq t' \leq t-1}$ matter to the choice of $a_t$, or to the transition, or to the random process, then it should be included in the state variable. Otherwise, it should not.

**Post decision state variable.** We mention here the notion of post decision state variable. This is the state variable after the decision has been chosen, but before the random process and transition actually happened. We note the variable $x^a_t$. In some cases, this variable would simply be the pre decision state variable $x_t$, augmented by $a_t$, i.e. $x^a_t = (x_t, a_t)$. But, in some cases, it can be smaller than this. Indeed, the only information the post decision state variable needs to contain is the information necessary to compute the random process and the transition function, but does not require the information needed to compute the action $a_t$. In some applications, this can be used to reduce the size of the space where the search happens.

### 1.3.4 Random processes

The random processes refers to the variables that take random values, influencing the outcome of the decision making process. We consider that this flow of information arrives continuously to the agent, and we denote by $w_t$ the information available at time $t$. This random variable follows a generally unknown random distribution, defined by a probability density function $p_{w_t}(w_t = w)$, sometimes written $p_{w_t}(w)$ for short. We write $\Omega_t$ the set of possible realizations at $t$.

Depending on the problem, this process, the set of possible realization, and the related probability distributions may depend on the time, the state (this could include the “history”), and the actions made. In this case, one would then write the density function $p_{w_t}(w_t = w | s, a)$, and the set of realizations $\Omega_t(s, a)$.
Note that, according to our definition, if $w_t$ depends on the history of the process, $(w'_t)_{1 \leq t' \leq t-1}$, then this history should be included in the state variable $x_t$. Then, a process will be Markovian if and only if the history is not included in the state variable.

The set $\Omega$ can be finite, discrete and countable, or uncountable. Much of the challenges posed by the random processes relies in how one can estimate its distribution.

The way the knowledge about this random process is made available can vary from one application to the other. In data driven applications, one might be given a fixed amount of past realizations, and try to infer the hidden distribution. In model based approaches, one needs to have a generative model of the random process, able to generate new realizations whenever prompted. Our work focuses on the latter case.

We will see later that the way the optimizer deals with the random process of the problem is an extremely important choice. Some methods choose to bypass the randomness entirely, optimizing their actions in the case of one fixed series of realizations. Others choose to optimize their action as if the random process would always take values equal to the expectation of this process. And others are trying to make decisions in order to minimize a given risk criterion, like the costs incurred in the 5% worst cases. Finally, some methods are simply trying to optimize the expected cost, computed with respect to the full distribution of the random process. All these approaches have their advantages and drawbacks. Generally speaking, one needs to make a trade off between being theoretically consistent and optimal, and having a fast and scalable method.

As many random processes in real applications are not Markovian, people like to consider series of random variables rather than isolated ones. It is then convenient to talk about random scenarios to refer to the realizations of these series of random variables.

In our driver’s example, the random process could be the traffic conditions. This information becomes available step by step to the driver, as he takes new roads and sees by himself how busy they are. Given a model of the traffic conditions, one may want to optimize the journey assuming that one fixed scenario will happen (eg. the scenario “congested roads”). Another optimizer would consider the average traffic conditions, and look for the best actions to choose if these were the real conditions. One could also minimize the duration of the trip if the traffic conditions are among the 5% worst. Finally, one could try to optimize the decision making so that the expected time of the trip, with respect to the traffic distribution, would be minimal.

### 1.3.5 Transition function

The transition function models the dynamics of the problem. At time $t$, given a state $x_t$, an action $a_t$, and a random process variable $w_{t+1}$ (this is the random information that will become available between $t$ and $t+1$), the next state is given by the transition function $f$, so that $x_{t+1} = f(x_t, a_t, w_{t+1})$.

In the stochastic case, we will often need to write the probability density function of $x_{t+1}$, and we will write it $p(.|x_t, a_t)$. Formally this notation means that for all $x \in \mathcal{X}$, $p(x|x_t, a_t) = p(f(x_t, a_t, w_{t+1}) = x)$.
At this point, we can illustrate the definition of state variables introduced earlier. If the transition function \( f \) requires any observable information that is not contained in \( a_t \) or in the possible realization of \( w_{t+1} \), then it must be included in \( x_t \). This means that if all past actions \((a_{t'})_{0\leq t'\leq t-1}\) are needed to compute \( f \), then they should be included in \( x_t \). Similarly, if the probability distribution of \( w_{t+1} \) depends on \((w_{t'})_{0\leq t'\leq t}\), then it should be included in \( x_t \). Of course, if for some computational reasons, one does not want to include all that information in \( x_t \), it is possible to truncate the state to a more manageable size. But then, one needs to be aware that the sampled realizations of \( w_{t+1} \) are very likely to be biased, and that the result of \( f \) may be far from the true model’s result.

**Non stationary transitions.** Using our definition of state variables, unless we want to make the dependence on time of \( f \) as obvious as possible, we can simply rely on the fact that in this case, the time will be included in the state variable. When convenient, we may still overload the notations and use \( f_t(x_t, a_t, w_{t+1}) \), to specifically refer to the transition function at time \( t \).

### 1.3.6 Reward function

The reward function \( g \) is how one quantifies the preferences of the optimizer. In financial applications, a common utility measure would be to minimize the cost (in dollars, or in any other currency), or to minimize a risk, or even the cost incurred in the worst case scenario. In the case of a driver trying to reach a destination, the most common measure is to minimize the expected duration of the trip, thus being called *shortest path problem*.

The reward function is computed as each time step by the environment, and is noted \( r_t = g(x_t, a_t, w_{t+1}) \). Using this notation, the objective of the agent is to maximize the expected long term reward \( \mathbb{E}(R_N) = \mathbb{E}(\sum_{0\leq t\leq N} \gamma^t r_t) \). For the problem to be properly defined, we need to have \( \mathbb{E}(R_N) < \infty \).

When \( R_N \) is a random quantity, the questions mentioned before arises, namely: what are we trying to achieve? We can try to minimize the expected costs, minimize the “worst case scenario” costs (when this even makes sense), or minimize the costs assuming one given scenario will happen.

These are all legitimate ways of assessing the performance of a particular methods. However, as it is the most common way to proceed, we will use, as our objective, the maximization of the expected reward.

**Non stationary reward functions.** Just like with transition functions, reward functions may depend on the time \( t \). In this case, following our definition of state variables, \( x_t \) will include the time.
Chapter 2

Algorithms for Sequential Decision Making

In this chapter, we introduce the notions of policies and value functions. We then show how they have been used to develop methods to solve SDM problems, first in small spaces, then in larger spaces.

2.1 Decision making under uncertainty

Using the notations previously introduced, the objective of the optimizer is, given an initial state $x_0$, to choose the best action possible $a_0^*$, then receive some new information, be in a new state $x_1$, choose the best possible action $a_1$, and so on. Unlike planning in a deterministic setting where one could say that the objective is to find one series of actions $(a_i)_{i \geq 0}$ that would be optimal, SDM under uncertainty adds randomness, and the possibility to react to it.

This makes even formulating the problem and the objective function difficult, using only traditional notations from the mathematical programming literature. For instance, let us look at the following description of the problem:

\[
\begin{align*}
(a_i)_{i \geq 0} &= \arg \max_{a_i \in A_t(x)} \sum_{0 \leq t \leq N} \gamma^t g(x_t, a_t, w_{t+1}) \quad (2.1) \\
\text{s.t. } x_{t+1} &= f(x_t, a_t, w_{t+1}), t \geq 0. \quad (2.2)
\end{align*}
\]

This formulation is problematic, as it suggests that one chooses all the future actions at once. Doing so, there is no guarantee that the first new state reached, $x_1$, even allows $a_1$ as a legal action. Indeed, $x_1$, even with $a_0$ fixed, is random. Using the formulation above is unfit for SDM under uncertainty, and should not be used.

Intuitively, when dealing with uncertainty, one wants to choose an action now ($a_0$) while considering many possible futures. This means considering many possible reachable states, and the actions that would be taken, would one be in these states. This is what motivates the notion of policies, introduced in this section, followed by
the notions of value and action-value functions.

2.1.1 Policies

Policies define how, given some information, the agent makes his decisions. Once again, we borrow the definition from [96]:

**Definition 2 (Policy).** A policy is a rule (or function) that determines a decision given the available information in state $x_t$.

It is important to notice that, given our definition of a state variable, $x_t$ contains all the observable information useful to make decisions. For example, if only the current physical state of the system is necessary, $x_t$ will not contain any of the $(w_{t'})_{t' \geq 1}$. On the other hand, if the knowledge of the history of the random process helps to make better decisions, then it should be included in the state variable, and would thus be part of the policy’s arguments.

This broad definition covers many kinds of policies. A policy can be an arbitrary rule, a parametric or non parametric function, or a combination of both. In the case of the driver’s problem, a policy could be “always turn right when possible”. It could be a polynomial function of the geographical position of the driver.

Given a policy $\pi$, a time $t$, and a state $x_t \in \mathcal{X}$, the action chosen is $a_t \in A$ with probability $\pi(x_t, a_t)$. For convenience, we write $\pi(x_t)$ the random variable that takes value $a_t$ with probability $\pi(x_t, a_t)$.

In the case of a deterministic policy, there is one unique $a_{x_t} \in A$ such that $\pi(x_t, a_{x_t}) = 1$, and we can write, for short, $\pi(x_t) = a_{x_t}$. In this case, $\pi(x_t)$ is simply a deterministic function of $x_t$.

**Non stationary policies.** Again, thanks to the definition of state variables introduced before, if choosing an action (i.e. calling the policy) requires the knowledge of time, then the time should be included in the state variable. However, in some cases, like for SDP, it is also useful to define a non stationary policy $\pi$ as a sequence of $N$ stationary policies $(\pi_i)_{0 \leq i \leq N-1} = \pi$.

**Non anticipativity.** An important notion when trying to find a good policy is the non anticipativity constraint. One may or may not respect it, and it is essential to be aware of it.

The non anticipativity constraint is respected if at time $t$, the optimizer makes no assumption about what will be the actual realization of the random variable series $(w_{t'})_{t' \geq t+1}$. He can only use information about the distribution followed by the future random process if available, or sample possible futures if a generative model is available.

A common way to violate this constraint is to assume that a specific series of event will apply, in a deterministic way. This means that the action chosen at time $t$ is chosen assuming a specific future is known. It is easy to see that this cannot be consistent, i.e. this cannot lead to an optimal decision (unless based purely on luck).
Moreover, proceeding that way, one will easily act in an overly optimistic manner, i.e. overconfident in the fact that the future will unfold in a certain way.

Our definition of a policy defines non anticipative policies. When referring to policies that violate the non anticipativity constraint, we will use the term *anticipative policies*.

### 2.1.2 Value function

Using all the previous notations, it is now convenient to define the value function of a state $x$ at time $t$, $V^\pi(x)$. Informally, this value corresponds to the reward obtained by an agent starting in state $x$ and applying the policy $\pi$ until he reaches a final state. It can also be seen as the “value of being in state $x$ at time $t$ if we follow policy $\pi$”.

Formally, $V^\pi : \mathcal{X} \mapsto \mathbb{R}$ is defined by:

$$V^\pi(x_{t_0}) = \mathbb{E}_\pi \left( \sum_{t_0 \leq t \leq N} \gamma^t r_t | x_{t_0} \right)$$  \hspace{1cm} (2.3)

with $\mathbb{E}_\pi$ meaning the expectation under the assumption that at each time step, the agent applies policy $\pi$.

Hence, if we write $\Pi$ the set of all possible policies $\pi$, then given an initial state $x_0$, an optimal policy $\pi^*$ verifies:

$$V^{\pi^*}(x_{t_0}) = \sup_{\pi \in \Pi} V^\pi(x_{t_0}) = V^*(x_{t_0})$$  \hspace{1cm} (2.4)

$V^*(x_{t_0})$ is called the optimal value of $x_{t_0}$, the highest achievable expected reward that one can achieve when starting in $x_{t_0}$.

In the context of sequential decision making, it is especially useful because it allows the optimizer to avoid searching forward in time. When the time horizon is long, the computational savings can be enormous. Intuitively, when in time $t$, suppose we have access, for all possible states $x' \in \mathcal{X}$, to $V^*(x')$. Then, one could try all possible actions $a$ from $x$, look at the states $x'$ they lead to, and compare these states by using the function $V^*(x')$. This function would act like a fitness function, our problem would become a classical black box noisy optimization problem, and we would only need to choose our favourite noisy optimization algorithm (Fabian, Evolutionary Strategies...).

This is why a many approaches to solve SDM problems try to approximate the value function. This notion is also a cornerstone of the fundamental Dynamic Programming approach, a term chosen by Bellman. We will cover this method in the next section.
### 2.1.3 Action-Value function.

A very similar notion is the action-value function, or Q value $Q^\pi : X \times A \mapsto \mathbb{R}$, defined by:

$$
Q^\pi_{x_0, a_0} = \mathbb{E}_{\pi} \left( \sum_{t_0 \leq t \leq N} \gamma^t r_t | x_{t_0}, a_{t_0} \right)
$$

(2.5)

Similarly, we define the optimal action-value $Q^*_{x_0, a_0} = \sup_{\pi \in \Pi} Q^\pi_{x_0, a_0}$

The two optimal value functions defined above are connected by the following equations:

$$
V^*(x) = \sup_{a \in A} Q^*(x, a)
$$

(2.6)

$$
Q^*(x, a) = \mathbb{E}_w(g(s, a, w)) + \gamma \sum_{x' \in X} p(x'|s, a) V^*(x')
$$

(2.7)

The notion of Q value is especially intuitive in the sense that, if the agent is in state $x$ at time $t$, and if some oracle gives him, for all possible actions $a \in A$, the corresponding Q values, the problem would essentially be a one state optimization problem. The agent could search the action space $A$ once, looking for $a^* = \text{argsup}_{a \in A} Q^*(s, a)$.

As seen in the above equations, the knowledge of optimal values can be used to derive the optimal action value functions, making them just as useful to solve the entire problem.

In a sense, being given the Q values is more powerful than being given the value function, because then there is no need to even use the generative model to find the optimal action. However, it comes at a computational cost, because Q values need to be computed for each couple $(x, a)$, whereas value functions are only function of the state variables.

### 2.2 The finite case

In this section, we investigate the case where both the state and action spaces are finite. We present the fundamental and intuitive principle of optimality, described by Richard Bellman in 1957, on which is based the Dynamic Programming algorithm.

#### 2.2.1 Bellman equations

**Principle of Optimality.** The principle of optimality is defined as follow by [16]:

Principle of Optimality: An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision.

It is also more formally defined in [19]:

Let $\pi^* = \pi_0^*, \ldots, \pi_{N-1}^*$ be an optimal policy for the basic problem, and assume that when using $\pi^*$, a given state $x_i$ occurs at time $i$ with positive probability. Consider the subproblem whereby we are at $x_i$ at time $i$ and wish to minimize the cost-to-go
Bellman equation for Q-values. The Bellman equations for the Q-value function of a policy $\pi$ is obtained by decomposing the expected value of choosing action $a$ in state $x$ as the expected reward of $(x,a)$ plus the expected reward obtained from the resulting state, if one follows $\pi$ thereafter. More formally, the Q value of $(x,a)$ with respect to the policy $\pi$ verifies:

$$Q^\pi(x,a) = \mathbb{E}_w \{ g(x,a,w) + \gamma Q^\pi(f(x,a,w), \pi(f(x,a,w))) \}$$ (2.9)

Similarly, the optimal Q value of $(x,a)$, i.e. the Q value of $(x,a)$ with respect to an optimal policy if there exists one, verifies:

$$Q^*(x,a) = \mathbb{E}_w \left\{ g(x,a,w) + \gamma \sup_{a'} Q^*(f(x,a,w), a') \right\}$$ (2.10)

Bellman equation for Value function. The Bellman equations for the value function of a policy $\pi$ is obtained by decomposing the total expected reward one would obtained starting in $x$ and following $\pi$ as the expected instant reward of following $\pi$ in state $x$ plus the expected reward obtained from the resulting state, if one follows $\pi$ thereafter. More formally, the value function with respect to $\pi$ verifies the following equation:

$$V^\pi(x) = \mathbb{E}_w \{ g(x, \pi(x), w) + \gamma V^\pi(f(x, \pi(x), w)) \}$$ (2.11)

And, the optimal value function verifies the following equation:

$$V^*(x) = \sup_{a \in A} (\mathbb{E}_w \{ g(x, a, w) + \gamma V^*(f(x, a, w)) \})$$ (2.12)

2.2.2 Basic Dynamic Programming algorithm

In this section, we suppose that the horizon $N$, the state and action spaces $X$ and $A$ are all finite. Given such assumptions, one can turn the Bellman equation for value
function into an update rule, and be guaranteed to obtain the optimal value of all initial states, in a finite number of steps.

This basic algorithm is formally described in [19]:

For every initial state $x_0$, the optimal reward $V^\pi_0(x_0)$ of the basic problem is equal to $V(x_0)$, given by the last step of the following algorithm, which proceeds backward in time from period $N - 1$ to period 0:

\[
V(x_N) = g(x_N)
\]

\[
V(x_t) = \max_{a_t \in A(x_t)} \mathbb{E}_{w_{t+1}} \left( g(x_t, a_t, w_{t+1}) + \gamma V(f(x_t, a_t, w_{t+1})) \right)
\]

for $t = 0, 1, ..., N - 1$, where the expectation is taken with respect to the probability distribution of $w_{t+1}$, which depends on $x_t$ and $a_t$. Furthermore, if $a^*_t = \pi^*_t(x_t)$ minimizes the right hand side of Second Equation for each $x_t$ and $t$, the policy $\pi^*_t = \pi^*_0, ..., \pi^*_N$ is optimal.

Note that we suppose here that we are able to compute the exact expectation with respect to the $w$'s, and that this is only possible in the finite case (and only practical in small scale problems).

In the remaining of this section, we present two different ways to implement the dynamic programming idea, in the more general case of an infinite horizon, with the assumption that $0 < \gamma < 1$, and that the generative model is available to the agent.

### 2.2.3 Value iteration

This form of DP is the closest to the intuitive basic DP introduced in the previous subsection. The idea is to iteratively derive the Q-value function, so that eventually we have a function arbitrarily close to the optimal one. It is then straightforward to act greedily with respect to $Q^*$.

The update formula is simply the right hand side of the Bellman equation. At this point, it is convenient to introduce the Bellman operator $T$, a mapping from $Q$ to $Q$, with $Q = \mathbb{R}^{A \times X}$ being the space of all $Q$ functions:

\[
T(Q)_t(x, a) = \mathbb{E}_w \left\{ g(x, a, w) + \gamma \max_{a'} Q(f(x, a, w), a') \right\}
\]

There are many formalization of this algorithm, we chose to show here the one written in [29].

**Theoretical justification.** This algorithm works, i.e. $Q^t$ converges asymptotically to $Q^*$, when $\gamma < 1$. Under this condition, the mapping $T$ is a contraction with respect to the infinity norm, and has a unique fixed point, $Q^* = T(Q^*)$ [69]. As the convergence is only asymptotic in the general case, one needs to choose as stopping criterion $\epsilon > 0$, or alternatively a maximum number of iterations $L$ to ensure the desired accuracy.
Algorithm 1 Q value iteration for finite MDP

**Input:** $\gamma < 1$, $f$, $g$, and stopping criterion $\epsilon > 0$

**Output:** $\|Q^* - Q_l\| < \Delta(\epsilon)$

Initialize $Q^0 = 0_Q$ and $l = 0$

repeat
  $l \leftarrow l + 1$
  for all $(x,a,t)$, do $Q^l(x,a) \leftarrow T(Q^{l-1})_t(x,a)$
until $\|Q^l - Q^{l-1}\| < \epsilon$

return $Q^l$

Computational cost. The total cost of $L$ iterations for a stochastic finite MDP is

$$L|\mathcal{X}|^2|A|(2 + |A|)$$

(2.16)

**2.2.4 Policy iteration**

Policy iteration works as follows: first, one needs an initial policy $\pi_0$. Then, one evaluates this policy by computing its corresponding Q value function, i.e. one needs to solve the Bellman equation corresponding to it. Then, one modifies the current policy, making it choose actions greedily with respect to the Q value function obtained at the previous step. This is repeated until a stopping criterion, usually when to successive policies are almost identical. As for value iteration, policy iteration has been described in many papers, and we chose the description made in [29].

**Policy evaluation.** We detail here the crucial step of policy evaluation. Given a policy $\pi$, we want to return an Q value function that is as close as possible to the real Q value function underlying this policy, $Q^\pi$.

Here, it is convenient to introduce the Bellman operator for a policy $\pi$, $T^\pi$, a mapping from $Q$ to $Q$, with $Q = \mathbb{R}^{A \times X}$ being the space of all Q functions:

$$T^\pi(Q)_t(x,a) = \mathbb{E}_w \left\{ g(x,a,w) + \gamma \max_{a'} Q^\pi(f(x,a,w), a') \right\}$$

(2.17)

Algorithm 2 Policy evaluation for Q value functions in stochastic finite MDPs

**Input:** $\gamma < 1$, $f$, $g$, and stopping criterion $\epsilon > 0$, a policy $\pi$

**Output:** a Q function verifying $\|Q^* - Q\| < \Delta(\epsilon)$

Initialize $Q^{\pi,0} = 0_Q$ and $l = 0$

repeat
  $l \leftarrow l + 1$
  for all $(x,a,t)$, do $Q^{\pi,l}(x,a) \leftarrow T^\pi(Q^{\pi,l-1})_t(x,a)$
until $\|Q^{\pi,l} - Q^{\pi,l-1}\| < \epsilon$

return $Q^{\pi,l}$
Algorithm 3 Policy iteration for Q value functions in stochastic finite MDPs

**Input:** \( \gamma < 1, f, g, \) and stopping criterion \( \epsilon > 0, \) a policy \( \pi \)

**Output:** a policy \( \pi \) verifying \( \| \pi^* - \pi \| < \Delta(\epsilon) \)

Initialize \( \pi_0 = 0 \) and \( l = 0 \)

repeat
  evaluate \( \pi_l \), i.e. derive \( Q^{\pi_l} \)
  improve \( \pi_l \) into \( \pi_{l+1} \) by doing \( \pi_{l+1}(x) \in \arg\max_a Q^{\pi_l}(x, a) \) for all \( x \in X \)
  until \( \| \pi_l - \pi_{l-1} \| < \epsilon \)

return \( \pi_l \)

**Full algorithm and efficiency.** A big advantage of policy iteration over value iteration is that the Bellman operator used is the one associated with a specific policy \( \pi \), which means the equation to solve is a linear one. Assuming the size of the state and action space is not too big, this can be solved quite efficiently.

Each call to policy evaluation takes about \( 4|X|^2|A| \).

2.2.5 Q learning

Q-learning [121] is an off policy algorithm that approximates the optimal Q-value function. Although initially meant for small scale (e.g. finite space) problems, it is possible to make it efficient for larger scale problems, via function approximations for example.

This algorithm is essentially made of two parts:

- an update function that, given \( (x, a, x', r, Q) \) updates \( Q \) according to the transition \( (x, a, x') \) and instant reward obtained \( r \).

- a way to choose \( x \) and \( a \); this can be simply chosen from pre-generated data, or obtained online by following some policy \( \pi \) chosen by the user.

Alg. 4 provides a formal description of the Q-learning algorithm (from [112] and [113]), in the case where a generative model is available. Note that the policy \( \pi \) could be anything. Common choices include the greedy policy with respect to the current Q-value function, possibly combined with \( \epsilon \)-greedy exploration, or the Boltzmann scheme. The authors of [110] propose some sampling strategies with theoretical guarantees.

One can still apply Q-learning from data, without a generative model. In this case, for every \( (x, a, x', r) \) available in the data, we can apply the update function. The theoretical convergence of this algorithm was proven in [121], with the assumption that the sampling strategy samples all actions infinitely often (asymptotically), and that states and actions are discrete.

2.2.6 SARSA

Described in [112], and first introduced in [105], SARSA is an on policy TD algorithm, very similar to Q-learning. The difference lies in the update function. Instead of
Algorithm 4 Q-learning with generative model

**Input:** a generative model of the problem, a policy $\pi$, a step size $\alpha > 0$

**Output:** an approximation of $Q^*$

Initialize $Q:(X \times A) \mapsto \mathbb{R}$ arbitrarily for all $(x, a) \in (X \times A)$

repeat

Pick an initial state $x \in X$

repeat

choose action $a$ according to a policy $\pi$

use the generative model to obtain resulting state $x'$ and reward $r$

$Q(x, a) \leftarrow Q(x, a) + \alpha (r + \gamma \max_{a' \in A} Q(x', a') - Q(x, a))$

$x \leftarrow x'$

until $x$ is a final state

until no more computing time

return $Q$

This algorithm is guaranteed to converge to the real Q-value function $Q^*$, as long as exploration is assured, and as long as the exploratory policy slowly becomes greedy with respect to the Q-value function[110]. Becoming greedy too quickly would hurt exploration, and never becoming greedy would prevent convergence.

Algorithm 5 SARSA algorithm

**Input:** a generative model of the problem, a policy $\pi$, a step size $\alpha > 0$

**Output:** an approximation of $Q^*$

Initialize $Q:(X \times A) \mapsto \mathbb{R}$ arbitrarily for all $(x, a) \in (X \times A)$

repeat

Pick an initial state $x \in X$

repeat

choose action $a$ according to a policy $\pi$

use the generative model to obtain resulting state $x'$ and reward $r$

$Q(x, a) \leftarrow Q(x, a) + \alpha (r + \gamma Q(x', \pi(x')) - Q(x, a))$

$x \leftarrow x'$

until $x$ is a final state

until no more computing time

return $Q$

This algorithm is guaranteed to converge to the real Q-value function $Q^*$, as long as exploration is assured, and as long as the exploratory policy slowly becomes greedy with respect to the Q-value function[110]. Becoming greedy too quickly would hurt exploration, and never becoming greedy would prevent convergence.

The essential difference between Q-learning and SARSA is what the reinforcement learning community calls on-policy and off-policy algorithms. Q-learning, because it has two distinct policies, one to explore actions, and one that is evaluated, is called off-policy. SARSA, on the other hand, is call on-policy because it uses the policy that
is being evaluated as its exploratory policy.

2.3 The large scale case: RL and approximate DP

What all the algorithms of the previous section, as they are presented, share, is that they need to store the Q values (or V values, depending on the implementation), for every single state and action (or just every state if using V values). For problems where the state and action spaces are both finite and small, this is not a problem. However, for large spaces, and in particular for continuous (thus infinite) spaces, this proves highly impractical, if not outright infeasible.

There are a number of workarounds to solve this issue. The first one is the approximate dynamic programming approach, that we first introduce in its generic form. We will then present function approximations methods, that suppress the need to store a table of infinite size in memory. The approximating function can be of fixed dimension (like in the case of parametric function approximations), or of data driven size (non parametric function approximations).

In DP, one recursively travels through all reachable states, backward in time, to compute the exact value function $V^*(.)$. To do so, one needs to use the final states values as initial values, and the following Bellman equation as an iteration rule:

$$V^*(x) = \sup_{a \in A} (E_w \{g(x, a, w) + \gamma V^*(f(x, a, w))\})$$ (2.18)

In ADP, we acknowledge that solving this equation exactly is intractable. We can divide the challenges of this equation in three categories:

- the state space is too large: we should approximate $V$ (value function approximations)
- we cannot compute the expectation exactly (sampling methods, post decision state)
- the action space is too large: we should discretize the action space, or find efficient ways to divide it.

These challenges correspond to the *curses of dimensionality*, and are the focus of most of the literature following Bellman’s work. We will divide this section as follows: section 2.3.1 deals with the methods that simply try to approximate the value function itself, section 2.3.2 presents methods that aim at iteratively approximate an optimal policy, section 2.3.3 will show how some methods translate the whole problem into a noisy optimization problem, by doing a search in the policy space, section 2.3.4 will present the famous actor-critic methods, also known as general policy iteration methods. Finally, we will present some of the most popular methods for solving unit commitment problems, developed by the mathematical programming community, in section 2.3.5.
2.3.1 Approximate Value Iteration

In this part, we look at the various methods that revolve around the approximation of the value function \( V^* \) or Q value function \( Q^* \). Because the state and action spaces are large, one cannot represent these functions exactly, let alone compute them exactly.

There are two main approximation approaches: parametric and non parametric. The former uses a predetermined parameter \( \theta \) to characterize an approximation function \( \bar{V}_\theta \). The latter uses data driven characterizations of the approximation function.

**Parametric approximations**

One way to approximate \( V^* \) is to project it on a user defined set of basis functions \( \phi_f \), where \( f \in \mathcal{F} \) represent features of the problem, and \( \mathcal{F} \) is the feature set. Using this idea, and some parameter vector \( \theta \in \mathbb{R}^\mathcal{F} \) we can write the approximate value function as follows:

\[
\bar{V}_\theta(x) = \sum_{f \in \mathcal{F}} \theta_f \phi_f(x) \quad (2.19)
\]

Note that this approximation is linear in the parameter vector \( \theta \). The complexity of this function can be hidden in the basis functions. The simplest basis functions that we could think of are the powers of the state variable, so that one could write:

\[
\bar{V}_\theta(x) = \sum_{i \geq 0} \theta_i s^i \quad (2.20)
\]

The size of the feature space is up to the user. May one choose to have only two features, the previous simple approximation could be written:

\[
\bar{V}_\theta(x) = \theta_0 + \theta_1 s \quad (2.21)
\]

The aim is then to find a parameter \( \theta \) that makes the approximation as close as possible to the real value function. Of course, one does not have access to this real value function. One can only sample trajectories with a generative model of the problem, or use existing samples. The generic algorithm could be described as follows:

**Algorithm 6 Generic Approximate Parametric Value Iteration**

**Input:** a generative model or sampled trajectories, a feature function basis \( \mathcal{F} \)

**Output:** an approximation of \( V^* \), \( \bar{V}_0 \)

Initialize \( \theta_0, \bar{V}_\theta : \mathcal{X} \mapsto \mathbb{R} \) and \( n = 0 \) arbitrarily

repeat
  Evaluate current approximation, and obtain either one score \( \hat{v}_n \)
  Update \( \theta_n \) according to that evaluation
  \( n \leftarrow n + 1 \)
until no more computing time

return \( \bar{V}_n \)
The two main challenges of value function approximation are:

– how to choose the set of features \( \mathcal{F} \) (and thus the basis functions) ?

– how to optimize \( \theta \) ?

The choice of basis functions is mostly an art, and problem dependent. However, there are many papers dealing with this issue. First, some people focus on optimizing a given set of basis functions, like in [126] where the authors use gradient-based optimization to adapt the basis functions. Another way to proceed is to work on the choice of basis functions. It can be done by starting with a very small set of functions, and by slowly adding new basis functions to it, like in [118, 91, 64]. Alternatively, one can start with a very large set of basis function, and slowly selecting a smaller subset of it, as in [76].

There are essentially two ways to optimize \( \theta \): in an incremental manner, or from batches of sampled trajectories. Depending on this choice, there may be different options to both evaluate a given approximation \( \bar{V}_{\theta_n} \), and to update it according to the evaluation. To illustrate both cases, we will present the stochastic gradient descent and the least square fitting method.

**Stochastic gradient descent.** In this case, we suppose that we want to update the value of \( \theta_n \) after each function transition. These transition are either simulated online or picked from a pre-sampled database.

At a given step \( n \), and in some state \( x \), we evaluate the current approximation \( \bar{V}_{\theta_n} \), and obtain some value \( \hat{v}(x) \). The way we do the evaluation would be, typically, by selecting an action \( a \) greedily with respect to the current approximation, observing one transition \( (x, a, x', r) \), and using the current approximation to give a value to \( x' \). That way, the evaluation returns the score:

\[
\hat{v}(x) = r + \gamma \bar{V}_{\theta_n}(x')
\] (2.22)

Using the same notation as in the Bellman error minimization, we update \( \theta \) as follows:

\[
\theta_{n+1} = \theta_n - \alpha_n (\bar{V}_{\theta_n}(x) - \hat{v}(x)) \phi(x)
\] (2.23)

As presented, this method has a few difficulties:

The choice of \( a \) is done as follows:

\[
a = \arg \max \mathbb{E}_w (g(x, a, w) + \gamma \bar{V}_{\theta_n}(f(x, a, w)))
\] (2.24)

This is the most intuitive way to select an action, but it is easy to see that this does not favour exploration at all. In addition, it might be extremely difficult to compute the expectation, and one would probably need to use another approximation for it. Finally, this method requires the choice of a step size, that can be critical. A small step size may lead to stalling, a large step size to instability. Many works revolve around adapting this step size to avoid both dangers, and a comprehensive review of these can be found in [58].
Least square fitted Q-iteration. Here, we show a method that uses a sample of transitions \( D = (x_m, a_m, x'_m, r_m)_{1 \leq m \leq M} \). It can be either a given sample, or be augmented online if a generative model is available. Such a method is used in [50], where the authors use the results of each iteration of the following algorithm to update the sample (as explained in [29]), in order to maximize the utility of the samples used inside the value iteration step:

**Algorithm 7** Least-squares fitted Q-iteration with parametric approximation

**Input:** a sample \( D \) of transitions , initial parameter \( \theta_0 \), initial value function approximation \( \bar{Q}^0_{\theta_0} \)

**Output:** an approximation of \( Q^* \)

1. Initialize \( n = 0, \bar{Q}_{\theta_n} \)
2. Repeat
   - For \( m = 1 \) to \( M \) do
     - \( \hat{Q}_n(x_m, a_m) \leftarrow r_m + \gamma \max_a \bar{Q}_{\theta_n}(x'_m, a) \)
   - End for
   - \( \theta_{n+1} \leftarrow \arg\min_{\theta} \sum_m (\bar{Q}_{\theta}(x_m, a_m) - \hat{Q}_n(x_m, a_m))^2 \)
   - \( n \leftarrow n + 1 \)
3. Until no more computing time
4. Return \( \bar{Q}_{\theta_n} \)

In some way, the choice of the samples drives how the evaluation of a given approximate Q-value function is done. Taking many samples sharing the same initial state and action means that one is trying to obtain a very accurate expectation with respect to the random process \( w \), at the expense of not visiting many different states and actions. At the opposite, putting only different states and actions in the sample means that the evaluation step is very noisy, but that one explores as many states and actions as possible.

Non Parametric

These methods rely on a given set of samples \( D = (x_i, v_i)_{1 \leq i \leq m} \), and use that information to infer the value of any new state \( x \). A typical example of non parametric approximation are the kernel-based approximators. In that case, given some kernel \( K_D \), the nearest neighbor method for regression would give the following value to \( x \in X \):

\[
\bar{V}_D(x) = \sum_{1 \leq i \leq m} \frac{v_i K_D(x, x_i)}{\sum_{1 \leq i \leq m} K_D(x, x_i)}
\]

Despite their name, non parametric methods still involve a choice of parameters, like the choice of the kernel, and the choice of some parameters of that kernel. Some tuning, even automatic, might still be required.
2.3.2 Approximate Policy Iteration

Approximate Policy Iteration is similar to approximate VI. Except than instead of focusing on approximating the real Value function, to eventually act greedily with respect to that approximation, one tries to directly approximate the optimal policy. A major consequence of this difference is that a policy can be almost optimal, even though the matching value function is far from the optimal one. The intuition is that what matters to make a policy good is how it ranks the possible actions relatively to one another, not the absolute value given to each state and action. Even if the absolute values are wrong, the ranking can still be good (the inverse cannot be true).

An approximate PI algorithm is repeating two steps until the policy at hand is satisfactory (or until we run out of time): the policy evaluation step, and the policy improvement step. The generic approximate PI algorithm based on Q-values is formulated in [29] as follows:

```
Algorithm 8 Approximate PI with Q-values
Input: some sample trajectories, and/or a generative model
Output: \( \tilde{\pi}_n \), an approximation of \( \pi^* \)
Initialize \( n = 0 \), policy \( \pi_n \)
repeat
  Policy evaluation : find \( \tilde{Q}_{\pi_n} \), an approximate of the true Q-value function of \( \pi_n \)
  Policy improvement : find a policy verifying \( \tilde{\pi}_{n+1}(x) \approx \arg\max_a \tilde{Q}_{\pi_n}(x,a) \) for all \( x \)
  \( n \leftarrow n + 1 \)
until \( \tilde{\pi}_n \) is satisfactory or no more computing time
return \( \tilde{Q}_{\theta_n} \)
```

The policy evaluation can be a lot like approximate value iteration. Given some policy, one is merely trying to find its real value function, possibly by iteratively updating a parametric approximation of this value function, for example. The policy improvement step can be exact, when the state and action spaces are small enough to allow a simple enumeration. But of course, as we are here interested in large spaces, one needs to rely on approximations, in a similar fashion to how value functions are approximated.

**Policy evaluation**

We will focus here on simple policy evaluation methods, but there exist several other options, like Least Square Temporal Difference (LSTD, seen in [24] and [23]), and Least Square Policy Evaluation (LSPE, as seen in [92] and [29]). We show one example of policy evaluation based on a parametric Q-value approximation, and one example of a non parametric one.

**Least square fitted policy evaluation.** This method is extremely similar to the least square fitted Q-value iteration presented in Section 6. The main difference
is that the update of the approximate value function is done following the current approximate policy, instead of acting greedily with respect to the value function. The formal algorithm is shown below:

**Algorithm 9 Least-squares fitted policy evaluation with parametric approximation**

**Input:** a policy \( \pi \) to evaluate, a sample \( D \)

**Output:** an approximation of \( Q^h \)

Initialize \( n = 0, \bar{Q}_{\theta_n}^\pi \)

repeat

for \( m = 1 \) to \( M \) do

\[ T(\bar{Q}_{\theta_n}^\pi(x_m, a_m)) \leftarrow r_m + \gamma \bar{Q}_{\theta_n}^\pi(x_m', \pi(x_m')) \]

\[ \hat{Q}_n(x_m, a_m) \leftarrow T(\bar{Q}_{\theta_n})(x_m, a_m) \]

end for

\( \theta_{n+1} \leftarrow \text{argmin}_\theta \sum_m (\bar{Q}_\theta(x_m, a_m) - \hat{Q}_n(x_m, a_m))^2 \)

\( n \leftarrow n + 1 \)

until no more computing time

return \( \bar{Q}_{\theta_n} \)

As for methods presented before, this algorithm is sensitive to how the samples are chosen (one needs to strike a balance between noisy estimations of each \((x, a)\), and exploration of many \((x, a)\)). Also, as it is a parametric method, one needs to first chose a set of basis functions, to find a balance between over fitting (too many basis functions) and under fitting (too few).

**Policy evaluation with rollouts.** To circumvent the difficulty of choosing basis functions, one can use a non parametric method. One example is to evaluate the policy \( \pi \) with rollouts, also known as Monte Carlo simulations. It is required to have a generative model. This approach has been proposed in [47]. The idea of this method is that from each pair \((x, a)\), we simulate \( N \) trajectories of length \( K \), where each action chosen after \( a \) follows policy \( \pi \). The final estimation of the value of each pair \((x, a)\) is the average of the cumulated return of the \( N \) trajectories:

\[
\hat{Q}^\pi(x, a) = \frac{1}{N} \sum_{i=1}^{N} \left[ g(x, a, w_{(i,1)}) + \sum_{k=1}^{K} \gamma^k g(x_{(i,k)}, \pi(x_{(i,k)}), w_{(i,k+1)}) \right] 
\]

where, for each trajectory \( i \), and each step \( k \), given a state \( x_{(i,k)} \), the following state is generated using the policy \( \pi \) and the generative model as follows: \( x_{(i,k+1)} = f(x_{(i,k)}, \pi(x_{(i,k)}), w_{(i,k+1)}) \).

Essential parameters of this method include the horizon \( K \) and the number of simulated trajectories \( N \). If the problem and the policy are deterministic, then \( N = 1 \) is sufficient. However, if the problem and/or the policy have a high volatility, one would probably need a very high value for \( N \) to obtain an estimate accurate enough to discriminate different pairs \((x, a)\). The length of the horizon should aim at balancing
computational cost and estimation error. A very short horizon would be com-putationally cheap, but would likely give a very biased estimate (missing important events in the future). A very long horizon would probably allow for a smaller estimation error, but could become computationally too expensive.

Finally, note that this evaluation method becomes highly impractical when there are a large number of pairs \((x, a)\) where one wants to evaluate the policy.

**Policy improvement.**

At this step, we use the new approximate value function \(\tilde{Q}^{\pi_l}\) associated to the current policy \(\pi_l\) to update the policy. The first and straight forward idea is to visit each state \(x\) and update the policy accordingly:

\[
\pi_{l+1}(x) = \arg\max_a \tilde{Q}^{\pi_l}(x, a)
\]  

(2.27)

This only works if the state space is small enough, and if finding the maximizing action is tractable. Depending on the action space size and on the shape of \(\tilde{Q}^{\pi_l}\), this may very well be computationally too expensive.

The alternative is, of course, to parametrize the policy \(\pi\), using a set of basic functions \(\psi_i, 1 \leq i \leq N\). The basis functions are actually policies, rules that output an action, from the information contained in state variables. We will still use the notation \(\theta\) for the parameter vector. Using these notations, a linearly parametrized policy would, from a state \(x\), return the action:

\[
a = \pi(x) = \sum_{i=1}^{N} \psi_i(x)\theta_i = \psi^T(x)\theta
\]  

(2.28)

We then need a sample of states \(x_1, ..., x_M\) on which we want to fit the parametric policy to the value function obtained at the policy evaluation step, \(\hat{Q}^{\pi_l}\).

Given this setting, there have been two ways to improve the policy \(\pi_l\), i.e. to update \(\theta_l\) (we are only considering the parametric case).

First option, separate the improvement in two steps:

- for each state \(x_m\), find the greedy action \(a_m \in \arg\max_a \hat{Q}^{\pi_l}(x_m, a)\)

- \(\theta_{l+1} = \arg\min_{\theta} \sum_{m=1}^{M} (\psi^T(x_m)\theta - a_m)^2\)

Notice how the second step is merely a convex optimization problem, and will usually not be the biggest challenge. However, one first needs to find all greedy actions, something that is not guaranteed to be easy.

The second option is to directly look for the \(\theta\) that maximizes the Q-value function, i.e.

\[
\theta_{l+1} = \arg\max_{\theta} \sum_{m=1}^{M} \hat{Q}^{\pi_l}(x_m, \psi^T(x_m)\theta)
\]  

(2.29)

This avoids having to search the entire action space, but it creates an optimization problem that will generally be non linear.
2.3.3 Policy search

Policy search methods, as the name indicates, search in the space of policies \( \Pi \) for an optimal policy \( \pi^* \). To our knowledge, all these methods use parametric policies \( \pi_\theta \in \Pi \), where \( \theta \) is some parameter to optimize. Then one can essentially divide policy search methods into two groups: gradient based policy search when \( \pi_\theta \) is differentiable with respect to \( \theta \), and gradient free policy search when it is not (or when one chooses not to use any gradient for other reasons).

**Gradient based policy search.** These methods, like policy iteration, are divided in two steps: policy evaluation, and policy improvement. First one initialize the parameter (and thus the policy) to some \( \theta_0 \). Then, one evaluates the resulting policy, either exactly, or by sampling many possible returns of this policy. One also needs to evaluate the gradient of the reward of this policy. This is the core of the method, and there has been a great deal of attention on this issue. One of the main difficulties is to keep the variance of the estimate of the gradient small enough to make it relevant. This what the authors of [85] focus on, in the case of finite state MDPs.

Once the gradient is properly estimated, one can apply a classic gradient ascent to the parameter \( \theta \), and repeat.

This type of policy search offers the comforting use of gradient ascent, but suffers from local optimum traps, and variance reduction issues.

**Gradient free policy search.** These methods do not use the gradient (or its estimate) of the average reward. Instead, they consider the problem of finding a good parameter \( \theta \) as a noisy (gradient free) optimization problem. Doing so, they can pick amongst the existing techniques, such as evolutionary optimization[14, 61] or cross-entropy methods[83]. In [123], the authors use neuroevolutionary optimization to automatically find function approximations.

The main advantage of gradient free policy search is that it is less vulnerable to local optima than the previously described methods. It also dodges the problem of gradient estimation.

2.3.4 Actor critic methods

The term *actor-critic*, was first used in the context of computer science in [15]. The idea came naturally to distinguish the two types of process interacting in the value and policy iteration methods. In the latter, one iteratively evaluates a policy by approximating its associated value function, and improves that policy based on that evaluation. One keeps evaluating a policy (hence the term ‘critic’), and improving this policy by using the feedback (hence the term ‘actor’). Actor-critic methods are doing almost the same thing, with one big difference: the improvement step is not done by making the policy acting greedily with respect to the new value function. Instead, one simply moves in the direction of these greedy actions. It is a less radical step, intended to provide additional stability to the improvement step.
Having this in mind, one refers to the evaluation part, i.e. the part that tries to approximate the value function of a given policy, as the critic. On the other side, the actor receives these values from the critic, and tries to improves his current policy: it is the policy improvement step.

Using this terminology, policy gradient methods that do not use any value function are called actor only methods (see William’s REINFORCE algorithm [124], and [90] [100]). Conversely, value iteration algorithms, like SARSA, can be called critic only methods.

Most of the actor-critic algorithms so far have relied on policy gradient, or on natural policy gradient ([95]) for the actor part. A more comprehensive survey on actor-critic algorithms can be found in [63].

### 2.3.5 Mathematical programming for unit commitment

When working on unit commitment problems, as described in [93], the sizes of both the action space becomes so large that the community working on them has often relied on mathematical programming, and more specifically stochastic programming [49] to handle them. Typically, these methods are extremely powerful to deal with very large action spaces, but often rely on convexity assumptions for the reward functions, or on other simplifications of the real problem to run correctly.

In this section, we cover quickly some of the approaches coming from the mathematical programming community that have been at the center of the attention of the practitioners.

**Benders cuts**

In [93], the authors use a decomposition approach, based on Benders cuts [17], to tackle a unit commitment with multiple hydroelectric reservoirs.

This method requires a model of the problem that has a convex objective function and linear constraints. The stochasticity can be handled as a set of possible realizations, or scenarios.

The main idea is to separate the problem into the two usual blocks: on one side, the immediate cost function, and on the other, a value function to represent everything that would happen later. As before, the goal is to slowly approximate the value function, because finding the exact one is intractable. In this case, the trick is to exploit the (assumed) convexity of the value function, to approximate it with a relaxed linear program. Then, the dual variables of the solution are used to derive cuts (the so called Benders cuts), that are lower bounds to the real value function. This method is thus often called Stochastic Dual Dynamic Programming (SDDP).

For the sake of clarity, we will explain the process for a two time steps problem. One is trying to minimize the costs, so formally, given an initial state $x_0$:

$$
a_0^* = \arg\min \mathbb{E}_w g(x_0, a_0, w_1) + \gamma V^*(f(x_0, a_0, w1)) \quad (2.30)$$
with

\[ V^*(f(x_0, a_0, w_1)) = \min_{a_1} \mathbb{E}_{w_2} g(f(x_0, a_0, w_1), a_1, w_2) \]  

subject to linear constraints on \( a_0, a_1 \).

As this method can work on scenario trees, we will write \( p_i, i = 1 \ldots K_1 \) the probability of having the \( i^{th} \) as a realization for the first time step. Similarly, we will write \( p_{i,j}, j = 1 \ldots K_2 \) the probability of, after observing the \( i^{th} \) realization, having the \( j^{th} \) realization for the second time step.

We can then rewrite the objective function as:

\[ \min_{a_0} \sum_{i=1}^{K_1} p_i (g(x_0, a_0, w_{1,i}) + \gamma \alpha^*_i(x_0, a_0)) \]  

subject to linear constraints on \( a_0 \), and with

\[ \alpha^*_i(x_0, a_0) = \min_{a_1} \sum_{j=1}^{K_2} p_{i,j} g(f(x_0, a_0, w_{1,i}), a_1, w_{2,j}) \]

subject to linear constraints on \( a_1 \).

Using this decomposition, one can proceed as follows:

- initialize \( \bar{\alpha}_i(x_0,.) \) for \( i = 1 \ldots K_1 \) as a piecewise linear function that is a lower bound to \( \alpha^*_i(x_0,.) \)
- solve 2.32 with some linear programming solver; the resulting \( \bar{a}_0^* \) gives a cost \( z \) that is a lower bound to the real optimum
- solve 2.33, with \( a_0 = \bar{a}_0^* \); the resulting cost \( \hat{z} \) is an upper bound to the real optimum
- if \( z - \hat{z} \) is smaller than some given tolerance, then we stop and consider the solution satisfying; otherwise we use the second stage problem’s dual variable to generate new approximations \( \alpha^*_i(x_0,.) \) (this is the part that uses Benders cuts), and go back to the first stage problem.

This method has been quite popular to solve hydro-thermal energy management problems [94], because of a few reasons. First, it uses powerful mathematical programming techniques, that easily scale up with very high dimensional problems. Second, each step of the algorithm gives a tightening pair of lower and upper bounds to the optimal cost, which gives an idea of how far the approximate solution is from the real optimum. Finally, it pairs well with a tree based model of randomness, that allows for non Markovian processes, commonly encountered in these problems (weather is known to be highly non Markovian).

That being said, this method suffers from a major drawback: it requires the value functions (on which are based the \( \alpha \) functions above) to be convex. If this assumption does not hold, then the Benders cuts cannot be applied to derive approximations of the real value functions. Using this method on non convex value functions can lead to arbitrarily large errors in the value function approximations.
Certainty Equivalent Control

Certainty Equivalent Control (CEC) is the term employed to cover the methods transforming an initially stochastic problem into a deterministic problem, by replacing the random variables by one fixed trajectory.

One variant of this, often applied to unit commitment problems, is Model Predictive Control (MPC) [98, 52]. The idea is to represent the system so that the all variables are the variation from the desired stable state. Then, using a rolling horizon, one tries to keep the system stable (i.e. the variables close to zero) over that short horizon, chooses an action, receives a feedback, and moves forward in time.
Chapter 3

Continuous MCTS

In this chapter, we introduce Monte Carlo Tree Search algorithm for finite deterministic MDPs, in Section 3.1. We then present our contributions on this topic, namely its extension to continuous and stochastic setting. This includes the Double Progressive Widening trick in Section 3.2, a way to improve the exploration of vast action spaces in Section 3.3, and a technique to transport information from one branch of the tree to the other in Section 3.4.

3.1 Finite MCTS

MCTS algorithm became popular when applied to the game of Go [54] [74, 43]. Before its application to this game, most algorithms failed to either explore all possible games by brute force (impossible with our current computing power) or accurately estimate the optimal value function of any given state (i.e. a given board configuration). Today, most, if not all algorithms of computer Go are based on MCTS.

In addition to the notations previously introduced, we will need the two following definitions.

**Generative model of the environment.** We write $M : \mathcal{X} \times A \mapsto \mathcal{X} \times \mathbb{R}$ the function that models the environment. More precisely, given a state $x$ and a legal action $a$, it returns a couple $(x', r)$, $x'$ being the next state and $r$ the instantaneous reward obtained. Both $x'$ and $r$ can be stochastic, and follow random distributions unknown to the agent.

**Random action sampler.** We write $s : \mathcal{X} \mapsto A$ the function that, given a state $x$, returns a legal action $s(x) = a$. This function can be stochastic, and follow an unknown random distribution.

We call random policy the policy that is to chose, in any state $x$, the first action returned by $s$.

If, for any $x \in \mathcal{X}$, the legal action space is $[0, 1]$, then a natural candidate for $s(x)$ would be the uniform distribution over $[0, 1]$. This specific case actually allows many other methods : biased sampling, equally spaced discretization, etc. But it
is important to note that our assumption (having a random action sampler) is less strong than knowing exactly what the action space is.

We will talk about this again in Section 3.3.1, where we mention some of the state of the art work that make use of the strong assumption that the action domain is known. In that section, we will also explain why, for real world applications like energy unit commitment problems, that assumption might not hold.

The state-action tree structure. We specify here what tree structure will be used throughout this work, to represent reachable states and feasible actions. We purposely use a general structure, that can be used for both deterministic and stochastic environments. This will simplify the explanations about the transition from finite and deterministic to infinite and stochastic settings.

To pave the way for a clear tree structure in stochastic environments, we differentiate two distinct and alternated kinds of nodes:

- **decision nodes**, where the agent needs to decide what action to take. These nodes also correspond to the agent being in a certain state \( x \in X \), and are then labelled by \( x \).

- **random nodes**, where the generative model is used to simulate the transition associated to a certain couple state action \( (x, a) \), with a possibly random outcome. They will naturally be labelled as \( (x, a) \).

The root of the tree is made of the initial decision node \( r \in X \), of depth \( d(r) = 0 \).

We define the depth of a node as half the distance between this node and the root. This way, the first layer of random nodes following the root are at depth 0.5, followed by a layer of decision nodes at depth 1, and so on.

For any node \( z \) (whether it is a decision or a random node), we write \( n(z) \) the number of times this node has been simulated.

We show a generic representation of this tree structure, where decision nodes and random nodes appear in successive layers, until the time horizon is reached, in Fig.

Remarks:

- in the case of a deterministic environment, each random node has one and only one child.

- all final nodes are degenerated decision nodes, where no decision can be made

3.1.1 Algorithm description

In a nutshell, MCTS relies on the idea that, given a state \( x \), if we have access to \( Q^*(x, a) \) for all \( a \in A \), acting greedily with respect to \( Q^* \) will give an optimal action, and the problem becomes a “trivial” optimization problem. The way MCTS approximates \( Q^* \) is that for all \( a \in A \), it simulates random trajectories starting with \( (x, a) \). As the number of simulation grows, one can hope that the average reward obtained over these simulation will give a good estimate of \( Q^*(x, a) \). This can only work if, at
Figure 3-1: Generic tree structure for sequential decision making under uncertainty. In this figure, $x$ is the initial state, the root of the tree. One of the explored feasible actions from $x$ is $a$. One of the explored possible outcome of the pair $(x,a)$ is $x'$. Some point, the simulations are not purely random. Otherwise, the algorithm would asymptotically act greedily with respect to $V^*$, the value function underlying the random policy:

$$\tilde{a}^* = \arg\max_{a \in A} (r + V^*(f(x, a, w)))$$

(3.1)

This is where the Tree comes from, in order to actually converge to $Q^*$, one wants to bias the trajectories toward an optimal behaviour. This is achieved by slowly constructing an unbalanced tree, where nodes contain visited states, and branches represent actions. That way, as more simulations are made, one can spend most of the simulations on promising actions, thus giving them more weight in the average reward computation. Under certain assumptions, we will see that one can guarantee the consistency of MCTS, i.e. that the action chosen will be an optimal one.

We divide the formal description of MCTS into 5 algorithms. There are many other ways to describe it that can be found in the literature [35, 55]. This one is just the way that is the most convenient to explain our contributions in the later sections.

First, there is the main loop of MCTS, Alg. 10. Given some time budget and an initial state $x$, if slowly builds a tree of possible trajectories, and eventually returns the
best action, according to some pre-defined criterion, described in Alg. 14 (although there exist a few options to design this part of the algorithm [106], we just chose the most popular one, which is to pick the most simulated action). Then, we detail the way the tree is grown in Alg. 11. During one run through the tree, we need a function to dictate how to navigate in this tree, that we show in Alg. 12. We also need a function that evaluates a state, in order to avoid having to add every single visited state in memory. This last function is shown in Alg. 13.

One way to think of MCTS is to divide each iteration into four phases:

- (i) selection phase: we travel inside the tree (corresponds to a part of the GROWTREE function, and to the SELECT function);
- (ii) expansion phase: we decide to add a new node to the tree (part of the GROWTREE function);
- (iii) simulation phase: we use the default policy to simulate a sequence of actions until a final state is met (EVAL function);
- (iv) back-propagation phase: we use the information gathered during the simulation to update the tree (part of GROWTREE).

### Algorithm 10 MCTS algorithm for finite states and actions

**Input:** initial state $r$, time budget $B$, generative model $M(x,a) = [x',r]$, action sampler $s : \mathcal{X} \mapsto A$, constant $K > 0$, and a default policy $\phi$

**Output:** a chosen action $\tilde{a}^*$

1. Initialize $t_0 \leftarrow t$, and $T \leftarrow r$
2. **while** $t < t_0 + B$ **do**
   - GROWTREE($r, M(,..), \alpha, K$)
3. **end while**
4. return BESTACTION($T$)

### Important features of the algorithm.

This algorithm makes a few key assumptions in order to work properly:

- both the action space and the state space are finite. Otherwise, the SELECT function will keep selecting unexplored actions, and no node of depth higher than 1 would be added.
- the agent has access to a generative model of the problem, and to a random action sampler.
- the SDM problem has a finite horizon, at which an exact reward can be computed.
Algorithm 11 GROWTREE

**Input:** current tree $T$, generative model $M(x,a) = [x',r]$, action sampler $s : X \mapsto A$

**Output:** none, just updates the tree and possibly makes it grow

Initialize $x \leftarrow r(T)$, and $CR \leftarrow 0$

repeat
  $a \leftarrow \text{SELECT}(x,K)$
  $\text{Children}(x) \leftarrow \text{Children}(x) \cup (x,a)$
  $[x',r] \leftarrow M(x,a)$ \{M() generates a random possible outcome, and a reward\}
  $\text{Children}(x,a) \leftarrow \text{Children}(x,a) \cup x'$
  $r(x,a) \leftarrow r$
  $x \leftarrow x'$
until $n(x) == 0$ or $x$ is a final state

$CR \leftarrow \text{EVAL}(x,M,\phi)$

while $x$ not root do
  $n(x) \leftarrow n(x) + 1$
  $(x,a) \leftarrow \text{Father}(x)$
  $CR \leftarrow CR + r(x,a)$
  $CR(x,a) \leftarrow CR(x,a) + CR$
  $n(x,a) \leftarrow n(x,a) + 1$
end while

Algorithm 12 SELECT

**Input:** state-node $x$, $K > 0$ action sampler $s$

**Output:** an action $a$

$a_x = \text{argmax}_{a \in \text{Children}(x)} \hat{Q}(x,a)$

with $\hat{Q}(x,a) = \frac{CR(x,a)}{n(x,a)} + K \left( \frac{\ln(n(x))}{n(x,a)} \right)^\frac{1}{2}$ if $n(x,a) > 0$, $+\infty$ otherwise

return $a_x$

Algorithm 13 EVAL

**Input:** state-node $x$, default policy $\varphi$, generative model $M$

**Output:** a real number $R$

initialize $R \leftarrow 0$

while $x$ not final state do
  $a \leftarrow \varphi(x)$
  $[x',r] \leftarrow M(x,a)$
  $R \leftarrow R + r$
  $x \leftarrow x'$
end while

return $R$
Figure 3-2: An example of the four phases of MCTS, from (i) to (iv). The orange color is used to indicate the parts of the tree that are used/modified at each phase.

These assumptions all hold true in the case of the game of Go, for example. They also hold true for many classical benchmark problems from the reinforcement learning community [112].

An essential part of the algorithm is in the function SELECT. After initially exploring all possible actions from a given state $x$, the agent has a very noisy estimation of the corresponding Q values. At this point, he needs to decide how to allocate simulations between the different actions. To allocate simulations uniformly between all actions would be a way to make sure no branch of the tree is neglected. To allocate all the simulations into the most promising action would be a risky attempt to invest computing power only in the optimal action. None of these extreme choices is perfect, and this is known as the Exploration/Exploitation dilemma (E/E dilemma), well studied by the multi armed bandit community [77, 99, 8], and applied to MCTS algorithms [74, 75].
Algorithm 14 BESTACTION

Input: a tree $T$
Output: an action $a$

\[
\text{return } \arg\max_{a \in \text{Children}(r(T))} n(r, a)
\]

In our case, investing one simulation into one action can be seen as “playing one arm”. The true expected return of this arm would be $Q^*(x, a)$, and the sampled return would be the result of one sampled trajectory all the way to a final state. Under the strong assumption that the reward of all arms has a support equal to $[0, 1]$, the UCB1 formula [8] provides optimal cumulated regret, i.e. an optimal compromise between exploration and exploitation. Even though these assumption do not hold, in most cases, in MCTS, the use of UCB1 formula in the selection function have shown very good result, and theoretical consistency [74] for finite state spaces.

One essential property of MCTS, that is sometimes overlooked, is its any-time property. MCTS can be interrupted at any time, and will return its best current recommended action. Of course, the longer it runs, the better the recommendation will be. When using one of the traditional methods described in the previous chapter, like SDDP, the running time of the algorithm is unknown, and interrupting it before it has finished will provide a worthless solution.

On the contrary, with MCTS, there is no minimal (and unknown) time budget. This is an especially interesting property for problems in very large dimension, like unit commitment. One might want an answer, the best available, before a fixed time.

Another interesting feature of MCTS is that it does not require the random process to be Markovian to work properly. Or, more precisely, the tree structure naturally embeds the history of a state. In any given node, if one wants to access its history, one can just travel from that node, upwards toward the root. This is as opposed to the traditional value approximation type of methods, that need to store that information in the state variable at all time, making it a challenge because of memory limitations.

Finally, one should note that MCTS uses an acyclic tree structure. This makes it fairly straightforward to parallelize. This feature is particularly attractive because most of the time, it is easier to obtain more machines than it is to increase the computing power of one single machine.

### 3.1.2 Improvements in MCTS applied to games

MCTS has been successfully applied to games, but this was often the result of problem specific improvements (even though the ideas themselves can be used on different applications). We will cover some of the tricks that made MCTS successful in the game of Go, and then mention some of the other accomplishments related to MCTS.

**MCTS applied to computer Go.** One of the biggest improvements to MCTS applied to the game of Go came from the customization of the rollouts by using domain
knowledge [57]. Some work has been done to learn patterns from past games, using ELO ratings, and to use these patterns both in the rollouts and to apply pruning in the tree [45]. In [54], the authors add offline knowledge (value function approximates) to guide exploration at the early stages of MCTS, when little online knowledge is available. We show an extension of this method, called Rapid Value Estimation (RAVE), to continuous domains in Section 3.4. The addition of automatically generated opening books (from past professional games or hand made opening books), in [6, 70], is another way of adding human knowledge in MCTS, considerably improving its performances. In [56], the authors use a tuned constant to adjust the balance between exploration and exploitation in the game of Go, thus stepping away from the default way that consist in exploring all actions first before starting exploitation.

Finally, MCTS is very well suited for parallelization [31, 53, 34, 71]. As an any time algorithm, the benefits of more computing power are almost always beneficial, even though it can be hard to predict by how much.

The very basic version of MCTS uses almost no knowledge of the problem: no convexity hypothesis, no explicit knowledge of the feasible action space, no assumption of continuity, etc. This means that in its simplest form, MCTS is essentially a guided blind search, using a tree structure and exploration/exploitation balance to slowly direct the search in the good direction. Most of the significant improvements in computer Go have then been about adding offline knowledge, hand coded or generated, into the algorithm. The topic of where such heuristics should be included in MCTS applied to computer Go is reviewed in more details in [48].

Application to other games. The idea of decisive move has been applied to MCTS in the game of Havannah in [115] (a decisive move is a move that guarantees a player a win, an anti-decisive move is a move required to avoid a loss). Using this idea can lead to huge gains in computational efficiency by pruning large parts of the tree.

To deal with large branching factors, one option is to aggregate successive moves in move groups, also known as macro actions. This has been investigated and shown to be successful in the game of Go in [36].

Opening books were also applied to the game of Amazons in [73].

3.2 Infinite domain: continuous MCTS

In this section, we investigate the consequences of an infinite support of the probability distribution underlying the transition, and infinite action spaces, on MCTS. Here and in the rest of this work, what we mean by infinite set is a set with infinite cardinal. This set can be bounded or unbounded. Infinite action spaces are encountered in many situation, like in problems where the action is the acceleration of a vehicle, the amount of dollars to invest in a stock, or how much water should be stored in a hydro electric dam. In practice, results covering the infinite action space case can be used to handle problems where the action space is simply too large relatively to the number of iterations.
Problems with infinitely many possible random outcomes in the transition function are also easily found. One can encounter such an environment when the randomness comes from oil price fluctuations, daily precipitations, or noisy robotic control, for instance. In these cases, the random variables $w$ can take infinitely many different values. Formally, this means that for any couple $(x, a) \in \mathcal{X} \times A$, the support of the random variables $f(x, a, w)$ and $g(x, a, w)$ are infinite. This means that it is impossible to explore every single possible outcome. One can only approximate the real distribution.

In the first part, we present some of the existing work made to extend MCTS to continuous actions, on which some of our contributions are based. The second part will show a simple example where this state of the art version of MCTS does not suffice when the possible random outcomes to the transition are also infinite. Finally, we present our contribution, a working extension of MCTS to fully continuous MDPs, namely the Double Progressive Widening trick (DPW)\[39].

### 3.2.1 MCTS-SPW for infinite action space

Whereas in a finite action setting, one can explore all legal actions from a state at least once very quickly, it is not doable when the number of actions gets too big (in particular when this number is infinite). Since one cannot explore all actions at once, the idea is instead to progressively explore new actions. What remains to decide is the rate at which new actions are explored.

Progressive strategies have been proposed in \[45, 33\] for tackling problems with big action spaces; they have been theoretically analyzed in \[119\], and used for continuous spaces in \[103, 104\]. We will here define a variant of progressive widening.

**Simple Progressive Widening (SPW).** Let us focus on the E/E dilemma mentioned above. The goal is for the agent to decide how to allocate simulations to the different actions feasible from its current state $x$. Many papers have been published on such problems, in particular around upper confidence bounds\[78, 7\]. Given some state $x$, some information from past simulations, Upper Confidence Bounds, in its simplest version, recommends to choose any unexplored action if there is still at least one, and $a_{\text{UCB}}$ maximizing $UCB(a)$ otherwise, with:

$$UCB(a) = \frac{CR(x, a)}{n(x, a)} + K \left( \frac{\ln(n(x))}{n(x, a)} \right)^{\frac{1}{2}}$$

(3.2)

Variants of the score function are termed ‘bandit algorithms’; there are plenty of variants of the score formula.

A trouble in many mathematical works around such problems is that the set $A(x)$ is usually assumed small in front of the number of iterations. More precisely, the behaviour of the algorithm above is trivial for $t \leq \#A(x)$. \[120\] proposed the use of a constant $x$ such that $n(x, a) = 0 \Rightarrow UCB(a) = s$; this is the so-called First Play Urgency algorithm. There are other specialized efficient tools for bandits used in “trees” such as rapid action value estimates \[54, 51\]; however these tools assume
some sort of homogeneity between the actions at various time steps. [44, 119, 33] proposed progressive strategies for big/infinite sets of arms.

The principle is as follows for some constants $C > 0$ and $\alpha \in [0, 1]$ (as it is independent of the algorithm used for choosing an action, within a given pool of possible actions, we do not explicitly write a score function as above). We write $x$ the state we are currently in, $A(x)$ the entire set of feasible actions in $x$, and $A(x)_t \subset A(x)$ the set of explored actions at iteration $t$. We initialize $A(x)_0 = \emptyset$. For each $t \geq 0$, we apply the following simple algorithm:

**Algorithm 15 Simple Progressive Widening method**

**Input:** state $x$, $t \geq 0$, $A(x)_t \subset A(x)$

**Output:** an action $a$

if $n(x)^\alpha > \#A(x)_t$ then

$a \leftarrow s(x)$

$A(x)_{t+1} \leftarrow A(x)_t \cup \{a\}$

else

$a \leftarrow \arg\max_{a \in A(x)_t} score(x, a)$

end if

return $a$

The key point is that the chosen action is restricted to a finite subset of $A(x)$. And, progressively, $A(x)$ increases in size, by adding to it randomly sampled actions are increasingly rare occasions.

This algorithm has the advantage that it is any-time: we do not have to know in advance at which value of $t$ the algorithm will be stopped. [44] applied it successfully in the very efficient CrazyStone implementation of Monte-Carlo Tree Search [45].

Upper Confidence Tree (or Monte-Carlo Tree Search) is not a simple setting as above: when choosing an action, we reach a new state; one can think of Monte-Carlo Tree Search (or UCT) as having one bandit in each possible state $s$ of the reinforcement learning problem, for choosing between (infinitely many) actions.

Applying the SPW technique to MCTS means that we modify the SELECT function as follows (other functions remaining unchanged):

It is important to keep in mind that the progressive widening algorithm is applied in each visited state; some states might be visited only once, or never, and some other states are visited very often. MCTS with progressive widening or progressive strategies is the only version of MCTS which works in continuous action spaces [104, 103]; however, it was applied only with the property that applying a given action $a$ in a given state $s$ can lead to finitely many states only. We will see that this methodology (the algorithm above) does not work as is in the case in which there is a null probability of reaching twice the same state when applying the same action in the same state (i.e. typically it does not work for stochastic transitions with continuous support).
Algorithm 16 SELECT with SPW

Input: state-node \( x \), \( K > 0 \) action sampler \( s \), parameter \( 1 > \alpha > 0 \)

Output: an action \( a \)

if \( n(x)^a > \# \text{Children}(x) \) then
  \( a_x \leftarrow s(x) \)
  \( \text{Children}(x) \leftarrow \text{Children}(x) \cup \{(x,a)\} \)
else
  \( a_x = \arg\max_{a \in \text{Children}(x)} \hat{Q}(x,a) \)
  with \( \hat{Q}(x,a) = \frac{C_{R(x,a)}}{n(x,a)} + K \left( \frac{\ln(n(x))}{n(x,a)} \right)^{\frac{1}{2}} \)
end if

return \( a_x \)

3.2.2 Why MCTS-SPW fails on infinite state space

The key part of MCTS that is affected by the stochasticity of the environment is Alg. 11, in the first “while loop”, right after picking one action \( a \). We take a look at two simplistic ways to deal with this part of MCTS in a stochastic setting with infinite outcomes, and explain why it is probably a bad idea.

The worst idea: apply deterministic MCTS. In the case of a deterministic environment, the way to handle what follows the choice of an action \( a \) is quite straightforward, and can be divided in two cases:

- the action has been explored at least once in the past, in which case \( (x,a,x') \) is in the tree, where \( x' \) is the only possible outcome of this transition, and \( n(x') > 0 \).
- the action has never been explored before. We pass \( (x,a) \) to the model, and obtain a new state \( x' \), and \( (x,a,x') \) is added to the tree.

It is relatively straightforward to see that in this case, any action \( a \) in the tree will have only one child node. This means that each series of actions \( a_0,...,a_H \) represented in the tree is only simulated once. The resulting Q values are then biased in favor of lucky trajectories. Formally, the recursive equation implemented by this version of MCTS is:

\[ Q(x,a) = g(x,a,w) + \max_{a \in A} \gamma Q(f(x,a,w),a) \]

(3.3)

where \( w \) follows the distribution \( p_w(\cdot|x,a) \). There is no expectation in the equation because only the first sampled disturbance \( w \) is taken into account for each couple \( (x,a) \) in the tree.

The false good idea: SPW. In the case of a stochastic environment with a finite support for the distribution followed by the disturbance, it makes sense to always call the generative model when travelling through a random node \( (x,a) \) in the tree.
Indeed, one will eventually sample all possible outcomes \((x, a, x')\), and start building long branches (i.e. trajectories made of more than one action).

However, when the support \(X(x, a)\) of \(f(x, a, w)\) is infinite, we have, for any \(x' \in X(x, a)\), \(P(f(x, a, w) = x') = 0\). This means that no decision node besides the root node gets more than 1 visit. In other words, the tree gets wider and wider, never growing longer than a depth 1. Any data obtained from sampled actions after depth 1 is only the result of actions chosen by the default policy. The estimate of the value function of actions chosen from the root can be, at best, as good as this default policy.

In the case where the default policy is to chose a random action uniformly over the feasible action set, this would mean that we evaluate all immediately reachable states as if all actions taken after were random. Formally, the update function implemented by such an algorithm is:

\[
Q(x, a) = g(x, a, w) + \max_{a \in A} \gamma Q(x', a) (3.4)
\]

In the case of our car driving example, if acting randomly has a high chance of crashing the car quickly, one can see how this method of evaluating states would give almost no information about optimal actions. This would, however, give information about the value of the default policy, for each \((x, a)\) added to the tree.

### 3.2.3 Proposed solution: DPW

In the previous section, we presented SPW, and explained why it is not sufficient to guarantee the consistency (i.e. convergence to the optimal action) in the case where the support of the disturbance is infinite. In this section, we provide a solution, namely the Double Progressive Widening method. Applied to MCTS as described above, it requires the modification of the GROWTREE function and the addition of a function to select decision nodes from random nodes, SELECT OUTCOME.

The idea remains similar to the one of SPW: as more simulations are allocated to a random node \((x, a)\), we want to maintain a balance between exploration and exploitation. To do so, some of the simulations are spent widening the tree (adding new random outcomes from \((x, a)\)), and some are spent going deeper in the tree (exploiting known occurrences \((x, a, x')\)).

At this point, we need to introduce an important notation: given a random node \((x, a)\), and a reachable state \(x'\), we call number of occurrences of \((x, a, x')\) the number of times \(x'\) was obtained from the generative model applied to \((x, a)\). We write this number \(n(x, a, x')\). Note that the following equations hold, for any random node \((x, a)\), and for any reachable state \(x'\) from that node:

\[
n(x, a) \geq \sum_{x' \in C(x, a)} n(x, a, x') \text{ and } n(x') \geq n(x, a, x') (3.5)
\]

We now formally described the modified GROWTREE function and the added function SELECT OUTCOME below:

This algorithm is not so intuitive, for the second progressive widening part. The
Algorithm 17 SELECT OUTCOME

**Input:** random node \((x, a)\), \(K > 0\) action sampler \(s\), \(1 > \beta > 0\)

**Output:** a reachable state \(x'\) and its immediate reward \(r\)

1. \(n(x, a) \beta > \#\text{Children}(x, a)\)
   - \([x', r] \leftarrow M(x, a)\)
   - \(
   \text{Children}(x, a) \leftarrow \text{Children}(x, a) \cup \{x'\}
   \)
2. \(\text{else}
   - \text{Choose a decision node } x' \in C(x, a) \text{ with probability } \frac{n(x, a, x')}{\sum_{x_i \in C(x, a)} n(x, a, x_i)}
   - \(r \leftarrow r(x')\)
   \)

return \([x', r]\)

Algorithm 18 GROWTREE with DPW

**Input:** current tree \(\mathcal{T}\), generative model \(M(x, a) = [x', r]\), action sampler \(s : \mathcal{X} \mapsto \mathcal{A}\)

**Output:** none, just updates the tree and possibly makes it grow

Initialize \(x \leftarrow r(\mathcal{T})\), and \(CR \leftarrow 0\)

repeat

- \(a \leftarrow \text{SELECT}(x, K)\)
- \(
  \text{Children}(x) \leftarrow \text{Children}(x) \cup (x, a)
  \)
- \([x', r] \leftarrow \text{SELECTOUTCOME}(x, a)\)
- \(
  \text{Children}(x, a) \leftarrow \text{Children}(x, a) \cup x'
  \)
- \(r(x, a) \leftarrow r\)
- \(x \leftarrow x'\)

until \(n(x) == 0\) or \(x\) is a final state

\(CR \leftarrow \text{EVAL}(x, M, \phi)\)

while \(x\) not root do

- \(n(x) \leftarrow n(x) + 1\)
- \((x, a) \leftarrow \text{Father}(x)\)
- \(CR \leftarrow CR + r(x, a)\)
- \(CR(x, a) \leftarrow CR(x, a) + CR\)
- \(n(x, a) \leftarrow n(x, a) + 1\)

end while
idea is as follows:

- If $n(x,a)^\beta$ is large enough, we consider adding one more child to the pool of visited children: we simulate a transition and get a state $x'$. If we get an already visited child, then we go to this child; otherwise, we create a new child.

- If $n(x,a)^\beta$ is not large enough, then we sample one of the previously seen children. As they are not necessarily equally likely, we select a child proportionally to the number of times it has been generated.

The algorithm has been designed with a “consistency” objective in mind, which is twofold:

- Infinite visiting: we want that if a node is visited infinitely often, then we generate infinitely many children, and each of these children is itself visited infinitely often. By induction, this property ensures that all created nodes are visited infinitely often. Progressive widening and the UCB formula (or many other formulas in fact) ensure this property.

- Propagation: the average reward of any node visited infinitely often converges to a limit and this limit (for a non-terminal node) is the average reward corresponding to its children which have best asymptotic average reward. This property is ensured by the careful sampling in the progressive widening.

### 3.2.4 The Trap problem

We provide here some simple empirical results showing the difference between the standard MCTS (with SPW) and our modified version, MCTS-DPW. The domain used to compare the two algorithms is as simple as possible, but still shows the fundamental weakness of MCTS-SPW.

**Problem description.**

This problem has been designed to clearly illustrate the weakness of the simple progressive widening. In this problem, one has to make two successive decisions, in order to maximize the reward. As we will see, the optimal policy is to make a risky move at the first step, in order to be able to obtain the maximum reward on the second (and last) step. The state will be denoted $x$, and is initialized at $x_0 = 0$. At each time step $t$ the decision is denoted $d_t \in [0, 1]$. Let $R > 0$ be the noise amplitude at each time step. At a time step $t$, given the current state $x_t$ and a decision $d_t$, we have:

$$x_{t+1} = x_t + d_t + R \times Y,$$

$Y$ being a random variable following a uniform distribution on $[0, 1]$.

The trap problem relies on five positive real numbers: the high reward $h$, the average reward $a$, the initial ramp length $l$, and the trap width $w$. The high reward will be given if and only if we cross the trap, otherwise we obtain 0. If we stay on the
initial ramp, we get the average reward. We thus define the reward function \( r(\cdot) \) as follows:

\[
  r(x) = \begin{cases} 
    a & \text{if } x < l \\
    0 & \text{if } l < x < l + w \\
    h & \text{if } x > l + w 
  \end{cases}
\]

The objective is to maximize \( r(x_0) + r(x_1) \), the cumulated reward. The shape of the reward function is shown in Fig.3-3.

![Figure 3-3: Shape of the reward function: Trap problem.](image)

**Experimental results.**

We compare simple progressive widening and double progressive widening on the trap problem. In our experiments, we used the following settings: \( a = 70, h = 100, l = 1, w = 0.7, R = 0.01 \). With these parameters, the optimal behaviour is to have the first decision \( d_0 \in [0.7, 1] \) and \( d_1 \geq 1.7 - d_0 \). If one makes optimal decisions, one has an expected reward of \( r^* = 170 \). That is the reward toward which the Double progressive widening version of Monte Carlo Tree Search converges. However, the Simple progressive widening version does not reach this optimal reward. Worse, as we increase the computation time, it becomes less efficient, converging toward a local optimum, 140.

The mean values of the rewards are shown in Fig. 3-4 and the medians of the rewards are shown in Fig. 3-5. Each point is computed according to 100 simulations.

**3.2.5 Conclusion**

We introduced Double Progressive Widening, in order to make MCTS work on continuous domains. As our simple experiment shows, it is necessary to change the basic version of MCTS (i.e. the simple widening version) in order to make it converge on continuous domain. The main reason behind this is the infinite support of the random process of the SDM. Because of it, when the probability of generating the same state...
3.3 Exploring infinite action spaces

In this section, we consider the challenge posed by infinite action spaces. One obvious problem is that all actions cannot be explored. A number of solutions have been proposed: discretization, SPW, and others that we will review in Section 3.3.1. Another interesting problem is how to use the information gathered from several data points in a large action space to guide the search in the rest of that space.

First, we will look at the state of the art methods trying to tackle infinite action spaces, and to sometimes use it at their advantage. Then, we will present our contribution on this topic, namely the Blind Value function\[38\].

3.3.1 Existing methods

Recent impressive results in the field of planning with MCTS variants in continuous MDP have been published; most of them, as far as we know, rely on a discretization of the action space. This the case of HOOT [84] and HOLOP [122] that both rely on the HOO algorithm, introduced in [26]. HOO is a bandit algorithm that deals with continuous arms by using a tree of coverings of the action space, which requires,
in their work, the action space to be compact, with known bounds. Other notable contributions using a discretization of the action space are [72] and [11]. What these methods have in common is the assumption that the action space is continuous, but that we have enough knowledge about it to divide it in a certain number of equally spaced actions. Or, in the case of HOO, it is required to have a compact action space with known bounds. In toy benchmark problems like inverted pendulum, this is straightforward. However, in more realistic applications, this can be difficult. This is the case of the unit commitment problem, as described in [20], where the agent needs to decide at each time step how to use a wide array of energy production facilities: water stocks, thermal plants, nuclear plants, etc. This problem has an action space that cannot be easily discretized. First, it has both discrete and continuous components (some power plants having a minimal energy output). Second, there are many operational constraints, making the action space non convex, and the bounds hard to find. In practice, finding feasible actions can come down to adding noise to the objective function of a simplified version of the problem, applying a Linear Programming method on said simplified problem, and using the result as a feasible action. There are many other options to sample a feasible action, but raw discretization is not one of them.

3.3.2 Our contribution: Blind Value (BV)

The principle of Blind Value is to help the exploration of new decisions. One can want to explore a new decision from any state already in the tree. Although in our case, the optimizer cannot bias the sampling of new decisions, we propose a method that does use the information available in the tree. More precisely, we use the information
about the children of the current node. In terms of states and decisions, it means: when we want to explore a new decision from state $x$, we use information about all the decisions explored from this state $x$ in the past simulations to select a new decision $a \in A(x)$ to be explored from state $x$.

Note that one could use any other information in the tree: brother nodes, grand children nodes, father node, etc. However, even the exploitation of the direct children of a node only is computationally costly. And, the more distant in the tree some information is, the more likely it is to be irrelevant to the node we are currently in (states might be very different, and this type of problem is also highly time step dependant). [54] has proposed the use of Rapid Action Value Estimates (RAVE), which are an interesting other possibility; we will consider the mixing of blind value with RAVE values in a further work. [54] also proposed the use of information from related nodes; after preliminary positive results, this was later removed from the corresponding implementations (for the game of Go) for correctly tuned implementations.

The idea of BV is to try to explore decisions that are far away from known decisions during the first simulations, and then to focus on areas that have a lot of decisions with high UCB values. This is done by sampling a number of new decisions, and by selecting one of them according to a combination of these two criterions (explore unknown regions and explore regions with many decisions with high UCB values in it).

More precisely, we sample a number $M \geq 1$ of random decisions, and we pick the one that is the most interesting to explore. The way we measure the interest of a decision is through a function from the decision space to $\mathbb{R}$, denoted $BV(.)$ (Blind Value). This function can be defined in many different ways. In our proposed method, at an iteration $n$, given a state $x$ and a decision $a \in A(x)$, we chose to define $BV(a)$ as the minimum over $D_n(x)$ of the sum of two parts. The first part is the UCB value of $a_i \in A_n(x)$, the second is the distance between $a \in A(x)$ and $a_i \in A_n(x)$, multiplied by an adaptation coefficient. We use the standard euclidean distance, but any other distance could be used instead.

More precisely, the Blind Value of $a$ in state $x$ with actions $a_i \in A_n(x)$ already explored is

$$BV(a) = \min_{a_i \in A_n(x)} \{ UCB(a_i) + \rho \times \text{dist}(a_i, a) \}$$

What follows is the detailed blind value algorithm:
Exploration of new decisions
Input: a state \( x \), a set \( D \) of already explored decisions, an integer \( M \), and a distance function over the decision space, \( \text{dist} \)
Output: an unexplored decision \( a \).
Generate \( M \) random decisions. Let \( A_{pool} \) be the set composed of these decisions.
Compute \( \sigma_{\text{known}} = \text{UnbiasedStandardDeviation}_{a \in D}(\text{UCB}(a)) \)
Compute \( \sigma_{\text{pool}} = \text{UnbiasedStandardDeviation}_{a \in A_{pool}}(\text{dist}(a, 0)) \), 0 being the center of the domain
Compute \( \rho = \frac{\sigma_{\text{known}}}{\sigma_{\text{pool}}} \)
return \( a = \arg\max_{y \in A_{pool}} \text{BV}(y, \rho, D) \)

Computing BV (Blind Value)
Input: an unexplored decision \( y \), a real number \( \rho \), and \( D \) the set of explored actions
Output: a real number \( \text{BV}(y, \rho, D) \).
return \( \min_{d \in D} (\rho \times \text{dist}(d, y) + \text{UCB}(d)) \)

3.3.3 Experimental comparison
Our test case is an energy management problem, as described in Section 1.2.3. There are \( N \) energy stocks, \( H \) time steps, and a thermal power plant with a given maximum capacity and production cost function. In our experiments, we used a quadratic cost function. At each time step, each stock also receives an inflow. Each inflow follows its own independent random distribution.

At each time step, the decision maker has to decide how much to produce from each stock, and how much to produce from the thermal plant. His goal is to satisfy a time varying demand at the lowest possible cost.

We ran two algorithms on this problem: the continuous version of MCTS, as introduced in [39], and the same algorithm with the addition of Blind Value (MCTS-BV), with the sample size parameter set to 20. This experiment was run with 12 stocks and 16 time steps. The results are shown in fig 3-6. In this experiment, as in the following ones, each point is computed from 10000 runs of the algorithm on one problem instance. The 95% confidence intervals are plotted as blue segments around the points, even though their small size can make them very hard to see in some cases.

This figure shows that even in dimension 12, BV already gives an edge of magnitude 10 to MCTS, in terms of computation time (to reach a certain level of performance, MCTS requires 10 times as many simulations as MCTS-BV). The problem
Figure 3-6: Reward, as a function of the computation time. Problem settings: 12 stocks, 16 time steps. MTCS with BV is 10 times faster than MCTS, for budgets up to 10 seconds per decision.

being reasonably easy, we also see that this edge decreases when the computation time increases (but only for a computation time of about 3 minutes). This is due to the fact that, as the budget gets bigger, both algorithms get very close to the optimum, in terms of reward.

This is why we made a second experiment, on the same problem, with a much higher dimension. In this experiment, there are 80 stocks, 6 time steps, and $M = 640$. With the information given to the algorithms (just the transition and the sampling functions), this problem is incredibly difficult, and naturally has very low reward (the highest average possible reward being around $-2.5 \times 10^7$). Given its dimension, there is no way of exploring the entire decision space, even with a very low density. The results are shown in Fig. 3-7.

This figure shows that BV still gives an edge of magnitude 10 to MCTS in terms of computation time, even though we were not able to approach the optimum with our computing capacities. One can also note that in this setting, the difference seems to be increasing as the budget increases. This leads to think that on very difficult problems, BV can divide by ten, or even more, the computing time necessary to reach a certain level of performance.
3.3.4 Conclusion

Our contribution, Blind Value, only requires a random action sampler to work. No assumptions on the continuity of the reward function with respect to the action variables are made. Also, we do not use the shape of the feasible action space. Although we do not have theoretical guarantees, it improved the convergence speed of MCTS by a factor 10 in our experiments. It can be seen as a way to approximately discretize the action space progressively, and slowly focus the computing effort in the regions that return good rewards.

As a future work, we would like to work on a way to improve BV’s meta-parameters online, as more information is gathered during simulations.

We should also investigate the case where the action space is not only of infinite cardinal, but also unbounded. Our experiments were made on a case where actions are bounded, and we do not know how our heuristic would perform if this was not true.
3.4 Generalization: continuous RAVE

This section’s content can be, for the most part, be found in [40].

The main two heuristics combined with UCT aim at guiding the exploration strategy, through limiting the number of considered actions with Progressive Widening (PW) [45, 39, 119], and selecting the most promising actions with Rapid Action Value Estimate (RAVE).

While RAVE is acknowledged to be a key factor of MCTS efficiency, to our best knowledge it has been limited until now to discrete action and state spaces. Motivated by applications in management and robotics, this contribution focuses on extending RAVE to continuous action and state spaces using a Gaussian convolution-based smoothing (section 3.4.2). The proposed approach is experimentally validated on two problems, the artificial treasure hunt benchmark, and a real-world energy management problem (section 3.4.3). The paper concludes with a discussion and some perspectives for further research.

3.4.1 Rapid Action Value Estimation: the finite case

First pioneered in the context of computer-Go [54], Rapid Action Value Estimation (RAVE) aims at a more robust assessment of actions, through sharing the rewards gathered along different subtrees of the game tree. Formally, let $Q_{RAVE}(x,a)$ denote the empirical reward averaged over all tree-walks where action $a$ has been selected after visiting state $x$, and let $m(x,a)$ be the number of such tree-walks. A variant of the UCT-policy is defined as follows:

$$\pi_{RAVE}(x) = \text{argmax} \left\{ Q_{RAVE}^\oplus(x,a) = Q_{RAVE}(x,a) + C' \sqrt{\frac{\log m(x)}{m(x,a)}}, a \in A \right\} \quad (3.7)$$

with $m(x)$ being the sum of $m(x,a)$ over all actions $a$.

Although taking more tree-walks into account contributes to a faster convergence of the action value estimate, $Q_{RAVE}(x,a)$ is a biased estimate of $Q(x,a)$, and should therefore be replaced by the true estimate $Q(x,a)$ whenever $n(x,a)$ permits to do so with reasonable confidence. It thus comes naturally to consider a dynamic weighted average of $Q_{RAVE}(x,a)$ and $Q(x,a)$, defining

$$\pi_{UR}(x) = \text{argmax} \ \{ Q_{UR}^\oplus(x,a), a \in A \} \quad (3.8)$$

with

$$Q_{UR}^\oplus(x,a) = \beta(x,a)Q_{RAVE}^\oplus(x,a) + (1 - \beta(x,a))Q_{UCT}^\oplus(x,a)$$

$$\beta(x,a) = \frac{k}{3n(x,a)+k} \quad (3.9)$$

where the equivalence parameter $k$ represents the (domain-dependent) number of tree-walks required for the unbiased $Q_{UCT}(x,a)$ to provide as reliable an estimate as $Q_{RAVE}(x,a)$. 
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3.4.2 Continuous Rapid Action Value based Estimation

This section presents the proposed extension of RAVE to the case of continuous action spaces and continuous space states.

Continuous action spaces

While the presented discrete RAVE approach supports the fast estimation of action values, its reliability decreases as the number of actions which can be taken into account increases everything else being equal. Indeed in a continuous action space $A$, the number of times a given action is tried is 0 in expectation, which renders RAVE useless.

It thus comes naturally to consider a smooth estimate of action values, e.g. using Gaussian convolution. Formally, given a training set $D = \{(x_i, y_i), i = 1 \ldots n, x_i \in \mathbb{R}^d, y_i \in \mathbb{R}\}$, a Gaussian estimate of the value $y$ associated to some $x \in \mathbb{R}^d$ is defined as

$$\hat{y}_\sigma(x) = \frac{1}{\sum_{i=1}^{n} e^{-\frac{1}{\sigma^2}d(x,x_i)^2}} \sum_{i=1}^{n} e^{-\frac{1}{\sigma^2}d(x,x_i)^2} \times y_i$$

where $\sigma$ is a smoothing parameter weighting the relative importance of the nearest neighbors of $x$ and $d(x,x')$ stands for the chosen distance on the space. In the remainder of this section, only the Euclidean distance on $\mathbb{R}^d$ will be considered. In applications, prior knowledge about the application domain is provided through the choice of the distance.

Along this line, let $l_x = x.a_0 \ldots x_i.a_i \ldots$ denote a tree walk starting in $x$ and let $R(l_x)$ denote the associated cumulative empirical reward. $Q_{RAVE,a}(x,a)$ is defined as:

$$Q_{RAVE,a}(x,a) = \frac{1}{\sum_{l_x, a_i in l_x} e^{-\log N_a d(a,a_i)^2 \sigma_{action}^{-2}}} \sum_{l_x, a_i in l_x} e^{-\log N_a d(a,a_i)^2 \sigma_{action}^{-2}} \times R(l_x) \quad (3.10)$$

where $\alpha_{action}$ is a problem dependent parameter (proportional to the square dimension of the action space for the sake of homogeneity); $N_a$ denotes the overall number of actions involved in all $l_x$, and the $\log N_a$ term is meant to peak the Gaussian convolution as the available empirical evidence increases. Counter $n(x,a)$ is likewise estimated using Gaussian convolutions and $\beta(x,a)$ is computed from $n(x,a)$ (Eq. (3.9)).

Both $Q_{RAVE}$ and $Q_{RAVE,a}$ consider all tree-walks visiting state $s$ and the cumulative reward gathered thereafter. The difference is that $Q_{RAVE}$ only considers those tree-walks which have executed action $a$, whereas $Q_{RAVE,a}$ considers them all with a weight which decreases exponentially depending on the distance between the executed actions and the considered action $a$. As $Q_{RAVE,a}$ is even more biased than $Q_{RAVE}$ (since it takes all actions into account, though weighted), one considers also the dynamic combination of $Q_{RAVE}$ and $Q_{RAVE,a}$ as in Eq. (3.9)). One defines:

$$Q_{UR,a}^\circ(x,a) = \beta(x,a) Q_{RAVE,a}^\circ(x,a) + (1 - \beta(x,a))Q_{UCT}^\circ(x,a)$$
and $\pi_{UR_a}(x)$ selects the action maximizing $Q_{UR_a}(x,a)$.

Note that $Q_{RAVE,a}(x,a)$ is computed for a finite subset of $A$ only, due to the progressive widening effects: only a finite number of actions is considered in each state node. The associated continuous rapid action value estimate is updated after each tree-walk.

**Continuous state spaces**

As already said, $Q_{RAVE,a}$ and $Q_{RAVE}$ alike are strongly biased as they take into account every tree-walk conditionally to their visiting $s$ and executing $a$ or some similar action thereafter, although this action might be executed in a state $s'$ very different from $s$.

In the case of continuous state spaces, it thus comes naturally to weight the contribution related to some state-action pair $(x_i,a_i)$ depending on the distance between $s$ and $s_i$. Formally, let us define $Q_{RAVE,a,x}(x,a) = \frac{1}{\sum_{l_x,s_i,a_i \in l_x} e^{-\log N_{a,x} \left\{ \frac{d(x,x_i)^2}{\sigma_{state}} + \frac{d(a,a_i)^2}{\sigma_{action}} \right\}}} \sum_{l_x,s_i,a_i \in l_x} e^{-\log N_{a,x} \left\{ \frac{d(x,x_i)^2}{\sigma_{state}} + \frac{d(a,a_i)^2}{\sigma_{action}} \right\}} \times R(l_x) \quad (3.11)$

As in Eq. 3.10, constant $\alpha_{state}$ is problem-dependent and proportional to the square dimension of state space, and $N_{a,x}$ is used to peak the Gaussian convolution as the available evidence to estimate $Q_{RAVE,a,x}$ increases.

**Discussion**

The proposed Continuous RAVE (cRAVE) heuristics involves two additional problem dependent parameters $\alpha_{action}$ and $\alpha_{space}$, respectively involved in Eqs. 3.10 and 3.11. Note that $Q_{RAVE,a,x}$ can be viewed as a generalization of $Q_{RAVE,a}$ (by taking $\alpha_{space} = \infty$), which itself generalizes $Q_{RAVE}$ ($\alpha_{action} = \infty$).

Continuous RAVE can encapsulate prior knowledge on the action and space states, through using some informed dissimilarity function on the state and/or action spaces.

**3.4.3 Experimental Validation**

This section reports on the empirical validation of the Continuous RAVE heuristics, considering an artificial benchmark and a real-world problem. First, we describe the goals of experiments, and the experimental setting.

**Goals of experiment and experimental setting**

The primary goal of experiments is to assess the efficiency of the action and (state, action) cRAVE heuristics, comparatively to the MCTS/UCT baseline. Both heuristics are plugged in the same MCTS/UCT algorithm with double progressive widening and default parameters [39]. After a few preliminary experiments, the value of
the problem-dependent parameters $\alpha_{\text{action}}$ and $\alpha_{\text{state}}$ are set to $d_{\text{action}}$ and $10^{-3}d_{\text{state}}$ where $d_{\text{action}}$ and $d_{\text{state}}$ respectively correspond to the dimension of the action and state spaces. The chosen distance in both action and state spaces is the Euclidean distance.

The equivalence parameter $k$ is set to 50.

In both problems the policy value is compared to the baseline approach for the same computational budget (number of tree-walks used to select an action). Each value, averaged over independent runs, is reported together with the standard deviation.

The second goal of experiments is to study the sensitivity of the cRAVE heuristics with respect to the time horizon and size of the state space.

The TreasureHunt benchmark

The artificial treasure hunt problem involves a squared arena of size $D$ (Fig. 3-8(a), left). The state space is $\mathcal{X} = [0, D]^2$. The goal of the agent, initially located in the lower left corner, is to reach the treasure in the upper right corner. The agent speed is fixed; its direction $a$ varies in $\mathcal{A} = [0, 2\pi]$. In each time step, the agent gets an instant reward of -1; reaching the treasure location gets an instant reward of 1,000. Two options are considered: with deterministic and probabilistic transition probabilities; with and without hole (the square hole with size $h$ is located in the center of the arena). Transition probabilities $P_{xx'}^a$ are defined as follows: upon selecting action (direction) $a$ in state $x \in \mathbb{R}^2$, the agent arrives in state $x' = x + (\cos a, \sin a) + (U[-\epsilon/2, \epsilon/2], U[-\epsilon/2, \epsilon/2])$, where $U[a, b]$ denotes a random variable uniformly drawn in $[a, b]$ ($\epsilon = 0$ in the deterministic case; Fig. 3-8(a), right). Being in the hole yields an instant reward of -500.

A tree-walk stops when the agent reaches the treasure, or falls in the hole, or after traveling a distance $10D$. In the deterministic setting, the optimal reward thus is 1,000 minus the shortest path between the starting location and the treasure (conditionally to avoiding the hole). Note that the optimal strategy in the probabilistic transition setting is not straightforward.

The motivations for the treasure hunt problem is to study the scalability of the cRAVE heuristics with respect to the size of the arena. It is worth mentioning that quite a few planning problems (path planning) can be formulated as treasure hunt problems in high dimensional spaces involving many holes (see e.g. [117]).

Figure 3-9(a) (top) displays the comparative results obtained by cRAVE$_{\text{action, state}}$, cRAVE$_{\text{action}}$ and UCT in the deterministic transition setting with no hole. In this most simple setting, there is no significant difference although cRAVE$_{\text{action, state}}$ significantly improves on UCT for small time budgets. Interestingly, cRAVE$_{\text{action, state}}$ does not much improve on cRAVE$_{\text{action}}$. This is explained as the optimal trajectory is the straight line from the initial state to the treasure location: the optimal action does not depend on the current state in this simple problem. The advantage of cRAVE$_{\text{action, state}}$ will become significant in more complex settings when the optimal decision depends on the current state.

Figure 3-9(b) (medium and bottom) reports on the results in the probabilistic
(a) Treasure hunt problem: the agent must reach the treasure while avoiding the hole.

(b) Probabilistic transition model: the arrival state $s'$ is perturbed by a 2D uniform noise.

Figure 3-8: The treasure hunt benchmark problem involves two options: the presence of a hole in the middle of the arena (left) and a probabilistic transition setting (right).

setting (respectively $\epsilon = .5$ and $1$), where the optimal action $\pi(x)$ now depends on $x$. In the probabilistic cases, both cRAVE$_{\text{action, state}}$ and cRAVE$_{\text{action}}$ clearly improve on UCT. Unexpectedly, cRAVE$_{\text{action}}$ outperforms cRAVE$_{\text{action, state}}$, all the more so as the noise is moderate. The proposed interpretation for this finding goes as follows: on the one hand, the estimate variance is lower when the state is not taken into account; on the other hand, the optimal decision only slightly depends on state $s$; overall, cRAVE$_{\text{action}}$ thus enforces a faster convergence of the estimate while its bias remains moderate. This interpretation is confirmed as the gap between cRAVE$_{\text{action, state}}$ and cRAVE$_{\text{action}}$ decreases with the noise amplitude $\epsilon$.

The results obtained for the treasure hunt with a hole are reported in Figs. 3-10(a), 3-10(b) and 3-10(c). Clearly, the optimal move here depends on the current state, even in the deterministic transition setting. As expected, cRAVE$_{\text{action, state}}$ significantly improves on cRAVE$_{\text{action}}$ in all deterministic and probabilistic transition settings with the hole, although the gap decreases with the noise amplitude increasing. Further, both cRAVE$_{\text{action}}$ and cRAVE$_{\text{action, state}}$ improve on the baseline UCT.

**Energy Management Problem**

This real-world problem describes a power plant involving $S$ stocks of energy (e.g. hydro-electric stocks); the time horizon is $T$. In each time step, the possible action is to produce a (continuous) quantity of electricity using any of the $S$ stocks. Overall, the energy demand is supplied with i) the energy produced from the hydro-electric stocks; ii) if needed, the energy produced from the thermal power stations. In the latter case, an additional super-linear cost is incurred. Historically this real-world problem is the applicative motivation of [87]'s and [16]'s seminal works on decomposition by dynamic programming. Refer to Section 1.2.3 for a more detailed description of the problem.

MCTS was investigated to find an optimal energy management policy within this
Figure 3-9: Treasure hunt with $15 \times 15$ arena, without hole (top: deterministic transitions; middle and bottom: probabilistic transitions with respectively $\epsilon = .5$ and 1). The speed up is only significant in the case of $\epsilon = 1$, where it makes the convergence about 3 times faster.
Figure 3-10: Treasure hunt with $5 \times 5$ arena, with hole (top: deterministic transitions; middle and bottom: probabilistic transitions with respectively $\epsilon = .5$ and 1). In this case, the speed up is quite significant, with MCTS+RAVE being about 10 times faster than vanilla MCTS.
setting, motivated by the fact that the underlying model of the power plants is non-linear and non-deterministic.

The experimental setting considers $S = 6$ stocks and $T = 12$ time horizon. The problem-dependent constants $\alpha_{action}$ and $\alpha_{state}$ are set to 10 (by consistency with the former treasure hunt problem, considering the range and dimension of action and state spaces, and to enforce the discrimination between different states and actions).

Figure 3-11 comparatively displays the results obtained by UCT, RAVE $cRAVE_{action}$ and $cRAVE_{action, state}$ on this problem. Interestingly, UCT is dominated by all other variants, including the RAVE variant devised to deal with discrete action spaces. Furthermore, $cRAVE_{action, state}$ significantly outperforms $cRAVE_{action}$; this finding was expected as two pairs $(x, a)$ and $(x', a')$ can only be considered similar if similar actions $a$ and $a'$ are applied on similar stock positions $x$ and $x'$. For instance, the decision of using a minimal amount of water in order to use it later on, makes sense if and only if the stock positions are low, which is described through the current state. Overall, the merits of the cRAVE heuristics are fully empirically demonstrated on this simplified energy management problem.

![Figure 3-11: Comparative performances of UCT, discrete RAVE, $cRAVE_{state}$, $cRAVE_{action}$ and $cRAVE_{action, state}$ on the energy management problem, versus the computational budget (number of simulations). The upper the better.](image)

**Conclusion**

The contribution proposed in this section concerns the extension of the Rapid Action Value Estimate heuristics, originally proposed to prevent misleading exploration in large action spaces. RAVE has been extended to continuous action spaces
(cRAVE\textsubscript{action}, Eq. 3.10) using a Gaussian convolution; this approach was itself extended to the case of a continuous action and state spaces (cRAVE\textsubscript{action, state}, Eq. 3.11). While these extensions can be easily plugged on the top of an UCT/RAVE algorithm, they only involve two additional hyper-parameters. The experimental validation of the approach on an artificial and a real-world problems fully demonstrates its potentialities, and its robustness w.r.t. some changes to the hyper-parameters.

A primary perspective for further work is to apply cRAVE in discrete domains where some distance/dissimilarity function can be defined using expert priors, e.g. classical game test beds like Go [80], Hex [1] or Havannah [114].

A longer-term perspective concerns the coupling of cRAVE\textsubscript{action, state} with the progressive widening (PW) heuristics. As already mentioned, PW introduces a new action in each state node from time to time, when the number of times this state has been visited reaches a given threshold. An interesting possibility would be to use $Q_{RAVE,a}$ and $Q_{RAVE,a,x}$ as value expectation, and select the \textit{continuous action} $a^*$ maximizing e.g. $Q_{RAVE,a,x}(x,a)$ over the whole action space $\mathcal{A}$.
Chapter 4

Theoretically consistent MCTS

In this section we present one version of MCTS, for which we have proved the consistency, under some assumptions. This section is almost entirely published at ECML 2013 [12].

4.1 Specification of the Markov Decision Tree setting

We use the classical terminology of Markov Decision Processes. In this framework, a player has to make sequential decisions until the process stops: he is then given a reward. As usual, the goal of the player is to maximize the expected reward. This section considers the general case where the process, also called transition, is a fully observable MDP, with finite horizon, and no cycles. In this setting, the only things available to the agent are a simulator, or transition function, and an action sampler.

As per usual in this setting, there is a state space and an action space. To build a tree in the stochastic setting, we choose to build it with two distinct and alternated types of nodes:

- decision nodes, where a decision needs to be made, are generally noted $z$. The intuition is that they correspond to a certain state where the agent might be.

- random nodes, where the transition can be called, are noted $w = (z, a)$. They correspond to the case where the agent was in state $z$ and decided to take action $a$ (sometimes called post-decision state).

The tree will have a unique root decision node $r$, the initial state where the agent starts. We define the depth of a node as half the distance from this node to the root in the tree. Hence decision nodes have integer depth while random nodes have semi-integer depth, e.g. to access a node of depth 2 we have the sequence of nodes root=decision(depth 0) - random (0.5) - decision (1) - random (1.5) - decision (2). Leaves are assumed to all have the same integer depth, denoted $d_{\text{max}}$, and bear some deterministic reward $r(z)$. 
It is well known [16] that for each node \( z \), there exists a value \( V^*(z) \), termed optimal Bellman value, frequently used as a criterion to select the best action in sequential decision making problems. We will use this value as a measure of optimality for actions. Given our distinction between decision nodes and random nodes, we use a natural notation for optimal Bellman values for both categories of nodes.

Let \( w = (z, a) \) be a random node, and \( P(z'|z, a) \) be the probability of being in node \( z' \) after taking action \( a \) in node \( z \). Then, its optimal value is:

\[
V^*(z, a) = \int_{z'} dP(z'|z, a)V^*(z')
\]  

(4.1)

Let \( z \) be a decision node. Then, its optimal value is defined as follows:

\[
V^*(z) = \begin{cases} 
\sup_a V^*(z, a) & \text{if } z \text{ is not a leaf,} \\
r(z) & \text{if } z \text{ is a leaf} 
\end{cases}
\]  

(4.2)

In particular, we formally define optimality of actions as follows:

**Definition 3.** Let \( z \) be a non-leaf decision node, \( w = (z, a) \) be a child of \( z \), and \( \epsilon > 0 \). We say that the action \( a \), i.e. the selection of node \( w \), is optimal with precision \( \epsilon \) if and only if \( V(w) \geq V^*(z) - \epsilon \).

There may be no optimal action since the number of children may be infinite.

**Regularity hypothesis for decision nodes**

This is the assumption that for any \( \Delta > 0 \), there is a non zero probability to sample an action that is optimal with precision \( \Delta \). More precisely, there is a \( \theta > 0 \) and a \( p > 1 \) (which remain the same during the whole simulation) such that for all \( \Delta > 0 \),

\[
V(w = (z, a)) \geq V^*(z) - \Delta \text{ with probability at least } \min(1, \theta \Delta^p).
\]  

(4.3)

### 4.2 Specification of the Polynomial Upper Confidence Tree algorithm

We refer to [74] for the detailed specification of Upper Confidence Tree; we here define our variant PUCT (Polynomial Upper Confidence Trees).

In PUCT, we sequentially repeat episodes of the MDP and use information from previous episodes in order to explore and find optimal actions in the subsequent episodes. We denote by \( n(z) \), for any decision node \( z \), the total number of times that node \( z \) has been visited after the \( n^{th} \) episode. Hence a node \( z \) has been encountered at episode \( n \) if \( n(z) \geq 1 \), and we always have \( n = n(r) \). The notation is identical for random nodes.

We denote by \( \hat{V}(z) \) the empirical average of a decision node \( z \) and \( \hat{V}(z, a) \) the empirical average of a random node \( w = (z, a) \). Note that if PUCT works properly, \( \hat{V}(z) \) should converge to \( V^*(z) \) when \( n(z) \) goes to infinity.
How we select and construct children of a given node depends on two sequences of coefficients: \( \alpha_d \), the *progressive widening coefficient*, defined for all integer and semi-integer depths \( d \), and \( e^d \), the *exploration coefficient*, defined only for integer depths (i.e. decision nodes). These coefficients are defined according to Table 4.1. We sometimes indicate, as on Table 4.1, by a small “R” or “D” if a coefficient corresponds to a random or decision node, but otherwise it should be clear from the context.

**PUCT algorithm**

| Input: a root node \( r \), a transition function, an action sampler, a time budget, a depth \( d_{\text{max}} \), parameters \( \alpha \) and \( e \) for each layer |
| Output: an action \( a \) |

**while** time budget not exhausted **do**

**while** current node is not final **do**

**if** current node is a decision node \( z \) **then**

**if** \( |n(z)^{\alpha}| > |(n(z) - 1)^{\alpha}| \) **then**

we call the action sampler and add a child \( w = (z, a) \) to \( z \)

**else**

we choose as an action among the already visited children \( (z, a) \) of \( z \), the one that maximizes its score, defined by:

\[
\hat{V}(z, a) + \sqrt{\frac{n(z)^e(d)}{n(z, a)}}, \tag{4.4}
\]

**end if**

**else**

**if** \( |n(w)^{\alpha}| = |(n(w) - 1)^{\alpha}| \) **then**

we select the child of \( z \) that was least visited during the simulation

**else**

we construct a new child (i.e. we call the transition function with argument \( w \))

**end if**

**end if**

**end while**

we reached a final node \( z \) with reward \( r(z) \); we back propagate all the information in the constructed nodes, and we go back to the root node \( r \).

**end while**

Return the most simulated child of \( r \).

With this algorithm, we see that if a decision node \( z \) at depth \( d \) has been visited \( n \) times, then we have visited during the simulation exactly \( \lfloor n^{\alpha D} \rfloor \) of its children, a number which depends on the *progressive widening constant* \( \alpha_d^D \). This is the so-called progressive widening trick [45].

For a random node \( z \), we actually have the same property, depending on the *double progressive widening constant* \( \alpha_d^R \); this is the so-called double progressive widening trick ([39]; see also [59]).
Table 4.1: Definition of coefficients and convergence rates

<table>
<thead>
<tr>
<th>Decision Node ($d$ integer)</th>
<th>Random Node ($d$ semi-integer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha^D_d := \frac{1}{10(d_{\text{max}} - d) - 3}$ for $d \leq d_{\text{max}} - 1$</td>
<td>$\alpha^R_d := \begin{cases} \frac{3}{10(d_{\text{max}} - d) - 3} &amp; \text{for } d \leq d_{\text{max}} - \frac{3}{2} \ 1 &amp; \text{for } d = d_{\text{max}} - \frac{1}{2} \end{cases}$</td>
</tr>
<tr>
<td>$e^d := \frac{1}{2p} \left( 1 - \frac{3}{10(d_{\text{max}} - d)} \right)$ for $d \leq d_{\text{max}} - 1$</td>
<td>$\gamma^R_d := \frac{1}{10(d_{\text{max}} - d) - 2}$ for $d \leq d_{\text{max}} - \frac{1}{2}$</td>
</tr>
<tr>
<td>$\gamma^D_d := \frac{1}{10(d_{\text{max}} - d)}$ for $d \leq d_{\text{max}} - 1$</td>
<td></td>
</tr>
</tbody>
</table>
the above layer. In Section 4.5, we show that if $Cons(\gamma_{d+\frac{1}{2}}, d + \frac{1}{2})$ holds for $d \geq 0$, i.e. for random nodes in one given layer, then $Cons(\gamma_d, d)$ holds, i.e. holds for the decision nodes in the above layer. Finally, we establish in Section 4.6 that $Cons(\gamma, d)$ holds for maximal depth $d_{\text{max}}$, which will settle the proof of Theorem 4.5.

### 4.4 From Decision Nodes to Random Nodes

In this section we consider a random node $w$ with semi-integer depth $d - \frac{1}{2} \geq 0$. We suppose that there exist a $\gamma_d^D > 0$ such that $Cons(\gamma_d^D, d)$ holds for any child node $z$ of $w$. Recall that all nodes at this depth have $\lfloor n^{\alpha R_d - \frac{1}{2}} \rfloor$ constructed children when they have been visited $n$ times. We will show that we can define $\alpha R_d - \frac{1}{2}$ so that $Cons(\gamma_{d - \frac{1}{2}}, d - \frac{1}{2})$ holds. For convenience, if $w$ is a random node, we will refer to the $i^{th}$ child $z_i$ of $w$ by its index $i$ directly. Then, the number of visits in $z_i$ after the $n^{th}$ iteration of PUCT will be simply called $n(i)$ instead of $n(z_i)$. Similarly, the empirical value of this node will be noted $\hat{V}(i)$ instead of $\hat{V}(z_i)$.

#### 4.4.1 Children of Random Nodes are selected almost the same number of times

With our politics for dealing with random nodes, described in section 4.2, the $k^{th}$ child of a random node $w$ is constructed at episode $\lceil k^{\frac{1}{2}} \rfloor$. We now show that all constructed children of $w$ but the last one are visited almost the same number of times.

**Lemma 1.** Let $w$ be a random node with progressive widening coefficient $\alpha \in [0; 1[$. Then after the $n^{th}$ visit of $w$ in the simulation, all children $z_i, z_j$ of $w$ with $1 \leq i, j < \lfloor n^\alpha \rfloor$ satisfy

$$|n(i) - n(j)| \leq 1.$$  \hspace{1cm} (4.8)

In fact, in the next section, we will only use the following consequence of Lemma 1.

**Corollary 2.** When a random node $z$ is visited for the $n^{th}$ time, all children of $z$ have been selected at most $\frac{n}{\lfloor n^\alpha \rfloor - 1}$ times, and all children of $z$ but the last one have been selected at least $\frac{n}{\lfloor n^\alpha \rfloor - 1}$ times.

**Proof.** Let us simply call $k$ the $k^{th}$ child of $w$ for all $k \geq 1$, and denote $n_k$ the number of visits (hereafter simply called timesteps) in $w$ when child $k$ was introduced. By definition, $n_k = \lfloor k^{\frac{1}{2}} \rfloor$. Now remark the statement of Lemma 1 is equivalent to

$$n(i) \leq n(j) + 1$$ \hspace{1cm} (4.9)

Indeed, considering the statement of Lemma 1 at time $n_k$, where child $k$ is automatically selected, gives (4.9). On the other hand, consider what happens if (4.9) is true: at time $n_k$ a new child $k$ of $w$ appears, and will be repeatedly selected until
it reaches the minimal number of selection among other children, or until \( n_{k+1} \) is reached. So if \( n_{k+1} - n_k \) is large enough, (4.8) will hold for all children but \( k \) in a first period, and then for all children until \( n_{k+1} \).

We proceed by induction: for \( k = 1 \), statement (4.9) is trivial, and then we will show

\[
n_{k+1} - n_k \geq \left\lfloor \frac{n_k - 1}{k - 1} - 1 \right\rfloor.
\]

(4.10)

Indeed, if (4.9) is true, then at time \( n_k - 1 \) the average number of selections among the \( k - 1 \) first children is \( \frac{n_k - 1}{k - 1} \), so that the number of selections that the new child must reach is the quantity on the right.

Would the delay between two new children \( n_{k+1} - n_k \) be non-decreasing, the result would follow very easily. Unfortunately here, this is not the case.

Let \( p = \left\lfloor \frac{\lceil k^\frac{1}{\alpha} \rceil - 1}{k - 1} \right\rfloor \). This implies \( k^\frac{1}{\alpha} \geq p(k - 1) + 1 \), so

\[
k^\frac{1}{\alpha} > p(k - 1).
\]

(4.11)

Also, by definition, the left hand side of (4.10) is equal to

\[
\left\lfloor (k + 1)^\frac{1}{\alpha} \right\rfloor - \left\lfloor k^\frac{1}{\alpha} \right\rfloor \geq (k + 1)^\frac{1}{\alpha} - k^\frac{1}{\alpha} - 1
\]

\[
\geq \frac{1}{\alpha} k^\frac{1}{\alpha - 1} - 1, \text{ by using the fact that } 0 < \alpha < 1
\]

\[
\geq \frac{p(k - 1)}{\alpha k} - 1,
\]

where we use (4.11) for the last inequality.

So (4.10) is settled if

\[
\frac{p(k - 1)}{\alpha k} - 1 \geq p - 1,
\]

i.e. \( \alpha \leq \frac{k-1}{k} \). So suppose now that we are in the case \( \alpha > \frac{k-1}{k} \): then by (4.11) we deduce

\[
p < \frac{k^\frac{k}{k-1}}{k - 1}.
\]

(4.12)

It is easily checked that the quantity on the right-hand side of (4.12) is less than 3 and so yields \( p \leq 2 \). Fortunately in this case Eq. 4.10 is trivial.

\[\square\]

4.4.2 Consistency of Random Nodes

Lemma 2 (Random nodes are consistent). If there is a \( 1 \geq \gamma_d > 0 \) such that for any child \( z \) of the random node \( w \) we have \( \text{Cons}(\gamma_d, d) \), then we have \( \text{Cons}(\gamma_{d-\frac{1}{2}}, d-\frac{1}{2}) \), with \( \gamma_{d-\frac{1}{2}} = \frac{\gamma_d}{1 + 3\gamma_d} \) if we define the progressive widening coefficient \( \alpha_{d-\frac{1}{2}}^R \) by \( \alpha_{d-\frac{1}{2}}^R = \frac{3\gamma_d}{1 + 3\gamma_d} \).

Proof. From now on, \( w \) is fixed in order to simplify notation; therefore, we simply denote \( \alpha_{d-\frac{1}{2}}^R \) by \( \alpha \), and \( n(w) \) by \( n \).
Fix $n$ such that $n^\alpha \geq 3$. Define $i_0 = \lfloor n^\alpha \rfloor$ as the last constructed child of node $w$, and $r = \lfloor n^\alpha \rfloor - 1 = i_0 - 1$. To prove the result, we need to prove an upper bound on the following quantity, that holds exponentially surely in $n$:

$$|\hat{V}(w) - V^*(w)| = \left| \sum_{1 \leq i < i_0} \frac{n(i)}{n} \hat{V}(i) + \frac{n(i_0)}{n} \hat{V}(i_0) \right| - V^*(w)$$

Decompose this as

$$|\hat{V}(w) - V^*(w)| \leq \left| \sum_{1 \leq i < i_0} \left( \frac{n(i)}{n} - \frac{1}{r} \right) \hat{V}(i) \right| \tag{4.13}$$

$$+ \left| \sum_{1 \leq i < i_0} \frac{1}{r} \left( \hat{V}(i) - V^*(i) \right) \right| \tag{4.14}$$

$$+ \left| \sum_{1 \leq i < i_0} \frac{1}{r} \left( V^*(i) - V^*(w) \right) \right| \tag{4.15}$$

$$+ \left| \frac{n(i_0)}{n} \hat{V}(i_0) \right| \tag{4.16}$$

First consider (4.13). By Lemma 1, there is an integer $p$ such that all children $i = 1, \cdots, i_0 - 1$ have been selected $p$ or $p + 1$ times, with $p = O(n^{1-\alpha})$. So, we have for all $i = 1, 2, \cdots, i_0 - 1$,

$$\left| \frac{n(i)}{n} - \frac{1}{\lfloor n^\alpha \rfloor - 1} \right| \leq \left| \frac{p}{n} - \frac{1}{\lfloor n^\alpha \rfloor - 1} \right| + \frac{1}{n}$$

The definition of $p$ gives $(i_0 - 1)p \leq n \leq i_0(p + 1)$, so that

$$\left| \frac{p}{n} - \frac{1}{i_0 - 1} \right| \leq \frac{i_0 + p}{(i_0 - 1)n} = O \left( \frac{1}{n} + \frac{1}{n^{2\alpha}} \right)$$

so that in the end for (4.13) we have

$$\left| \sum_{1 \leq i < i_0} \left( \frac{n(i)}{n} - \frac{1}{r} \right) \hat{V}(i) \right| = O \left( n^\alpha \left( \frac{1}{n} + \frac{1}{n^{2\alpha}} + \frac{1}{n} \right) \right) = O \left( \frac{1}{n^{1-\alpha}} + \frac{1}{n^\alpha} \right)$$

Consider now (4.14). $Cons(\gamma_d, d)$ holds, so for each child $i = 1, 2, \cdots, \lfloor n^\alpha \rfloor - 1$ of $w$, Lemma 1 leads to:

$$|\hat{V}(i) - V(i)| \leq C_d p^{-\gamma_d} \leq C_d \frac{1}{\lfloor n^{1-\alpha} \rfloor^{\gamma_d}} \text{ e.s. in } n^{1-\alpha}$$
Finally for (4.14) it is exponentially sure in $n$ that

$$\left| \sum_{0 \leq i < i_0} \frac{1}{[n^\alpha] - 1} (\hat{V}(i) - V^*(i)) \right| = O\left( \frac{1}{n^{(1-\alpha)\gamma_d}} \right).$$  \hspace{1cm} (4.17)

Now we turn to (4.15). Since $w$ is a random node, the value $V^*(i)$ of each new child $i$ of $w$ constructed by the algorithm is given by a random law whose mean is $V^*(w)$. Thus we can apply Hoeffding’s inequality to the sum in (4.15) and we obtain that for $t > 0$,

$$\left| \sum_{0 \leq i < i_0} \frac{1}{[n^\alpha] - 1} (V^*(i) - V^*(w)) \right| \leq t$$  \hspace{1cm} (4.18)

with probability at least $1 - 2 \exp(-2t^2 ([n^\alpha] - 1)) = 1 - 2 \exp(-Cn^{\frac{\gamma_d}{1+3\gamma_d}})$

with $t := n^{-\frac{\gamma_d}{1+3\gamma_d}}$, $\alpha = \frac{3\gamma_d}{1+3\gamma_d}$, and $C > 0$. This proves that (4.18) is e.s. in $n$.

Finally consider (4.16): since the last child of $w$ has been selected at most $p$ times, we have

$$\left| \frac{n(i_0)}{n} \hat{V}(i_0) \right| = \frac{1}{n} \times O\left( \frac{n}{n^\alpha} \right) = O\left( \frac{1}{n^\alpha} \right).$$

All in all, we have have shown that it is exponentially sure in $n = n(w)$ that

$$|\hat{V}(w) - V^*(w)| = O\left( \frac{1}{n^{1-\alpha}} + \frac{1}{n^\alpha} + \frac{1}{n^{(1-\alpha)\gamma_d}} + \frac{1}{n^{\frac{\gamma_d}{1+3\gamma_d}}} + \frac{1}{n^{\alpha}} \right).$$  \hspace{1cm} (4.19)

With $\alpha = \frac{3\gamma_d}{1+3\gamma_d}$ and $\gamma_d \leq 1$, it is straightforward to check that the smallest exponent is $\frac{\gamma_d}{1+3\gamma_d}$, so that Cons($\gamma_d-\frac{1}{2}, d-\frac{1}{2}$) is true with $\gamma_d-\frac{1}{2} = \frac{\gamma_d}{1+3\gamma_d}$\hspace{1cm} $\Box$

4.5 From Random Nodes to Decision nodes

Let $z$ be a non leaf decision node at depth $d$. In this section, we will show that if the induction property holds for all random nodes at depth $d + \frac{1}{2}$, it will hold for $z$.

4.5.1 Children of decision nodes are selected infinitely often

**Lemma 3.** Let $f$ be a non-decreasing map from $\mathbb{N}$ to $\mathbb{N}$. Consider a stochastic bandit setting with a countable set of children, progressive widening coefficient $\alpha$ and exploration function $f$, i.e. the score at time $n$ of a child $i$ is computed by

$$sc_n(i) = \hat{V}_n(i) + \sqrt{\frac{f(n)}{n(i)}}.$$
Then if $i$ denotes the $i^{th}$ constructed child, for all $n \geq i^{1/(1-\alpha)}$ we have

$$n(i) \geq \frac{1}{4} \min(f(n^{1-\alpha}), n^{1-\alpha}).$$

In particular, all constructed children are selected infinitely often provided that $\lim_{n \to \infty} f = +\infty$.

**Proof.** Fix $n$ and consider the child $i_0$ maximizing $n(i_0)$, i.e. the most selected child at time $n$. Let $n'$ be the last time $i_0$ has been selected. Since there are at most $n^\alpha$ children at time $n$, we have

$$n'(i_0) = n(i_0) \geq \frac{n}{n^\alpha} = n^{1-\alpha}$$

(4.20)

where (i) $n'(i_0)$ is the number of times $i_0$ has been drawn before time $n'$; (ii) $n(i_0)$ is the number of times $i_0$ has been drawn before time $n$. Thus we also have

$$n' \geq n'(i_0) \geq n^{1-\alpha}.$$  

(4.21)

Consider now any child $i$ already constructed at time $n'$. Since $i_0$ was selected at time $n'$ we must have

$$\sqrt{f(n')} n'(i) \leq sc_{n'}(i) \leq sc_{n'}(i_0) \leq 1 + \sqrt{f(n')} n'(i_0).$$

(4.22)

Rewriting 4.22 and using 4.20 leads to

$$\frac{1}{\sqrt{n'(i)}} \leq \frac{1}{\sqrt{n^{1-\alpha}}} + \frac{1}{\sqrt{f(n')}} \leq \frac{2}{\sqrt{\min(f(n'), n^{1-\alpha})}}$$

(4.23)

so that for all children $i$ at time $n'$ existing at time $n$ we have

$$n(i) \geq n'(i) \geq \frac{1}{4} \min(f(n^{1-\alpha}), n^{1-\alpha})$$

as announced. Finally, note that a child $i$ existed at time $n'$ if $i \leq (n^{1-\alpha})^\alpha \leq n'^\alpha$, which leads to the prescribed condition. □

**Corollary 3.** For the exploration function $f(n) = n^e$ with $0 < e < 1$ we obtain

$$n(i) \geq \frac{1}{4} n^{e(1-\alpha)} \text{ if } i \leq n^{\alpha(1-\alpha)}.$$  

4.5.2 Decision nodes are consistent

**Lemma 4** (Decision nodes are consistent). If there is a $\gamma > \frac{1}{2}$ such that for any child $w$ of the decision node $z$ we have Cons($\gamma + \frac{1}{2}$, $d$), then we have Cons($\gamma_d$, $d$) with $\gamma_d = \frac{\gamma \gamma_d + \frac{1}{2}}{1 + \gamma \gamma_d + \frac{1}{2}}$ if we define the progressive widening coefficient $\alpha_d^P$ by

$$\alpha_d^P = \frac{\gamma \gamma_d + \frac{1}{2}}{1 + \gamma \gamma_d + \frac{1}{2}}.$$
\[ \alpha_d^P = \frac{\gamma_{d+\frac{1}{2}}}{1+4\gamma_{d+\frac{1}{2}}}. \]

**Proof.** Let \( z \) be a decision node at depth \( d \geq 0 \). For simplicity, we note \( \alpha_d = \alpha \) and \( e_d = e \). Suppose that there is a \( \frac{1}{2} > \gamma_{d+\frac{1}{2}} > 0 \) such that for all random nodes \( w \) at depth \( d + \frac{1}{2} \), \( \text{Cons}(\gamma_{d+\frac{1}{2}}, d + \frac{1}{2}) \) is true. To show \( \text{Cons}(\gamma_d, d) \), we will proceed in two steps: first we establish an upper bound on \( \hat{V}(z) - V^*(z) \), and then a lower bound.

**Upper bound.** First we obtain an upper bound on \( \hat{V}(z) - V^*(z) \). Let \( \epsilon < 1 - \alpha \) to be fixed later. We partition the children of \( z \) in two classes:

- **class I**: children \( i \) such that \( n(i) \leq n(z)^{1-\alpha-\epsilon} \);
- **class II**: other children;

\[
\hat{V}(z) - V^*(z) = \sum_{i \text{ in class } I} \frac{n(i)}{n(z)}(\hat{V}(i) - V^*(z)) + \sum_{i \text{ in class } II} \frac{n(i)}{n(z)}(\hat{V}(i) - V^*(z))
\]

\[
\leq \sum_{i \text{ in class } I} \frac{n(i)}{n(z)} + \sum_{i \text{ in class } II} \frac{n(i)}{n(z)}(\hat{V}(i) - V^*(z))
\]

\[
\leq \frac{n\alpha \times n^{1-\alpha-\epsilon}}{n} + C_{d+\frac{1}{2}}(n)^{-\gamma_{d+\frac{1}{2}}(1-\alpha-\epsilon)} \text{ e.s. in } n^{-\gamma_{d+\frac{1}{2}}(1-\alpha-\epsilon)} \text{ by induction}
\]

\[
\leq n^{-\epsilon} + C_{d+\frac{1}{2}}n^{-\gamma_{d+\frac{1}{2}}(1-\alpha-\epsilon)}.
\]

We now choose \( \epsilon = \frac{\gamma_{d+\frac{1}{2}}(1-\alpha)}{1+2\gamma_{d+\frac{1}{2}}} \) and obtain

\[
\hat{V}(z) - V(z) \leq (1 + C_{d+\frac{1}{2}})n^{-\gamma_{d+\frac{1}{2}}\frac{1-\alpha}{1+2\gamma_{d+\frac{1}{2}}}} \text{ e.s. in } n
\]

**(4.24)**

**Lower bound.**

We assumed that there exists a constant \( \theta \) such that when we pick a new child for \( z \), it has a value satisfying \( V(i) \geq V^*(z) - \Delta \) with probability at least \( \min(1, \theta \Delta^p) \).

The induction hypothesis on the next level gives us a fixed coefficient \( \gamma_{d+\frac{1}{2}} \in [0; 0.5] \) such that all children \( w \) of \( z \) verify e.s. in \( n(w) \):

\[
\left| V^*(w) - \hat{V}(w) \right| \leq C_{d+\frac{1}{2}}n(w)^{-\gamma_{d+\frac{1}{2}}}.
\]

The parameters to be fixed on this level are

- the progressive widening coefficient \( \alpha := \frac{\gamma_{d+\frac{1}{2}}}{1+2\gamma_{d+\frac{1}{2}}} \);
- the exploration coefficient \( e := \frac{1}{1+2\gamma_{d+\frac{1}{2}}} - \frac{1}{\gamma_{d+\frac{1}{2}}}(1 - \frac{1}{2p})\alpha = \frac{1}{2p(1+2\gamma_{d+\frac{1}{2}})} \).

To these coefficients we add a parameter \( \xi \) which we define by

\[
\xi := \frac{1}{1+e\gamma_{d+\frac{1}{2}}(1-\alpha)} \quad (4.25)
\]
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and let \( \Delta := \left( \frac{1}{4} n^{\xi(1-\alpha)} \right)^{-\gamma_d + \frac{1}{2}} \). \( \text{(4.26)} \)

**First step:** exponentially surely in \( n \) there exists at time \( \lceil n^{\xi(1-\alpha)} \rceil \) a child \( i_0 \) of \( z \) such that

\[
V(i_0) \geq V(z) - \Delta \text{ and } i_0 \leq n^{\xi(1-\alpha)\alpha}.
\] \( \text{(4.27)} \)

At time step \( \lceil n^{\xi(1-\alpha)} \rceil \), the number of children of \( z \) is at least \( \lfloor n^{\xi(1-\alpha)\alpha} \rfloor \). The (true hidden optimal) values of these children being given randomly and independently, the probability there is not a single child \( i_0 \) with \( V(i_0) \geq V^*(z) - \Delta \) at time \( \lceil n^{\xi(1-\alpha)} \rceil \) is at most

\[
p_n := (1 - \theta \Delta n^{\xi(1-\alpha)\alpha})
\]

The exponent of \( n \) in this quantity being positive, we deduce that the existence of \( i_0 \) is exponentially sure in \( n \).

**Second step:** e.s. in \( n \), all children selected at a time \( n' \) between \( n^{\xi} \) and \( n \) have a high score.

Let \( n' \) be such that \( n^{\xi} \leq n' \leq n \). Then \( n'^{\alpha(1-\alpha)} \geq n^{\xi(1-\alpha)\alpha} \geq i_0 \). And, by Corollary 3,

\[
n'(i_0) \geq \frac{1}{4} n^{\xi e(1-\alpha)} \geq \frac{1}{4} n^{\xi(1-\alpha)}.
\]

Hence there exists a \( C' > 0 \) by the induction hypothesis such that we have, as long as \( n^{\xi} \leq n' \leq n \),

\[
\hat{V}(i_0) \geq V^*(i_0) - C' \left( \frac{1}{4} n^{\xi e(1-\alpha)} \right)^{-\gamma_d + \frac{1}{2}} \text{ e.s. in } n'
\]

\[
\geq V^*(z) - (1 + C')\Delta \text{ e.s. in } n'.
\]

Consider any child \( i_1 \) chosen by the algorithm at a time \( n' \geq n^{\xi} \), i.e. the one which has the greatest score at time \( n' \). All values being considered at time \( n' \), we have

\[
\hat{V}(i_1) + \sqrt{\frac{n'^e}{n'(i_1)}} \geq \hat{V}(i_0) + \sqrt{\frac{n'^e}{n'(i_0)}},
\]

hence \( \hat{V}(i_1) + \sqrt{\frac{n'^e}{n'(i_1)}} \geq V^*(z) - (1 + C')\Delta \text{ e.s. in } n'. \) \( \text{(4.28)} \)
To conclude this part, all we have to do is to show that some property exponentially sure in $n'$ is also exponentially sure in $n$. This easily follows from the fact that $n' \geq n^\xi$ and that $\xi$, is bounded below by some constant. One can easily check from the definition of $\xi$ that $\xi \geq \frac{2}{3}$, since $e \leq \frac{1}{2}$.

**Third step: lower bound on $\hat{\nabla}(z)$.**

Consider a child $i_1$ selected after $n^\xi$. By the previous step, exponentially surely in $n$, this child must either satisfy

$$\sqrt{\frac{n^\xi}{n(i_1)}} \geq \Delta \quad (4.29)$$

or $\hat{\nabla}(i_1) \geq V(z) - (2 + C')\Delta. \quad (4.30)$

Under this hypothesis we can split the children of $z$ in three categories:

1. children $i_1$ visited only before time $n^\xi$;
2. children $i_1$ visited after $n^\xi$ satisfying (4.29);
3. children $i_1$ visited after $n^\xi$ satisfying (4.30).

Let us use this decomposition to lower bound the sum

$$\hat{\nabla}(z) - V^*(z) = \sum_{i=1 \cdots \lfloor n^\alpha \rfloor} \frac{n(i)}{n} (\hat{\nabla}(i) - V^*(z)).$$

For the children in the first category, we have

$$\left| \sum_{i_1 \text{in cat.1}} \frac{n(i_1)}{n} (\hat{\nabla}(i_1) - V^*(z)) \right| \leq \sum_{i_1 \text{in cat.1}} \frac{n(i_1)}{n} \leq \frac{n^\xi}{n}.$$  

For children in the second category, since there are at most $n^\alpha$ of these children, we have

$$\left| \sum_{i_1 \text{in cat.2}} \frac{n(i_1)}{n} (\hat{\nabla}(i_1) - V^*(z)) \right| \leq \sum_{i_1 \text{in cat.2}} \frac{n(i_1)}{n} \leq \frac{n^\alpha n^e}{n \Delta^2} = \frac{n^\alpha + e - 1}{\Delta^2}.$$  

Finally, using (4.30) for the third category of children, we see that

$$\hat{\nabla}(z) - V^*(z) \geq -(2 + C')\Delta(1 - n^\xi - 1) - n^\xi - \frac{n^{\alpha + e - 1}}{\Delta^2}.$$  

Now we compare the three terms

$$\Delta, n^{\xi - 1} \text{ and } \frac{n^{\alpha + e - 1}}{\Delta^2}.$$

By (4.25) we have $\xi - 1 = -\xi e^{\gamma_d + \frac{1}{2}}(1 - \alpha)$, thus by (4.26), $n^{\xi - 1} = 4^{-\gamma_d + \frac{1}{2}} \Delta \leq \Delta$.  
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This implies that the term $n^{\xi-1}$ in the three terms (Eq. 4.31) is $O(\Delta)$. We now compare the two other terms; from the definition of $\Delta$, we see that we must compare $n^{\alpha+\varepsilon-1}$ and $\Delta^3 = 4^{\gamma_d + \frac{1}{2} n} - 3\varepsilon e^{(1-\alpha)\gamma_d + \frac{1}{2}}$. Using the definitions of $\xi$, $e$ and $\alpha$, one can check that:

$$1 - e - \alpha \geq \frac{3\gamma_d + \frac{1}{2}}{1 + 4\gamma_d + \frac{1}{2}} \geq \frac{1}{2}$$

and, using $\xi \leq 1$, $(1 - \alpha) \leq 1$, $e\gamma_d + \frac{1}{2} = \frac{\gamma_d + \frac{1}{2}}{2(1 + 4\gamma_d + \frac{1}{2})} \leq \frac{1}{8}$,

$$3\varepsilon e(1 - \alpha)\gamma_d + \frac{1}{2} \leq \frac{3}{8}$$

so that $\hat{V}(z) - V(z) \geq -(5 + C')\Delta$. Finally, one can check that $\xi e(1 - a)\gamma_d + \frac{1}{2} \geq \frac{\gamma_d + \frac{1}{2}}{1 + 7\gamma_d + \frac{1}{2}}$ so that $\hat{V}(z) - V^*(z) \geq -C n^{-\gamma}$ with $C := (5 + C')4^{\gamma_d + \frac{1}{2}}$ and $\gamma = \frac{\gamma_d + \frac{1}{2}}{1 + 7\gamma_d + \frac{1}{2}} \square$

4.6 Base step, initialization and conclusion of the proof

Let $w$ be a random node of depth $d_{\text{max}} - \frac{1}{2}$. Its children are leaf nodes, and all have a fixed reward in $[0; 1]$. These children form a ensemble of independent and identically distributed variables, all following the random distribution associated with $w$, of mean $V^*(w)$. Hoeffding’s inequality gives, for $t > 0$,

$$\mathbb{P} \left( \frac{1}{n} \sum_{z_i \text{ child of } w} V^*(z_i) - V^*(w) \geq t \right) \leq 2 \exp(-2t^2 n).$$

Setting the exploration coefficient $\alpha_{d_{\text{max}} - \frac{1}{2}}$ to $1$ (since there is no point in selecting again children with a constant reward) and $t$ to $n^{-\frac{1}{3}}$, we obtain

$$\mathbb{P} \left( |\hat{V}(w) - V^*(w)| \geq n^{-\frac{1}{3}} \right) \leq 2 \exp(-2n^{\frac{1}{3}})$$

so that $|\hat{V}(w) - V^*(w)| \leq n^{-\frac{1}{3}}$ is exponentially sure in $n$, i.e. $\text{Cons}(\frac{1}{3}, d_{\text{max}} - \frac{1}{2})$ holds. Of course one can consider a coefficient different from $\frac{1}{3}$ for $t$, as long as it is less than $\frac{1}{2}$ - we just aim so as to simplify the definition of coefficients. This gives a singular value of $\alpha_{d_{\text{max}} - \frac{1}{2}} = 1$ and an initialization of the convergence rate as $\gamma_{d_{\text{max}} - \frac{1}{2}} = \frac{1}{3}$.

It is now elementary to check this value of $\frac{1}{3}$ for $\gamma$ at depth $d_{\text{max}} - \frac{1}{2}$, together with recursive definitions of coefficients derived in Lemmas 2 and 4, yield the values given on Table 4.1. This concludes the proof of Theorem 4.5.
4.7 Experimental validation

In this section, we show some experimental results, by implementing PUCT on two tests problems. We used fixed parameters $\alpha$ and $\epsilon$, quickly tuned by hand. We added a custom default policy, as seen in [42], that is computed offline using Direct Policy Search (DPS), once per problem instance. We also gave heavier weights to the decisions with high average value when computing the empirical value of a state, as it showed increased performances in practice. There are many ways to finely tune PUCT that we did not explore. Our goal was simply to check that our PUCT has a satisfying behaviour, to verify our theoretical results. We acknowledge that depending on implementation subtleties, results can vary. Our source code is available upon request.

**Cart pole.** We used the well known benchmark of cart pole, and more precisely the version presented in [122]. As our code uses time budget, and not a limit in the number of iterations, we only approximated their limit of 200 roll outs (on our machine, 0.001 second per action. We took HOLOP as a baseline, that yields an average reward of $-47.45$[122]. Our results are shown in Table 4.2. Though cart pole is not as challenging as real world applications, these results are encouraging and supporting our theoretical results of consistency.

**Unit commitment.** We used a unit commitment problem, inspired by ongoing work with an industrial partner. The agent owns 2 water reservoirs and 5 power plants. Each reservoir is a free but limited source of energy. Each power plant has a fixed capacity, has a fixed cost to be turned on, as well as quadratic running costs that change over time. The time horizon was fixed to 6 time steps. At each time step, the agent decides how to produce energy in order to satisfy a varying demand, and the water reservoirs receive a random inflow. Failure to satisfy the demand incurs a prohibitive cost. This problem is challenging for many reasons, including: the action space is non convex, the objective function is non linear and discontinuous, there are binary and continuous variables, and finally, the action space can be subject to operational constraints that make a discretization by hand very tedious. The purpose of PUCT in this application is not to solve all of it, but rather to improve existing solvers. This is an especially promising method, with the many powerful heuristics available for this problem. The results are shown in Table 4.2. PUCT manages to reliably improve the actions suggested by DPS, and its performances increase with the time budget it is given.

<table>
<thead>
<tr>
<th>Budget (s)</th>
<th>0.001</th>
<th>0.004</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUCT+DPS</td>
<td>-11.11 ± 0.95</td>
<td>-11.11 ± 0.95</td>
</tr>
<tr>
<td>DPS</td>
<td>-8.02 ± 0.98</td>
<td>-7.06 ± 0.024</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Budget (s)</th>
<th>0.04</th>
<th>0.16</th>
<th>0.64</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUCT+DPS</td>
<td>-6.69 ± 0.03</td>
<td>-6.57 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>DPS</td>
<td>-5.02 ± 0.98</td>
<td>-4.06 ± 0.024</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Left: Cart Pole results; episodes are 200 time steps long. Right: Unit Commitment results, with 2 stocks, 5 plants, and 6 time steps.
4.8 Conclusion

[74] have shown the consistency of the UCT approach for finite Markov Decision Processes. We have shown the consistency of our modified version, with polynomial exploration and double progressive widening, for the more general case of infinite MDP. [39] have shown that the classical UCT is not consistent in this case and already proposed double progressive widening; we here give a proof of the consistency of this approach, when we use polynomial exploration; [39] was using logarithmic exploration.

Some extensions of our work are straightforward. We considered trees, but the extension to MDP with possibly two distinct paths leading to the same node is straightforward. Also, we assumed, only for simplifying notation, that the probability that a random node leads twice to the same decision node (when drawn independently with the probability distribution of the random node) is zero, but the extension is possible. On the other hand, we point out two deeper limitations of our work: (i) The reason why we switched to polynomial exploration was to make the proof easier. We do not know if similar results can be derived without switching. This would be an interesting direction for future research, as empirically the UCB based exploration seems to lead to a consistent MCTS. (ii) The general case of a possibly cyclic MDP with unbounded horizon is not covered by our result.

We have shown consistency in the sense that Bellman values are properly estimated. This does not explain which decision should be actually made when PUCT has been performed for generating episodes and estimating $V$ values. Our result implies that choosing the action by empirical distribution of play (i.e. randomly draw a decision with probability equal to the frequency at which it was simulated during episodes; see discussion in [21]) is asymptotically consistent. Also, choosing the most simulated child is consistent (this is a classical method in UCT), as well as selecting the child with best $\hat{V}$ among child nodes of the root of class II; our results do not show the superiority of one or another of these recommendation methodologies.

Our experimental results on the classical Cart pole problem show that PUCT outperforms HOLOP; PUCT also outperformed a specialized DPS on a unit commitment problem. This last empirical result is especially interesting because unit commitment problems are, in practice, highly non Markovian. And, even though we worked in the framework of MDP to relate to its abundant literature, our algorithm does not actually need the random process to be Markovian, as the history is naturally embedded in the tree structure. Hence, PUCT could be a way to approach difficult and more general non Markovian continuous sequential decision making problems.
Chapter 5

Hybridization of MCTS

In this section we present some of the works relying on the hybridization of MCTS with other solvers. In Section 5.1, we show a method to mix MCTS with direct policy search, in order to improve MCTS’s playouts. In Section 5.2, we explain how MCTS can be used to solve Partially Observable MDP (POMDP), and show some experimental results on the game of Mines, obtained by mixing it with domain specific heuristics. Finally, in Section 5.3, we present a meta-bandit framework, to solve problems with a high level optimization done by bandits, and microlevel problems solved by MCTS.

5.1 Custom default policies

This section’s content can be found, for the most part, in [42].

5.1.1 Introduction

MCTS has been greatly improved by including Progressive Widening and Double Progressive Widening[45, 33], RAVE values[54], Blind Values[38], and hand-crafted Monte-Carlo moves[120, 80]. A crucial component is the Monte-Carlo move generator, also known as the playout generator.

In this section, we focus on the addition of specialized Monte-Carlo moves, i.e. we modify default policy, to help dealing with stochastic planning problems. Finding a default policy that is optimal for all instances of a stochastic problem can be extremely difficult and time consuming. The solution we propose here is to apply a Direct Policy Search to the available default policy. This way, even an initially poor default policy can be improved to fit different instances of one stochastic planning problem.

In Section 5.1.2 we describe existing algorithms for improving Monte-Carlo move generators (subsection 5.1.2), and Direct Policy Search for improving a Monte-Carlo move generator in Section (subsection 5.1.2). In Section 5.1.3, we experiment our algorithms on three forms of a unit commitment problem (Section 5.1.3), and on an investment problems (Section 5.1.3).
5.1.2 Algorithms

In this section we will present Direct Policy Search, and Monte-Carlo move generators improvements.

Heuristics and Monte-Carlo move generators

Whereas in the 2-player case, it is known that making a Monte-Carlo generator stronger (stronger in the sense: as a stand-alone policy), does not necessarily make the MCTS built on top of it stronger (see [120]), we conjecture that in the one-player case it is usually quite efficient.

The recent improvements in the world of Computer Go basically comes from improvements of the Monte-Carlo move generator, implemented so that the Monte-Carlo simulator does not contradict life-death known results; Zen, CrazyStone, Pachi, are examples of such strong programs, around 4 to 5 Dan for short time settings and 3 to 4 Dan for long time settings (professional human players tend to benefit from longer time settings more than machines). Other tools have been proposed as generic solutions for learning Monte-Carlo move generators:

- Simulation balancing [109] has been proposed for automatically learning the Monte-Carlo move generator in 2-player games.

- PoolRave[102], in which the Monte-Carlo move is replaced, with a fixed probability $p \in (0, 1)$, by a move uniformly drawn among the $c$ moves with best RAVE score in the last node of the simulation with at least $k$ simulations.

- Contextual Monte-Carlo[101] in which the Monte-Carlo move-generator is improved by online learning a tile-based value function.

These tools are efficient, but the main successes in Monte-Carlo Tree Search nonetheless come from handcrafted Monte-Carlo move generators. Here, we used a specialized Monte-Carlo move generator, chosen specifically on our main target problem, as well as a less specialized function. We improve them by Direct Policy Search (Section 5.1.2).

Direct Policy Search for generating Monte-Carlo Move Generators

Direct Policy Search (DPS) is an approach very different from Upper Confidence Tree; it is based on selecting a policy among a parametric family of policies by optimization of its parameters. The pseudo-code is as follows:
**Procedure** *Simulate*(s, MDP, p):

Inputs: a state s, a Markov Decision Process MDP, and a policy p.
Output: a reward.

Method: simulate MDP from state s with policy p until a terminal state and return the obtained reward.

**Procedure Direct Policy Search:**

Inputs: (i) a parametric policy θ ↦→ π(θ), where π(θ) is a mapping from states to actions. (ii) a Markov Decision Process MDP. (iii) an initial state s.
Output: a parameter ˆθ, leading to a policy π(ˆθ).

Auxiliary method: a noisy optimization algorithm.

Apply the noisy optimization algorithm to the function θ ↦→ Simulate(s, MDP, π(θ)); get ˆθ the approximate optimum.
Return ˆθ.

Direct Policy Search is usually applied offline, i.e. a single ˆθ is obtained once and for all. However, optimizing Θ to maximize θ ↦→ Simulate(s, MDP, π(θ)) specifically for the current state s for which we look for a decision is possible. We apply DPS and use the obtained policy π(ˆθ) as a Monte-Carlo move generator in our MCTS.

The paper in [18] proposes to apply DPS (the terminology in the paper is different, but it is essentially DPS) based on a heuristic function obtained by experts, by smoothing the heuristic and adding parameters in it (the smoothing is here for making the problem easier to optimize). This is our approach here, except that we do not smooth policies as the randomized nature of our problems makes the objective function smooth enough. We use self-adaptation[88] as a noisy optimization algorithm.

As a summary, our algorithm is as follows for choosing a move in state s within time t:

**Procedure** *OptimisticHeuristics*(s, φ, t, MDP)

Input: a state s, a time t, a parametric family of policies φθ.
Output: an action a.

Apply DPS with time budget t/2 for choosing ˆθ (use warm start if possible)
Apply MCTS, with φˆθ as a default policy, and time budget t/2, for choosing action a.

5.1.3 Experiments

Here, we compare the performances of different sequential decision making algorithms. Namely, we implemented vanilla MCTS, MCTS with a fixed default policy, MCTS with a default policy improved online by DPS, and DPS alone.
We made experiments on three different forms of the unit commitment problem, and on a more general energy management problem called bilevel.

Unit commitment problem

We work on a stock management problem, from [116].

The main points in the problem are that: (1) Unit Commitment problems can not be solved efficiently by traditional methods; these problems are usually simplified so that classical methods, like Bellman’s stochastic dynamic programming, can be applied. The motivation of our work on Unit Commitment by Monte-Carlo Tree Search methods is that we want to work without simplifying too much the model. (2) Unit Commitment problems exist at many time scales (from seconds, up to years for hydroelectric stocks or tenths of years if investments are included) and many dimensionalities (from a few stocks to thousands of state variables), depending on the scope under analysis. We here work on small scale problems for the sake of statistical significance (working on our full problems requires by far too much time for reproducing runs tenths of times).

In this section, we will consider three variants of the unit commitment problem. The significant difference between these three variants is the way the stocks are connected. In the first one, they are lined up on a one dimension chain (we will call it the one river problem). In the second one, they are linked so that they form a binary tree, with the root being the last stock that the water goes through (we will call it the binary rivers problem). Finally, the third one is simply a random arrangement of the stocks, with one single constraint: no cycles are allowed.

Two different heuristics for the Unit commitment problem. The expert parametrized heuristic that we use has been designed using knowledge about the problem, to make it particularly efficient on the one river variant of the unit commitment problem. On the other hand, the naive heuristic uses almost no knowledge about the problem. Given a state $s$, it requires the current time to go $t$, and the average demand at the current time step $D_{avg}$. We provide below pseudo-codes of both heuristics.

Experimental results on the Unit Commitment problem. We present here the results obtained on all three variants of the unit commitment problem. Each time, we compared the following algorithms: (i) vanilla MCTS, as presented in Section 3.2.3, (ii) MCTS-naive, a MCTS using the naive heuristic as a default policy, (iii) MCTS-expert, a MCTS using the expert heuristic as a default policy, (iv) MCTS-naive-DPS, a MCTS using the naive heuristic improved by DPS, (v) MCTS-expert-DPS, a MCTS using the expert heuristic improved by DPS and when relevant, (vi) the non tuned naive and expert heuristics.

The x axis shows the time budget allocated per decision made, in logarithmic scale, and went from 0.01 second to 2.56 second. The y axis shows the average reward. Each average reward was computed using 1000 runs. Error bars show the 95% confidence intervals. The higher the reward, the better the algorithm performed. It should be
Algorithm 19  Expert heuristic

**Input:** a parameter vector \( \theta \) of dimension 3 (default value is \([1, 0, 1]\)), a state \( S \), of dimension \( N \), \( D(t) \) the expected electricity demand during time step \( t \), \( D_{timeToGo}(t) \) the expected total demand after time step \( t \), \( TSA(s, timeToGo) \) the total stock available (this assume a 1 river structure), \( TI(timeToGo, averageInflows) \) the expected total usable water from inflows (this assume a 1 river structure).

**Output:** an action \( a \).

initialize:
- total water available = \( TWA = (\theta_0 + \theta_1 \times timeToGo) \times (TSA + TI) \)
- \( x = \) production by hydroelectricity = 0
- \( increaseWater \leftarrow true \)
- \( S_{available} = \sum_{0 \leq i \leq N-1} s_i \)

while \((increaseWater \text{ and } x < S_{available})\) s\(_i\) being the current level of stock \( i \) do
  define the marginal cost \( mc \) of increasing water, approximated as
  \[
  mc = IC(x, s, t, D(t)) + \theta_2 \times LTC(x, TWA, t, D_{timeToGo}(t))
  \]
  where:
  - \( IC(x, s, t, D(t)) \) is negative; it is the marginal benefit associated to the reduction of thermal production.
  - \( LTC(\ldots) \) is the sum of thermal production cost, if expected total demand \( D_{timeToGo} \), decreased by the total production from the water stocks if equally distributed on the time steps to go, is produced thermally.

  if marginal cost \( mc > 0 \) then
    then \( increaseWater \leftarrow false \)
  else
    \( x \leftarrow x + 1. \)
  end if
end while

Compute \( q \), the ratio \( \min(0, \frac{x}{S_{available}}) \)

return the action vector \( a \) defined as follows: \( \forall 0 \leq i \leq N - 1, a_i = q.L_i \)
Algorithm 20 Naive heuristic, polynomial with degree $m$

**Input:** a parameter vector $\theta$ of dimension $m + 1$ (default values are $[1, 0, \ldots, 0]$), a state $S$, of dimension $N$, $t$ the remaining time steps, and $D_{avg}$ the average demand after the current time step.

**Output:** an action $a$.

Compute total amount of water to use

$$W_{use} = \max(0, D_{avg} \cdot (\theta_0 + \theta_1 t + \cdots + \theta_{m+1} t^m))$$

Given $S$ and the current level $L_i$ of each stock $i$, $W_{available} = \sum_{0 \leq i \leq N-1} L_i$

Compute $q$, the ratio $\min(0, \frac{W_{use}}{W_{available}})$

**return** Return the action vector $a$ defined as follows: $\forall 0 \leq i \leq N - 1, a_i = q.L_i.$

Figure 5-1: Performances of different variants of MCTS on the 1 river unit commitment problem (left) and the binary rivers (right), with 7 stocks, 24 time steps. Y axis shows the reward (the higher the better).

noted that the rewards cannot be compared between different variants of the unit commitment problem. Indeed, only the connections between the stocks change, and changing this changes the amount of water effectively available. Our results for the 1-river problem and for the binary rivers problem are shown on the left side and the right side of Fig. 5-1, respectively. We did not plot the results of the naive heuristic, that scored $-150000$ and $-380000$ respectively (far below other methods), for the sake of readability. In both experiment, MCTS-naive-DPS and MCTS-expert-DPS outperform by a factor of at least 100 the third placed algorithm, MCTS-expert. MCTS-naive and MCTS vanilla share the fourth and fifth places.

Our results on the random rivers problem are shown in Fig. 5-2. In this experiment, the most significant difference in the results is that MCTS-naive-DPS is about 10 times faster than MCTS-expert-DPS.

Over all three versions of the unit commitment problem, the most efficient and robust version has been MCTS-naive-DPS. Even on the one river problem, that the expert heuristic was particularly well tuned for, we could not see huge benefits from using it as a parametric function for DPS.
Experiments on the investment problem

In this section we experiment our algorithm on a problem (simplified from [116]) as follows:

- At each time step, we decide investments; there is a limited amount of money to invest, and investments must be distributed over 7 different possible infrastructures. There are therefore 7 decision variables for each time step.

- At each time step, a lower level problem (the management of the energy production system) is built and solved, and its cost is the cost of the current transition of the investment problems.

- There are 10 time steps, the last one has a strong influence because it reflects the long-term.

Our results compare the following strategies:

- a heuristic which gives a constant ratio of the investment on each possible infrastructure (the parameters of the heuristic are this proportions); the default parametrization is the same ratio for all infrastructures;

- DPS on a “sum of Gaussians” policy (parameters: positions of the Gaussians, widths, associated decisions; see [116]);

- DPS on a “neural network” policy (parameters: weights, thresholds; see [116]);

- DPS on a “sum of Gaussians” policy, added to the heuristic with default parametrization;

Figure 5-2: Performances of different variants of MCTS on the randomly connected unit commitment problem (7 stocks, 24 time steps). Y axis shows the reward (the higher the better).
Figure 5-3: Results on the energy investment problem. The five DPS curves (curves 1 to 5) are very close to each other; results are better than for the heuristic alone, and versions without the heuristic are almost the same as versions with the heuristic. The MCTS+DPS+neural network was the most efficient strategy, outperforming MCTS+DPS+neural network+heuristic. The sums of Gaussians require more time for learning, hence the poor results for moderate budgets.

- DPS on a “neural network” policy, added to the heuristic with default parametrization;

- MCTS, on top of each of the above.

Results are presented in Fig. 5-3.

5.1.4 Conclusion

We combine DPS and MCTS. The DPS provides the Monte-Carlo simulator of the MCTS. The resulting algorithm, has no free parameter and outperforms by far the vanilla MCTS. We use human expertise at two levels: (i) For partial observation handling, i.e. the belief state estimation was hand-crafted, so that the problem is essentially a MDP rather than a partially observable MDP. The details of this are beyond the scope of work; (ii) In the Monte-Carlo move generator, because in spite of nice and interesting efforts in the literature, no generic algorithm, in the current state of the art, can define a Monte-Carlo move generator as efficiently as a human expert (in the case of Go, but also in the case of unit commitment problems). Nonetheless our DPS could strongly improve the heuristic by optimizing its parameters. We agree with the traditional statement that MCTS is surprisingly efficient when no human expertise is available, but we clearly see that human expertise was an easy key for a
speed-up 100, as well as human expertise is the key of recent progress in MCTS for the classical challenge of the game of Go.

Importantly, the need for human expertise is considerably reduced by the use of DPS for optimizing the heuristics, so that our results are a step towards generic MCTS tools.

5.2 Mixing MCTS with heuristics to solve POMPD

A large part of this section’s contents can be found in [41], and the experimental results in [108].

5.2.1 Belief state estimation, from Mines to mathematics

In Section 5.2.1 we present the Mines games, which is convenient as an experimental testbed. In Section 5.2.1 we present the formalism of Markov Decision Processes and Partially Observable Markov Decision Processes. In Section 5.2.1 we formalize the problem of belief state estimation.

The Mines game

Consider the simple Mines game, which is well known for his free clones on several platforms (e.g. on Linux or Windows). Mines look like a simple game, sometimes equipped with a “hint” system, which helps you for finding a good move. However, this hint system is usually unable to solve more than simple cases, or cheats by using hidden information. Indeed, an exact choice of optimal move is far from being simple.

The rules of the game are as follows. This is a one player game. There are \(N\) mines, located randomly on a \(p \times q\) grid. Mines are not visible. At each move, the player chooses one location in the grid. If there is no mine at this location, then the number of mines in the 8-neighborhood is displayed to the player; otherwise, the game is over. Usually, the score is the time before complete solving (i.e. all non-mines locations are played at least once) - the smaller, the better. No score in case of game over by playing on a mine.

We will here consider as score the number of (unique) moves before the game is over, divided by \(pq - N\) (so that 1 means complete solving). Figure 5-4 shows that the game is not trivial: which move would you play here?

All players know many cases in which a move can be played for free, because it is sure that there is no mine here - and many players know that sometimes, you can not be sure and must play with a non-zero probability of losing the game. But not many players know that in such cases, sometimes, some locations are more likely than others to be mines. Specific examples, as preliminaries for the discussion on Belief State estimation below, are given in Fig. 5-5.
Some details on the rules. The Windows version of the game ensures that the first move is not on a mine (the mines are randomly distributed after the first move). Some versions on the game (Gnomine, default version on many Linux distributions) moreover ensure that the number of mines in the 8-neighbourhood is 0. In our tests we will only consider the Windows version, i.e. when one is guaranteed that the first move will not be on a mine, as this version is the most widely used.

The game is partially observable - the “complete” state (i.e. including the position of the mines) is not equal to the observed state (which is only a view of the game with covered locations and uncovered locations with a number of neighbouring mines). When you have observations, you can estimate the probability distribution on the internal state - this is the belief state. Therefore, it is a partially observable game. The trouble is that many solvers, like Monte-Carlo Tree Search, are aimed at working on fully observable Markov Decision Processes; we will see below (Section 5.2.1) the related definitions, and we will see in Section 5.2.1 how to transform a Partially Observable problem into a fully observable one in the 1-player case.

Markov Decision Processes and Partial Observation

Let’s now consider Markov Decision Processes (MDP) and Partially Observable MDP (POMDP) from a more abstract point of view.

A MDP or POMDP is a directed graph, each edge being equipped with a label (action) and a number (probability); the edge between vertex $x$ and vertex $y$ has label $m$ and number $r$ if the probability of switching from state $x$ to state $y$, when choosing action $m$, is $r$. The sum of probabilities in outgoing edges from a state $x$ and equipped with a label $m$ should be 1. By definitions, legal actions in $x$ are labels which can be found on at least one outgoing edge from $x$. Nodes with no outgoing edge are termed terminal nodes and are equipped with a reward (in some definitions, edges are equipped with a reward, or non-terminal nodes; this will make no difference for this work).

Additionally, in a POMDP, each node $x$ is equipped with an observation $o_x$. A
Figure 5-5: Left: here, you can deduce that one of the remaining locations is a mine. If you play in the middle location, you have an expected number of (unique) moves before losing which is, if you play perfectly, 1 (the three outcomes, losing immediately, or losing after 1 move, or completely solving the game, are equally likely) - whereas playing the top or bottom unknown location gives an expected number of (unique) moves \( \frac{4}{3} \) (with probability \( \frac{1}{3} \), it’s an immediate loss - otherwise, it’s a complete solving). Middle: a situation with 50% probability of winning. Right: this situation is difficult to analyze mathematically; our program immediately sees that the top-right location \((0,6)\) is a mine. However, this could easily (and faster) be found by a branch-and-bound optimization. More importantly, it also sees that the location just below \((1,6)\) is good; but the real good point is that it can say which locations are more likely to lead to a long-term win than others.

MDP can be seen as a POMDP in which the observation is equal to the state or to a unique state identifier. A (possibly random) sequence of actions \( a_1, \ldots, a_t, \ldots \) defines naturally a random sequence of states \( x_1, \ldots, x_t, \ldots \) and observations \( o_1, \ldots, o_t \); each state and observation is obtained from the previous one using actions and probabilities of transition.

A strategy is a (possibly random) mapping from a sequence of pairs (actions,observations) to actions. In a MDP, observations are uniquely determined as a function of states; so, equivalently, the strategy in a MDP can be defined as a mapping from sequences of pairs (actions,states) to actions (one can note that it is known that the mapping can depend only on the last state without loss of performance in optimal strategies). Basically and informally, a MDP is therefore a POMDP in which the player always knows in which state she is. Given a MDP or POMDP, and a strategy, a random sequence of states and observations is defined, as well as a random reward. The Mines game is a priori a POMDP; mines are not visible. Yet, it can be rephrased as a MDP; we’ll see this in the next section.

**POMDP transformed into MDP: the problem of belief state estimation**

A POMDP can be rephrased as a MDP. This can be done as follows. Consider a POMDP \( P \). The MDP \( M \) rephrasing \( P \) is built as follows:

- The state space of \( M \) is the set of sequences of pairs (actions,observations) in \( P \);
In $M$, action $a$ in state $((a_1, o_1), \ldots, (a_t, o_t))$ leads to $((a_1, o_1), \ldots, (a, o_{t+1}))$ where $o_{t+1}$ is the random observation obtained when applying action $a$ in state $s$ where $s$ is the $t^{th}$ state, randomly drawn according to observations $(o_1, \ldots, o_t)$ and actions $(a_1, \ldots, a_t)$.

This transformation (originating in [2]) has the advantage of being consistent; a good strategy for $M$ is a good strategy for $P$ - the distribution of rewards is exactly the same. It has the drawback that it leads to a much bigger state space; possibly, $M$ is infinite whenever $P$ is quite small. Moreover, the conditional law above can be very hard to sample - we have to sample the next observation, conditionally to all past observations. The key part of this sampling is the sampling of $s_t$, the state after $t−1$ actions and observations, conditionally to past actions and observations. This is known as the problem of belief state estimation.

The likelihood of an observation, conditionally to the hidden state, is the probability of this observation conditionally to the hidden state; the likelihood of the hidden state, conditionally to the observation, is the probability of this hidden state, conditionally to the observation. As well known (Bayes formula), when the observation is given, the likelihood of the hidden state is proportional to the probability of observation, given the hidden state.

There are several methods for this:

- Simple rejection methods: randomly sample $s$ and reject $s$ unless it is accepted, which happens with probability proportional to its likelihood conditionally to observations. This is very slow, but mathematically consistent. This is summarized in Alg. 21.

\begin{algorithm}
\begin{algorithmic}
\While {True}
\State Randomly draw $x$
\State Let $r \leftarrow$ likelihood of observation (given $x$)
\State Randomly draw $u$ in $[0, 1]$.
\If {$u \leq r$}
\State Break.
\EndIf
\EndWhile
\State Return $x$
\end{algorithmic}
\end{algorithm}

- Markov-Chain Monte-Carlo (MCMC) [60] can be used as well; e.g. Metropolis-Hastings, the simplest version of MCMC.

- Randomly extend the observations in order to get a “complete” state (observed part + unobserved part); this is possible in some games, and widely used in e.g. phantom-games or dark chess which are a quite difficult challenge in terms of partial observability[32, 30]. This is certainly not consistent in general (i.e. this approximation of $M$ is not equivalent to $P$), unless the random choice of the completion in a very specific manner - this is certainly not usual.
The purpose of this contribution is to propose new consistent methods for belief state estimation. The main claim of this section is that, even on an a priori simple game like Mines, a rigorous belief state estimation can provide significant improvements on a simple constraint satisfaction problem. By “consistent” methods, we mean methods which, at least at the limit of infinite computational power, lead to perfect estimates; POMDP algorithms based on this algorithm should, as a consequence, be consistent in the sense that they find, at the limit of an infinite computational power, an optimal strategy; this will be formalized in the rest of this section.

5.2.2 MCTS with belief state estimation

In this section, we explain how MCTS, as presented in 3.1.1, can be adapted to POMDP, by using belief state estimation (BSE) techniques. We then present some of the possible BSE techniques that have been tried in combination with MCTS.

Combining MCTS with BSE.

MCTS is particularly well suited to be applied to POMDP, because the tree structure it relies on naturally contains the history of each state, i.e. all explored trajectories, without needing to increase the size of the state variables. That way, if each node of the tree contains either an observation \( o \) or an observation-action pair \( (o,a) \), then each node having a unique history contained in the tree, has enough information to sample possible hidden states. What is essential at this point, and the only thing needed in addition to the traditional MCTS algorithm, is a BSE algorithm, to provide a generative model. Without it, MCTS cannot operate. The most important property that the BSE algorithm needs to verify in order for the complete algorithm to be consistent is that, given a history of observations and actions, it should generate a possible hidden state following the true random distribution of that state.

Given a consistent BSE algorithm, it is then straightforward to include it in the generative model, and to run MCTS on a tree whose nodes only contain observations. A transition from a node containing only an observation can then refer to its past actions and observations, and refer to the BSE algorithm to generate a possible hidden state, and the associated next observation.

The first idea of BSE algorithm that we combined with MCTS was the rejection algorithm\(^21\). But even though it is consistent, it is too slow for even medium scale applications. We present now a few alternatives.

Faster methods

Constraint Satisfaction Problem (CSP). CSP has been used in combination with MCTS in [108], where they give its formal description as shown in Alg. 22. Given some observations, CSP can be used to give the exact probability of each possible hidden state. Acting greedily with respect to CSP alone is a myopic strategy, i.e. it does not consider the long term consequences of the immediate move. Even though
it can be used to detect the locations with the lowest probability of having a mine, it is suboptimal.

**Algorithm 22** The CSP algorithm for playing MineSweeper. The algorithm is intrinsically myopic: it only optimizes the 1-step result (minimum probability of immediate death).

```plaintext
CSP-function for choosing a move on a partially visible board with \( M \) mines
for each location \( l \) of the board do
    \( Nb(l) \leftarrow 0 \)
end for
for each positioning \( p \) of the \( M \) mines on the board consistent with observations do
    for each location \( l \) with a mine for \( p \) do
        \( Nb(l) \leftarrow Nb(l) + 1 \)
    end for
end for
Play move \( l \) uniformly chosen among the set of uncovered locations \( l \) such that \( Nb(l) \) is minimum.
```

**CSP with a heuristic.** One of the weaknesses of CSP is that it is not equipped to deal with ties, i.e. with situations where there are multiple locations sharing the same lowest probability of hiding a mine. In [28], the authors introduce a heuristic, specific to the Mines game, to help solve these ties. This is especially important for the first move, where CSP cannot give any information. The heuristic added to CSP in [28] can be summarized as follows:

- the first move needs to be in one of the corners;
- when there is a tie between multiple locations according to CSP, pick one of the locations that is the closest to the frontier, i.e. the line between covered and uncovered locations.

### 5.2.3 Experimental results

Results of these methods, applied to Mines, are compiled in Table 5.1, from [28]. CSP-PGMS is the PGMS implementation of CSP\(^1\). HCSP is the implementation of CSP with heuristic breaking ties by playing as close as possible to the frontier between covered locations and uncovered locations[81]. BSSUCT is the implementation of UCT from [107]. OH is our Optimistic Heuristics program.

\(^1\)http://www.ccs.neu.edu/home/ramsdell/pgms/
Table 5.1: Results of various implementations on the MineSweeper games. Results are averaged over $10^5$ games except 16x30 which is averaged over $10^4$ games. For OH, results are obtained with 10000 simulations per move, except expert mode and intermediate mode (99 mines on 16x30 and 40 mines on 16x16) which use 100 simulations per move. BSSUCT is not documented for cases in which it was too slow for being operational in [107].

5.2.4 Conclusions

Rigorously estimating the belief state is a big challenge in partial observation problems. This turns out to be important even in simple games like Mines.

There are several tools for estimating belief states. From the simple and slow but consistent rejection method, to the faster and still consistent CSP algorithm. As these tools are used to compute the transitions, they are critical to the success of any algorithm built on top of them. Results show that even the addition of a simple tie breaking heuristic can improve the performances.

We also want to emphasize that the addition of UCT on top of tools like CSP is essential to the optimality of the overall method. That might be surprising for humans, but the best strategy does not only consists in playing a move with minimum probability of immediate death (see Fig. 5-5), and our algorithm, in spite of drawbacks (it can be slow for easy cases), has the strength of, asymptotically, playing optimally these subtle cases. Our example (first move in 4x4 board) might look like an artificial counter-example, but Fig. 5-5 (left) shows that such non-trivial phenomena also occur late in the game. This second example can be solved manually, but it is certainly hard for humans to solve cases like Fig. 5-5 (right) without a tool like our algorithm, and constraint programming does not provide a solution to this.

We guess that such a rigorous approach might be important in two-player games as well, at least with moderate size; this is a first natural further work. This is far more complicated as in two-player games we have no direct estimate of the likelihood. Moreover, in many games, the state space is huge, making it hard to get rid of heuristics[125, 32, 30]. As a second further work, a direct application of this work is also the test on industrial POMDPs; we guess that neglecting the PO part or handling it in a computationally fast but statistically irrelevant way might lead to
serious troubles in real world cases.

5.3 A Meta-bandit framework

5.3.1 Review of multi-armed bandit formulas

So far, we have focused on many areas of SDM problems, on MCTS, its extension to continuous domains, its consistency, and even its combination with other optimization tools, but we have not really covered an essential part of its success: the balance between exploration and exploitation. We did say that this balance is traditionally achieved in MCTS by using scoring formulas from the multi-armed bandits community[74, 75], giving its name to the UCT algorithm. Here, we want to present a short review of the works around multi-armed bandit problems. This will be one of the two bricks necessary to understand the meta-bandit framework, and its potential applications.

Stochastic bandits

The stochastic bandit setting can be described as follows: there are $K$ arms, and an agent needs to play one of these arms at each time step $t \geq 1$. The arm played at time $t$ is noted $a_t \in \{1, \ldots, K\}$. After playing arm $a_t$, the agent receives a reward $r_t$, that follows some unknown distribution $L_t(a_t)$. Each of these distribution has a hidden expectation, and the goal of the agent is to figure out what the best arm is.

From this setting, there are two common objective functions that can be used: the Simple Regret, and the Cumulative Regret. The simple regret is the difference between the mean of the best arm and the mean of the arm played at the last time step, i.e.:

$$R_S = \max_a \mathbb{E}(L_T(a)) - \mathbb{E}(L_T(a_T))$$ (5.1)

The cumulative regret is the same thing, but cumulated over each time step, i.e.:

$$R_C = \sum_{t=1}^{T} \left( \max_a \mathbb{E}(L_t(a)) - \mathbb{E}(L_t(a_t)) \right)$$ (5.2)

Many contributions on this topic, starting with[78], focused on the stationary case, i.e. the case where for some arm $a$, $L_t(a) = L(a)$ for all $t \geq 1$. The author of [10] worked on this case, using upper confidence bounds (UCB) to minimize the cumulative regret over a finite time horizon $T$. The authors of [4] introduced the use of the empirical variance to improve the performance of the state of the art at the time.

In the case of non stationary bandits, one can read [65], that is specially designed to handle multi-armed bandits with large variation of the hidden distributions over time.

Finally, these ideas where put together with MCTS in[74], giving birth to the Upper Confidence Tree algorithm (UCT), that is essentially the algorithm shown in
An extension to the case where there are infinitely many arms (continuous bandits) has been done by [119] and [27].

In this section, we will focus on the simple regret, as it is more relevant to our application, and to the context of MCTS. In that context, it is important to distinguish two phases. The first is the exploration phase, i.e. time steps from 0 to $T - 1$, when the aim is to gather information, even if it means playing bad arms. The second is the final recommendation phase, i.e. time step $T$, when the goal is to select the best arm possible. We will soon present several algorithms for both phases.

We will sometimes need the following notations: $\hat{L}_t(i)$ is the estimate, at time $t$, of the regret associated to the $i^{th}$ arm. Similarly, $N_t(i)$ is the number of times the $i^{th}$ arm has been played up to time $t$.

### Adversarial bandits

Adversarial bandits happen when, instead of having the rewards follow (possibly time varying) random distributions, these rewards are decided by some adversary. It can then be seen as a two player game. At each time step, player 1 chooses an arm selection strategy (that could, and should be stochastic), and player 2 then chooses rewards for each arm. In such a setting, a deterministic player 1 would do very poorly, as player 2 can then always assign the lowest possible reward to the chosen arm, and high rewards to all others.

In [62], authors study this setting under a game theoretical perspective, computing the Nash equilibrium of zero sum games. [9] extended this work to an adversarial bandit setting, leading to the EXP3 technique. Finally, in [3], authors improved the previous algorithm and introduced Implicitely Normalized Forecaster (INF).

### Algorithms for exploration

We present below several known algorithms for choosing $a_t$ during the exploration phase.

- The **UCB (Upper Confidence Bound)** formula is well known since [78, 10]. It is optimal in the one player case up to some constants, for the criterion of cumulative regret. The formula is as follows, for some parameter $\alpha$: $a_t = \text{mod}(t, K) + 1$ if $t \leq K$; $a_t = \arg \max_i \hat{L}_{t-1}(i) + \alpha \sqrt{\log(t)/N_{t-1}(i)}$ otherwise.

- [25] has discussed the efficiency of the very simple **uniform exploration strategy** in the one-player case, i.e. $a_t = \arg \min_{i \in \{1, \ldots, K\}} N_{t-1}(i)$, with EBA as a final recommendation method (see next section). In particular, it reaches the provably optimal expected simple regret $O(\exp(-cT))$ for $c$ depending on the problem. [25] also shows that it reaches the optimal regret, within logarithmic terms, for the non-asymptotic distribution independent framework, with $O(\sqrt{K \log(K)/T})$. 
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Successive Reject (SR) is a simple algorithm, quite efficient in the simple regret setting; it explores uniformly non-discard ed arms and at some given time steps discards the weakest arm; see [5, 37] for more details.

Algorithms for final recommendation

Choosing the final arm, used for the real case, and not just for exploration, might be very different from choosing exploratory arms. Typical formulas are:

- **Empirically best arm (EBA)**: picks up the arm with best average reward. Makes sense if all arms have been tested at least once. Then the formula is \( \hat{a} = \arg \max_i \hat{L}_T(i) \).

- **Most played arm (MPA)**: the arm which was simulated most often is chosen. This methodology has the drawback that it can not make sense if uniformity is applied in the exploratory steps, but as known in the UCT literature (Upper Confidence Tree[74]) it is more stable than EBA when some arms are tested a very small number of times (e.g. just once with a very good score - with EBA this arm can be chosen). With MPA, \( \hat{a} = \arg\max_i N_T(i) \).

- **Upper Confidence Bound (UCB)**: \( \hat{a} = \arg\max_i \hat{L}_T(i) + \alpha \sqrt{\log(T)/N_T(i)} \)

  This makes sense only if \( T \geq K \). UCB was used as a recommendation policy in old variants of UCT but it is now widely understood that it does not make sense to have “optimism in front of uncertainty” (i.e. the positive coefficient for \( \sqrt{T/N_T(i)} \) in the UB formula) for the recommendation step.

  As Upper Confidence Bound, with their optimistic nature on the reward (they are increased for loosely known arms, through the upper bound), are designed for exploration more than for final recommendation, the **LCB (Lower Confidence Bound)** makes sense as well: \( \hat{a} = \arg\max_i \hat{L}_T(i) - \alpha \sqrt{\log(T)/N_T(i)} \)

- For SR (successive reject), there are epochs, and one arm is discarded at each epoch; therefore, at the end there is only one arm, so there is no problem for recommendation.

5.3.2 Energy management: comparing different master plans

Consider a problem in which the tactical level is hard. Then, the strategic level has to decide, for each simulation at the tactical level, the computational power devoted to this simulation. Formally, \( L(\theta) \) is replaced by \( L(\theta, c) \) where \( c \) is a time budget for the simulation. \( c \) large implies more precision (less bias) on the estimation; however, it also reduces the budget \( T \) for a given runtime, because the runtime will be nearly \( T \times c \). Classical simple regret bounds (see e.g. [25] for a survey) show that the optimal expected precision is \( \leq \sqrt{C \times K \log K/T} \) (reached e.g. by uniform exploration and EBA), where \( C \) is an absolute (i.e. distribution-independent) constant; therefore, if we want a precision \( \epsilon \), we know that we need \( T \) such \( \sqrt{C \times K \log K/T} \leq \epsilon \). Deciding the
runtime $c$ necessary for a bias upper bounded by $\epsilon$ is more difficult as existing bounds are far from being practical on non-trivial sequential decision making problems.

In our work, we consider the following problem: the agent needs to decide how to distribute a limited number $K + 1$ of sites to energy production facilities. A site can be either a thermal power plant (TPP) or a hydro-electric plant (HEP), with the constraint that we must have at least one of each facility. This means that there are exactly $K$ different possible configurations (the order does not matter): 1 TPP, 2 TPP, ..., $K$ TPPs. The resulting problem is a non-linear stochastic sequential decision making problem (inflows and energy demand are random).

Here, each possible configuration of the problem is an arm. The real value of such an arm is the expected cost of such a configuration under optimal management of the production facilities.

In our experiment, we used a version of continuous MCTS (Monte-Carlo Tree Search[44]), as described in [39], to evaluate each arm. The longer MCTS runs, the less noisy and the closer it gets to the optimal value of a given configuration. There is an obvious dilemma, between spending more time on each arm evaluation, and playing more arms. This is not the focus of this work, but we believe this should be addressed in a future work.

We considered a problem with 8 locations, and at least one HEP and one TPP ($K = 7$). The time horizon is of 5 time steps. An approximation of the real value of each arm is shown in table 5.2.

This problem is particularly difficult for two reasons. First, all the $K$ configurations of the problem are not equally easy to solve for MCTS. Hence, for a small tactical budget $c$, it is very likely that $\theta^*_c = \arg \max_\theta \mathbb{E}L(\theta, c)$ will be different from $\theta^* = \arg \max_\theta \mathbb{E}L(\theta)$. This means that if $c$ is not big enough, the bandit algorithm is going to converge towards a suboptimal arm. Secondly, the distribution followed by each arm is very far from satisfying common assumptions of bounded rewards and variances. Our problem has no informative bounds on the rewards. And, because for small tactical budgets, MCTS will occasionally make mistakes, the distribution of some arms is heavy tailed. This is particularly harmful to the stability of the mean estimator, that is crucial in most bandit algorithms studied here.

We compared five different bandit strategies: UCB, Successive Reject, and uniform exploration, UCB and SR using the median of the rewards instead of the mean reward. When it made sense, we used up to three different algorithms for final recommendation: LCB, EBA, and MPA. Our results are shown in table 5.2.

5.3.3 Discussion

From our results, it seems like the most determinant factor in reducing the simple regret is the budget given to MCTS. At a MCTS budget of 3.2 or 12.8 seconds, an increase in $T$ actually decreases the performances of most algorithms. The only bandit algorithm that works in this setting is SR using the median. Looking closely at our data, it appears that the main reason for the poor performance of all the other algorithms is due to the heavy tail distribution of the arms. In such a setting, the mean estimator does not work. One needs to use a truncated version of the mean.
Table 5.2: Left: “real” value of each arm; computed by giving MCTS a large budget (100s). Right: expected simple regret of different bandit algorithms, as a function of the budget allowed to arm plays and to \( T \).

Taking the median is an extreme way to truncate the mean; more subtle approaches could be used, and would be an interesting basis for future work.

Most likely, increasing the MCTS budget to a very high value until the arms are no longer heavy tailed would make the mean based algorithms more efficient. But this could prove impractical. We think that an important future work would be to find an adaptive method to progressively increase the bandit budget and the MCTS budget, in order to avoid wasteful increases in bandit budget, as seen in our results (see table 5.2). As the number of arms played increases, it should be beneficial to increase \( c \), the budget given to the tactical solver, to improve its accuracy. In addition, like MCTS itself, this framework could easily allow parallelization of the computation for each of the sub-problems.
Chapter 6
Backup operators for SDM

In this chapter, we take a closer look at the way information is backed up through the tree, after each iteration of MCTS. We start by reviewing the state of the art, mostly focused on adversarial games. We explain our motivations to move away from the traditional UCB formula, and show some alternatives, with some empirical results.

6.1 State of the art

In this section, we give a quick review of the backup operators in MCTS, both in two players and single player games.

6.1.1 Related work and how it relates with MCTS

Related work for adversarial games

An interesting work on backup operators can be found in [46], where the author reviews the common practice for backing up information in two players game trees, and introduces the Crazy Stone algorithm for computer Go. We borrow several of the observations made in that review.

In [22], the author uses central limit theorem, considering that the rewards of all arms are independent and identically distributed (iid) random variables, in order to prune branches of the tree, i.e. to focus the search in certain promising actions. Because a radical pruning approach seemed too risky (one may turn his back on the optimal action just because of a few unlucky initial simulations), researchers started to use stochastic bandit tools, leading UCT, as seen in Section 3.1.1.

However, as seen in Section 5.3.1, the strong and attractive results from the multi-armed bandit community often rely on one or more of the following assumptions:

- arms have stationary underlying distributions
- the objective is to minimize the cumulative regret

We will quickly address each of these assumptions, in the context of MCTS.
On the stationary distributions in MCTS  Let $a$ be some arm, i.e. one feasible action from state $x$. The very first time it is simulated, it is added to the tree, and then the default policy is applied successively until a final state is reached. At that point, the reward is computed, and backed up through the branch that was just used, that includes arm $a$ from state $x$. Unless the default policy is already optimal to begin with, this first reward probably follows a distribution that has a low expectation. However, after 1000 simulations in arm $a$, the branch starting from it has grown significantly, and some more information about the possible futures from $(x,a)$ have been explored. It means that the 1001$^{st}$ simulation of $(x,a)$ will benefit of that extra information, and will return a reward that follows a different distribution, probably with a higher expectation and lower variance. This trend goes on as the number of simulations in $(x,a)$ increases. It is hard to imagine a situation in which MCTS has its arms following stationary distribution.

On the objective of the SELECT function in MCTS  The common criterion used to measure how good bandit algorithms are is CR. Being good means choosing bad actions a little as possible, including during the phase that could be called an exploration phase. It is then natural to think of other objectives for the SELECT function of MCTS. When in the root of the tree (i.e. the initial state), one probably wants to minimize the simple regret (SR).

However, when travelling inside the tree, the objective becomes more subtle. Then, one could aim at getting the most accurate approximation possible for the value functions ($V(.)$ or $Q(.,.)$). But one also wants to focus on promising branches. Indeed, there is no use in knowing with high certainty the value of all the states following the worst action doable at the first time step.

These remarks do not mean that one should never use UCB for MCTS. However, they do show that the theoretical grounds on which much of the commonly used bandit formula are based make little sense in our context. This means that there is probably some room for improvement in that area, as some recent research has indicated. We show some of the recent advances made in the next subsection.

A more comprehensive investigation on how computations could, and should be distributed in a setting like MCTS, under the name of metareasoning for MCTS, is done in[67].

Related work from single player games
In a recent publication[82], the authors developed an automatic tool to discover new backup operator, from a fixed set of variables (mean estimator, variance estimator, etc) and operators (plus, minus, etc). We believe this is an interesting and powerful method, that would be a promising future research direction.

6.1.2  When asymptotic results are not enough
Here, we quickly show some empirical results, on the toy problem called Trap, introduced in Section 3.2.4. We slightly modified the problem, to allow for more than two
time steps. The reward function is also modified, and only depends on the last state, so that the maximum reward is 10, the lowest $-1$. To obtain 10, one needs to choose the biggest action possible at each time step, which we refer to as the risky strategy, because doing so implies jumping over the gap. Ending in the gap returns a reward of $-1$. The safe strategy, that consists in staying more or less where we start, returns a reward of 5. This problem is a specific instance of the problem detailed in Section 6.2.2 (i.e. it has a probability of crash of 0).

In this experiment, we compared three versions of MCTS: (i) UCT (i.e. MCTS with the classical UCB formula, as described in Section 3.2.3); (ii) MCTS+expectimax and (iii) MCTS+mostSimulated, MCTS with two different variants of the SELECT function that will be described in details in the next section.

Having shown the consistency of MCTS with polynomial exploration, and UCT being similar to it (the only difference is in the exploration term, that is sensitive to online tuning anyway), one could expect UCT to work well on such a simple problem. Our results are shown in Fig. 6.1.2.

![Figure 6-1: Trap problem with 3 time steps, uniform additive noise of amplitude 0.03, gap of 0.7.](image)

What our experiment seems to indicate is that even for a simple problem of small size, UCT is unable to converge in a reasonable time to the optimum. Most likely, given enough time, it would converge. But the theoretical guarantees that we proved in Chapter 4 for polynomial MCTS depend on unknown constants, so it is hard to
know for sure if the convergence will happen sooner rather than later when increasing
the time budget. Instead of launching longer experiments, we decided to look for
alternative methods for the selection phase of MCTS, to improve, at least empirically,
the convergence speed of the algorithm.

6.2 Finding the right balance between optimism
and conservatism

In this section, we present two alternatives to the UCB formula to balance exploration
and exploitation, namely Expectimax-MCTS (in Section 6.2.1), and MSP-MCTS (in
Section 6.2.1). We show our experimental results in Section 6.2.2.

6.2.1 Alternatives to UCB

Expectimax-MCTS

First introduced in [89], expectimax refers to the algorithm that searches through a
game tree, backing up information as follows: when in a random node, backup the
average value of the children nodes; when in a decision node, backup the maximum
of the children’s values. This was intended for finite spaces, and was improved in [13]
to reduce the complexity of the algorithm, and later in [66]. This was more recently
successfully applied to some finite two-player games by [79].

As far as we know, there is no formal description of expectimax for MCTS in
continuous domains. Just like the application of UCB to MCTS, applying expectimax
to MCTS can only make the tree asymptotically converge to the typical expectimax
tree for finite games.

Our implementation is a straight forward attempt to approximate expectimax in
MCTS. When backing up the information from a simulation through a path of the
tree, we do the following:

– in a leaf node, put the final reward, or the reward given by the Monte Carlo
simulation that was just done (i.e. if this leaf is not a final state)

– in a random node, put the weighted average of the values stored in its explored
children

– in a decision node, put the maximum value of its explored children.

We insisted on purpose on the word explored, to remind the reader that all these
values are only as accurate as the number of explored children allows them. A random
node with only two children might give a very inaccurate vision of the probability
distribution it represents. Similarly, a decision node with only two children might be
missing important good actions, thus severely underestimating its value.

We introduce a new notation to replace CR, the cumulative reward in a node, by
EM, the expectimax value in a node. Alg. 23 shows how we modify the GROWTREE
function of MCTS, as described in Section 3.1.1.
Algorithm 23 GROWTREE with Expectimax

**Input:** current tree $T$, generative model $M(x, a) = [x', r]$, action sampler $s: \mathcal{X} \mapsto A$

**Output:** none, just updates the tree and possibly makes it grow

Initialize $x \leftarrow r(T)$, and $CR \leftarrow 0$

repeat
  $a \leftarrow \text{SELECT}(x, K)$
  Children($x$) $\leftarrow$ Children($x$) $\cup$ ($x, a$)
  $[x', r] \leftarrow M(x, a)$
  Children($x, a$) $\leftarrow$ Children($x, a$) $\cup$ $x'$
  $r(x, a) \leftarrow r$
  $x \leftarrow x'$
until $n(x) == 0$ or $x$ is a final state

$EM \leftarrow \text{EVAL}(x, M, \phi)$

while $x$ not root do
  $n(x) \leftarrow n(x) + 1$
  $EM(x) \leftarrow \max_{a \in \text{Children}(x)} EM(x, a)$
  $(x, a) \leftarrow \text{Father}(x)$
  $n(x, a) \leftarrow n(x, a) + 1$
  $EM(x, a) \leftarrow \frac{1}{n(x, a)} \sum_{x' \in \text{Children}(x, a)} n(x') EM(x')$
end while

Modifying the GROWTREE function, and more precisely the while-loop that back-propagates the information in the tree, allows us to store the expectimax values in the nodes, both in decision and in random nodes. It is important to notice that the $EM$ values are back-propagated in the tree after each iteration of MCTS, from leaf to root. At each random node, the estimation of the expectation of the $EM$ values over the children is re-computed. At each decision node, one needs to update the ranking of the children, according to their $EM$ values, and to update the $EM$ value of the decision node accordingly.

Just like UCB formula, our selection formula with expectimax has an exploration term to guarantee that all arms are, asymptotically, visited infinitely often. The resulting modified SELECT function is showed in Alg. 24.

Algorithm 24 SELECT with expectimax

**Input:** state-node $x$, $K > 0$ action sampler $s$

**Output:** an action $a$

$a_x = \arg \max_{a \in \text{Children}(x)} \hat{Q}(x, a)$

with $\hat{Q}(x, a) = EM(x, a) + K \left( \frac{\ln(n(x))}{n(x, a)} \right)^{1/2}$ if $n(x, a) > 0$, $+\infty$ otherwise

return $a_x$

The advantage of changing UCB to this version of expectimax is that as soon as one good action is found, even deep in the tree, the information is instantly backed up at the decision node levels (while still being averaged at random node levels). Informally speaking, the information travels faster in depth. The corresponding drawback
is that the estimations might end up overly optimistic, and more simulations might get invested in the luckiest branches. Even though as the number of simulation grows, this overestimation should disappear, it could still be a problem during the initial phase. In addition, as we work in continuous domains, even as the number of simulations grows to infinity, there are always new nodes to add. This is why, even though we do not have a proof, we suspect this method to be unstable, and to have no convergence guarantees, unlike the algorithm shown in Chapter 4.

**Most simulated paths**

One way to find a compromise between the overly optimistic estimations of expectimax in MCTS, without being as slow as UCB, is to use the *most simulated paths* (MSP) technique.

The idea is as follows: instead of backing up the value of the best action according to its $EM$ score, like in expectimax, one backs up the value of the most simulated action. Meanwhile, when in a random node, proceed as in the case of expectimax, i.e. compute a weighted average of the values of the children. We hope that, while virtually pruning ‘bad’ actions from the backup operation like expectimax, this method will be more stable with respect to lucky nodes.

We introduce the notation of $MSP(\cdot)$, the MSP of a node in the tree. The formal description of the new GROWTREE function is given in Alg. 25.

---

**Algorithm 25** GROWTREE with Most Simulated Paths (MSP)

**Input:** current tree $T$, generative model $M(x,a) = [x',r]$, action sampler $s : X \mapsto A$

**Output:** none, just updates the tree and possibly makes it grow

Initialize $x \leftarrow r(T)$, and $CR \leftarrow 0$

repeat
  $a \leftarrow \text{SELECT}(x, K)$
  Children$(x) \leftarrow \text{Children}(x) \cup (x,a)$
  $[x',r] \leftarrow M(x,a)$
  Children$(x,a) \leftarrow \text{Children}(x,a) \cup x'$
  $r(x,a) \leftarrow r$
  $x \leftarrow x'$

until $n(x) == 0$ or $x$ is a final state

$MSP \leftarrow \text{EVAL}(x,M,\phi)$

while $x$ not root do
  $n(x) \leftarrow n(x) + 1$
  $MSP(x) \leftarrow MSP(x, \arg \max_{a \in \text{Children}(x)} n(x,a))$
  $(x,a) \leftarrow \text{Father}(x)$
  $n(x,a) \leftarrow n(x,a) + 1$
  $MSP(x,a) \leftarrow \frac{1}{n(x,a)} \sum_{x' \in \text{Children}(x,a)} n(x') MSP(x')$
end while

Like for expectimax, we want to ensure that all arms are visited infinitely often, and add an exploration term. This leads to a now familiar SELECT function,
described in Alg. 26.

**Algorithm 26 Select with Most Simulated Paths**

**Input:** state-node \( x \), \( K > 0 \) action sampler \( s \)

**Output:** an action \( a \)

\[
\begin{align*}
a_x &= \operatorname{argmax}_{a \in \text{Children}(x)} \hat{Q}(x, a) \\
\text{with } \hat{Q}(x, a) &= \text{MSP}(x, a) + K \left( \frac{\ln(n(x))}{n(x,a)} \right)^{\frac{1}{2}} \text{ if } n(x,a) > 0, +\infty \text{ otherwise}
\end{align*}
\]

return \( a_x \)

Again, we do not have a proof of consistency for this version of MCTS, but we are more confident in its stability than in the one of expectimax-MCTS. Indeed, it should be less subject to sudden new lucky nodes. It should also be faster than UCT, especially as the number of time step grows.

### 6.2.2 Empirical analysis

In this section, we present some early empirical results to compare UCT, expectimax-MCTS (as seen in Section 6.2.1), and MSP-MCTS (as seen in Section 6.2.1). In order to do so, we introduce a slightly modified version of the Trap problem seen in Section 3.2.4, that we call **Crash Trap**, and present in Section 6.2.2. The experimental results are shown in Section 6.2.2.

**Trap problem with probability of crash**

The trap problem is interesting for several reasons. First, it is easy enough to have experiments running quickly. Second, it can be made arbitrarily difficult by changing its parameters; it was actually more difficult for UCT than many instances of our Stocks problem. Third, it is quite easy, for simple instances of Trap, to compute by hand the optimal reward.

However, the version described in Section 3.2.4 lacks an important feature for what we are interested in here: a probability distribution for the random process that can be shaped in tricky ways. Such a feature, once added, will allow us to design a Trap problem that can lead to underestimation *and* overestimation.

By *overestimation*, we mean that some algorithm, when only limited information is available (i.e., after only a few simulations), will tend to overestimate the value of certain actions. This is actually hard to find in practice, as MCTS tends to have increasing rewards when the number of simulations increases, because its tree grows bigger. And a bigger tree usually means a better ‘tree policy’ (the policy followed when travelling down the tree), but still not as good as the optimal policy, hence the underestimation.

Overestimation will happen, however, if the good sequence of actions is easy to find, but the probability distribution underlying the random process is hard to estimate.
This is why we added a rare event to the Trap problem, namely the crash event. Of course, in order for it to matter, it needs to weigh heavily in the final reward when it actually happens. From now on, we will refer to this problem as the Trap-Crash problem. The modified reward function shape is shown in Figure 6.2.2.

Figure 6-2: Reward function shape for the trap problem with a crash probability. \( x \) is the state variable; \( 0 < d < 1 \) is the difficulty parameter; \( H \) is the number of time steps; \( d(H - 1) \) is the length between the initial state 0 and the gap; \( d \) is the width of the gap; the reward is obtained at the final time step, can be equal to \( a, -g, h, \) or \( -K \); if the final state \( x_f \) is larger than \( dH - 1 \), there is a probability \( p \) of ‘crashing’ and getting a reward of \(-K\).

This problem is similar to the previous version, with three main differences:

– the reward is only computed at the final time step

– there can be multiple time steps, and the problem scales accordingly, following the core difficulty parameter \( d \)

– if the final state is larger than \( dH - 1 \), then with probability \( p \), one gets a large negative reward of \(-K\).

This variant is thus aiming at two things: scalability in the number of time steps, and allowing to control the difficulty on two levels: \( d \) measures how hard it is to
find the sequence of actions that can lead to the high plateau on the right, while \( p \) measures how difficult it is to accurately estimate the underlying random process.

The resulting reward function is formally described in Eq. 6.1.

\[
 r(x) = \begin{cases} 
 r_{nc}(x) & \text{with probability } 1 - p \\
 r_{c}(x) & \text{with probability } p 
\end{cases} 
\]  

\hspace{1cm} (6.1)

with

\[
 r_{nc}(x) = \begin{cases} 
 a & \text{if } x < l \\
 0 & \text{if } l < x < l + w \\
 h & \text{if } x > l + w 
\end{cases} 
\]

and

\[
 r_{c}(x) = \begin{cases} 
 a & \text{if } x < c \\
 -K & \text{if } c < x 
\end{cases} 
\]

Experimental results

The results shown in Fig. 6.1.2 seem to indicate that one should always use expectimax-MCTS, rather than UCT. However, these results were obtained on a special instance of Trap-Crash, where the probability of crash was set to 0. In doing so, we made the random process almost negligible. In this section, we set the probability of crash to \( p = 0.1 \). We also set the crash reward to \( -K = -60 \), so that the expected reward for a state in the crash zone one action before the final time step would be equal to 3 (when acting optimally from there, i.e. \( V^*(x,t) = 3 \) for \( x > dH - 1 \) and \( t = H - 1 \)).

Each time, we compare UCT, expectimax-MCTS, and MSP-MCTS. They all had progressive widening coefficients set to \( \alpha_D = 0.25 \) for decision nodes, and, depending on the experiment, \( \alpha_R = 0.25, 0.5, \) or \( 0.75 \) for random nodes. Finally, because the reward function does not have a lot of variance, we added an \( \epsilon \)-greedy exploration, with \( \epsilon = \frac{0.5}{(1 + n(x))^4} \) \( (\text{this value was chosen after a couple of runs, without really trying to tune it}) \). Because of the high variance in the given rewards (the crash has a low probability but very high weight), it is hard to obtain small confidence intervals. Each point on the following figures is obtained after 10000 runs for each algorithm, but more runs would be needed for more accurate results.

Our first experiment, with \( \alpha_R = 0.25 \), showed how poorly expectimax-MCTS could behave when not properly estimating an important random process. It was easily deceived by the problem, choosing risky actions, overestimating their value. MSP-MCTS showed better performances, closer to UCT. Notice how even UCT struggles to reach the optimal reward, 5. The results are shown in Fig. 6.2.2.

For our second experiment, we increased the progressive widening coefficient for random nodes to \( \alpha_R = 0.5 \), hoping to improve all three versions of MCTS in terms of how well they estimate a probability distribution. Our results are shown in Fig. 6.2.2. With this new setting of DPW, both UCT and MSP-MCTS converge to the optimum reasonably quickly. However, expectimax-MCTS fails to converge; it even
diverges away from the optimum as the time budget increases. Notice however, that all obtained average rewards here are better than the ones obtained with $\alpha^R = 0.25$.

Finally, we increased $\alpha^R$ to 0.75. The results are shown in Fig. 6.2.2. With this setting, expectimax-MCTS seems to converge to the optimum, though still slower than MSP-MCTS and UCT. MSP-MCTS is still slightly slower than UCT, but this looks barely significant.

### 6.3 Conclusions

As discussed in Section 6.1, there has already been some work done to use other formulas than UCB in MCTS. Actually, most successful implementations of MCTS require a certain degree of tuning for the E/E balance to work well. Having this in mind, we think that the research direction taken by [82], where the authors use an offline meta algorithm to automatically discover E/E formulas, is promising.

However, in that work, like in most implementations of MCTS that we have found, the focus is on using the average reward and the variance of the rewards to score actions. To the best of our knowledge, the use of other tools, like expectimax, has only been done in two-player games [79], or in finite spaces[13].

Our goal here was to introduce other measures, namely expectimax and what
we called *most simulated paths* (MSP). These measures cannot be obtained just by tuning UCB. As we observed in Figure 6.1.2, these two variants of MCTS can be dramatically faster than UCT on some problems (in that case, UCT showed no sign of convergence at all, being stuck in what looks like a local optimum). But, as we saw when we modified our test problem, both expectimax-MCTS and MSP-MCTS can perform worse than UCT (see Figure 6.2.2). As it turns out, one can increase the performances of both of our variants by changing the Double Progressive Widening coefficient (DPW), that was presented in Section 3.2.3.

It is hard to give a clear indication on what version of MCTS is better. We believe that, as it is often the case, the choice between these various implementations is up to the person behind the keyboard.

That being said, there is an important difference to notice, between the respective failures of UCT on one side, and expectimax-MCTS and MSP-MCTS on the other. When UCT failed (see Figure 6.1.2), the reason behind it was that UCB was simply far too slow to back up a good action when it found one only 3 time steps ahead of the root state. When the optimal action was found, somewhere down the tree, its good reward was usually already drowned in low rewards (the ones that are obtained when falling in the ‘gap’, see Section 6.2.2). This means that, in our opinion, playing with the meta-parameters of UCT as it is cannot save it from failing on this specific

Figure 6-4: MCTS-DPW set to 0.50. Trap problem with 3 time steps, uniform additive noise of amplitude 0.03, gap of 0.7. Crash probability of 0.1.
instance. Only a more drastic change, like switching to expectimax-MCTS, can make it converge in a reasonable time.

This means that, in our opinion, when using MCTS for one player stochastic games, one should try either expectimax-MCTS or MSP-MCTS first, and then quickly tune its meta-parameters, i.e. the DPW coefficients, or the constants in the exploration term of the E/E formula. From our early empirical results, this seemed to be enough to provide good enough performance in both domains, especially in the case of MSP-MCTS.
Chapter 7

Conclusion

Even though our initial motivation was to improve the state of the art for solving energy unit commitment problems, and more specifically the ones involving hydroelectricity and hard to predict renewable sources, the results are more general and widely applicable.

In our opinion, some of the biggest problems with the existing methods to solve hydroelectric scheduling (HS) was that they almost always relied on model simplifications. Convexity assumptions are the most common (see Benders cuts in Section 2.3.5), but simplifications of the random processes (Markovian assumption, finite number of scenarios, etc) are also often made (see MPC in Section 2.3.5).

We do not deny that mathematical programming (MP) methods are essential to deal with large action spaces. Indeed, relying purely on RL methods cannot work when the action space is of a large dimension, eg. more than 10000 action variables, with equally many constraints. In such a setting (which occurs naturally in energy unit commitment problems), using a method like Stochastic Dual Dynamic Programming is more adequate. But, as we explained in Section 2.3.5, this implies simplifying the model. Our goal was then to explore a different approach, inspired by the RL community, and to try to understand how MCTS could be applied to HS. This means that we are mostly interested in two questions. How can MCTS work on continuous domains? And, how can we efficiently mix it with existing suboptimal but fast solvers, to obtain the best out of two worlds (namely, the MP and RL worlds)?

Our contributions to making MCTS viable and consistent for continuous SDM problems can be summarized as follows.

In Section 3.2, we presented continuous MCTS, by using the Double Progressive Widening trick. As we proved in Chapter 4, it lead to the first theoretically consistent MCTS algorithm for continuous SDM problems, with few assumptions (we assumed the availability of a generative model, and of an action sampler that has a non-zero probability of sampling actions arbitrarily close to the optimum). Although one could argue that the convergence rate guarantees are not strong (some constants in the probability of convergence are not constrained), the importance of this result lies in the convergence itself. To the best of our knowledge, there is no such result for continuous SDM problems that do not require more assumptions.

In Section 3.3.2, we presented Blind Value, an online method to improve explo-
ration in a continuous action space, without any assumption on the knowledge of that space. It can be seen as an attempt to discretize the action space first, and then focus on the more rewarding areas. The method requires some meta-parameters, that could be subject to refined tuning method.

In Section 3.4, we showed how to extend RAVE values to continuous spaces. This is one of the ways to transport information from one branch of the tree to another. To work properly, it requires the tuning of its meta-parameter, to adjust to the scale of both the state and the action spaces. We believe that attempts at improving the generalization of the information gathered during simulations (e.g. transporting information from one branch to the other) are a key part to the success of MCTS in continuous spaces, and deserves more work.

One of the most interesting features of MCTS is that it can easily be combined with other existing methods. This is what we showed in Section 5.1, by using Direct Policy Search to build a better default policy to perform the rollouts of MCTS. We obtained promising experimental results. This showed one way of integrating powerful but suboptimal algorithms with MCTS, making it possible to improve an existing solution, thanks to the fact that MCTS makes less simplifications on the model of the problem.

In Section 5.2, we explained how MCTS can be used to solve POMDP. Again, the interesting part is that we can use existing heuristic to provide suboptimal solutions, and improve them with MCTS. This method has improved significantly the state of the art performance of solvers for the game of Minesweeper.

Section 5.3 showed how MCTS could be used in a meta-bandit framework, acting as a solver for the tactical part of the problem. These types of problem occur, for example, when one wants to decide how to allocate resources for an investment in energy facilities. The investment decision is done at a macro level, and each possible investment is then evaluated by a tactical solver, e.g. MCTS. This framework poses the crucial question of how to divide the computing budget between the macro level and the tactical level; it would probably be a fruitful direction for future research.

Finally, in Section 6, we present our most recent work, i.e. possible alternatives to the common usage of the mean estimator in the selection function of MCTS. This function drives the exploration/exploitation balance in MCTS, and is crucial to the speed of convergence. Most implementations of MCTS need to first go through some tuning of this function. Our suggestion, supported by early experiments, is that one should consider using other backup operators, such as expectimax, and what we called most simulated paths (MSP). Coupled with basic tuning of the double progressive widening coefficients, these alternatives look promising, and possibly better than UCB. This would be our next future work: making more thorough experiments to understand how our alternatives fare for larger problems, and most importantly for problems with many time steps, where we think UCB becomes even less efficient.

**Directions for future work.** Many of our contributions to MCTS introduce meta-parameters (see Chapter 3). A good direction would be to design adaptive ways to tune these parameters online, as more simulations are done, to adapt them to any
specific problem. Another way would be to use meta-algorithms techniques, similarly to what has been done for finding custom selection formulas for MCTS in [82].

The proof of consistency presented in chapter 4 holds under certain assumptions, and for a MCTS with polynomial exploration. It would be interesting to prove the same result for a MCTS with UCB based exploration, since it already shows good results empirically. Also, one could try to prove the consistency of a MSP based MCTS (see chapter 6 for a description of MSP).

We think the framework presented in section 5.1 is very promising, in the sense that it allows to insert expert knowledge in MCTS easily. A way to improve it would be to design a method to improve the default policy online, during MCTS simulations, instead of improving it separately.

The results on back up operators shown in chapter 6 are also promising, but should undergo more thorough benchmarking. One option would be to test the UCB alternatives presented in our work to the game of Mine Sweeper, where it is easy to compare results to current state of the art.

The meta-bandit framework presented in section 5.3 raises a larger question: how should one distribute computing power between the meta-level (bandit algorithm) and the micro-level (in our case, MCTS). In our work, we used a constant ratio to make this distribution, but it would make sense to design an adaptive method, to avoid overspending computing power on the micro-level for example.

Finally, on the side of energy management, an important question still remains unanswered. Namely, we do not know how much the various approximations made on the model (e.g. making the assumption that the cost function is convex) cost. One could start by doing meticulous experiments as follows: establish an accurate model $M$ of the system. From it, deduce an approximate model $\tilde{M}$, that verifies the assumptions necessary to run state of the art algorithms like SDDP. Run SDDP on $\tilde{M}$, obtain a suggested action $a_{SDDP}$, apply it to $M$, and repeat. Use this process to evaluate the performance of SDDP, and compare the results to the performance of MCTS on $M$. Ideally, this work should be done with an industrial partner, to have realistic models. We hope that the ongoing work of our team, with the company Artelys, will reach this objective in the near future.
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