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### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMA</td>
<td>Block-Matching Algorithm</td>
</tr>
<tr>
<td>CQ</td>
<td>Context Quantization</td>
</tr>
<tr>
<td>CRA</td>
<td>Cafforio-Rocca Algorithm</td>
</tr>
<tr>
<td>DCT</td>
<td>Discrete Cosine Transform</td>
</tr>
<tr>
<td>DDE</td>
<td>Dense Disparity Estimation</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic Programming</td>
</tr>
<tr>
<td>DVC</td>
<td>Distributed Video Coding</td>
</tr>
<tr>
<td>DWT</td>
<td>Discrete Wavelet Transform</td>
</tr>
<tr>
<td>EBCOT</td>
<td>Embedded Block Coding with Optimized Truncation</td>
</tr>
<tr>
<td>EZW</td>
<td>Embedded Wavelet Zerotree</td>
</tr>
<tr>
<td>GG</td>
<td>Generalized Gaussian</td>
</tr>
<tr>
<td>GOP</td>
<td>Group Of Pictures</td>
</tr>
<tr>
<td>KF</td>
<td>Key Frame</td>
</tr>
<tr>
<td>KLT</td>
<td>Karhunen-Loève Transform</td>
</tr>
<tr>
<td>LS</td>
<td>Lifting Scheme</td>
</tr>
<tr>
<td>MANET</td>
<td>Mobile Ad-hoc Network</td>
</tr>
<tr>
<td>MC</td>
<td>Motion compensation</td>
</tr>
<tr>
<td>MCTI</td>
<td>Motion-Compensated Temporal Interpolation</td>
</tr>
<tr>
<td>ME</td>
<td>Motion Estimation</td>
</tr>
<tr>
<td>MPM</td>
<td>Most Probable Mode</td>
</tr>
<tr>
<td>MRF</td>
<td>Markov Random Field</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>MV</td>
<td>Motion Vector</td>
</tr>
<tr>
<td>MVF</td>
<td>Motion vector field</td>
</tr>
<tr>
<td>NC</td>
<td>Network Coding</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PMF</td>
<td>Probability Mass Function</td>
</tr>
<tr>
<td>PNC</td>
<td>Practical Network Coding</td>
</tr>
<tr>
<td>PSNR</td>
<td>Peak Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>QMV</td>
<td>Quantized Motion Vector</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>RLNC</td>
<td>Random Linear Network Coding</td>
</tr>
<tr>
<td>SA-WT</td>
<td>Shape-Adaptive Wavelet Transform</td>
</tr>
<tr>
<td>SAD</td>
<td>Sum of Absolute Differences</td>
</tr>
<tr>
<td>SB</td>
<td>Subband</td>
</tr>
<tr>
<td>SI</td>
<td>Side Information</td>
</tr>
<tr>
<td>SSD</td>
<td>Sum of Squared Differences</td>
</tr>
<tr>
<td>TV</td>
<td>Total Variation</td>
</tr>
<tr>
<td>VLC</td>
<td>Variable Length Coding</td>
</tr>
<tr>
<td>WZF</td>
<td>Wyner-Ziv Frame</td>
</tr>
</tbody>
</table>
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Thesis

This manuscript resumes my research activity since the achievement of the PhD degree (March 2005). During these years, I have been working in different teams (CNIT National Laboratory on Communications, Naples; “Federico II” University of Naples; I3S Laboratory, Nice; Multimedia team, TELECOM-ParisTech) and on different projects; however I have been almost always working on compression of visual data (image and video), the only relevant exception being the theme of video streaming.

One of the main target of image and video coding is to obtain good rate-distortion (RD) performances. Therefore, it is not surprising that much effort has been devoted to this classical problem, whose results are shown in Chapters 1 and 2. One of the driving ideas behind the proposed techniques is to inject into the encoding algorithm as much as possible a priori information about the signal. More precisely, as far as the video is concerned, we explored several motion models, since motion is one of the main sources of information for this kind of signals. For images, we consider an object-based model, which drove us to study adaptive image compression techniques.

However, RD performance is not the only important feature of a compression system; as soon as multimedia fruition becomes more and more common, new functionalities are required. One of them, related to the growing diffusion of mobile, wireless devices is the robustness with respect to losses. A second important feature is the one of low-complexity encoding. The second part of this manuscript addresses these two topics.

In the following, the content of this manuscript is detailed. The first Chapter is related to “classical” (i.e., RD-related) video compression topics. Much attention has been devoted to the problem of an efficient representation of motion. A first approach (see Section 1.1) is based on a reduced-precision representation of motion vectors, allowing a finer regulation of the rate allocation between motion data and transform coefficient. In opposition to this approach, we have tried to improve the quality of the motion representation, by using a dense motion vector field (Section 1.2). A different method is explored in the following (Section 1.3): the lossless representation of motion vector fields. The motion representation is also a key aspect in wavelet-based video compression. We have introduced a motion estimation criterion that is optimized for this framework in Section 1.4. The final part of Chapter 1 is devoted to the recent work on 3D video compression.

Chapter 2 addresses image compression. The main idea explored therein is that images are composed of homogeneous objects, separated by regular contours. We try to implement compression techniques that are aware of this characteristic. A first approach, described in Section 2.1 is based on the segmentation of the signal into objects, followed by a shape-adaptive transform and a shape-adaptive coding algorithm. This approach has good RD performances, but only on some specific class of images. A complementary solution consists in keeping the same signal support, and modifying the transform instead: in particular we analyze the adaptive wavelet transform implemented via lifting schemes (Section 2.2).

Another important theme has been the one of distributed video coding (DVC), explored in Chapter 3. Here, the main problem is the generation of the side information. Several methods, based on an effective representation of motion, have been proposed, implemented and tested. We consider methods based on dense motion vector fields (Section 3.2), on high order trajectory interpolation (Section 3.3), on the fusion of local and global motion representations (Section 3.4). We have also considered the application of DVC to other problems, such as the one of multiple description coding (Section 3.5) and the one of interactive multiview streaming (Section 3.6).

In Chapter 4 we report the research results devoted to robust video streaming over networks. We developed a protocol (Section 4.1) for the generation and the management of an overlay network for video streaming over MANETs. The overlay network is composed by multicast distribution trees, and allow to diffuse the video content to all the network nodes. This protocol has then been improved by the addition of a congestion-distortion optimization: this feature allows a remarkable reduction of the delay in video display (Section 4.2). The last part of the Chapter is devoted to our contributions based on the network coding (NC) paradigm (Section 4.3): we propose methods to use it jointly with multiple description coding and with multi-view video coding, and finally we propose a method for reducing the NC per-packet overhead using an approach inspired by the blind source separation framework.

Finally, the last Chapter of the manuscripts provides conclusions and some perspectives on future works in video compression and transmission, namely based on the concepts of immersive, interactive and proactive communication.

The bibliography and some selected publications (given as annexes) complete this document.
Optimization of video coding

In this Chapter we present several methods proposed to improve the rate-distortion performance of video coding schemes, mainly related on the representation of motion. A first contribution (in Section 1.1) is about the quantization of motion vectors in a hybrid video encoder like H.264/MPEG-4 AVC: the basic idea is that a finer control on motion vector rate increases the number of possible rate allocation choices, potentially providing more efficient solutions. The idea of considering new and more flexible representations of motion is further explored in Section 1.2, where we consider a pel-recursive motion estimation technique that can be used at the decoder side to improve the motion description. The potential advantage of a better motion representation is counterbalanced by the additional signaling cost and the drift between the prediction and the prediction error. The study of an effective motion representation is also at the origin of the third contribution, where the need of a lossless coder for region-based motion vectors led to the improvement of the context quantization step, which is a crucial element in the design of context-based entropy coders (Section 1.3). Another contribution is about motion estimation in the context of wavelet-based video coding. The basic idea is that MSE-related criteria are effective for predictive coding, while in the wavelet-based case the temporal redundancy is exploited via a linear transform. Therefore the criterion for motion estimation should rather take into account the coding gain of the transform. This approach (explored in Section 1.4) was firstly introduced in my PhD thesis, and completed shortly after. Finally, the last part of this Chapter (Section 1.5) is devoted to recent contributions on 3D video compression.

1.1 Quantized motion vectors for low bit-rate video coding

This work was achieved during my postdoc at the I3S laboratory, together with prof. Marc Antonini, two PhD student and dr J. Jung from Orange Labs. The results are published in [11, 22, 44].

An effective representation of motion information has the potential for reducing the coding rate of video. For this reason, many studies have been performed on novel ways to describe and use motion in video [54, 52]. In particular, we consider here the rate allocation trade-off between motion vectors (MVs) and transform coefficients, since this problem has a major impact on compression effectiveness. We introduce a new coding mode that improves the management of this resource allocation. The proposed technique can be used within any hybrid video encoder and introduces a new coding mode, called quantized motion vector (QMV) mode.

The key tool of the new mode is the lossy coding of MVs, obtained via quantization: while the transformed motion-compensated residual is computed with a high-precision MV, the latter is quantized before being sent to the decoder. The MVs are quantized in a rate/distortion optimized way. Several problems have to be faced with in order to get an efficient implementation of the coding mode, especially the coding and prediction of the quantized MVs, and the selection and encoding of the quantization steps. This new coding mode allows to improve the rate-distortion (RD) performances of the hybrid video encoder, as confirmed by tests over several sequences.

1.1.1 A new coding mode

The new coding mode is summarized in Figure 1.1, where we describe the encoder and the decoder operation. The decoder perform a subset of the operations performed by the encoder, and it is highlighted by the blue dashed box. The quantities computed at the encoder and sent to the decoder are highlighted...
by a red dotted box. The new coding mode works as follows: first, an accurate (i.e. non-quantized) MV \( v^* \) is computed by classical motion estimation, and is used in order to compute the motion-compensated residual \( \tilde{\rho}(v^*) \), for each MB \( B \). This residual is then transformed, quantized with step-size \( Q_p \), and sent to the decoder (after lossless coding), like in all hybrid coders. The difference between this mode and the standard INTER mode is that the MV \( v^* \) is quantized by a simple scalar uniform quantization of its components with a step \( Q_p \). We defer to the Section 1.1.3 the problem of efficiently selecting and encoding \( Q_p \). Knowing the quantization index \( \tilde{\vartheta} \) and the quantization step \( Q_p \), the encoder can use them to perform motion compensation on the reference image, which is the same available at the decoder. Adding the residual to the motion-compensated prediction, the decoded block can be computed, exactly as the decoder would do. The encoder can therefore compute the associated distortion, and then the rate, by losslessly encoding \( Q_p, \tilde{\vartheta} \) and \( \tilde{\vartheta} \). Now the encoder can take an RD-optimized decision about using the new mode or not. Further details about the RD cost computation are given in the next section.

Figure 1.1 allows to promptly catch the difference between the standard INTER mode and the new QMV: in the former, the same MV \( v^* \) is used to compute the motion-compensated prediction \( B_{\text{REF}}(v^*) \) and the residual \( \tilde{\rho}(Q_p) \). In the latter, the MV is quantized before being sent, but the encoder and the decoder still use the same prediction (computed with the quantized vector) and the same residual (computed with the original one \( v^* \)). Finally, when the new mode is actually used to encode the current macroblock, the reference frame is updated accordingly. Therefore, there is no drift between the encoder and the decoder. In this sense, the proposed scheme performs a closed-loop prediction.

### 1.1.2 Computing the cost function for the new mode

As shown in Fig. 1.1 the encoding operation for the new mode begins with a rate-constrained motion estimation: \( v^* = \arg \min_v D_{\text{DFD}}(v) + \lambda_{\text{ME}} R(v) \). The only differences with respect to the INTER mode are that the Lagrangian parameter is not necessarily the same and that the search grid can be finer. We use the estimated vector \( v^* \) to compute the motion compensated residual \( \rho(v^*) = B - B_{\text{REF}}(v^*) \). Then, \( \rho(Q_p) = T^{-1} [Q^*(\tilde{\vartheta}, Q_p)] \) is the reconstructed residual at the decoder, where \( T \) is the direct transform, \( Q^*(\cdot, Q) \) is the de-quantized value for a quantization step \( Q \), and \( \tilde{\vartheta} = Q (T [\rho], Q_p) \) is the quantized transformed residual. The MV \( v^* \) is uniformly quantized with step \( Q_p \), resulting in \( \tilde{\vartheta} \) that is sent to the decoder along with \( Q_p \). At the decoder, the MB \( \tilde{B} \) is reconstructed by adding \( \rho(Q_p) \), a motion-compensated prediction computed with the quantized vector \( \tilde{\vartheta} \), to the residual: \( \tilde{B}(Q_p, Q_v) = B_{\text{REF}}(Q_v \tilde{\vartheta}(Q_v)) + \rho(Q_p) \). Finally, the distortion associated to the QMV mode is:

\[
D(Q_p, Q_v) = \| \| B - \tilde{B} \|_2 \| = \| \rho(Q_v \tilde{\vartheta}(Q_v)) - \tilde{\rho}(Q_p) \|_2 ,
\]

where \( \rho(Q_v \tilde{\vartheta}(Q_v)) = B - B_{\text{REF}}(Q_v \tilde{\vartheta}(Q_v)) \) is the residual of the motion compensation with the quantized vector; the rate is given by:

\[
R(Q_p, Q_v) = R_{\text{mode}} + R[\tilde{B}(Q_p)] + R[\tilde{\vartheta}(Q_v)] + R(Q_v) .
\]
### 1.1.3 Quantization step selection

Let us indicate with $S_Q$ the set of allowed values for $Q_v$. Its cardinality, i.e. the number of possible quantization steps largely affect the coding performance of the new mode: if too many value of this step are allowed, $R(Q_v)$ could grow too large, and could cancel out any coding gain. To solve this problem, we resort to a double-pass coding strategy. We start with a rather dense set $S_Q$. In a first scanning of the current slice, we gather the estimation of the cost function in $J(Q_v, k)$, where $k \in \{1, 2, \ldots, K\}$ is the MB index. Then we try to represent in an efficient way the whole vector $Q_v$ could be used in each MB, so we account for its coding cost in Equation 1.2 with the term $R(Q_v)$. In conclusion, the resulting cost function for the QMV mode is:

$$J_{QMV}(Q_v, Q_{\theta}, \lambda_{mode}) = D(Q_v, Q_{\theta}) + \lambda_{mode} R(Q_v, Q_{\theta}).$$

For some assigned $Q_{\theta}$, $Q_v$ and $\lambda_{mode}$ we find the cost function for the new mode. This value should be compared with the cost function of the other modes, and if it is the smallest, the QMV mode is selected.

#### 1.1.4 Experimental Setup and Results

The QMV mode has been integrated into the H.264/AVC JM-KTA software (v.11.0 KTA 1.4 [1]) with 1/8-pel motion estimation enabled (profile FREXT High); we used full search ME with unrestricted search range, no rate control and a GOP structure of IPP..P. Complete results are reported in Tab. 1.1, where we show the PSNR improvements and the the percent rate savings of the two QMV coders (“Oracle” and “Minsum”) with respect to the two “classic” coders H.264 and H.264 with 1/8-pel ME. We use the Bjontegaard metric [16] to compute the average bit-rate and PSNR variations, considering low rates and medium rates intervals. The proposed mode improves the RD performance in all the tests. The largest improvement are recorded w.r.t H.264 1/8-pel: this was expected since we are observing low-to-medium rates, where the bit-budget needed for high precision MVs is not affordable. When the QMV mode is enabled, the MVs rate and the MVs precision are adapted, and thanks to the quantization step

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Rate range</th>
<th>“Oracle”</th>
<th>“Minsum”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>%R</td>
<td>ΔPSNR</td>
<td>%R</td>
<td>ΔPSNR</td>
</tr>
<tr>
<td>&quot;container&quot;</td>
<td>H264</td>
<td>-5.82</td>
<td>0.26</td>
</tr>
<tr>
<td>&quot;foreman&quot;</td>
<td>H264</td>
<td>-3.79</td>
<td>0.19</td>
</tr>
<tr>
<td>&quot;mobile&quot;</td>
<td>H264</td>
<td>-2.14</td>
<td>0.33</td>
</tr>
<tr>
<td>&quot;city&quot;</td>
<td>H264</td>
<td>-3.92</td>
<td>0.15</td>
</tr>
<tr>
<td>&quot;soccer&quot;</td>
<td>H264</td>
<td>-12.29</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 1.1: Per cent rate savings and differences between PSNR values given by the Bjontegaard metric for the QMV mode at different rates ($Q_p$ between 36 to 39 for medium rates, and $Q_p$ between 39 to 42 for low ones), compared with H.264 and H.264 with 1/8-pel precision (H264 $\frac{1}{8}$-pel).
this precision becomes variable and is optimized according to the RD cost function. On the contrary, with the classical implementation of H.264, the precision of the MVs is fixed. Secondly, we notice that the “Oracle” encoder has in general better performance than the “Minsum” one, but often the difference is small, and sometimes the “Minsum” encoder has better performance. The reason is that the “Oracle” encoder is based on an estimation of the cost function value than can be slightly different from the actual one. As a consequence, the choice indicated by the “Oracle” may be sub-optimal.

1.2 Introducing differential motion estimation in hybrid video coders

This work has been performed at TELECOM-ParisTech, and has been published in [31] (invited paper).

Commonly, motion estimation for video compression is performed using block matching algorithms (BMA). However, it is well known that other ME strategies exist, such as gradient and pel-recursive techniques. These methods produce a dense motion vector field (MVF), which does not fit into the classical video coding paradigm, since it would demand an extremely high coding rate. However, the Cafforio-Rocca algorithm (CRA) [19, 21] allows to estimate the refined MVF as a function of the prediction error. We have therefore developed a variant of this algorithm that can work within the H.264/MPEG-4 AVC encoder, in order to provide an alternative coding mode for INTER macroblocks. The new mode is coded exactly as a classical INTER-mode MB, but the decoder is able to use a modified version of the CRA and then to compute a motion vector per each pixel of the MB. The motion-compensated prediction is then more accurate, and there is room for RD-performance improvement.

1.2.1 The original Cafforio-Rocca algorithm

When applying the original CRA, we suppose that we have the current image, indicated as $I_c$, and a reference one, indicated as $I_h$. Once a proper scanning order has been defined, the CRA consists in applying for each pixel $p = (n, m)$ three steps, producing the output vector $\hat{v}(p)$.

A priori estimation. The motion vector is initialized with a function of the vectors which have been computed for the previous pixels. For example, one can use the previous pixel’s vector, or an average of neighboring vectors. The result of this step is referred to as as $v^{(0)}$.

Validation. The a priori vector is compared to the null vector, computing $A = |I_h(p) - I_h(p + v^{(0)})|$ and $B = |I_h(p) - I_h(p)| + \gamma$. If the prediction error for the current pixel is less than the one for the null vector (possibly incremented by a a positive quantity $\gamma$), - that is, if $A < B$ for the a priori is returned as validated vector: $v^{(1)} = v^{(0)}$; otherwise, the null vector is retained, that is $v^{(1)} = 0$.

Refinement. The vector retained from the validation step is refined by adding to it a correction $\delta v$ obtained by minimizing the energy of first-order approximate prediction error, under a constraint on the norm of the correction. A few calculations show that this correction is given by:

$$\delta v(p) = \frac{-c(p)}{\lambda + \|\phi(p)\|^2} \phi(p)$$

where $\lambda$ is the Lagrangian parameter of the constrained problem; $c(p)$ is the prediction error associated to the MV $v^{(1)}$, and $\phi$ is the spatial gradient of the reference image motion-compensated with $v^{(1)}$. In conclusion, for each pixel $p$, the output vector is $\hat{v}(p) = v^{(1)}(p) + \delta v(p)$.

1.2.2 Introducing the CRA into H.264

The basic idea is to use the CRA to refine the MV produced by the classical BMA into an H.264 coder. This should be done by using only data available at the decoder as well, so that no new information has to be sent, apart from some signaling bits to indicate that this new coding mode is used.

The operation of the new mode is the following. At the encoder side, first a classical INTER coding mode (e.g. $16 \times 16$) is performed and the corresponding cost function $J_{\text{INTER}} = D_{\text{INTER}} + \lambda_{\text{INTER}} R$ is evaluated. Then, the same encoded information (namely the same residual) is decoded using

\footnote{On the contrary, it is quite well suited to the distributed video coding paradigm, as we show in Section 3.2, since in DVC the motion vector are only computed at the decoder.}
the CR mode. The RD cost function \( J_{CR} \) associated to the mode is computed and the encoder chooses the mode minimizing this cost.

A MB encoded with the CR mode is decoded as follows. The encoded content is identical to the case of an INTER MB (except for a flag indicating the coding mode), therefore the motion vector and the residual are decoded, and we can compute a (quantized) version of the current MB. Moreover, in the codec frame buffer, we have a quantized version of the reference image. We use this information (the INTER MV, the decoded current MB and the decoded reference image) to perform the modified CRA:

**A priori estimation.** If the current pixel is the first one in the scan order of the MB, we use the INTER motion vector, \( v^{(0)}(p) = v_{INTER}(p) \). Otherwise we can initialize the vector using a function of the already computed neighboring vectors, e.g. the previous pixel’s vector \( v^{(0)}(p) = \tilde{v}(p_{prev}) \).

**Validation.** We compare three prediction errors and we choose the vector associated to the least error. First, we have the quantized version of the motion compensated error obtained by first step. Second, we compute the error associated to a prediction with the null vector. This prediction can be computed since we have the (quantized) reference frame, and of the (quantized) current block, decoded using the INTER mode. This quantity is possibly incremented by a positive quantity \( \gamma \), in order to avoid unnecessary reset of the motion vector. Finally, we can use again the INTER vector. In conclusion, the validated vector is one among \( v^{(0)}(p) \), \( 0 \) and \( v_{INTER}(p) \); we keep as validated vector the one associated to the least error.

**Refinement.** The refinement formula in Eq. 1.3 is modified as follows: \( e(p) \) becomes the quantized MCed error; the gradient \( \phi \) is computed on the motion-compensated decoded reference image.

We observe that we only know the quantized version of the motion-compensation error, not the actual one. This affects both the refinement and the validation steps. Moreover, we can compute the gradient only on the decoded reference image. This affects the refinement step. These remarks suggest that the CRA should be used carefully when the quantization is heavy. Finally, the residual decoded in the CR mode is the one computed for the INTER mode, i.e. using a different motion field. However, the improvement in vector accurateness leaves room for possible performance gain, as shown in the experiments. Moreover, this is taken into account when computing the coding cost of the mode, which then will be chosen only if it is globally more effective than other modes.

### 1.2.3 Experimental Results

In a first set of experiments we compared the CR MVs with a MVF obtained by classical block-matching algorithms. For each pair of current-reference images (taken from many sequences), we computed the prediction error energy with respect to the full-search BMA MVF, and the prediction error energy in the case of CR ME. In this case we use the original (i.e. not quantized images), and the computation has been repeated for several values of the Lagrangian parameter \( \lambda \). Excepted the case of very small values of \( \lambda \), the CR vectors guarantee a better prediction with respect of the BMA. For increasing values of \( \lambda \) the MSE decreases quickly, reaches a minimum and then increases very slowly towards a limit value, corresponding to \( \lambda = \infty \). The latter case corresponds to a null refinement.

In order to assess the effectiveness of the proposed method, we have implemented it within the JM H.264 codec. The proposed method seems not to be too affected by the value of the threshold \( \gamma \) provided that it is not too small (usually \( \gamma > 10 \) works well). Likewise, we found that setting \( \lambda = 10^4 \) works fairly well in all the test sequences. We considered 8 CIF resolution test sequences, and we computed the Bjontegaard delta rate with respect to the original H.264/MPEG-4 AVC codec. We observed an average rate reduction of 0.3% with gains up to almost 1% for the “flower and garden” sequence. The small improvements are mainly ascribed to the fact the the mode is rarely selected (10% of the blocks in the average).

### 1.3 Context quantization for lossless coding

This work has been achieved during my post-doc at the I3S Laboratory, in collaboration with professors Antonini and Barlaud. The results have been published in [23].

The initial target of this work was to find out an efficient scheme for lossless coding of complex motion information, such as the MVF resulting from region-based motion estimation [17]. In this frame-
work we considered context based lossless coding in order to take into account high-order and non-linear dependencies between MVs. This approach leads quickly to the context dilution problem: having too many contexts makes it difficult or practically impossible to estimate and update the conditional probabilities of symbols during the encoding process. Dealing with the solutions of this problem, we found that the most popular method can be improved since it contains a suboptimal step.

In order to avoid context dilution, all the state-of-the-art algorithms for lossless image compression like CALIC [136], the arithmetic encoder in EBCOT [125], and other popular algorithms proposed in the scientific literature, resort to context quantization (CQ). CQ consists in grouping contexts into a relatively small number of conditioning states \(c_1, c_2, \ldots, c_F\). Each state, or context class, \(c_i\) is made up of one or more contexts \(x\), according to the quantization function which associates a context to a class label. The current input symbol \(Y\) is encoded using the probability mass function conditioned to the cluster \(c_i\) rather than to the context \(x\). Since the clusters are less numerous than the contexts, the dilution can be kept under control. Of course, the counterpart is that the CQ reduces the mutual information (MI) between the current symbol and the conditioning state. It has been shown that this MI loss affects directly the coding performances, as it is translated into an equal coding rate increase: we remark therefore the importance of designing the best possible context quantizer.

Our contribution to the context quantization problem are the following: first, we propose a more efficient algorithm for the search of local optimal values of the MI loss: MINIMA (Mutual Information Improvement Algorithm); second, we generalize the conditions allowing to find the global minimum via dynamic programming (the so-called model-based approach). These two main results are possible thanks to a novel formulation of the CQ problem, which is our third contribution. A brief survey of the state of the art and the experimental results validating the proposed approach complete this section. For more details (in particular for all the proofs) the reader is referred to our paper [23].

### 1.3.1 Background and Prior Work
We refer the reader to our paper [23] for an exhaustive analysis of the prior work in context quantization. Here we only resume the most influential papers, namely the paper [134] by Wu et al., who were the first to conveniently analyze the optimal CQ with a given number of classes \(F\) and to propose a generic analytical solution. The optimal quantization problem is recognized as a special case of vector quantization, with the Kullback-Leibler divergence to be used as distortion measure. As a consequence, a GLA-like algorithm is proposed to find the optimal CQ, which must minimize the conditional entropy between the current symbol and the quantized context. This approach is then called minimum conditional entropy context quantization (MCECQ). We perform an analysis of the mathematical background of MCECQ, which allows to discover a suboptimal step and then to propose an improved algorithm. As it was already pointed out [66], the paper [134] recognizes that if \(Y\) has a binary distribution, then the optimal CQ problem is brought back to a 1D minimization problem, which can be exactly solved by means of dynamic programming (DP) techniques. We show here how to extend this approach to \(M\)-valued symbols (with \(M > 2\)) for some specific distributions. We observe that all relevant subsequent papers adopt approaches similar to those of [66] or [134]. This is the case for example of [27] by Chen that develops an analysis of the CQ problem for the lossless coding of WT coefficients and ends up with an algorithm equivalent to MCECQ.

### 1.3.2 The context quantization problem
In this section we review the problem of CQ and the derivation of the optimal criterion. Let \(Y\) be the current symbol of a random process having a discrete alphabet \(\mathcal{Y}\). We assume without loosing generality \(\mathcal{Y} = \{1, 2, \ldots, M\}\). \(X\) is the context, formed by \(N\) already encoded symbols. The alphabet of \(X\) is \(X = \mathcal{Y}^N\), thus the number of possible contexts is \(|X| = M^N\). This number can grow up very large, and we risk to incur in the context dilution problem: the estimation of \(p(Y|x)\), necessary for the encoder to achieve the minimum coding rate, is unreliable. So we consider a classification function \(f: x \in \mathcal{X} \rightarrow \{1, 2, \ldots, F\}\) that maps each context in a class label \(i\) inducing a partition \(C\) of \(\mathcal{X}\) into \(F\) classes: \(C = \{c_1, c_2, \ldots, c_F\}\). We use these classes as conditioning information to encode \(Y\), because with a suitable choice of \(F\) the estimation of the pmf’s \(p(Y|c)\) is reliable enough. In the following we consider the problem of optimizing the CQ for a given \(F\). This approach is simpler than a joint optimization of the number of classes and of their composition, but it is popular [27] [66] [29] [134] [135] and sometimes
necessary, as in the case of implementation constraints on the memory or the complexity. On the other hand, a joint optimization has the potential of achieving the best performance.

Given the classification function, we can attain a new entropy bound on the coding cost $H(Y|f(X))$. The loss due to the CQ function $f$ can be therefore measured as $\mathcal{L}(f) = H(Y|f(X)) - H(Y|X = I(Y; Y|f(X)))$. The latter identity is true since $Y$ and $f(X)$ are conditionally independent given $X$. In other words, the residual information between $X$ and $Y$ that is not conveyed by $f(X)$, measures the performance loss ascribable to the CQ function $f$. Therefore, this function should be chosen so that the loss $\mathcal{L}$ is minimized for a given number of context classes. Introducing the following shorthands, we can write a useful formulation of $\mathcal{L}(f)$. Let us use $p(y, i)$ to denote the probability of $Y = y$ for $X = i$, and $p(y|x)$ for $X = x$. Then, we have $\mathcal{L}(f) = \sum_{x \in \mathcal{X}} p(x) D (p(Y|x) \| p(Y|f(x)))$.

We used $D (\cdot \| \cdot)$ to indicate the relative entropy. Defining $d(c_1, c_2) = D (p(Y|c_1) \| p(Y|c_2))$, we observe that $d(c_1, c_2) \geq 0$, and we can rewrite (1.4) as

$$\mathcal{L}(f) = \sum_{x \in \mathcal{X}} p(x) d(x, c_{f(x)}),$$

where with a little abuse of notation, in the expression of $d(\cdot, \cdot)$ we indicate with $x$ the class \{x\}, and $c_{f(x)}$ is the class containing the context $x$. We can read (1.5) in this way: the global loss of mutual information due to CQ $f$, is the average loss that we incur in by substituting the actual context $x$ with its quantized version $c_{f(x)}$.

In order to establish a link with prior works, we observe that our cost function, the mutual information loss (1.5), is equivalent to the loss function definition in [39, 40], and to equation (1) in [79], equation (2) in [39, 40] or equation (6) in [37]. Moreover, it is slightly more general than equation (7) in [79], which only allows to group together contexts with consecutive indexes.

### 1.3.3 Context quantization properties and the MINIMA algorithm

In the following, we will often refer to the relative entropy between the conditional probabilities functions $p(Y|c_1)$ and $p(Y|c_2)$, referred to as $d(c_1, c_2)$. If $c_1 = \{x\}$ contains only a single context, we will prefer the simpler notation $d(x, c)$ to the more correct one $d(\{x\}, c)$, and we will refer to this quantity as distance between $x$ and $c$. We start by computing the effect of the insertion of a context $x$ into a class $c$.

First we observe that inserting a context into a class reduces the context distance from the class.

**Proposition 1** If $x \notin c$ and $c' = c \cup \{x\}$, then

$$d(x, c') = d(x, c) - \frac{p(c')}{p(x)} d(c', c) - \frac{p(c)}{p(x)} d(c, c').$$

**Proof.** See [23].

The next proposition allows us to understand the effect on $\mathcal{L}(C)$ of moving a context among classes.

**Proposition 2** When a context $x$ is moved from a class $c_1$ to $c_2$, the total mutual information loss varies of:

$$\Delta = p(c_2) d(c_2, c_2') - p(c_1) d(c_1', c_1) + p(x) [d(x, c_2') - d(x, c_1)],$$

where $c_1 = \{x_1, x_2, \ldots, x_N, x\}$, $c_2 = \{z_1, z_2, \ldots, z_M\}$, $c_1' = c_1 - \{x\}$ and $c_2' = c_2 \cup \{x\}$.

**Proof.** See [23].

Of course the $\Delta$ resulting from a context displacement can be either positive or negative, i.e., the displacement can worsen or improve the CQ. This is because the effects on the classes $c_1$ and $c_2$ have opposite signs, since removing a context from a class allows its pmf to be closer to the pmf’s of remaining contexts so that the loss of mutual information becomes smaller; for the symmetrical reason, adding a context to a class increases its contribution to $\mathcal{L}$. Thus, in order to tell whether a context displacement
is suitable or not, we should consider both contributions, and verify that the gains surpass the losses. We remark that the results of propositions 1 and 2 are new; prior works, on the contrary, used directly to derive an iterative algorithm for mutual information loss minimization, the MCECQ algorithm (proposed in [134, 135]). MCECQ is based on a property for which, with the next proposition, we provide a novel, more explicit demonstration.

**Proposition 3** Let

\begin{align*}
  c_1 &= \{x_1, x_2, \ldots, x_N, x\} \\
  c'_1 &= c_1 - \{x\} \\
  c_2 &= \{z_1, z_2, \ldots, z_M\} \\
  c'_2 &= c_2 + \{x\} \\
  C &= \{c_1, c_2, c_3, \ldots, c_F\} \\
  C' &= \{c'_1, c'_2, c_3, \ldots, c_F\}.
\end{align*}

If \( d(x, c_1) \geq d(x, c_2) \), the new context partition obtained by switching \( x \) from \( c_1 \) to \( c_2 \) has a smaller MI loss.

**PROOF.** See [23]. □

The MCECQ algorithm consists in an iterative scanning of all contexts. For the current context \( x \), its distance from its class \( d(x, c_i) \) and from all other classes \( d(x, c_j) \) are computed. If for one or more index \( d(x, c_i) < d(x, c_j) \), the context \( x \) is moved to the “nearest” class. Proposition 3 assures that this algorithm always improves the mutual information loss. However, Eq. (1.7) shows clearly that it is not necessarily the best choice, as it does not take into account the true variation of \( L \), but only a quantity which has the same sign of it.

The proposition suggests as well how the MCECQ algorithm should be modified in order to assure the maximal cost reduction at each step: let \( c_{f(x)} \) be the class which the context \( x \) belongs to according to the current classification function \( f \), let \( c_k \) be a generic class, \( c'_{f(x)} = c_{f(x)} - \{x\} \) and \( c'_k = c_k + \{x\} \). Then we define the function \( \delta \) as:

\[
\delta(x, k) = p(c'_{f(x)})d(c'_{f(x)}, c_{f(x)}) - p(c_k)d(c_k, c'_k) + p(x)[d(x, c_{f(x)}) - d(x, c'_k)] \tag{1.8}
\]

This function gives the mutual information variation associated to the displacement of the context \( x \) from its current class to the class \( c_k \). The algorithm that we propose keeps moving the contexts according to the function \( \delta \) until the relative variation of MI loss is smaller than a given threshold. We call this algorithm MINIMA. We observe that within the inner loop over the class index \( k \), we compare all the \( F \) partitions that we would obtain by moving \( x \) to each of the classes (by comparing the displacement to the current class with the best displacement so far), and so at the end of loop the best move is kept.

So we have an algorithm that is optimal with respect to the displacement of a given context, but at the same time is “greedy” since it moves the context \( x \) before evaluating the effect over the displacement of the others. It is interesting to observe that MINIMA is brought back to the MCECQ if we use the following definition: \( \delta(x, k) = d(x, c_{f(x)}) - d(x, c_k) \). We remark that in every single experiment, starting from the same initial conditions MINIMA always achieved better cost function values than MCECQ.

### 1.3.4 Model-based classification algorithm

As well as its predecessors [27, 29, 134], the proposed algorithm has the problem that it can only find local minima of \( L(f) \). However, if the input alphabet is binary, a DP algorithm exactly solves the minimization problem, i.e. it is able to determine the global minimum of \( L(f) \) [134]. In our paper we have found an alternative proof of this property.

In order to verify whether it can be extended to \( M \)-ary distributions, we tried to understand in which conditions one can use the DP technique. In our paper we prove that some sufficient conditions exist for a set of \( M \)-ary conditional probabilities so that the globally optimal classification function could be determined by a 1-D search. These are summarized in the following proposition.

**Proposition 4** If

1. the conditional pmf’s depend from the context \( x \) only by a scalar parameter \( \lambda_x \): \( p(y|x) = q(y, \lambda_x) \);
2. for any class \( c \) there exists a value \( \lambda_c \) such that the conditional pmf can be expressed as: \( p(y|c) = q(y, \lambda_c) \);


3. the conditional pmf’s $q(\cdot, \cdot)$ have relative entropies such that

$$\lambda_1 < \lambda_2 < \lambda_3 \Rightarrow \left\{ \begin{array}{l}
D(q(y, \lambda_1) \mid q(y, \lambda_2)) < D(q(y, \lambda_1) \mid q(y, \lambda_3)) \\
D(q(y, \lambda_2) \mid q(y, \lambda_3)) < D(q(y, \lambda_1) \mid q(y, \lambda_3))
\end{array} \right. \quad (1.9)$$

then, the optimal classification can be found by a DP algorithm, as in the binary case.

**Proof.** See [23] □

In our paper we give in an example where this result is applicable.

### 1.3.5 Experimental Results

**Input data.** We validate MINIMA for the encoding of the motion segmentation maps produced by a region-based algorithm [17]. An example of segmentation map and the associated label array are in Fig. 1.2. The segmentation map consists in one symbol per block, telling whether the block is split or not. If the block is split, the symbol encodes a straight line contour between the two regions into which the block is divided. In our case, 80 possible splits are possible, which, along with the no-split symbol produce a 81-symbols dictionary. We observe that in this case the statistical dependence among data is quite high: in conclusion we need CQ in order to have an efficient lossless coding.

**Coding results** We use MINIMA and MCECQ to produce a CQ for the segmentation maps from several test sequences (“eric”, “flower and garden”, “foreman”, “mother and daughter”, “paris” and “silent”). The algorithms start from the same initial classification function, chosen randomly, and then the iterative optimization is performed. The probability functions needed to run the algorithms are estimated on a training set obtained from the test sequences.

In order to reduce the dependence on the starting configuration, the entire process (random initialization and iterative optimization) is repeated 20 times and the best resulting classification function is retained for both algorithms. We note that in each iteration, MINIMA has reached a lower cost function value than MCECQ. The numerical results show that using MINIMA allows to reduce the final coding rate from up to 3.6 %, with an average reduction of 1.3 %. Further tests show that the proposed algorithm is better than the reference independently from the number of classes.

**The model-based algorithm** In a second set of experiments, we test the model-based algorithm based on Proposition 4. However, we are aware that this model only loosely matches the characteristics of segmentation maps, and as a consequence we do not expect a large improvement of performances using the model-based algorithm on the segmentation maps. We have validated the model-based algorithm with synthetic data generated so that their statistics exactly match the proposed model. This is of course a favorable case for the model-based algorithm, but anyway it provides some useful insights about the potentialities of the method. In particular, we used an $M$-ary bi-dimensional random process. The conditional probability distributions have the form $p(y|x) = \lambda_x$ if $y = 0$ and $p(y|x) = \frac{1 - \lambda}{M-1}$ otherwise. We have found that in this case the model-based algorithm gives a further improvement w.r.t. MINIMA, up to 5 %, and more than 2.5 % in the average.

---

The data used as training set are not used again to evaluate the compression performance.
1.4 Optimal motion estimation for wavelet-based video coding

This work was started during my PhD thesis and completed shortly after, in collaboration with M. Antonini, M. Barlaud, T. André and F. Castaldo. It has been published in [24].

A number of tools employed for wavelet-based video coding [40, 108] have been originally conceived for hybrid block-based transform coding. This is the case of motion estimation, which generally aims to minimize the energy or the absolute sum of the prediction error. However, as wavelet video coders do not employ predictive coding, this is no longer an optimal approach, which should instead take into account the coding gain. This may be complex in sight of the recursive nature of the wavelet transform, but we have found a simple solution for a useful class of temporal filters. Experiments confirm that the optimally estimated vectors increase the coding gain as well as the performance of a complete video coder, but at the cost of an increase in complexity.

1.4.1 Coding Gain for Biorthogonal WT

For a given transform, coding gain is defined [57] as the ratio between \(D_{PCM}\), the distortion resulting from quantization of the input signal, and \(D_{TC}\), the distortion achievable by transform coding. For orthogonal subband coding of Gaussian data, in the high resolution hypothesis this turns out to be the ratio between arithmetic and geometric mean of subband variances. We want a suitable expression for this quantity in the case of generic spatiotemporal wavelet decomposition as well. We introduce the following notation: let \(N\) be the number of pixels (equal to the number of transform coefficients), \(L\) the number of decomposition levels and \(M\) the number of resulting subbands. For each \(i \in \{1, \ldots, M\}\), the \(i\)-th subband has \(N_i\) coefficients, with a variance \(\sigma_i^2\). Finally, let us call \(a_i = N_i / N\) the fraction of coefficients belonging to this subband, and \(w_i\) norm of (any of) the columns of the polyphase matrix corresponding the the \(i\)-th subband [128]. It has been shown that, under the hypothesis of high resolution and jointly Gaussian data, the coding gain for this transform can be expressed as [51, 76]:

\[
CG = \frac{\sum_{i=1}^{M} a_i w_i \sigma_i^2}{\prod_{i=1}^{M} (w_i \sigma_i^2)^{a_i}}.
\]

In the case of orthogonal transform with the same number of coefficients per subband (as for example the DCT), the coding gain is the ratio of the arithmetic and geometric means of subband variances. Equation (1.10) extends this result to the more general case of arbitrary wavelet decomposition with non-orthogonal filters. Thus, we are interested in deriving a criterion which allows to find the MVs that maximize the CG. It can be shown that the numerator of Eq. (1.10) does not depend on the MVs. Therefore they only affect the denominator, and in particular the variances of transformed subbands. In conclusion, our problem is equivalent to the minimization of \(\rho^2 = \prod_{i} \left( \sigma_i^2 \right)^{a_i}\). When considering the minimum transform coding distortion \(D_{TC}^i\), we should refer to three-dimensional (i.e. spatiotemporal) SBs. Actually we will consider only temporal SBs since some earlier studies on this problem showed that considering spatiotemporal instead of temporal SBs gives little or no gain [40].

Unfortunately, in the general case, the minimization of \(\rho^2\) is not an easy task because the MVs computed for a generic decomposition level affect all subsequent levels of WT transform. More precisely, if we consider the \(i\)-th level of temporal decomposition, the optimization of the set of motion vectors associated to this level (let it be \(V^{(i)}\)) must take into account the influence of this MVs set on all subsequent temporal subbands: so we should jointly optimize all level MVs in order to minimize \(\rho^2\).

1.4.2 Developing the Criterion for a special case

The minimization of \(\rho^2\) is a difficult problem to approach analytically and extremely demanding in terms of computational complexity. However, it can be remarkably simplified with a suitable choice of temporal filters such as the class of \((N, 0)\) lifting schemes (LS) [14]. These filters are quite effective and have good scalability properties. Moreover, when using them, the low-pass branch of the WT filterbank is just the temporally subsampled input sequence, which does not depend on motion vectors. As a consequence, the \(i\)-th high frequency subband can be computed directly from the input sequence, independently from other SBs. This means also that all the subband variances are actually independent

\[
\text{CG} = \frac{\sum_{i=1}^{M} a_i w_i \sigma_i^2}{\prod_{i=1}^{M} (w_i \sigma_i^2)^{a_i}}.
\]
from one another and that they can be minimized separately. In other words, each \( V^{(i)} \) can be optimized separately providing that it minimizes the \( i \)-th high frequency SB variance. For this reason, we will refer from now on to the first level, and will drop the level dependency notation.

Further analytical developments are possible if we refer to a specific \((N, 0)\) LS, such as the \((2, 0)\). Let \( x_k(p) \) be a pixel from the \( k \)-th input image, and let \( l \) and \( h \) be the low- and high-pass subband respectively. We refer to the motion vector from \( i \) to \( j \) as \( v_{i-j}(p) \), and we introduce the backward and forward MVs, \( B_k = v_{k-j} \) and \( F_k = v_{j-k} \). Now we can write the motion-compensated LS equations:

\[
h_k(p) = x_{2k+1}(p) - \frac{1}{2} \left( x_{2k}(p + B_{2k+1}(p)) + x_{2k+2}(p + F_{2k+1}(p)) \right)
\]

\[
l_k(p) = x_{2k}(p)
\]

Therefore for this LS the vector set to optimize is: \( V = \{B_{2k+1}, F_{2k+1} \}_{k \in \mathbb{N}} \). As \( h_k \) depends on both \( B_{2k+1} \) and \( F_{2k+1} \), and only on them, these vectors have to be jointly minimized, but this can be done independently from other motion vector fields \( B_j, F_j \) with \( j \neq 2k + 1 \). Without losing generality, we can refer from now on to the optimization of a vector couple, instead of the whole set \( V \). The optimal couple \( B_{2k+1}^*, F_{2k+1}^* \) is the one minimizing the variance of \( h_k \). Since it has zero mean, this is equivalent to minimizing the energy of \( h_k \), indicated with \( E(h_k) \).

\[
(B_{2k+1}^*, F_{2k+1}^*) = \arg \min_{B_{2k+1}, F_{2k+1}} E \{h_k(p)\}
\]

After some calculations, it can be found that the optimal MVFs are given by:

\[
(B_{2k+1}^*, F_{2k+1}^*) = \arg \min_{B_{2k+1}, F_{2k+1}} [E(e_B) + E(e_F) + 2\langle e_B, e_F \rangle]
\]

Equation (1.11) defines the proposed ME criterion. We can compare it to the usual criteria. When for example the SSD is used, one independently minimizes \( E(e_B) \) and \( E(e_F) \), so one probably attains a lower value of the criterion. This explains why MSE-based ME criteria often perform well with WT video coders. However, they do not necessarily achieve the minimum of criterion (1.11) as the mixed term is not taken into account. This term grows larger when the two error images are more similar, meaning that the optimal backward and forward vectors are not independent: they should produce error images as different as possible, being not enough to minimize error images energies. In other words, regions affected by a positive backward error should have a negative forward error and visa versa. The criterion introduced in (1.11) can easily be modified in order to take into account the motion vector coding cost. At this end it suffices to add a term of the form \( \lambda R(B_{2k+1}, F_{2k+1}) \) to the cost function. However, for simplicity the following experimental results have been obtained neglecting this term. Better global RD-performance can be expected if the vectors rate is taken into account.

### 1.4.3 Experimental results

In a first experiment we use the ME criterion (1.11) in order to find MV in two test sequences, “foreman” and “akiyo”, and we compare the corresponding coding gain. As we expected, we observe a consistent improvement of the coding gain (in average 0.8 dB with respect to SAD), independently from the sequence and the precision (full, half and quarter pixel). We also measured the Bjontegaard Delta Rate (1.16), and we found an average rate reduction of 8%. More results can be found in [24].

As far as the complexity is concerned, the proposed method is more complex than the classical ones, since it needs the joint estimation of backward and forward vectors. Faster, suboptimal search strategies such as those proposed in [107] can be envisaged in order to reduce its complexity. Further analysis could include the impact of taking into account the MV rate into the ME criterion.

### 1.5 Three-dimensional video coding

The contribution illustrated in this section are the result of the collaboration with team members (B. Pesquet-Popescu, G. Valenzise, I. Daribo, M. Kaaniche, W. Miled, E. Mora), and with external teams (J. Jung from Orange Labs – Issy-Les-Moulineaux, G. Cheung from...
1.5 THREE-DIMENSIONAL VIDEO CODING

Figure 1.3: Left: block-based disparity field, used as initialization of our algorithm. Right: the resulting dense field.

IIT – Tokyo, A. Ortega from USC – Los Angeles). The results have been published in [33, 46, 84, 97, 130] and in two chapters of [50]. The latest results are the object of two submitted journal papers.

The compression of 3D video signals is currently one of my main research domains. The main challenge in this framework is to efficiently exploit all the redundancy present in stereo, multi-view, or multi-view-plus-depth signals. In particular, one should be able to remove inter-view correlation and inter-component correlation (i.e. the redundancy between a single view and its associated depth map).

In this section we show some contributions to multi-view video coding (Section 1.5.1), to multiple-video-plus-depth compression (Section 1.5.2) and to a new approach based on the concept of Don’t Care Regions.

1.5.1 Depth map estimation and coding

In this section we illustrate some of our work about multi-view video coding by using inter-view redundancy. We were motivated by the need to efficiently exploit the disparity information between views. We consider the case of multi-view video (without explicit depth information). Using inter-view redundancy is at the basis of the multi-view extension of H.264/MPEG-4 AVC, referred to as H.264/MVC [38, 131]. In this standard, pictures from other views are inserted in the reference picture list, so that they can provide possibly a more efficient prediction than the temporal one. As a consequence, the disparity between two views is implicitly represented via a block-based disparity field.

Our contribution here consists in improving the disparity prediction unit in H.264/MVC by using the dense disparity estimation (DDE) method described in [90] followed by a block-based RD segmentation. Based on a set theoretic framework, this DDE approach incorporates various convex constraints corresponding to a priori information and yields disparity vectors with ideally infinite precision. We consider a regularization constraint based on total variation (TV), in order to produce a smooth disparity field that preserves discontinuities. As a result, the disparity estimation problem can be written as follows:

\[ J(d) = J_D(d) + \alpha J_S(d) \]

where \( J_D \) is a data term that measure the distance between corresponding pixels (i.e. the disparity-compensated error energy), and \( J_S \) is a regularization term, also called smoothing prior, that enforces the regularity of the solution. In our work, the data term is approximated to the first order Taylor expansion around an initialization disparity field, and the regularization term penalizes solutions too different from the initialization field. As far as the constraints are concerned, we consider a TV constraint with a maximum value \( \tau \) for the TV of the disparity field. Other constraints limit the dynamics of the disparity field. In Fig. 1.3 we show the initialization disparity field obtained by overlapped block matching and the resulting dense field obtained with our method. The improvement of the estimation is evident.

Once obtained the dense disparity field (i.e. one vector per pixel), we reduce its coding cost using a rate-distortion driven segmentation: the dense field in a macroblock, a block or a sub-block is replaced
The proposed method remarkably improves the effectiveness of candidate predictors for encoding the current macroblock. As a result, we observe some remarkable coding gain when applying it to H.264/MVC. We compute the bit-rate reductions using the Bjontegaard metric, and observe savings up to 45% on the test sequence “outdoor”. Gains on other sequence range from 3% to 10%.

This method was later extended [33] in order to automatically find out the best value of the TV constraint. We have found that the optimal value of \( \tau \) (normalized with respect to the number of pixels per image) decreases linearly with the quantization parameter \( QP \), as shown in Fig. 1.5. We compute the sample correlation coefficient obtaining:

\[
\tau^* = -0.0101 QP + 0.6587
\]

Using this equation allows to automatically find effective values for the total variation constraint.

---

Figure 1.4: Disparity prediction: (left) block-based estimation, (right) enhanced by a dense estimation.

Figure 1.5: Left: Effect of \( \tau \) (normalized over the number of image pixels) on the disparity quality, for several values of the quantization step. Right: Best normalized \( \tau \) values in function of \( QP \). The best fitting first order polynomial is shown as well.
1.5.2 Depth coding for 3D-VC

This and next subsection deal with the multi-views-plus-depth (MVD) video format. When using this format, only a limited number of views (typically two or three) is sent to the decoder, along with the associated depth map that accounts for the distance of each pixel from the camera. This geometrical information allows the decoder synthesizing an arbitrary number of intermediary views (synthetic or virtual views) between those actually transmitted. This paradigm appears to effectively solve a major drawback of the multi-view framework, where the coding rate is proportional to the number of decodable views.

As a consequence, there is a huge research effort about MVD [18, 122], culminating with the standardization process of this format [72]. In this section we illustrate our contributions related to the standard, while in the next we describe a different approach.

A first contribution, described in [94], is about INTRA mode inheritance in depth map coding. The framework is the 3D Video Coding (3D-VC) standardization process [72], which is based on the H.264/MPEG-4 AVC or the HEVC standards. In this context we consider the depth map coding problem, and we try to exploit the inter-component dependency to reduce the rate. We consider the case where the depth is encoded after the texture, and therefore the decoded texture is available both at the encoder and the decoder. A preliminary analysis shows that the largest part of the coding rate allocated to depth is usually consumed for INTRA images, and that in turns, the signaling of the coding mode demands as much as the 30% of the total depth rate. The reason is that on one hand, HEVC allows to use up to 35 different modes to generate a predictor in INTRA slices, so the mode belongs to a large alphabet; on the other, with such a large variety of available predictors, it is probable that the resulting residual can be encoded with a small rate. As a consequence, reducing the coding rate of the INTRA modes may have a relevant impact on depth coding.

Moreover, we have observed that, if we separately encode depth and texture with rate-distortion optimization, often a depth block is encoded with the same mode of the texture. We also observed that this is particularly common when the image presents strong contours, i.e. a dominant direction in the texture geometry. Therefore our idea is the following. For a given block of depth to be encoded:

1. Use a contour detector algorithm on the co-located decoded texture block;
2. On the resulting data, compute a criterion accounting for the directionality of the contours;
3. If the criterion is larger than a threshold, the texture mode is “inherited” for depth coding.

We implement these steps as follows. In step 1, we use a Sobel filter to estimate the image gradient on the colocated texture block. In step 2, gradient statistics are used to decide whether the block has a “strong” or dominant direction: the reason to do this is that we observed that coding mode is effectively inherited near object contours. For example, the criterion could consist in evaluating the maximum absolute value of the gradient, or in detecting the presence of a dominant direction, by considering the statistics of the gradient image. Finally, in step 3 we try to take advantage from the inherited mode. At this end, we insert the inherited mode in the most probable mode (MPM) list of HEVC.

The MPM list is a coding tool used to reduce the mode coding cost. It consist in a short list of modes, created by using information available both to the encoder and the decoder. Signaling a mode in this short list is much less expensive than signaling one out of 35 possible INTRA modes. Our algorithm consists in modifying the content of the short list, using the information of the texture: hopefully, the inherited mode is effective and actually selected in the following RD-optimized mode selection. In this case the proposed method would give a coding gain, since the mode is encoded from the MPM and not from the long list of 35 modes.

This algorithm has been tested in the reference software of the HEVC standard, namely in HM-3.3. We considered the MPEG test sequences used for the 3DV normalization process, and we applied the common test conditions [72]. We observed average rate reductions (using the Bjontegaard metric [16]) around 1%. We are recently working on an improved version of the algorithm, where the decision about inheritance is made after a more careful analysis of the texture block, and the first results show higher gains. This new algorithm is described in a submitted journal paper [95].

Other contributions to the field of the 3DV normalization are about MV representation [97] and the quad-tree representation of depth in 3D-HEVC video coding. The former tool was accepted in the standardization process [98]. For the latter, we propose an algorithm for predicting and limiting the partition of depth coding units, thus allowing for a remarkable complexity reduction with a very small rate-distortion loss. This algorithm is the subject of a submitted paper [96].
As previously observed, depth maps are not directly viewed, but are only used to provide geometric information of the captured scene for view synthesis at decoder. Thus, as long as the resulting geometric error does not lead to unacceptable quality for the synthesized view, each depth pixel only needs to be encoded a generally smaller residual, i.e. one that enables to reconstruct a value inside or on the border of the DCR (shaded area in the picture).

### 1.5.3 MVD video compression via Don’t Care Regions

![Diagram of Don't Care Regions and view synthesis](image)

Figure 1.6: Left: Definition of DCR for a given threshold \( \tau \). Right: Coding the residuals using DCR with a toy example with just two pixels \((d_{n}(1)\) and \(d_{n}(2)\)). In conventional coding, given predictor \((\text{pred})\), one aims to reconstruct the original ground truth \((\text{gt})\). However, considering DCR, it is sufficient to encode a generally smaller residual, i.e. one that enables to reconstruct a value inside or on the border of the DCR (shaded area in the picture).

**Definition of Don’t Care Regions (DCR).** We now define per-pixel DCRs for depth map \(D_n\), assuming target synthesized view is \(n\). In the following, we will rather refer to the *disparity* field \(d_n\), which can be obtained from the depth once the camera parameters are known. A pixel \(v_{n}(i, j)\) in texture map \(v_n\), with associated disparity value \(d_n(i, j)\), can be mapped to a corresponding pixel in view \(n + 1\) through a view synthesis function \(s(i, j; d_n(i, j))\). In the simplest case where the views are captured by purely horizontally shifted cameras, \(s(i, j; d_n(i, j))\) corresponds to a pixel in texture map \(v_{n+1}\) of view \(n + 1\) displaced in the \(x\)-direction by an amount proportional to \(d_n(i, j)\). The view synthesis error, \(\epsilon(i, j; d)\), can thus be defined as the absolute error between reconstructed and original pixel value, given disparity \(d\) for pixel \((i, j)\); i.e., \(\epsilon(i, j; d) = |s(i, j; d) - v_n(i, j)|\). If \(d_n\) is compressed, the reconstructed disparity value \(\hat{d}_n(i, j)\) employed for view synthesis may differ from \(d_n(i, j)\) by an amount \(\epsilon(i, j; \hat{d}_n(i, j) - d_n(i, j))\), resulting in a (generally larger) view synthesis error \(\epsilon(i, j; \hat{d}_n(i, j) + \epsilon(i, j)) > \epsilon(i, j; d_n(i, j))\). We define the *Don’t Care Region* (DCR) \((i, j)\) as \([\text{DCR}_{\text{low}}(i, j), \text{DCR}_{\text{up}}(i, j)]\) as the largest contiguous interval of disparity values containing the ground-truth disparity \(d_n(i, j)\), such that the view synthesis error for any point of the interval is smaller than \(\epsilon(i, j; \hat{d}_n(i, j)) + \tau\), for a given threshold \(\tau > 0\). The definition of DCR is illustrated in Figure 1.6(left). Note that DCR intervals are defined per pixel, thus giving precise information about how much error can be tolerated in the disparity maps.

The DCRs give us a new degree of freedom in the encoding of disparity maps, where we are only required to reconstruct each depth pixel at the decoder to within its defined range of precision (as opposed to the original depth pixel), thus potentially resulting in further compression gain. Specifically, we change three aspects of the encoder in order to exploit DCRs: i) motion estimation, ii) residual coding, and iii) skip mode.

**Motion estimation.** During motion estimation for depth map encoding, the encoder searches, for each target block \(B\), a corresponding predictor block \(P\) in a reference frame which minimizes the La-
grangian cost function

\[ \mathcal{P}^* = \arg \min_{\mathcal{P}} D_{MV}(B, \mathcal{P}) + \lambda_{MV} R_{MV}(B, \mathcal{P}), \]

where \( R_{MV}(B, \mathcal{P}) \) is the bit overhead required to code the motion vector from position of \( \mathcal{P} \) to \( B \), and \( \lambda_{MV} \) is a Lagrange multiplier. For a given predictor block \( \mathcal{P} \), we can reduce the energy of the prediction residuals using defined per-pixel DCRs as follows. We first define a per-block DCR space for a target block \( B \) as the feasible space containing depth signals with each pixel falling inside its per-pixel DCR. As an example, Figure 1.6(right) illustrates the DCR space for a two-pixel block with per-pixel DCR [2, 6] and [1, 4]. For a given predictor block, to minimize the energy of the prediction residuals, we identify a signal in DCR space closest to the predictor signal in Euclidean distance. In Figure 1.6(right), if the predictor is \((5, 5)\), we identify \((5, 4)\) in DCR space as the closest signal in DCR space, with resulting residuals \((0, -1)\). If the predictor is \((5, 3)\), we identify \((5, 3)\) in DCR space as the closest signal with residuals \((0, 0)\).

In mathematical terms, we compute a prediction residual \( r'(i, j) \) for each pixel \((i, j)\) given predictor pixel value \( \mathcal{P}(i, j) \) and DCR \([DCR_{low}(i, j), DCR_{up}(i, j)]\) according to a soft-thresholding function:

\[ r'(i, j) = \begin{cases} \mathcal{P}(i, j) - DCR_{up}(i, j) & \text{if } \mathcal{P}(i, j) > DCR_{up}(i, j), \\ \mathcal{P}(i, j) - DCR_{low}(i, j) & \text{if } \mathcal{P}(i, j) < DCR_{low}(i, j), \\ 0 & \text{otherwise.} \end{cases} \]

We then use the residuals \( r'(i, j) \) with respect to DCR to calculate \( D_{MV} \) in Equation 1.13. If SAD is used as distortion metric, we simply get: \( D'_{MV} = \sum_{(i, j) \in B} |r'(i, j)| \).

Since the distortion \( D_{MV} \) is now zero for any motion vector which points to a predictor inside DCR, the encoder can select from a potentially larger set of zero-distortion candidate predictors. Among them, the one with the smallest rate term \( R_{MV} \) will be selected.

**Coding of prediction residuals.** Once the optimal predictor \( \mathcal{P}^* \) for a given target block has been found, we encode \( r' \) with respect to the per-block DCR, in place of the residuals \( r \) computed with respect to ground truth depth signal. Notice that this applies also to INTRA coding modes as well. In general, since both rate and distortion terms are computed using minimum-energy residuals \( r' \) for inter and intra modes, the actual selected mode for a given target block will be different from the one selected when coding residuals with respect to the ground truth signal.

**Skip mode.** In H.264/MPEG-4 AVC, when the SKIP mode is used, the prediction residuals are not encoded. Thus, the reconstructed pixels could be potentially far away from DCR. This could be harmful since, by construction, there is no upper bound to the distortion in the synthesized view when a depth pixel is reconstructed outside DCR. This requires SKIP mode to be handled differently from INTER and INTRA: in particular, we prevent the SKIP mode to be selected from the encoder if any reconstructed pixel of that macroblock violates DCR. Although this could be conservative in terms of rate optimization, it guarantees that the distortion in the synthesized view for SKIP macroblocks will be bounded by \( \tau \).

**Experimental results.** We have modified an H.264/MPEG-4 AVC encoder (JM reference software v. 18.0) in order to include DCR in the motion prediction and coding of residuals. Our test material includes 100 frames of two multiview video sequences, *Kendo* and *Balloons* with spatial resolution of 1024 \( \times \) 768 pixels and frame rate equal to 30 Hz. For both sequences we coded the disparity maps of views 3 and 5 (with IPP...GOP structure), using either the original H.264/AVC encoder or the modified one. In the latter case, we computed per-pixel DCRs with three values of \( \tau \), namely \( \tau \in \{3, 5, 7\} \). Given the reconstructed disparities in both cases (with/without DCR), we synthesize view \( v_4 \) using the uncompressed views \( v_3 \) and \( v_5 \) and the compressed depths \( d_3 \) and \( d_5 \). Finally, we evaluate the quality of the reconstructed view \( v_4 \) w.r.t. ground-truth center view \( v_4 \).

For the *Kendo* sequence, using \( \tau = 5 \) we obtain an average gain in PSNR of 0.34 dB and an average rate saving of about 28.5\%, measured through the Bjontegaard metric. From the encoder statistics, we notice that most of the rate savings are obtained through a more efficient use of SKIP mode (which increases by over 18\% in this case), and by a more efficient prediction of motion and coding of residuals.
Adaptive image compression

In this chapter we report the research work on image compression using adaptive methods. The main problem here is how to deal with discontinuities in images (i.e., object contours). We consider two approaches: in the first, the signal is segmented and thus the discontinuity is removed from it, allowing for a better energy concentration. However, the difficulties related to the segmentation, to the contour information coding and to the management of non-rectangular (i.e., shape-adaptive) transforms, limit the effectiveness of this method to some particular class of problems. This approach is illustrated in Section 2.1. The second approach consists in considering an adaptive system in which the linear operators used for the transform computation are modified according to the signal characteristics. In this case we are obliged to give up the transform isometry; as a consequence, the resource allocation becomes more challenging. Therefore, the second part of the chapter (Section 2.2) is devoted to the evaluation of quantization noise in the transform domain for this transform. The results can be applied to coding (perceptual and non-perceptual) and denoising.

2.1 Object-based image coding

This work is the continuation of some topics started during my PhD thesis. It was carried out at “Federico II” University of Naples in collaboration with prof. Poggi, Dr. Verdoliva, and Dr. Parrilli, and resulted in two journal publications [29, 34].

Object-based image coding has gathered attention from the research community in the late 90’s and in the 2000’s, since it has some very interesting characteristics. The major conceptual reason for object-based coding is that images are naturally composed by objects, and the usual pixel-level description is only due to the lack of a suitable language to efficiently represent them. Once objects have been identified and described, they can be treated individually for the most diverse needs. This was the driving idea of the MPEG-4 standard [73].

Here we report our main results about object-based image coding. In a first part (Section 2.1.1), we consider a general approach to the problem, with the target of pointing out strengths and weaknesses of the object-based coding paradigm. The second part (Section 2.1.2) deals with a more specific problem, the one of multi-spectral image compression. Also thanks to the results of the first part, we have developed an efficient coding framework for this kind of images.

2.1.1 Costs and advantages of object-based image compression

In terms of coding efficiency, the object-based description of an image presents some peculiar costs which do not appear in conventional coding. First of all, objects’ shape and position must be described by means of some segmentation map, sent in advance as side information. In addition, most coding techniques become less efficient when dealing with regions of arbitrary size and shape. Finally, each object needs its own set of coding parameters, which adds to the side information cost. On the positive side, an accurate segmentation carries with it information on the graphical part of the image, the edges, and hence contributes to the coding efficiency and perceived quality. Moreover, component regions turn out to be more homogeneous, and their individual encoding can lead to actual rate-distortion gains. In any case, to limit the additional costs, or even obtain some performance improvement, it is necessary to select appropriate coding tools, and to know in advance their behavior under different circumstances.

Here we focus on a wavelet-based shape-adaptive coding algorithm. We implemented an object-based coding scheme with the following elementary steps (see Fig. 2.1)
1. image segmentation;
2. lossless coding of the segmentation map (object shapes);
3. shape-adaptive wavelet transform of each object;
4. shape-adaptive SPIHT coding of each object;
5. optimal post-coding rate allocation among objects.

As for image segmentation, we consider both ideal and practical segmentation. The first case is useful to assess the effect of more or less complex contours; the second to validate the result with an actual segmentation method, based on Bayesian techniques. The segmentation maps are losslessly encoded by means of a modified version of the RAPP algorithm \cite{118}, which proves very efficient for this task. As for the transform, we use the shape-adaptive wavelet transform (SA-WT) proposed by Li and Li \cite{78}; the coding technique is a shape-adaptive version of SPIHT (SA-SPIHT) \cite{35} (similar to that formerly proposed in \cite{77} and further refined in \cite{91}) which extends to objects of arbitrary shape the well-known image coder proposed by Said and Pearlman \cite{120}. The attention on wavelet-based coding is justified by the enormous success of this approach in conventional image coding leading to the wavelet-based standard JPEG-2000 \cite{123}. After coding, the rate-distortion (RD) curves of all objects are analyzed so as to optimally allocate bits among them for any desired encoding rate, like in the post-compression rate allocation algorithm of JPEG-2000. This coding scheme is compared with its “flat” version, i.e. a version using ordinary WT and SPIHT. By the way, this coder does not need segmentation, map coding nor rate allocation.

The main focus of this work is to analyze the general mechanisms that influence the efficiency of wavelet-based shape-adaptive coding and to assess the difference in performance with respect to conventional wavelet-based coding.

In more detail, we can identify three causes for the additional costs of object-based coding: 1) the reduced energy compaction of the WT and 2) the reduced coding efficiency of SPIHT that arise in the presence of regions with arbitrary shape and size, and 3) the cost of side information (segmentation map, object coding parameters). As for the possible gains, they mirror the losses, since they arise for the increased energy compaction of the WT, when dominant edges are removed, and for the increased coding efficiency of SPIHT when homogeneous regions have to be coded.

The two coding schemes (flat and SA) were compared on several images, both synthetic and natural. We refer the reader to our paper \cite{29} for the complete results. For the sake of brevity, here we report only the main conclusions. Our aim is to assess the rate-distortion performance of our object-based coder by means of numerical experiments in typical situations of interest, and single out, to the extent possible, the individual phenomena that contribute to the overall losses and gains. Since the usual coding gain does not make sense for SA-WT, we measure its compaction ability by analyzing the RD performance of a virtual oracle coder which spends bits only for quantization. SA-WT losses turn out to be quite significant, especially at low rates. Although the quantization cost is by itself only a small fraction of the total cost, the reduced compaction ability of SA-WT has a deep effect also on the subsequent coding phase, the sorting pass of SPIHT. In fact, our experiments reveal this to be the main cause of SPIHT losses, while the presence of incomplete trees plays only a minor role. This is also confirmed by the fact that SA-SPIHT performs about as well as more sophisticated coding algorithms, and suggests that algorithms that code significance maps equally well perform equivalently at shape-adaptive coding regardless of how carefully their coding strategies have been tailored to accommodate object boundaries, and hence improving boundary handling is largely a wasted effort. As for the gains, our analysis showed that they can be significant when the image presents sharp edges between relatively homogeneous regions but also that this is rarely the case with real-world images where the presence of smooth contours, and

![Figure 2.1: Object-based coding scheme](image-url)
the inaccuracies of segmentation (for a few objects) or its large cost (for many objects) represent serious hurdles towards potential performance gains.

The experimental evidence (the bulk of which was not presented here) allows us to provide some simple guidelines for the use of object-based coding, by dividing operative conditions in 3 major cases.

1. **A few large (say, over ten thousand pixels) objects with smooth contours.** RD losses and gains are both negligible, hence performance is very close to that of flat wavelet-based coding, the best currently known. In this case, which is the most explored in the literature, resorting to wavelet-based coding, with SA-WT and SA-SPIHT or BISK [55], is probably the best solution.

2. **Many small objects (or a few large objects with very complex boundaries) at low rates.** There are significant RD losses, both because of the reduced compaction ability of SA-WT and because the coding cost of the segmentation map is not irrelevant. This is the only case, in our opinion, where the wavelet-based approach leaves space for further improvements, as the introduction of new tools explicitly thought to encode objects rather than signals with arbitrary support.

3. **Many small objects (or a few large objects with very active boundaries) at high rates.** Here, the losses due to the SA-WT and the side information become almost negligible, and the performance comes again very close to that of flat coding, making wavelet-based coding very competitive again.

This list accounts mainly for the losses, as performance gains are currently achievable only for some specific source, like multispectral (MS) images. In this case, SA approach have two potential sources of improvement: first, the segmentation map cost is shared by several images (the components of an MS image); second, adaptive spectral transforms can attain better compaction performances when carried off on homogeneous data, *i.e.* on objects. This approach is illustrated in the following section.

### 2.1.2 Object-based multispectral image compression

In this section we show our work about an efficient, region-based algorithm for the compression of multispectral (MS) remote-sensing images. An example of false color MS image is given in Fig. 2.2(a)-(b). As shown in the previous Section, this approach, with the multiple pieces of information required, may be inherently inefficient. The goal of this research is to show that, in the case of multispectral images and by carefully selecting the appropriate segmentation and coding tools, region-based compression can be also effective in a rate-distortion sense. To this end, we resort to the coding scheme shown in Fig. 2.1 using Bayesian image segmentation, class-adaptive Karhunen-Loève spectral transform and shape-adaptive wavelet spatial transform, which outperforms state-of-the-art and carefully tuned conventional techniques, such as JPEG-2000 multicomponent or SPIHT-based coders.

The details of the coding tools are given in the following.

**Segmentation.** In our application we have two requirements: on one hand, we want each region to be formed by pixels of the same type, so as to exhibit homogeneous statistics and increase the efficiency of subsequent encoding. On the other hand, we would like to segment the image in a small number of large regions, in order to have a simple map to encode, and to use shape-adaptive transforms on nice regular shapes. We resort to the algorithm developed in [48], based on a tree-structured Markov random field (TSMRF) model, which provides the segmentation maps with few, compact regions with regular boundaries. Possible residual isolated points and small fragments are eliminated by merging them with the dominant neighboring region. An example of resulting segmentation map (along with a false color representation of the associated MS image) is given in Fig. 2.2(c)-(d).

**Map coding.** Just as in the previous section, we resort to the efficient RAPP algorithm [118].

**Transforms.** In accordance with the different nature of spectral and spatial dependencies, we use a 1-d spectral transform first, and then a further 2-d (shape-adaptive) transform in the spatial domain. As for the spatial transform, we turn to the shape-adaptive wavelet transform (SA-WT) algorithm proposed by Li and Li [78]. For the spectral transform, several alternatives are possible. A promising candidate is the Karhunen-Loève transform (KLT) which, being data dependent, allows one to adapt the transform to the data to be encoded, but requires significant computation and calls for the transmission of some side information. However, KLT-based solutions fit much better the region-based approach and provide consistently superior RD performance.

There are at least three possible ways to use the KLT in this context: 1) use a single transform for the whole image; 2) use a different transform for each region; 3) use a different transform for each class. In the first case, KLT is used almost like a fixed transform, but for the fact that it is adapted to
2.1 Object-based image coding

Figure 2.2: Compression of multispectral images. Left: original MS images in false colors; middle: segmentation maps obtained by TSMRF; right: decoded images (0.3 and 0.6 bits per sample)

The image statistics. On the contrary, using a different KLT for each region is fully in the spirit of the region-based approach, since the transform is now adapted to the local statistics of the region, which might be markedly different from those of other regions. As a consequence one obtains a better energy compaction, but also a heavier computational burden and increased side information. The third option consists in using a single KLT matrix for all regions that belong to the same class (e.g., trees, water etc.), with an obvious advantage in terms of computation and side information, but also with a good adaptation to the local statistics. For the sake of completeness, we also considered WT as a possible spectral transform.

Region coding. As for the previous Section, we will consider here the shape-adaptive version of SPIHT proposed in [35], with the modifications needed to manage 3D trees of wavelet coefficients.

Rate allocation. We implement a post-compression resource allocation algorithm: we first compute the rate-distortion (RD) curve of each object by encoding it at high rate, and then deallocate resources progressively, acting each time on the object with the lowest RD slope so as to keep an approximate equi-slope condition while reaching the desired overall coding rate. An “object” may be a different set of transform coefficients, since in the spatial domain we can work with the whole image, or the elementary regions, and in the spectral domain we can work with the whole set of bands or with each single band individually.

Experimental results. We consider two test MS images: a Landsat TM image (6 bands, 512 × 512 pixels, 8 bits per sample) and an AVIRIS image (32 bands, 512 × 512 pixels, 16 bits per sample). A false-color version of them is shown in Fig. 2.2(a)-(b). For complete results we refer the reader to our paper [34]. Here we report rate-distortion performances of several algorithms (in Fig. 2.3). We observe that the best region-based algorithm, using class-based KLT, outperforms even the best flat algorithm (JPEG-2000 multicomponent), excluding very low rates because of the rate penalty coming of side information. The advantage of the proposed technique is even more evident when it comes to post-processing or visual quality – see Fig. 2.2(e)-(f). As shown in our paper, post-processing tasks such as classification have better performances on shape-adaptive compressed data than on flat-compressed data.
2.2 Adaptive wavelet basis for image compression

This work was carried out at TELECOM-ParisTech in collaboration with prof. Pesquet-Popescu and dr. Parrilli. It has been published in [2, 32, 104–106].

As previously observed, standard wavelet transforms do not completely fit to image representation, because they are very effective in representing smooth signals with pointwise discontinuities, but fail in representing discontinuities along regular curves, as image contours [49]. In the previous section, we illustrated in which condition shape-adaptive transforms may be used to effectively deal with this problem. Here we consider an alternative approach where the support of the signal is not changed (no segmentation is needed). On the contrary, different transform filters are used according to the local characteristics of the signal. This results into an adaptive lifting schemes (ALS) architecture.

One of the problem to be solved when using ALS for image compression is rate allocation among transform coefficients. This is not trivial, since ALS results into a non-isometric, non-separable, and even non-linear transform. In this section we show how this problem can be solved, i.e. how to estimate the quantization noise in the transform domain when ALS are used. Our approach consists in showing that ALS are equivalent to time-varying, linear filters, for which a normalization is possible, such that the transform-domain energy is equal to the signal energy at least for uncorrelated signals. The proposed method finds applications in image compression (allowing to reduce both MSE and perceptual distortion) and denoising.

Lifting schemes [47] can be used to build content-adaptive wavelet decompositions [42, 56, 88]. In particular, Heijmans, Piella and Pesquet-Popescu [70, 117] have proposed an adaptive update lifting scheme (AULS) using seminorms of local features of images in order to build a decision map \(d(k)\) that determines the lifting update step: for example, when the decision map highlights important features like contours or singularities, a weaker filter (or no filtering at all) can be used. On the other hand, the prediction step is fixed (see Fig. 2.4(a)). One of the most interesting features of this adaptive transform is that it does not require the transmission of side information, since the decision on the update step can be made with the information available at the synthesis stage.

We also consider the case of adaptive prediction lifting schemes (APLS) [82], whose scheme is shown
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Figure 2.5: Lena details decoded at 0.25 bpp. APLS (a,c) shows less artifacts than non-adaptive 9/7 wavelet (b,d): in the first row the mirror border is more regular; in the second less spurious structures appear in the hairs and near the nose.

in Fig. 2.4(b). We decided to analyze this class of filters because of its popularity and good performance. In order to guarantee perfect reconstruction (in absence of quantization) at the synthesis stage it is important that the decoder can reproduce all the encoder decisions. To obtain this goal without sending the side information \( d(k) \), the update stage is applied first and the decision is based on the approximation signal only, that is, the dotted line in Fig. 2.4(b) does not operate.

We note that, according to the value of the decision map at position \( k \), we use one out of a certain number \( D \) of linear update or prediction filters. Since the decision map depends at its turn on the input signal, the whole system is inherently non-linear. However, if we forget about the dependence of \( d(k) \) on \( x \) and just look at its dependency on index \( k \), we can see it as a linear, time-varying system. For such a system we can find a polyphase representation, and then, as shown in [128], the distortion \( D \) in the original domain is related to the distortion \( D_{ij} \) in the wavelet subband \( y_{ij} \) by the relation: \( D = \sum_{ij} w_{ij} D_{ij} \). Note that the subband \( y_{ij} \) is the \( j \)-channel of the \( i \)-th decomposition level. The terms \( w_{ij} \) are computed based on the reconstruction polyphase matrix of subband \( i, j \). In our work [104] we show how to compute the polyphase matrix for the general case of \( N \) levels, 2D AULS transform. As for the APLS case, the problem is quite similar, and just a bit more complex; the solution is provided in [106]. For both cases, we found a surprisingly simple result, at least for a single decomposition level: the term \( w_{ij} \) to be used for each subband is a weighted average of the norms of the \( D \) adaptive filters, and the weight of the \( n \)-th filter is the relative frequency of that filter in the decision map. For more decomposition levels we provide an algorithm for weight computation, but there is no simple interpretation.

**Experimental results.** A first set of experiments is performed in order to evaluate the ability of our algorithm to estimate the energy of an uncorrelated signal (as the quantization noise is commonly modeled to be) in the transform domain. Using the weights, the relative error in energy estimation is in the range 0.17 % ~ 1.15 % for the AULS and 0.14 % ~ 0.83 % for the APLS, while if one is not using the weights (which is the only way to go without our technique), the error ranges rather from 40 % to 94 %.

As a consequence, using the proposed weights in a rate allocation strategy allows to improve the RD performance of an ALS-based coding scheme of up to 3.2 dB for the AULS and of up to 1.0 dB for the APLS. In particular, the latter is improved to the point of having practically the same PSNR performance of the most-celebrated Daubechies 9/7 filters. Moreover, since the APLS is better suited to object contour representation, images encoded with it have higher values of perceptual metrics such as the weighted PSNR [92]. This is also visible in a decoded image, see Fig. 2.5.

**Other applications.** Our algorithm for weights computation can improve performances whenever one want to use ALS (with respect to the case where constant weights are applied). For example, we applied these weights to compute saliency masks in the transform domain [32], achieving an improvement of the objective perceptual quality measured by the SSIM [133]. Similarly, we implemented a simple denoising algorithm via soft-thresholding on APLS coefficients [2]: using weights allow to obtain PSNR gains up to 1 dB and SSIM gain up to 3 % with respect to the case where no weights were employed.
Distributed video coding

Distributed Video Coding (DVC) [67] is a new promising paradigm in video communication. It refers to the compression of multiple outputs of correlated sources which do not communicate with each other. The targeted applications are numerous, such as video compression on mobile devices, multi-sensor surveillance systems, and so on. Even though well known theoretical results [124, 137] indicate that distributed source coding has the same performance bound than joint coding, practical DVC scheme are still quite far from the performance of the most recent video standard.

However, recently there has been a huge effort to improve DVC. Most of the attention has been devoted to the problem of side information (SI) generation. In the most popular DVC architecture, introduced by Aaron et al. [1], the so-called key frames (KF) are compressed independently from all the other frames, using an “INTRA” coding technique (e.g., H.264 in INTRA mode). They are used at the decoder to generate an estimation of the other frames, called Wyner-Ziv frames (WZF). This estimation, referred to as side information (SI), is corrected by the parity bits from a suitable channel coder, produced by the encoder upon the decoder’s request.

We have been working on the problem of SI generation, since DVC performances strongly depend on the SI quality. The proposed solutions are illustrated by comparing them to one of the most popular DVC scheme, the one of the DISCOVER project [15], see Section 3.1. We considered approaches based on dense motion field generated with differential ME algorithms (Section 3.2), on high order trajectory interpolation (Section 3.3), on fusion of local and global motion information (Section 3.4). Applications of DVC to robust video coding and to interactive streaming are presented in Section 3.5 and 3.6. We conclude the Chapter by describing on-going work on DVC (Section 3.7).

3.1 Reference image interpolation scheme

In DISCOVER [15], the decoder produces an estimation of the current WZF, let it be \( I_k \), by using the adjacent KFs, let them be \( I_{k-1} \) and \( I_{k+1} \), as shown in Fig. 3.1. After a spatial smoothing of the two KFs, a block-matching ME is performed between them. The resulting motion vector field \( \mathbf{v}(\cdot) \) is split into a couple of fields \( \mathbf{v}_B(\cdot) \) and \( \mathbf{v}_F(\cdot) \) (pointing from \( k \) respectively to \( k-1 \) and \( k+1 \)). This step is called bidirectional motion estimation (or sometimes vector splitting). In order to illustrate it, let us consider a block of the WZF centered in pixel \( p \). The split is performed by looking for the motion trajectory passing closest to \( p \). If the trajectories are modeled as linear, a block centered in \( q \) at time \( k+1 \), is centered in \( q + \frac{1}{2} \mathbf{v}(q) \) at time \( k \). Then, we select \( q^* \) such that its position at time \( k \) is the nearest to \( p \), i.e.:

\[
q^*(p) = \arg \min_{q \in \mathcal{N}(p)} \left\| q + \frac{1}{2} \mathbf{v}(q) - p \right\|^2
\]

where \( \mathcal{N}(p) \) is the set of the block center positions near \( p \). The vectors \( \mathbf{v}_B \) and \( \mathbf{v}_F \) are defined as \( \mathbf{v}_B(p) = \frac{1}{2} \mathbf{v}(q^*(p)) \) and \( \mathbf{v}_F(p) = -\frac{1}{2} \mathbf{v}(q^*(p)) \). Next, the bidirectional motion refinement (BMR) is applied: let \( B^p_p \) be the block centered in \( p \), and belonging to the \( \ell \)-th frame; we look for the vector correction \( e \in W = \{-1,0,1\}^2 \) that gives the best matching between the blocks \( B^p_{\ell-1} + \mathbf{v}_B(p) + e \) and \( B^p_{\ell+1} + \mathbf{v}_F(p) - e \). BMR is applied a second time, reducing the block size and adapting the search area. Finally, the two motion vector fields are smoothed using a weighted median filter, and then used to compensate the previous and the next key frame. The resulting images are averaged to produce the SI. We observe that, even
3.2 Dense motion vector fields for DVC

This work was performed at TELECOM-ParisTech, in collaboration with prof. Pesquet-Popescu, dr. Miled and dr. Maugey. The results were published in [27,28,86,89].

In this section we show how to modify the motion estimation steps in the DISCOVER side information generation process using the Cafforio-Rocca algorithm (CRA, see also 1.2.1).

We propose two variants: in a first one, the CRA is used to modify the bidirectional motion estimation step, using as initialization the backward and forward MVFs produced within DISCOVER. In the second we apply a modified version of the CRA to the forward ME, taking into account the image edge information. Both techniques resulted in an improved side information, and in a reduced coding rate for the same quality. We also considered the case where the CRA is jointly used with total variation-based estimation algorithms. For the sake of brevity, we do not report here the results, and refer the reader to [86,89] for more details.

3.2.1 Using the CR on bidirectional MVFs

This new version of the CRA is used to refine the MVF $v_B$ and $v_F$ produced by the DISCOVER splitting step. There are two main differences with respect to the original CRA: first, the current image $I_k$ is not available, so we must use the error between $I_{k+1}$ and $I_{k-1}$; the second is that we perform a joint refinement of the two field. Our algorithm still consists in the initialization, validation and refinement steps, but they are modified to fit the new context; we also use a different scanning order: the DISCOVER blocks are scanned line-by-line, and within each block the pixels are scanned in raster order.

Initialization. If $p$ is the first pel in the block the initialization vectors $v_B^{(0)}(p)$ and $v_F^{(0)}(p)$ are those estimated for the current block by DISCOVER $v_B^{DISC}$ and $v_F^{DISC}$; otherwise, we use a weighted average of the left, up, and up-right neighboring vectors, with different weights if the neighbors are in the same block or not.

Validation. The validation step amounts to compute the motion compensated errors associated to $v_B^{(0)}$, to the null vector and to $v_B^{DISC}$, and to choose those with the least error. More precisely we compute the following quantities:

$$A = |I_{k+1}(p + v_B^{(0)}) - I_{k-1}(p + v_F^{(0)})|,$$
$$B = |I_{k+1}(p) - I_{k-1}(p)| + \gamma,$$
$$C = |I_{k+1}(p + v_B^{DISC}) - I_{k-1}(p + v_F^{DISC})|.$$  

If $A$ [resp. $B$, $C$] is the least quantity, we use $v_B^{(0)}$ [resp. the null vector, $v_B^{DISC}$] as validated vectors. Note that, like for the original CR algorithm, a threshold $\gamma$ is used to penalize the reset of the estimated vector. A high threshold causes less vector resets, producing more regular but maybe less accurate MVFs.

Refinement. In the last step, we refine the validated MVFs $v_B^{(1)}$ and $v_F^{(1)}$ by adding a correction ($\delta v_B$ and $\delta v_F$). The cost function $J_f$ depending on both refinements, is defined as the squared bidirectional
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motion-compensated error, with penalization on correction norms:

\[ J(\delta v_B, \delta v_F) = |I_{k+1}(p + v_B^{(1)} + \delta v_B) - I_{k-1}(p + v_F^{(1)} + \delta v_F)|^2 + \lambda_B\|\delta v_B\|^2 + \lambda_F\|\delta v_F\|^2 \]

We have been able to find an analytical solution to the problem of minimizing \( J \). We introduce the following short-hands for the motion-compensated error and gradients:

\[ \epsilon = I_{k+1}(p + v_B^{(1)}) - I_{k-1}(p + v_F^{(1)}) \quad \phi_B = \nabla I_{k+1}(p + v_B^{(1)}) \quad \phi_F = \nabla I_{k+1}(p + v_F^{(1)}) \]

Then, we can show that the optimal refinements (found by setting to zero the partial derivatives of the first-order approximation of \( J \)) are:

\[
\begin{align*}
\delta v_B^* &= \frac{-\epsilon \phi_B}{\lambda_B + \|\phi_B\|^2 + \frac{\lambda_F}{\lambda_B} \|\phi_B\|^2} \\
\delta v_F^* &= \frac{\epsilon \phi_F}{\lambda_F + \|\phi_F\|^2 + \frac{\lambda_B}{\lambda_F} \|\phi_B\|^2}.
\end{align*}
\]

Previous equations further simplify since usually \( \lambda_B = \lambda_F \), as discussed in the following. The resulting final formulas are formally very similar to those of the original algorithm, see Eq. (3.2).

**Experimental results.** We have performed preliminary experiments to determine the best value for parameters \( \gamma, \lambda_B \) and \( \lambda_F \), by maximizing the quality of the SI. Complete results can be found in [27]; here we report the main conclusions. We have found that the threshold \( \gamma \) should be greater or equal than 50, so we use this value for the following. Moreover the parameters \( \lambda_F \) and \( \lambda_B \) should have very close values (\( |\lambda_F - \lambda_B| < 0.1\lambda_B \)). As a consequence, in the following we take \( \lambda_F = \lambda_B \) and we drop the subscript. Finally, we look for the best value of \( \lambda \). We have computed the SI PSNR over the test sequences for several values of the parameter between 1000 and 15000. The average PSNR performance are quite consistent for \( \lambda \geq 5000 \), with a maximum around 7500, which has been used as value for \( \lambda \) in the following.

With these values of parameters, we have compared our algorithm with DISCOVER by running them over the same test sequences and using several QPs for the KF coding. We observe that the proposed method is able to improve the WZF quality, up to over 0.6 dB in the average and to over 2 dB on the single image. The best results have been obtained for the “foreman” sequence, characterized by a complex motion. The gain is still interesting for sequences with more regular motion. Smaller gains are obtained when the movement is irregular or very small. We observe as well that the gain is smaller at very low rates: severely quantized KFs provide a less reliable gradient information, and thus a worse estimation of \( \delta v_B^* \) and \( \delta v_F^* \).

In the last set of experiments, we used the new SI compute the end-to-end RD performance for QP=31, 34, 37, 40. This was compared with the RD performance over the test sequences of the reference DISCOVER coder, and the results are compared using the Bjontegaard [16] metric. The proposed method allows some interesting rate reductions (3.5% for “foreman” and 2.0% on the average).

### 3.2.2 The CRA at the beginning of the estimation process

In this section we apply the CRA to the forward motion estimation step of DISCOVER, see Fig. 3.1 refining the vectors \( v \). These vectors are used in the initialization step: if \( p \) is the first position in the block, the vector \( v^{(0)}(p) \) is initialized as \( v(p) \). Otherwise, we use a weighted average of neighbors.

**Validation.** We compute three motion-compensated errors: the one associated to \( v^{(0)}(p) \), the non-compensated error, and the error for \( v(p) \), and we choose the vector with the least absolute error. As in the original algorithm, the non-compensated error is increased by a threshold \( \gamma \) in order to reduce the reset frequency.

**Refinement** We propose the following cost function:

\[ J(\delta v) = |I_{k+1}(p) - I_{k-1}(p + v^{(1)} + \delta v)|^2 + \lambda \delta v^T D \delta v \]

Like in the original algorithm, the correction should minimize the prediction error, under the constraint of a regularization condition. We improve the regularization conditions using the Nagel-Enkelmann constraint [99], that allows larger corrections across object boundaries. This is possible since \( D \) is the diffusion matrix:

\[
D(\nabla I) = \frac{1}{|\nabla I|^2 + 2\sigma^2} \begin{bmatrix} \frac{\partial I}{\partial u} & \frac{\partial I}{\partial v} \\ -\frac{\partial I}{\partial v} & -\frac{\partial I}{\partial u} \end{bmatrix}^T + \sigma^2 I_2
\]
3.3 High order motion interpolation

This work was performed in collaboration with prof. Pesquet-Popescu and Dr. Petrazzuoli. The results were published in [110, 112, 113, 115].

As shown in Section 3.1, DISCOVER performs a linear trajectory interpolation for deducing the object position in the missing WZF. However, whenever the motion in the video deviates from this model the quality of SI is affected. So we propose to perform a \emph{higher order motion interpolation} (HOMI) of object positions. This SI generation method is described in Fig. 3.2. Let us consider a block of the current WZF centered on the pixel $p$. The DISCOVER algorithm provides us with the vectors $v_B(p)$ and $v_F(p)$. Let $B^p_{k-1}+v_B(p)$ and $B^p_{k+1}+v_F(p)$ be the corresponding block of pixels in the reference images. Now we want to refine the movement of this block by taking into account the images $I_{k-3}$ and $I_{k+3}$. Therefore, we start

\[ \delta v^* = \frac{-\epsilon D^{-1}\phi}{\lambda + \phi^T D^{-1}\phi} \]

**Experiments.** First, we have performed some experiments in order to tune the parameters $\lambda$, $\gamma$, and $\sigma$ of the proposed algorithm. We refer the reader to [28] for the complete results, and report only the conclusions: the best values are for the parameter $\lambda = 2000$, $\gamma = 20$ and $\sigma = 50$.

With these values for the parameters, we compute the SI on four test sequences. Its quality, measured as PSNR with respect to original WZF, is better than the one obtained by DISCOVER. We obtain higher gain when there is high, regular motion like in “mobile” and “city” (up to more than 1.1 dB). When the motion is less regular we have a bit smaller but still significant gain (up to about 0.5 dB for “foreman”). Finally, some gains are still obtained for the “head and shoulder” sequence “eric”, around 0.2 dB. The gain are slightly reduced for larger GOP sizes. We also compare this method with the one proposed in the previous section: the new method consistently outperforms the previous one (average improvement of 0.33 dB), suggesting that the earlier the CRA is introduced into the processing chain, the better the results are. Similar results are obtained for other GOP sizes.

Finally, we assess the impact of the new SI generation method in the complete DVC system comparing it to DISCOVER by the means of the Bjontegaard [16] metric at four QPs (31, 34, 37, 40). We observe an average rate reduction of more than 5.9 % for the sequences of the test set. These results validate the proposed method, and, along with those shown in the previous Section, confirm the intuition that differential ME methods can be profitably employed in the framework of DVC.
by looking for the position that the block $B^{p+v}_{k-1}(p)$ has in $I_{k-3}$, by using a regularized block-matching search: we look for the vector $\tilde{v}_B$ that minimizes:

$$J(\tilde{v}_B) = \sum_q \left[ B^{p+v}_{k-1}(p)(q) - B^{p+\tilde{v}}_{k-3}(q) \right]^2 + \lambda \| \tilde{v}_B - 3v_B \|$$  \hspace{1cm} (3.5)

The regularization term penalizes too large deviations from the linear model. Likewise, we can find the vector $\tilde{v}_F$ allowing to match the block $B^{p+\tilde{v}}_{k+1}(p)$ with another block in $I_{k+3}$.

The second step of the proposed method consists in interpolating the positions of the current block in the four images. In other words we interpolate a vector function with the values $p + \tilde{v}_B$, $p + v_B$, $p + v_F$ and $p + \tilde{v}_F$ respectively at instants $k-3$, $k-1$, $k+1$, $k+3$, in order to find its value at instant $k$, be it $\tilde{p}$. We use a piecewise cubic Hermite interpolation to find the position. As a consequence, the interpolated motion vectors are $v_B(p) + p - \tilde{p}$ and $v_F(p) + p - \tilde{p}$. These vectors are shown in dark red in Fig. 3.2.

The last step consists simply in choosing the interpolated trajectory passing closest to the block center and in assigning the associated vector to the position $p$, just as in DISCOVER. The difference is that the trajectory is interpolated using four points instead of two. The new vectors, shown in green, are:

$$\tilde{v}_B(p) = v_B(p) + p - \tilde{p}, \quad \tilde{v}_F(p) = v_F(p) + p - \tilde{p}. \hspace{1cm} (3.6)$$

**Experimental results.** We computed the SI with the HOMI method on several test sequences, and for various GOP sizes, see [113]. The proposed method allows good gains in side information quality, up to more than 0.5 dB. The corresponding Bjontegaard rate reductions range between 1.1% and 3.3%. We also notice that the highest gains are for a GOP size equal to 4. In fact, when KF are very close (GOP size = 2), linear interpolation is not very bad, so our gains are a little smaller, while when they are too far apart, any interpolation method would have a difficult task.

### 3.3.1 Variants of the HOMI algorithms

The complexity of the interpolation procedure described in the previous section can be reduced, because at the instant $k$, we have already estimated the MVF $v$ from the frame $I_{k-2}$ to the frame $I_{k-3}$ and the MVF $z$ from $I_{k-2}$ to $I_{k-1}$. The new procedure, called FastHOMI, consists in the following steps (see Fig. 3.3):

1. **Initialization.** - We estimate $v_B$ from $I_k$ to $I_{k-1}$ and $v_F$ from $I_k$ to $I_{k+1}$ using DISCOVER.
2. **Motion estimation from $I_{k+1}$ to $I_{k+3}$.** We perform a block matching motion estimation from $I_{k+1}$ to $I_{k+3}$ and we find the position $p + \tilde{v}_F$. 

![Figure 3.3: Fast HOMI for WZF estimation by exploiting the previous estimated MVF.](image-url)
3. **Motion estimation from** $I_{k-1}$ **to** $I_{k-2}$ **and from** $I_{k-2}$ **to** $I_{k-3}$. We search for the vector $z(q)$ that points in $I_{k-1}$ to the position closest to $p + v_B(p)$. Then, we estimate the intersection of the trajectory in the frame $I_{k-2}$ as the point $p + t$, with $t = v_B(p) - z(q)$. For the estimation of the intersection of the trajectory in $I_{k-3}$, we use the vector $v(q)$. The intersection point will be $p + v_B$, with $v_B(p) = t + v(q)$.

4. **Interpolation.** Finally, we interpolate a vector function with the five values $p + v_B$, $p + t$, $p + v_F(p)$ and $p + v_F(p)$ respectively, at the instants $k - 3$, $k - 2$, $k - 1$, $k + 1$ and $k + 3$, in order to find its value at the instant $k$, which will be denoted by $\tilde{p}$.

5. **Vector computation.** Given $\tilde{p}$, it is performed as in the previous section.

We observe that the complexity of FastHOMI is about the half of the original algorithm, but we expect slightly reduced SI quality.

We also designed an increased-complexity version of HOMI that is expected to have better performances. This new method simply doubles the MV density on the rows and on the columns, keeping the same block size for the matching. In other words, we use overlapping block matching. In order to tell apart the different methods, we use the following terminology: HOMI8 is the original version of the algorithm, since we have a vector for each $8 \times 8$-pixels block. HOMI4 is the overlapping version: we have four times as much vectors. Likewise for FastHOMI8 and FastHOMI4.

Now we can compare the different methods. We use the test sequences book arrival, ballet, jungle and breakdancer at a resolution of $384 \times 512$ pixels. We encoded the KFs with H.264/INTRA, using four QP values (31, 34, 37 and 40). For each of the four methods, we compute the SI PSNR difference (averaged along each sequence) with respect to DISCOVER. We refer the reader to [112] for the complete results. However we observe that in almost all cases, the quality of the side information is improved with respect to DISCOVER. The only exception is for GOP size equal to 8, when a good SI estimation is difficult, and all methods are almost equivalent. We observe that denser MVFs improve the SI quality for GOP size equal to 2, while they do not help in the case of long-term estimation. We ascribe this behavior to the difficulty of estimating images that are quite far from the references. Finally we observe that the fast versions of HOMI have fairly good performances, since the quality of the SI is almost unchanged in many cases, while the computational complexity is halved.

The last experiment consists in computing end-to-end performances of the proposed techniques when inserted into a complete DVC coder by using the the Bjontegaard metric [16]. The results (reported in [112]) are not surprising: the proposed methods are in general better than the reference DISCOVER, excepted for GOP size equal to 8, where they are practically equivalent. Moreover, even from the point of view of RD performances, denser MVFs are better than sparser ones, and the fast version of HOMI are nearly as effective as the original algorithms. We remark that globally, the best technique is HOMI4, which allows rate reductions up to 8% with respect to the reference.

As a final observation, we note that increasing the quality of the side information does not mean always an increasing of the RD performances. For example, the HOMI8 method has a better side information than DISCOVER for GOP size equal to 8, but worser RD performances. This confirms the intuition that the PSNR with respect to the original WZF is not necessarily an accurate method for evaluating the SI quality, even though for the moment is the most common, since in most cases the RD performances are well correlated to the side information PSNR. This observation is at the basis of a theoretical study, originating a submitted journal paper [84].

Other variants of HOMI were implemented. In [115] we improved the RD performance for long GOPs using SI refinement. In [110] HOMI was adapted to the distributed coding of MVD video (see Section 115). In both cases we remarked improved performance with respect to the state of the art.

### 3.4 SI generation by local and global ME

This was performed for the PhD thesis of A. Abou-Ei Allah, in collaboration with co-supervisors dr. Dufaux, dr. Farah and prof. Pesquet-Popescu. The results were published in [84, 71, 10].

In this section, we illustrate a method for enhancing the SI in transform-domain DVC. This solution consists in combining global and local SI at the decoder. The global motion parameters are computed at the encoder, while keeping a low complexity. For a given WZF, feature points of the original reference frames and of the original WZF are extracted by carrying out the Scale-Invariant Feature Transform (SIFT) [80] algorithm. Then, a matching between these feature points is applied. Next, we need to...
find the matches which belong to the global motion in the scene. We propose an efficient algorithm which consists in eliminating iteratively the false matches due to local motion, in order to estimate the parameters of a global motion model between the current WZF and the backward or forward reference frame. The parameters of the global model are sent to the decoder in order to generate a SI based on Global Motion Compensation (GMC), and referred to as GMC SI. On the other hand, another SI is estimated using the same motion-compensated temporal interpolation (MCTI) as in DISCOVER codec [15]. This a “local” method, since it is based on the matching of (small) blocks. Then, a fusion of GMC SI and MCTI SI is performed; it will be referred to as the First Fusion SI (FFSI).

In addition, we also propose to successively improve the fusion of GMC SI and MCTI SI, after the decoding of each DCT band. Starting with the FFSI, the decoder reconstructs a Partially Decoded Wyner-Ziv Frame (PDWZF) by correcting the FFSI with the parity bits of the first DCT band. Two variations are proposed to enhance the fusion. The first one consists in improving the fusion after decoding the first DCT band, using the decoded DC coefficients of the PDWZF. It is important to note here that this method is very efficient in terms of computational load. The second method consists in improving the FFSI using the PDWZF along with the backward and forward reference frames. This method consists in re-estimating the false motion vectors obtained by the MCTI technique, after the decoding of each DCT band. Finally, the fusion between GMC SI and MCTI SI is iterated after each improvement of the PDWZF.

The block diagram of our proposed codec architecture is depicted in Figure 3.4. The shaded (green) blocks correspond to the four new modules introduced here: SIFT feature points extraction, affine parameters matching, computation of GMC SI, and fusion of GMC SI and MCTI SI. At the encoder, global motion parameters are estimated between the current original WZF and the original reference frames. First, SIFT feature points are extracted from the original reference and WZ frames. Second, global motion parameters are derived from matched feature points. This slightly deviates from the DVC paradigm, where WZF are encoded independently from KF. However, only very light computation is required in order to perform these operation, so the proposed system can be seen as a DVC-like low-complexity video coding system. At the decoder, the MCTI SI generation is based on block matching between the decoded reference frames (using DISCOVER) while the GMC SI is estimated by applying the global parameters on the decoded reference frames. Afterwards, the fusion of the two SI is carried out in order to obtain the FFSI. This fusion is performed as follows: for each 4 × 4 block, we compute the motion-compensated errors associated to GMC and MCTI on the available key frames, and we pick the block corresponding to the smallest error. The resulting image is improved by a first partial decoding, consisting in correcting the DC subband of the SI using the corresponding parity bits. Finally, the partially decoded WZF is used to validate the estimated motion vectors from MCTI.

Experimental results. A first set of experiments was devoted to validate the fusion technique. We refer to reader to our paper [5] for complete results. However we show here some obtained SI images.
For example, in Fig. 3.5, we observe that MCTI (i.e., DISCOVER) provides better SI than GMC. However, combining both allows a further quality gain of more than 4 dB.

Rate-distortion performances measured with the Bjontegaard metric show large rate reductions for most of the test sequences. For example, we obtained 22% to 48% rate reduction for “stefan”, 14% to 37% for “bus”, 7% to 20% for “foreman”, and 1% to 22% for “coastguard”. Globally, the proposed system has consistently better performances than H.264/INTRA, and almost always even better than H.264/No-motion. Moreover, the performance gap between the proposed DVC scheme and H.264/INTER is significantly reduced.

### 3.5 Multiple description coding using DVC

This work was achieved in collaboration with prof. Pesquet-Popescu, dr. Greco and dr. Petrazzuoli. The results were published in [61,65].

Multiple Description Coding (MDC) is a framework that allows an improved immunity to losses on error prone channels, when no back channel is available or when retransmission delay is not tolerable [53]. Using MDC, robustness is traded off with coding efficiency in terms of compression ratio for a given quality. Given an input signal – image, audio, video, etc. – an MD coder produces a set of independently decodable, mutually refineable description of equal (or almost equal) rate and importance; each description provides low, yet acceptable, quality; as soon as any further description is received, the quality of the reconstruction increases, independently on which description it is [59]. The decoding system used when all descriptions are received is referred to as central decoder; the one used when any subset of the description is received is referred to as lateral decoder.

Several ways to achieve MDC have been explored. Here we consider a simple temporal channel splitting approach: the original sequence is split up into even and odd frames; each sub-sequence is then separately encoded with a video coder (e.g. H.264/MPEG-4 AVC) to produce the two descriptions. Lateral
decoding is performed decoding the received description with an H.264 decoder, then reconstructing
the missing frames via temporal interpolation; in our scheme, we shall use the DISCOVER \cite{15,67} or the
HOMI \cite{138} technique of temporal interpolation.

When both decoded descriptions are available, central decoding is performed as a block-wise convex
combination of the sub-sequences. For each frame, the relative weight \( \alpha \) of each block in the received
frame with respect to the corresponding block in the interpolated frame is computed at the encoder to
minimize the distortion between the block in the original frame and the convex combination; then the
sequence of \( \alpha \)'s is sent along with the descriptions as side information. A scheme of the central decoder
is shown in Figure 3.6. The idea of reusing information from the lower fidelity version of a frame in
central decoding by means of a convex combination has been originally proposed by Zhu et al. \cite{138};
however, in their work, the lower fidelity frame was a transmitted B frame of lower hierarchical level,
whereas we propose to use an interpolated frame generated at the decoder side.

Even though in theory the relative weight \( \alpha \) is a continuous variable, experimental results show
that quantizing \( \alpha \) on three bits – i.e., eight levels – introduces a negligible error on the reconstructed
sequence. We shall refer to the quantized version of \( \alpha \) with \( \tilde{\alpha} \). In order to reduce the bit-rate needed to
transmit the sequence of weights \( \tilde{\alpha} \), we adopt a context-based coding. We have found that there is some
statistical dependence between the values of \( \tilde{\alpha} \) and the quantity \( E \), defined as the MSE between received
blocks and interpolated blocks. This quantity measures the similarity between the two descriptions.
When they are very different, usually the received block is a better representation of the original one
than the interpolated block. Thus, the mass probability function of \( \tilde{\alpha} \) is more concentrated around 1.
Therefore, the context-based coding has a rate bounded by \( H(\tilde{\alpha}|E) \), and \( H(\tilde{\alpha}|E) < H(\tilde{\alpha}) \) because of
the dependency. However, since the number of possible contexts (i.e., of MSE values) is very high, we
risk to suffer from a context dilution problem, see Section 1.3. Given the relatively simple structure of the
quantizer, this can be achieved by the means of as simple algorithms as the gradient descent, and we do
not need more complex iterative techniques as the popular MCECQ \cite{134} or MINIMA \cite{23}.

Results We used version 17.0 of the H.264/MPEG-4 AVC reference software, JM \cite{69}, to encode the
sequences in our proposed scheme and in the scheme of Zhu et al. \cite{138}, which we took as reference.
For the complete set of results, we refer the reader to our paper \cite{61}. In the following we report some
comparison w.r.t. the reference scheme.

A set of eight QPs has been selected (namely 22, 25, 28, 31, 33, 36, 39, and 42) in order to compare
the RD performance of the two methods. According to the metric proposed by Bjontegaard \cite{16}, our
technique has an average gain of 1.80dB in Y-PSNR corresponding to a reduction of 25.84% rate at
low bitrates for central decoding. This improvement can be explained as the DISCOVER interpolation
technique provides a reconstruction of the missing frames better than the very coarse version provided by
the lowest level B-frames in the reference method. Also, even when such a coarse quantization is used, B-frames still need a certain bit-rate in order transmit motion vector, mode selection and so on.

It should be expected that the rate-distortion performance of a scheme based on temporal interpolation
highly depends on the motion content of the video sequence. We have performed tests for several
sequences with increasing motion content. It should be noticed that, whereas lateral decoding is severely
impaired for sequences with fast movement, central decoding is still more efficient than the reference,
since the low fidelity of lateral sequences is compensated with an appropriate value of \( \alpha \).

A performance comparison with the reference method as a function of the packet loss rate is illustrated in
Figure 3.7 (a). Packet losses are modeled as independent and identically distributed Bernoulli
random variables with success probability \( p \) equal to the loss rate. As expected, sequences with higher motion content are more affected by packet loss; however, our technique consistently outperforms the reference method by 0.5–1.5 dB. In Fig. 3.7(b), the two methods are compared over several bit-rates for a fixed packet loss rate of 10%, on sequence “foreman” (CIF, 30 fps). It can be seen how at low bit-rates our method outperforms even the lossless reference method.

Further improvements have been achieved introducing two modifications [65]: a rate-distortion optimized selection of weights \( \alpha \)'s; and the HOMI trajectory interpolation. This results into an average improvement of SI quality of 0.4 dB, and an average rate reduction of 5.4 % for the side decoders.

### 3.6 Interactive multiview streaming with DVC

This work has been carried out at TELECOM-ParisTech in collaboration with prof. Pesquet, dr. Dufaux and dr. Petrazzuoli. The results have been published in [109, 111].

As discussed in Section 1.5, multiple-views-plus-depth is emerging as the most relevant format for 3D video representation. Its huge redundancy have to be exploited in order to reduce the storage space on the server and the bandwidth used for transmission. These two requirements are equivalent in the context of non-interactive scenarios (like TV broadcasting), when all the video stored on the server will be sent to the user. For example, all the views are sent when MV D is used on a auto-stereoscopic display. On the contrary, the interactive multiview video streaming (IMVS) [39, 83] is a paradigm that enables the client to select interactively the view that he/she wants to display. Given this constraint, the server will send only the data needed to display the views according to the switch pattern decided by the user. However, the video is first encoded and stored in a server and afterwards it is sent to the clients. We would like to minimize both the storage space demanded by the compressed video and the bandwidth needed to interactively send the requested view to the user. These requirements are conflicting in the case of IMVS which makes the problem challenging.

In particular, let us consider a client switching from the view \( v_1 \) to \( v_2 \). The images of \( v_2 \) cannot be encoded using previous images from the same view, since the decoder will not have them. Therefore, two contrasting approaches emerges: on the one hand, we could reduce the bandwidth requirement if for any view, any image is coded \( N \) times, using any other views as reference. In this case the storage requirement is multiplied by a factor \( N \) (since at the encoding time we do not know which view the user will choose at any time), but the required bandwidth is minimized. This approach is called **Redundant P-frames**. On the other hand, we could encode each image only once but as an Intra frame, thus reducing the storage space. However in this case the bandwidth requirements are more demanding. This approach is called **I-frames** [39].

An alternative approach exploits principles coming from DVC. When a user switches to a novel view,
the next image to be displayed can either be a KF or a WZF. In the first case, it is decoded as usual; in the second one, we do not change the encoded representation of the frame stored on the server, i.e. the parity bits of the frame. This is interesting, since on one hand we improve the storage cost (only one version of any view is stored on the server), and on the other hand we do not send I-frames but only WZFs, which in theory could require as few bits as a P-frame, while in practice have an intermediate coding rate between I’s and P’s [58]. Cheung et al. [39] proposed to insert the Wyner-Ziv Frames, used as M-Frames (Merge Frames), in the video stream, but they are interested in the case of multiview video coding without the depth information.

To the best of our knowledge, only a few papers deal with IMVS in MVD with the constraint of ensuring that the video playback is not interrupted during switching. In this work, we analyze and propose effective switching strategies for IMVD in MVD.

For the sake of simplicity, we consider the case where we have two Z-cameras, there is a KF out of N images, and the KFs on the two views are shifted by half a GOP. We have to choose what information is send to the decoder when the user makes a switch between two views, and how this is used. We propose six different techniques, exploiting DIBR and DVC. In order to describe the proposed methods, we introduce the following notation. We call \( m \) the instant of the switch, and \( k \) the instant when the GOP of frame \( m \) begins in view 2: in other words the previous KF for the target view happens to be in \( k \). Because of the periodical GOP structure, we have to consider only the cases \( m = k, k + 1, k + 2, \ldots k + N - 1 \). Moreover, we call \( J_n \) the reconstructed image for the second view used for creating the side information. This image will not necessary be displayed, but will be used, together with the KF \( k + N \) that will always be sent, to produce the estimation for the WZF of the current GOP in the target view. We call this image the reference image. Finally we denote by \( \tilde{I}_n \) the estimation of the target view at time \( n \) obtained by only using depth-aided DIBR on the first view, and with \( \hat{I}_n \) an improved version of this image, obtained by using the parity bits of the second view image to correct \( \tilde{I}_n \). The introduced notation is summarized in Table 3.1 for ease of reading.

Now we can conceive several methods for IMVS using DIBR. They are shown in Fig. 3.8 for \( N = 4 \) and \( m = k + 2 \), but this can be easily generalized to any \( N \) and \( m \). A first one, that we call Advance DIBR (A-DIBR) consists in computing \( J_{m-1} \) at the decoder by using DIBR on the last received image from the first view. A variation of this method, that we can use only when \( m \neq k + 1 \) consists in additionally sending parity bits in order to improve the reference image: \( J_{m-1} = \hat{I}_{m-1} \). This second method is

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>switching time: user wants view 1 up to ( m - 1 ) and then view 2</td>
</tr>
<tr>
<td>( k )</td>
<td>time of the KF of the GOP affected by the switch on view 2; ( k \leq m )</td>
</tr>
<tr>
<td>( N )</td>
<td>GOP size; for simplicity we only consider the case ( N = 4 )</td>
</tr>
<tr>
<td>( J_n )</td>
<td>decoded frame for the first view at instant ( n )</td>
</tr>
<tr>
<td>( \hat{I}_n )</td>
<td>an estimated frame of the target view, taken at time ( n ) and used as reference for motion interpolation for the remaining WZFs of the GOP</td>
</tr>
<tr>
<td>( \tilde{I}_n )</td>
<td>estimation of the second view at time ( n ) obtained by depth-aided DIBR on ( I_n )</td>
</tr>
</tbody>
</table>

Figure 3.8: Strategies for IMVS with \( N = 4 \) and \( m = k + 2 \): (a) A-DIBR; (b) A-DIBRc; (c) I-DIBR; (d) I-DIBRC; (e) GOPp; (f) noDIBR. The KFs are in red and the WZFs in blue. The frames with green background are displayed. The filled frames are sent by the video server to the user. The black arrow shows that DIBR is applied.
not necessarily better than the first one, since the higher reference quality is traded-off with a higher coding rate. We call this method Advance DIBR + correction (A-DIBRc). Another couple of methods is obtained if we perform DIBR at switch time instead of the previous instant. The resulting methods are called respectively Immediate DIBR (I-DIBR) and Immediate DIBR + correction (I-DIBRc). We can also think about preserving the GOP decoding structure in the second view. If we compute the previous KF on the GOP of the target view by DIBR, then we can use it to perform image interpolation in the GOP. In this case we just need to compute \( \tilde{I}_k \) as \( \tilde{I}_k \). We call this method GOP preserving with DIBR (GOPp). The last method does not use DIBR, and consists in directly sending the key frame of the current GOP for the target view. With respect to the GOPp method, it demands more rate but provides a better representation of the reference frame. It is called GOP preserving without DIBR (noDIBR).

**Results.** We refer the reader to our paper [109] for complete results. As a summary, we report here some interesting findings. On the average, the best method is A-DIBRc, achieving an average bit-rate reduction up to 13% w.r.t. a solution that does not employ DIBR. However, according to the position of the switching point within the GOP, the performance of the methods change, and some of them become equivalent, while some other are not available. For example, for \( m = k \) the best solution is noDIBR, which was expected: when the switching point coincides with a KF, the best is to send it directly. For \( m = k + 1 \) the best solution is A-DIBR/GOPp (The two methods coincide). For \( m = k + 2 \) the best solution is I-DIBRc: in this case A-DIBR is less effective because the reference frame is farther apart. For \( m = k + 3 \) the most effective method is A-DIBRc because it demands the smallest number of non-displayed frames. We observe that, when parity bits are available, it is always better to send them since the quality of the frame \( I_n \) used for creating the side information for the rest of the GOP is improved.

As a last test, we consider an adaptive method that uses the best strategy as a function of the switching point. We can obtain improved performances with respect to a given fixed strategy: from 1% rate reduction with respect to A-DIBRc up to 6% with respect to I-DIBRc.

### 3.7 On-going work on DVC

We are currently finalizing several studies on DVC-related topics. A summary of this on-going activity is given here.

1. We are working in the context of multi-view SI generation, using occlusion estimation and avoidance, adaptive fusion and validation methods. First results show improvements with respect to the state of the art. A journal paper has been submitted to the EURASIP Journal of Advances in Signal Processing [114] and is currently in the second review round.
2. We are developing a system for DVC of MVD video, with a new paradigm based on geometrical projection and rate allocation; a journal paper is in preparation.
4. Finally, a journal paper on SI quality assessment [84] has just been accepted for publication in IEEE Transactions on Circuits and Systems for Video Technology.
Robust video distribution using cooperative networking and network coding

In this chapter we consider the problem of robust video delivery over unreliable networks. A first contribution is the ABCD protocol (Section 4.1), which allows the efficient construction of an overlay network over a mobile ad-hoc network (MANET), exploiting the inherent broadcast nature of the medium. The performance of this protocol are improved when we take into account the congestion/distortion trade-off for real-time applications (Section 4.2). In the last part of the Chapter (Section 4.3), we illustrate our contributions based on the network coding (NC) paradigm.

### 4.1 The ABCD protocol

This work was achieved within the PhD thesis of C. Greco, and published in [60, 62].

Video delivery on MANETs is a difficult problem because of the unreliable and time-varying nature of the underlying network. A popular solution consists in using multiple description coding on multiple paths, hoping that at each instant at least one description is available to the nodes. Building these paths (the so-called overlay network) in an efficient and resilient way is one of the most important challenges to achieve operational video delivery on these networks.

The ABCD protocol [60,62] was introduced to enable the construction of an overlay network composed of \( N \) multicast trees, one for each description. We consider a multitude of cooperative mobile nodes connected by wireless links in a mesh topology, which can connect and disconnect abruptly. The application aims to deliver a video stream to the nodes thanks to the building of an overlay that is efficient and robust. Efficient here means that the stream is delivered to all nodes with the minimum use of resources; robust, that the overlay is not severely affected by burst packet losses, due to collisions, node mobility, or abrupt disconnection of nodes. Each node aims to receive as many descriptions as possible, in order to maximize its video quality. Building and maintaining an overlay network inevitably requires that a number of packets is exchanged; in order to reduce this number, nodes have to be able to gather information without making explicit requests and to infer as much information as possible from any packet they receive.

We exploit the fact that the wireless medium is inherently broadcast, and thus each node can intercept any packet sent within its transmission area as long as it does not collide. However, using the wireless channel as a broadcast medium conflicts with the fact that the 802.11 MAC layer was mainly designed for one-to-one communications, while its one-to-many communication is known to be unreliable and inefficient [127]. To overcome this difficulty, we provided ABCD with an application-driven reliable broadcast [51]. In particular, even though packets are sent in broadcast, we do enforce an RTS/CTS/ACK exchange with one neighbor, specified by the protocol accordingly with the application logic, and referred to as control peer. The choice of the control peer is implemented as a biased random choice. Even though this technique cannot entirely prevent collisions, experimental evidence suggests that it reduces this phenomenon to the point of being negligible in our simulations. Such a reduction of the collision probability allows the protocol to perform better than the standard 802.11 in the trade-off between rate and diffusion area.

This trade-off is typical of self-limiting multi-hop broadcast in wireless networks [52], where a greater number of retransmissions increments the spread of the content (diffusion area), but reduces its throughput (rate) because of the limited channel capacity. Our improvement comes at the price of an increased...
congestion, as the channel reservation has an overhead in terms of the time needed to transmit a packet; it is therefore advisable to use this technique when in the network only a small subset of nodes is transmitting at the same time, even if they send with a high bit-rate.

Once a reliable channel for broadcasting is available, the protocol design is very intuitive. The video source sends an advertisement message, and its neighbors reply with an attachment message for each description. Attachment messages are interpreted as a subscription to the description, so as soon as the stream has at least one subscriber, the source starts broadcasting the video packets for that description. We define a node active on a description when it is transmitting that description. Conversely, we say that a stream has at least one subscriber, the source starts broadcasting the video packets for that description. Attachment messages are interpreted as a subscription to the description, so as soon as the source sends an advertisement message, and its neighbors reply with an attachment message for each of the candidate parent, the node will now advertise the description within their neighborhood, generating other subscriptions; this process is reiterated, independently on each description, until all nodes have one parent per description. A node can have a different parent for each description; the overlay is thus formed of the superposition of $N$ different trees. In conclusion, a node becomes aware of a path to the video resource as it intercepts an attachment message. Quite often, it actually intercepts attachments from multiple peers, and has to decide which peer provides the best path. Even if the node already has a parent, it could become aware of a better path, created by the connection of a peer or the mobility. Therefore, nodes need a metric for selecting the best path. To this end, we designed a metric that takes into account the above discussed objectives. Each node minimizes, over all candidate parents the following metric:

$$J = \omega_i h + \omega_a a + \omega_d d - \omega_g g - \omega_q q,$$

where $h$ is the number of hops to the source, $a$ is the number of active peers in the node’s neighborhood, $d$ is the number of descriptions, other than the current one, for which the node is already subscribed to the candidate parent, $g$ is the number of peers subscribed to the same candidate parent, $q$ is the average signal-to-noise ratio of the link to its parent, and the $\omega$ values are a set of positive real weights, chosen experimentally so that the average PSNR of the video sequences decoded by the nodes is maximized. Experiments show that these weights need not to be adjusted at run-time, as the optimization is quite robust with respect to their choice.

Hop count minimization should always be preferred over all other parameters in the function, since it assures that the overlay graph is acyclic (i.e., a proper tree). Also, it is beneficial to the minimization of the end-to-end delay. As a result, in an overlay generated by ABCD, a node cannot have, in a steady state, a peer in its neighborhood whose hop-count is smaller than that of its current parent, since in that case it would simply switch parent in order to prevent loops. The number of active nodes per neighborhood is also minimized, for two reasons: reducing the number of packets injected in the network, hence the congestion, and reducing the total amount of resources demanded to the nodes, which pay an energy cost to relay a description. The protocol also aims, by minimizing $\omega_d$, to ensure path diversity among the descriptions, which is advisable for both fairness and robustness. We also note that the term $-\omega_g g$ implies that the nodes try to maximize the number of peers subscribed to their same parent (siblings), in order to concentrate subscriptions on fewer active nodes, making deactivation more frequent. As a result, the overlay trees generated by ABCD tend to be short and wide, and the number of active nodes tends to be small. This allows to mitigate the collision problem in the ABCD protocol.

However we implemented a number of other techniques in order to reduce the collision probability. In order to make it unlikely that two (or more) active siblings rely a video packet at the same time, we used a random assessment delay (RAD, [61]). To reduce the collision probability among video packets belonging to different descriptions, the source relay them as temporally far apart as possible.

We have extensively tested ABCD using a simulation environment (ns2) which models the 802.11 MAC/PHY layers under several conditions of node density, number of nodes, and stream bit-rate [60]. Also, two different mobility models have been experimented: Random Way-point and Reference Point Group Mobility [65]. The protocol has proven to be able to ensure that 100% of the nodes receive almost all frames of all descriptions for a node density up to 20 nodes per neighborhood, which is three times as high as the optimal density (in the sense of the trade-off between the number of hops to reach a...
destination and the collisions occurring at each node) [119]. The average delay is kept in the order of the hundreds of milliseconds as the topology is slowly changing, but the maximum delay can have much higher peaks if the topology is changing quickly, e.g., a flash-crowd or a high mobility happens. We refer the reader to our papers [60, 62, 65] for full experimental results.

### 4.2 Congestion-distortion optimization

This work was achieved within the PhD thesis of C. Greco, and published in [63].

In most scenarios, ABCD performs well in terms of availability, robustness, scalability, and presents a low and stable latency. However, in large dense networks it is not able to abide by a stringent low-delay requirement. This is a common problem in the context of video streaming over MANETs, due to the fact that, even under optimal assignment of transmission ranges and traffic patterns, the throughput of each node in a wireless network diminishes to zero as the number of users is increased [68].

In this Section, we illustrate a congestion control framework for real-time multiple description video multicast over wireless ad-hoc networks, in the hypothesis of cooperative nodes. This framework includes models for congestion and distortion that take into account both the video stream coding structure and the unavoidable redundancy of the overlay network; it also provides the MAC layer with video-coding awareness, and thus makes possible to perform a Lagrangian optimization of congestion and distortion. This framework can be integrated into any tree-based video streaming protocol for MANETs to improve its performance; we show here that, if integrated into the ABCD protocol, it attains a significant reduction of both average (over time and nodes) and maximum end-to-end delay, maintaining a delivery rate close to 100%. The proposed protocol adjusts its parameters on-the-fly, and is based on a distributed estimation of both the network topology, in order to capture the multiple paths that a video packet may follow, and the channel conditions, in order to estimate the effects on end-to-end delay. This information is propagated in an efficient and compact way through the network, leading to significant improvements in terms of both delay and objective video quality, as demonstrated by the simulations.

**The Congestion Distortion problem.** When node density is very high or a sudden change in topology occurs, ABCD and, to a greater extent, generic-purpose protocols show that the average delay may become so high that some video frames are received beyond their playback deadline; in the following we shall assume that the maximum accepted delay from the video source to the end user is in the order of one hundred milliseconds, and the total bit-rate of the stream is in the order of a few megabits per second.

To reduce the delay in ABCD, we introduce a Congestion/Distortion Optimization (CoDiO) criterion in the per-hop forwarding of the protocol; namely, we adjust the retry limit to be passed to the RTS/CTS mechanism of the MAC, in a Co-Di optimized fashion. CoDiO is an approach already proven viable in the design of cross-layer protocols for video streaming on MANETS [121]. We start from the observation that the congestion/distortion trade-off can be adjusted by tuning the retry limit \( k \) in the RTS/CTS mechanism. Small values of \( k \) would reduce the congestion, since less requests are sent to try and obtain the channel, but the expected distortion would increase, as it would increase the probability of not obtaining the channel and being unable to send the current packet. On the other hand, higher values of \( k \) would lower the expected distortion, since the probability of sending the packet is higher, but would also imply a higher congestion due to the channel occupation. We end up with a multi-objective minimization problem; specifically, for each video packet, we want to find the optimal value \( k^* \) for the retry limit, defined as:

\[
k^* = \arg \min_{k \in \mathbb{N}} \{ D(k) + \lambda C(k) \},
\]

where \( D(k) \) is the expected total distortion over a set of frames depending on the current packet (i.e., contained in the packet or predicted upon it), for all the nodes in the sub-tree rooted in the current node, and \( C(k) \) the expected congestion of the channel seen by the current node, both resulting from the retry limit \( k \) for the current packet. The multiplier \( \lambda \) has been determined experimentally to minimize the distortion for a given delay constraint.

While the congestion model can be computed locally without need to propagate information through the overlay, since it depends on the channel that the nodes can observe directly, the distortion model offers several challenges. A missing packet affects in general several frames of the decoded video sequence; moreover, the effects are in general different for each node, depending on its reception of the
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Figure 4.1: Histogram of frame delay. The vertical bar marks the maximum delay for frame decoding in the case of conversational pattern.

same packet from another path and of the complementary description. Finally, the effects of a loss propagate along the multicast tree, while a node can only communicate with its direct neighbors. Our main contribution amounts to a reliable and fast estimation of these quantities, performed in a distributed and adaptive fashion in the network.

Distortion model. The distortion resulting from any single decision is modeled by splitting the descendants of a node $n$ in four categories, according to the effect of its decision on their distortion (for simplicity, we consider in the following the case where only 2 description, $d_0$ and $d_1$ are used in the MDC system). If node $n$ stops sending description $d_0$, each node in the sub-tree rooted in $n$ belongs to one of the following sets:

- $S_c$, nodes able to receive both descriptions even if node $n$ stops sending $d_0$;
- $S_0$, nodes able to receive only $d_0$ if node $n$ stops sending $d_0$;
- $S_1$, nodes able to receive only $d_1$ if node $n$ stops sending on $d_0$;
- $S_f$, nodes unable to receive either description if node $n$ stops sending on $d_0$.

Using these groups, the estimation of the effect of the decision on the total distortion becomes easier. In particular in our paper we show how to estimate the group sizes efficiently and reliably, using the concept of available alternative path. Moreover the proposed technique gathers local information that is refined during its propagation in the network. As a result, errors do not propagate but rather they tend to be corrected during the process. Other contributions of our paper include a dynamic delivery ratio estimation and a locally adaptive congestion estimation.

Results. Here we present the results of the performance tests of the proposed CoDiO extension of the ABCD protocol in comparison with the conventional ABCD implementation (described in Sec. 4.1). A set of nine video sequences (CIF at 30 fps), concatenated and then looped to match the total simulation time of 300 s, has been encoded in multiple descriptions using our MDC technique (see Section 3.5), with a coding rate of about 1.8 Mbps, resulting in an average PSNR of 39.94 dB for central decoding and 35.20 dB for side decoding.

The MANET has been simulated using the ns2 discrete event simulator [103]. The Lagrangian multiplier in the minimization problem [42] has been found experimentally, by maximizing the average quality (in terms of PSNR) of the decoded sequences, to have a value of $\lambda = 1.4$. In the experiments, we compared ABCD and ABCD+CoDiO in a network with 100 nodes and a density of 40 nodes per neighborhood. This is an extremely high density, chosen in order to appreciate the capability of the proposed framework to deal with very harsh conditions of the network. In Fig. 4.2, we compare the histogram of the frame delay for the two versions of the protocol, collected from all the nodes in the simulation. Note that any frame with a delay higher than 100 ms is dropped. We observe that, in the reference version, more than one half of the frames are too late to be decoded (55%), while in the proposed version, only a light tail of the histogram (2.7%) crosses the deadline. The video quality is also improved, since the reference technique uses central decoding for 73% of frames and side decoding for 19%, while the proposed technique uses central decoding 94% of frames and side decoding for 5% (concealment is used for the remaining frames). With the proposed MDC technique, this is translated into an increase of the
average PSNR per node of 1.5 dB. Moreover, with the new protocol all nodes achieve a very high quality: even though some frames are decoded with a relatively small PSNR, this hardly happens repeatedly to the same nodes. In summary, we find a significant gain both in terms of PSNR and in average end-to-end delay, while the delivery rate is kept close to 100%, making the technique suited for conversational video applications over MANETs. These results have been obtained in experimental conditions of high bit-rate, high density, and large number of nodes, i.e., conditions prone to generate a severe congestion on the channel; also, a stringent constraint on delay has been imposed. Tests have been performed in less harsh scenario as well, but – even though the proposed technique is never out-performed by the reference technique – the gain is less significant in situations where congestion is less relevant (because a longer delay is accepted) or less likely to occur (because the node density and the bit-rates are small); this depends on the fact that this framework is designed for congested networks, and is unnecessary in more tolerant and less crowded networks.

4.3 Network coding

This work was carried out for the PhD of I. Nemoianu, in collaboration with prof. Pesquet-Popescu, prof. Castella and dr. Greco. The results were published in [64, 100–102]. A journal paper is also in preparation.

Network Coding (NC) [12] has recently been investigated as an alternative to classical routing for multicast streaming. Using NC, a multi-hop communication is relayed at intermediate nodes by sending combinations of the received messages, rather than mere copies. An interesting application of NC is to grant partial loss immunity to data streams in unreliable wireless networks [75]. Using Random Linear Network Coding (RLNC) [71], a technique in which nodes send random linear combinations of their received packets, with coefficients taken from a finite field of proper size, the communication can be routed in unreliable networks with dynamically varying connections with no need for node coordination. A practical implementation of RLNC [41], called practical network coding (PNC), can be achieved segmenting the data into groups of packets called generations and combining only packets belonging to the same generation. All packets in a generation are jointly decoded as soon as enough linearly independent combinations have been received, by means of simple linear system solving. Since the coefficients are taken from a finite field, perfect reconstruction is assured regardless of the precision of the implementation. Recently [126], it has also been proposed to apply NC to video content delivery, dividing the video stream into layers of priority and providing unequal error protection for the different layers via PNC. Layered coding requires that all users receive at least the base layer, hence all received packets must be stored in a buffer until a sufficient number of independent combinations are received, which introduces a decoding delay that is often unacceptable in real-time streaming applications. There exist several techniques aimed to reduce the decoding delay, proposed by both the NC and the video coding communities.

From a network coding perspective, a viable solution is to use Expanding Window Network Coding (EWNC) [132]. The key idea of EWNC is to increase the size of the coding window (i.e., the set of packets in the generation that may appear in combination vectors) for each new packet. Using Gaussian elimination at the receiver side, this method provides instant decodability of packets. Thanks to this property EWNC is preferable over PNC in streaming applications. Even though PNC could achieve almost instant decodability using a small generation size, this would be ineffective in a wireless network, where a receiver could be surrounded by a large number of senders, and if the size of the generation is smaller than the number of senders, some combinations will necessarily be linearly dependent. On the other hand, EWNC automatically adapts the coding window size allowing early decodability, and innovation (i.e., linear independence) can be achieved if the senders include the packets in the coding window in a different order. However, these orders should take into account the RD properties of the video stream.

NC and MDC. Another possibility is to employ NC jointly with multiple description coding. In a first contribution, appeared in [100], we formulate the problem of broadcasting a video stream encoded in multiple descriptions on an ad-hoc network in terms of finding an optimal set of combination coefficients. Then, we introduce an objective function that takes into account the effect that decoding a given number of descriptions has on the total distortion. This framework has been integrated with the ABCD protocol that provides both an acyclic overlay network and knowledge of the neighbors’ state. We have compared the performance of this technique with the well-known random linear coding technique. We
observe that the limitations of the generation size to the number of descriptions, imposed by the delay constraints, severely affect the performance of the reference technique, which as a result is consistently outperformed by the proposed approach. More precisely, the proposed technique performs on average about 2 dB better than RLNC. We refer the reader to [100] for more results.

In a second contribution, appeared in [64], we propose to jointly use EWNC and video MDC, in order to provide a robust video delivery over an unreliable wireless network, without any need for centralized control or feedback channel. To this end, we design a Rate-Distortion Optimized scheduling algorithm that, at each sending opportunity, selects which video packet has to be added to the coding window in such a way as to maximize the expected video quality perceived by the receiver. Since the wireless medium is inherently broadcast, we want to exploit the possibility of the receiver being exposed to multiple senders. In other words, we assure that the senders transmit innovative coding vectors even though they do not coordinate their actions. Introducing this optimized scheduling strategy allows to reach a good quality for the received video with much less transmission rounds than the reference scheduling strategy (see [64]).

**NC and multi-view video coding.** Similar ideas have been employed for multi-view video coding [101]. We consider again EWNC over wireless networks, but we aim at the robust delivery of multi-view video. Again, we design a Rate-Distortion Optimized, based on the known dependencies among data units in a multi-view video stream. We introduce the concept of clusters of video frames. A cluster of frames is made up of frames that affects similarly the total rate and distortion of the multi-view video. For example, the frames that are the first of a GOP in a non-base view, affect similarly the remainder of the view, so they are typically in the same cluster. The scheduling among clusters is the same for all the node; however, in order to achieve the needed degree of randomness without deviating too much from the optimal scheduling, each node select randomly the order within a cluster.

In our simulations, the proposed approach has proven to be able to deliver an acceptable video quality to the receiver in a shorter number of rounds than the reference techniques. As an example, in Fig. 4.2 we report a comparison with the reference technique. We observe that, thanks to the variety in the scheduling, our technique is able to reduce the number of linearly dependent coding vectors, and is therefore able to provide a better video quality (in terms of Y-PSNR) in fewer rounds.

**Using blind source separation to improve NC.** In practical Network Coding approaches, the random coefficients for packet combinations must be added to the packet as headers [111], incurring an overhead that can be prohibitive if the maximum packet size is small. One could resort to a blind source separation (BSS) approach to find these coefficients without sending them. BSS [36, 43] consists in recovering a set of source signals $S$ from a set of mixed signals $X = f(S)$, also referred to as observations, without knowing the sources themselves nor the mixing process parameters. In this framework, the observations are the received packet, and the source signals are the original packets. Our main idea is to increase the discriminating power of the algorithm by pre-processing the sources with an error detecting code. The code should be such that the probability of a mixture belonging to the code is small. Also, the code cannot be linear, otherwise mixtures would always belong to it; we therefore consider only non-linear codes. A simple example of non-linear code is the odd-parity bit-code, that is obtained by inverting the parity-bit of the packet. This very simple approach, coupled with a minimum-entropy search, allow very good demixing performances: the failure rate (i.e. the rate of unsuccessful demixing) is reduced to less than the half with respect to a reference technique without the odd-parity bit. We refer the reader to our work [102] for more complete results. Future works are devoted to even more efficient demixing using more complex codes than the simple odd-parity bit.

---

**Figure 4.2:** Comparison of the average Y-PSNR of the decoded sequences, for $M = 2$ sources and packet loss probability $p = 5\%$ (left) and $p = 15\%$ (right).
Conclusions and perspectives

In this manuscript, the main research results obtained since the achievement of the PhD degree have been resumed. Some very general conclusion can be drawn at this point. A first one is about the importance of the signal model when designing a compression algorithm. The more the model fits the underlying signal characteristics, the more the encoding algorithm is potentially effective. Of course, finding a good model is the most difficult part of the problem. Our results showed that one can obtain improvements in video coding if motion is correctly represented. For the emerging framework of 3D video, taking into account inter-inter and inter-component redundancy appears to be equally very important. As for image compression, even though intuition tells us that object-based compression has potential advantages over “flat” compression, an extensive analysis of the problem revealed that the losses related to the irregular shape or to the adaptive filters can easily surpass the gains, unless particular class of images are considered.

As far as the robust representation is concerned, once again motion modeling has proven to be one of the key challenges in DVC and in MDC. New streaming protocols as ABCD can be improved if they are designed keeping in mind the target application i.e. the transport of video information: here, a model of distortion and congestion propagation becomes of primary importance.

Building on the achieved results, new perspective for upcoming research are opened. In particular, it is envisaged to keep working on compression, considering the new challenges related to 3D video: compression efficiency, new forms of interactivity, robustness with respect to the loss of information unreliable channels. The goal is an interactive, immersive and proactive communication; once again, the key tools are the mathematical models able to capture the true nature of this type of data.

**Immersive Communication: Compression of 3D video.** This research theme focuses on the compression of multi-view video with depth information. It is an extremely redundant format: in addition to the usual spatial and temporal correlation, there is correlation between the different views, and between each image and its depth map. New compression techniques are then possible: a first approach consists in providing innovative rate-distortion models; another could be the representation of object contours in depth maps with advanced mathematical models such as the elastic curves. In the medium and long term, new formats of representation will be considered, such as holoscopic or holographic formats.

**Interactive Communication: IMVS.** One of the most interesting applications of MVD is the interactive multiview streaming (IMVS). The problem of IMVS is very recent, and very few solutions exist for the MVD case. We intend to continue the exploration of the DVC-based approach, and at the same time, consider the joint use of new coding techniques based on complex movement models.

**Proactive communication: Social Network Coding.** Today the users of multimedia services have a more and more active role: they create, share and disseminate content, usually within a circle of users having the same interests, called “friends”: this is the paradigm of social networks. In such a network, users interested in a specific content have the ability to retrieve pieces of information from friend nodes, and at the same time, they can provide information to other nodes. This scenario can greatly benefit from the use of new techniques of network coding (NC), above all when network resources are limited. The most effective solutions will probably take into account the content to share, the network status, along with contextual information and the interaction history between users. To meet this challenge, one promising idea is to design the network in a socio-centric manner, where the design and optimization of NC and transport policies are influenced and changed according to social interaction between users, rather than just to the communication between nodes. For example, the content shared by a so-called “trendsetter” will be released more quickly than the one shared by a user with only a few
“friends”. Another case of potentially important use is the one of advanced video services on mobile ad-hoc wireless networks. The scientific objective is to show that it is possible to develop new tools based on the theory of network coding in the framework of the joint optimization of network and video aspects, and that they can successfully be used for video streaming, particularly for the specific aspects related to 3D video.
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