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Abstract

In this thesis we use a stochastic approach to address the upscaling of mixing dominated reactions in flows thorough heterogeneous porous media.

For the case where the transport is represented only by diffusion, fluctuations in spatial concentration distribution lead to segregation of chemicals and thus to anomalous kinetics. We show that the transition from the expected behavior shown by well mixed systems to this anomalous kinetics is intimately linked to the evolution of the concentration PDF from a Gaussian to non-Gaussian shape. This fact establishes a direct relationship between anomalous reaction kinetics, incomplete mixing and the non-Gaussian nature of the concentration PDF.

Introducing advective transport processes in our analysis, we studied the impact of incomplete mixing on effective reaction kinetics at the front between two solutes, one displacing the other, in a 2d heterogeneous porous medium. While classical Fickian models predict a scaling for the mass production as $t^2$, we show that the kinetics follow 2 non-Fickian regimes. An early times the invading reactant is organized in fingers and the mass production scales as $t^2$. For later times the mass production slows down, but it is still faster then the $t^{4/3}$. It does not depends on diffusion and is totally controlled by advective spreading. In this regime, anomalous kinetics is directly related to superdiffusive advective spreading. In order to relate the pore scale flow heterogeneity to advective spreading and subsequently to anomalous kinetics, we analyze the distribution and correlation of Lagrangian velocities. We show the existence of long range temporal correlation of Lagrangian accelerations, which are at the root of the breakdown of classical Fickian dispersion models. Thus, similarly to turbulent media, flow through porous media displays strong intermittent properties. We demonstrate that they can be quantified by a correlated Continuous Time Random Walk approach, which provides a consistent upscaling framework.

We finally perform a laboratory experiment where a quasi 2D system is studied through an Hele-Shaw cell in which two reactive chemicals are injected, one displacing the other. A new experimental set up based on chemiluminescence reactions allows high resolution quantification of the pore scale concentration pdf and reaction rate. The anomalous kinetics of the reactive front is observed and is very consistent with our theoretical predictions.
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Chapter 1

Introduction

This thesis focuses on the theoretical and experimental study of rate of reactions between chemicals that mix while transported by flows in porous media.

1.1 A framework for reactions

It is a matter of our daily experience that reactions are not instantaneously transformed into products. Transformations can take place only between molecules that are close enough to exchange electrons forming and breaking chemical bonds Connors [1990]. In other words, if reactants are placed at large distance no collisions, and thus no reactions, between them are possible (Neufeld and Hernandez-Garcia [2010]). In this thesis we consider a reaction as the ensemble of processes that leads to the transformation of one set of reactants to a set of products through changes that strictly involve a short range interaction between reactants. The short nature of interaction of such a systems requires transport mechanisms in order to produce collisions and thus reactions (Neufeld and Hernandez-Garcia [2010]; Horstemke et al. [2010]). Systems made by long range interacting particles (e.g. plasmas or gravitational systems) cannot be described in the presented framework and their behavior will not be discussed here. More generally, many phenomena are based on the short range interactions between particles or agents. Thus, it is possible to model not only the molecular interactions, but also a wide spectrum of processes such as the population dynamics of biological species (e.g. Tel et al. [2005]; de Anna et al. [2010]), ecological activity (e.g. Lugo and McKane [2008]), social behavior (e.g Schweitzer [2003]) as a reaction. In this framework, reactive phenomena are omnipresent in our daily lives, in nature and many industrial applications.

In the context of hydrology, chemical reactions of particular interest are those between the
constituents of the soil and solutes dissolved in water flowing through it including, for example, dissolution reactions responsible for karst formations and biochemical reactions that control the dynamics of bacteria population in soil (e.g. denitrification, biodegradation).

The reaction kinetics plays a crucial role in the fate of reactive systems (e.g. Dentz et al. [2011]). To describe reactions chemical equations are usually adopted (e.g. Connors [1990]). These equations represent the reactions that occur between \( N \) chemical species with \( \alpha_i \) molecules of the chemical species \( X_i \) for \( i = 1, \ldots, N \):

\[
\alpha_1 X_1 + \alpha_2 X_2 + \ldots + \alpha_N X_N \rightarrow \text{products}
\]  

(1.1)

where the numbers \( \alpha_i \) are the so called stoichiometric coefficients. A general law that predicts the reaction rate as a function of concentrations \( c_i \) of involved reactants \( X_i \) is the well known mass action law. This law states that the rate of a reaction is proportional to the product of the concentration of the involved chemicals each one elevated to the power of the representative stoichiometric coefficient

\[
\text{reaction rate} = k c_1^{\alpha_1} c_2^{\alpha_2} \ldots c_N^{\alpha_N}
\]  

(1.2)

where the proportionality constant \( k \) is the so called reaction constant. The fundamental hypothesis behind this law is that the involved chemicals \( X_i \) are well mixed. This implies that everywhere in the considered system the concentration of chemical \( X_i \) must have the same value. Thus, spatial effects are absent, or can be neglected, and the time evolution of the concentrations of all involved chemicals is provided by a system of ordinary differential equations, called rate equations, derived from the previous mass action law (1.3) (e.g. Horsthemke et al. [2010]; Connors [1990]):

\[
\frac{dc_i}{dt} = -\alpha_i k c_1^{\alpha_1} c_2^{\alpha_2} \ldots c_N^{\alpha_N}
\]  

(1.3)

These dynamical systems can be solved through deterministic (e.g. Strogatz [2000]), or stochastic (e.g. Gillespie [1976]) approaches.

If reactions are very fast compared to the mixing processes, the chemicals are depleted and reactions stop. Only a new mixing of reactants can allow reactions to take place again. Thus, mixing processes play an important role and will dominate the kinetics of such a systems (e.g. Neufeld and Hernandez-Garcia [2010]; Horsthemke et al. [2010]; Gálfi and Rácz [1988]; Havlin et al. [1995]; Kapoor et al. [1997]; Gramling et al. [2002]; De Simoni et al. [2007]; Luo et al. [2008]; Edery et al. [2010]; Chiogna et al. [2011]; de Anna et al. [2011]).
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In this thesis we focus on mixing limited reactive transport systems to understand the impact of incompletely mixed systems (Ottino [1989]) on effective reaction rate.

1.2 Mixing

Mixing is the ensemble of mechanisms that change the spatial distribution of an heterogeneous system, to make it more homogeneous. As discussed by, for example, Ottino [1989] and Kitanidis [1994], two or more given substances, originally segregated into different volumes of space, tend to occupy the same volume due to mixing processes. In other words, as stated by Villermaux and Duplat [2003], a mixture is a transient state between the initial segregation of the constituents and their ultimate homogeneity. This concept is well represented by the image of the experiment performed by Duplat et al. [2010a] in Figure 1.1 where the two initially segregated drops of different ink are mixed. As the time goes on, the mixing mechanisms reduce the heterogeneity of the system until the two drops are homogenized and thus indistinguishable. Given the above mixing definition, it is therefore necessary to specify the meaning of homogeneous condition. We define $\xi$ as the smallest length scale over which it is possible to distinguish the given substances. All information at smaller scale than $\xi$ are considered to be already homogenized by mixing. Usually $\xi$ is much smaller then the size $L$ of the considered system (e.g. Whitaker [1999]; Le Borgne et al. [2011a]), implying that the mixing

![Image](image_url)

**Figure 1.1:** Mixing of two ink spots, initially laid side by side, their mixing process is described in Duplat et al. [2010a], from where the image is taken.
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shows important features at different, spatial and temporal, scales that are mutually coupled. The governing equations are usually defined at the homogenization scale, also called the microscale (e.g. Le Borgne et al. [2011a]), while the observations are typically at a scale much larger than $\xi$. The dynamics at this larger observations scale $L$, or macroscale, is the result of the collective action of several local phenomena. To quantify local mixing we can solve at small scale fluid mechanics (e.g. Bear [1988]), described by coupled equations that are derived from conservation laws. In general, these equations are not solvable due to our ignorance on the boundary and initial conditions (e.g. Tel et al. [2005]; Dentz et al. [2011]) or due to mathematical difficulties, as in turbulence for example where the uniqueness of solutions is not guaranteed (e.g. Pope [2000]). Alternative solvable descriptions include dynamical system approach (e.g. Tel et al. [2005]; Ottino [1989]; Horsthemke et al. [2010]; Neufeld and Hernandez-Garcia [2010]), stochastic approach (e.g. Dentz et al. [2011]) or effective models through volume averaging (Whitaker [1999]). In any case, a physically consistent description must take into account the first principles formalized by the local equations and provide a link to the macroscale in terms of simple and solvable models.

Figure 1.2: On the left the velocity field resulting from numerical simulations for a given porous medium at the microscale: the flow around the solid grains is a solution of local Navier-Stokes equation. On the right the velocity field of a given porous medium at (Darcy) macroscale: the flow is non-zero everywhere and it is a solution of the Darcy equation.

With regard to porous media, as explained in more details in the following, at the macroscale the governing equation for flow is the so called Darcy equation (resulting from an upscaling of local Stokes equations), e.g. Bear [1988]; Whitaker [1999]. We will hence refer to macroscale as the Darcy scale. This Darcy scale is characterized by the fact that the porous structure of
Mixing in porous media

The mechanic processes responsible for mixing in porous media considered in this thesis are advection and diffusion. We define the dimensionless Peclet number \( Pe = \frac{\lambda v}{D} \), that take into account the effective ratio between advection and diffusion over a given length \( \lambda \) for a given average velocity \( \bar{v} \), where \( D \) represent the diffusion coefficient. These two processes are coupled in contributing to the degree of mixing. If, on one hand, heterogeneous advection acts to spread the solutes in the local direction of the flow, on the other hand, diffusion tends to homogenize their spatial distribution (e.g. Ottino [1989]). This interaction between heterogeneous advection and diffusion is typically lumped in a dispersion coefficient to describe the effective mixing processes of the solute (e.g. Taylor [1953]; Aris [1956]; Gramling et al. [2002]).

The pore scale information can be integrated at the Darcy scale into an upscaled picture using, for example, the volume averaging approach (e.g. Quintard and Whitaker [1994]; Whitaker [1999]) or homogenization approaches (e.g. Hornung [1997]). These upscaled models rely on effective transport parameters among the most investigated of which are included macrodispersion coefficients (e.g. Gelhar and Axness [1983]; Jankovic et al. [2009]). The range of validity of such macroscopic descriptions has been discussed by Battiato et al. [2009].

Anomalous dispersion

The macrodispersion approach (e.g., Gelhar and Axness [1983]) models effective transport by the same theoretical framework as local-scale transport: the impact of spatial heterogeneities on larger scales is taken into account by the so called macrodispersion tensor. It measures the influence of pore scale heterogeneities on large scale solute spreading. Although useful in practice, this approach is in general not able to describe qualitatively and quantitatively the so called anomalous or non-Fickian transport behavior, which is frequently observed (Dentz et al. [2011]). Such behavior is characterized by non linear growth of the longitudinal (main flow direction) spatial variance of the solute distribution. A schematic view of the longitudinal spreading temporal evolution is given in Figure 1.4. These anomalous behaviors, can be described by various theories usually based on spatially and temporally non-local transport equations. Such transport models are generally non-Markovian: the system state at a
given time depends on the full system history. Non local models that have been used for the
description of effective transport in heterogeneous media include the multirate mass transfer
(MRMT) or multicontinuum approach (e.g. Haggerty and Gorelick [1995]; Harvey and Gorelick
[1995]; Carrera et al. [1998]; Haggerty et al. [2000]), the Continuous Time Random Walk
approach (e.g., Montroll and Weiss [1965]; Berkowitz and Scher [1998]; Metzler and Klafter
[2000]; Le Borgne et al. [2008a]), the moment equation approach (e.g. Neuman [1993]; Neuman and Tar-
takovsky [2009]), non equilibrium statistical mechanics using projection formalism approaches
(e.g. Cushman and Ginn [1993]; Cushman et al. [2002]) and the fractional advection dispersion
equation approach (e.g., Meerschaert et al. [1999]; Benson et al. [2000]). The dependence of the
upscaling results on the adopted upscaling technique is discussed in Dagan et al. [2012].

Difference between spreading and mixing

Spreading and mixing are two concepts that need to be differentiated in porous media, as
illustrated in Figure 1.4. Spreading has received a lot of attention, however it does not predict
well the degree of mixing of observed solutes. As pointed out by Kitanidis [1994], mixing
and spreading for transport in homogeneous media can both be characterized in terms of
diffusion and dispersion coefficients. In heterogeneous media this is no longer true. Medium
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heterogeneities lead to a distortion of the solute plume that, for times smaller than the transport time over a typical heterogeneity scale, increase the solute spreading but not its degree of mixing. Thus, in general these coupled processes of spreading and mixing need to be separated (e.g. as proposed by Tartakovsky et al. [2008a]). To quantify the coupling between those two mechanisms, Le Borgne et al. [2011a] introduce and quantify the local mixing scale $\epsilon$, defined as the length for which the scalar distribution is locally uniform. The anomalous evolutions of the dispersion scale $\sigma$ and the mixing scale $\epsilon$ result to be complementary, $\sigma \epsilon \sim t$ relating anomalous global dispersion to the dynamics of local mixing.

**Probability density function of solutes concentration**

Mixing processes are defined as mechanisms that tends to make heterogeneous physical system more homogeneous. The mixing state can be quantified by the probability density function of solutes concentration $p(C)$, defined as the total (volume averaged) probability of the presence of the concentration value $C$. Thus, mixing acts to change the shape of $p(C)$ from a wide distribution representing heterogeneity (and thus an heterogeneity of $C$ values) to a sharp distribution about the homogenized $C$ value (e.g. Villermaux and Duplat [2003]). From observations in natural formations, it results that the $p(c)$ is typically far from being Gaussian. Thus, the first two concentration moments do not provide sufficient information to well
describe the mixing properties (e.g. Bellin et al. [2011]). Currently, the relevant equations to describe $p(C)$ in porous media is still debated (Dentz et al. [2011]).

![Figure 1.5: On the top a schematic view of the elongation of a line in a turbulent flow: image taken from Meunier and Villermaux [2010]. On the bottom the lamellas superposition: image taken from Duplat and Villermaux [2008].](image)

For turbulent flows, full descriptions for $p(C)$ have been derived and observed (e.g. Villermaux and Duplat [2003]). When an initial line distribution of solute of size $L$ is injected in a turbulent flow its shape is elongated and its length evolves in time $L(t)$. The $p(C)$ is related to the probability distribution of the elongation $p(L)$ (Meunier and Villermaux [2010]), see Figure 1.5. For a blob of solute injected on a turbulent flow, its geometric organization is a convoluted ensemble of interacting strips or lamellas that superpose, see Figure 1.1 or 1.5. In such a case the $p(C)$ is derived by observing the superposition process of lamellas and it is well described by a $\Gamma$ distribution (Meunier and Villermaux [2010]). The validity of such approaches for porous media is subject of current investigations (collaboration between T. Le Borgne and E. Villermaux).

**Incomplete mixing**

The concentration pdf $p(C)$ provides upscaled global informations about the degree of mixing of solutes. For porous media the evaluation of the full distribution $p(C)$ represents a very important issue because, as already outlined, real systems display local heterogeneities from
which non well mixed conditions for transported solutes arise (Dentz et al. [2011]), e.g. see Figure 1.6. This incomplete mixing has been observed through both use of a high resolution numerical method to simulate advective-diffusive transport of a passive tracer at pore scale (e.g. Tartakovsky and Neuman [2008]) and laboratory experiments (e.g. Levy and Berkowitz [2003]; Zinn et al. [2004]). Incomplete mixing is generally not taken into account by Darcy scale models that assume well mixed conditions at scale larger than pores volumes (Dentz et al. [2011]).

Figure 1.6: Incomplete mixing at the pore scale between two chemicals A and B. A is injected from the left and is invading the pore space initially saturated by the chemical B (not displayed in figure). The image shows the concentration field (normalized with respect to the injected value) resulting from a numerical pore scale simulation discussed in the following chapters (de Anna et al. in preparation).

1.3 Mixing-limited reactions

The reactive activity in porous media refers to a large number of aqueous species that react among themselves (e.g. denitrification), with the solid matrix (e.g. solid dissolution) and with gaseous phases (e.g. gas dissolution) through different kinds of reactions (Pinder and Celia [2006]), undergoing different kind of kinetics (e.g. Connors [1990]). Reactions characterized by slow kinetics compared with mixing kinetics can be well described by rate equations (e.g. Neufeld and Hernandez-Garcia [2010]; Horsthemke et al. [2010]). Reactive processes involving multiple chemical species represent a very complex and challenging problem that can be analyzed using advanced numerical codes (e.g. Saaltink [2004]; Majdalani and Ackerer [2011];
For mixing-limited reactions in groundwater, a simplified procedure to solve reactive transport in terms of conservative components was proposed by De Simoni et al. [2005]. Here we consider reactions in porous media whose local kinetics are fast enough to be limited by mixing processes.

Anomalous mixing is found to induce reaction kinetics that is different from the ones predicted by Fickian mixing (e.g. Tel et al. [2005]; Gramling et al. [2002]). As discussed in the previous paragraph, a Fickian description of transport significantly over predicts the degree of mixing between chemicals in porous media (Dentz et al. [2011]) and, moreover, the full probability density function of solute concentration is needed, in theory, to model mixing (e.g. Bellin et al. [2011]; Oates [2007]). Also for reactive systems the probability density function of chemical concentration turns out to be far from a Gaussian shape (e.g. de Anna et al. [2011, 2010]; Di Patti et al. [2010]): a full distribution of \( p(C) \) is thus needed in order to extract information about the underlying dynamics. Effective upscaled models that take into account the local heterogeneity of porous media in reactive transport systems include effective reaction rate coefficients (e.g. Tartakovsky et al. [2008b]), Continuous Time Random Walk (e.g. Edery et al. [2010]), fractional Advection Diffusion equation (e.g. Bolster et al. [2010, 2012]) and effective Langevin models (e.g. Tartakovsky [2010]). All these models assume some knowledge about the local properties of the medium, e.g. probability distribution of particle jumps, spatial correlation of velocity field or some other required upscaled physical fitting parameter. Their validity for quantifying mixing is still debated (Dentz et al. [2011]). This is one of the key questions addressed in this thesis.

**Laboratory experiments**

Presently, relatively few experiments aimed to the quantification of mixing and reactions in porous media have been carried out, although they could represent a direct measurement of the impact of incomplete mixing on reaction rates. In order to resolve the whole concentration field, laboratory experiments involving transparent quasi 2\( d \) chambers are needed (e.g. Konz et al. [2009]). To observe and quantitatively measure the reaction product concentration field between two chemicals mixed while transported, a technique used in the past is the colorimetry described in Zinn et al. [2004]; Oates and Harvey [2006]; Oates [2007]. At the interface between two chemicals transported through a thin chamber (40 \( \times \) 20 \( \times \) 0.64) cm packed with glass beads of different sizes, reactions take place. Figure 1.7 shows the concentration
Figure 1.7: Concentration field of the reaction product from the laboratory experiment performed by Oates and Harvey [2006]

field of the reaction product obtained with the conversion, through appropriate calibration, of images taken with a CCD camera by Zinn et al. [2004] and Oates and Harvey [2006]. Due to the ratio between the size of the system and the grain size, the spatial resolution of this experiment does not resolve the pore scale concentration distribution. In figure 1.8 is shown

Figure 1.8: The projection over the main flow direction of the reaction product concentration field of the experiment from Oates and Harvey [2006] (green line) and the solution of the Darcy scale advection-dispersion equation (red line). Different curves represent different times.
the projection along the main flow direction, for different times, of the measured local concentration field of the reaction product versus the analog quantity derived from a Darcy scale Fickian model. The curves do not superpose due to the incomplete mixing at pore scale. The proposed macroscopic model, which assumes well mixed conditions at the pore scale, fails in predicting the mass production by reactions (see Figure 1.8). A laboratory experiment to quantify pore scale mixing and reactions represents a challenging subject of investigation that we address in this thesis.

**Anomalous kinetics scaling**

We define mean field behavior as the expected temporal scaling of reaction system in homogeneous media. We will refer to different temporal evolution, with respect to the mean field, as anomalous behaviors. As discussed previously, anomalous kinetics of reaction products arises from anomalous mixing. To understand and consistently describe the impact of incomplete mixing on reaction rates, we focus on the analysis of temporal scaling behavior. The study over several orders of magnitude, with respect to some characteristic time, of the temporal evolution of the mass transformed by reactions, can provide informations about the underlying physical mechanism of reactive transport (Tel et al. [2005]; Neufeld and Hernandez-Garcia [2010]; Horsthemke et al. [2010]).

For the simple case of a mixing limited reaction between two initially well mixed chemicals where transport mechanisms are represented only by diffusion, segregation of reactants take place due to fluctuations in initial spatial distribution of concentrations as discussed by Ovchinnikov and Zeldovich [1978]; Toussaint and Wilczek [1983]; Kang and Redner [1985]; Monson and Kopelman [2004]; Benson and Meerschaert [2008]. The observed scaling for the reactants decrease for early times and it is well predicted by completely mixed thermodynamics models until reactions deplete most of reactants concentrations. When in the system there are zones where only one reactant is present, locally reactions stop until diffusion mixes reactants again. The observed reactants concentrations decrease slow down from the well mixed prediction \( t^{-1} \) to scale as \( t^{-d/4} \), where \( d \) is the dimensionality of the system (see Figure 1.9). This scaling law can be fully derived from upscaled models only if the basic processes are well understood and consistently formalized. At the same time, the knowledge of such scaling law provides an important way to properly upscale the pore scale physics of the system.

The case of reactive front, i.e. a reactant \( A \) that invades a medium initially saturated by another reactant \( B \) (e.g. see Figure 1.6) is of primary interest since the heterogeneity determines the
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Figure 1.9: Red dots represent the temporal evolution over several orders of magnitude (scaling law) of a reactant undergoing an irreversible bimolecular reaction in a well mixed one dimensional domain, in presence of initial spatial fluctuations. For the unidimensional case, the anomalous scaling $t^{-1/4}$ deviates from the mean field $t^{-1}$.

front geometry. If the transport is due to homogeneous advection, Gramling et al. [2002] show that the mass produced by reactions scales in time as $\sqrt{\sigma} \propto \sqrt{t}$, where $\sigma^2$ represent the spatial variance of a plume. How the reactants produce mass in the case of heterogeneous advection is an open and challenging question which is addressed in chapters 4 and 5.

Relationship between anomalous dispersion and kinetics

In porous media the degree of mixing of reactants is given by the interplay between the spreading of the solutes due to the transport process associated to the heterogeneous local velocity field and the molecular diffusion. A local description of such a systems is provided by conservation laws, but their associated equations result, in general, impossible to be analytically solved at large scale. The connection between small and larger scales can be provided by scaling laws using upscaling techniques. Classical upscaled models (e.g. macrodispersion) for transport in porous media tend to overestimate the reaction rates since they assume com-
plete mixing at a scale large compared to the pore sizes. As a consequence, scaling laws for temporal behavior of spreading display anomalous behavior compared to the predictions of this upscaled models. The impact of this effect on mixing has primary importance in reactive systems. The derivation of upscaled models for mixing limited reactions in porous media is addressed throughout this thesis.

1.4 Organization of the thesis

To understand and characterize the basic mechanisms behind the complex coupling of mixing and reactions, we focus on the simple case where only two chemicals $A$ and $B$ are involved in a mixing limited reaction. The whole thesis work was carried out with the aim to understand, explain and, thus, predict the scaling laws observed.

To try to give answers to this general problem (i.e. determination of upscaled models for mixing limited reactions in porous media), we proceeded in steps decoupling the individual processes that constitute mixing in order to study their impact on reaction kinetics.

We start studying only diffusion and reactions: we consider the anomalous reaction kinetics related to the segregation of chemicals in the simple $d = 1$ dimensional diffusion limited reaction $A + B \rightarrow C$. We investigate the relationship between the scaling of the produced mass by this reaction and the probability distribution function (pdf) of the species concentrations. In particular, we derive a relationship between the evolution of the concentration pdf from a Gaussian to non-Gaussian shape and the transition from the expected behavior associated to the well mixed case to anomalous reaction kinetics. This analysis leads us to a new view of the problem, thanks to which we have determined a model to predict the evolution of temporal scaling of the system kinetics. This work was made in collaboration with Marco Dentz, research professor at the Department of Geosciences Institute of Environmental Assessment and Water Research of Barcelona (Spain), Diogo Bolster, Assistant Professor at the University of Notre Dame (Indiana, USA), Alexander Tartakovsky, scientist at Pacific Northwest National Laboratory (Washington state, USA) and Dave Benson, Associate Professor of Hydrogeology Department of Geology and Geological Engineering, Colorado School of Mines (Colorado, USA).

As a following step we study the scaling of advective spreading in absence of diffusion and
reactions in heterogeneous porous media. We propose a general framework for upscaling dispersion. A key challenge of the upscaling procedure is to relate the temporal evolution of spreading to the small scale velocity field properties quantified by the Lagrangian velocity distribution and correlation. The resulting effective transport model is a correlated Continuous Time Random Walk allowing us to well represent the dispersion temporal scaling that has a dramatic impact on reaction kinetics, as discussed in the next chapter. This work was made in collaboration with Marco Dentz, research professor at the Department of Geosciences Institute of Environmental Assessment and Water Research of Barcelona (Spain), Diogo Bolster, Assistant Professor at the University of Notre Dame (Indiana, USA) and Alexander Tartakovsky, scientist at Pacific Northwest National Laboratory (Washington state, USA).

Adding diffusion and reactions, we investigate the effective kinetics of the reaction front for the mixing limited bimolecular reaction \( A + B \rightarrow C \). We observe that the anomalous behavior of the system kinetics is characterized by two time regimes in which the total product mass evolves faster than the classical prediction obtained with classical Darcy scale description. This anomalous kinetics appears to be consistently related to the incomplete mixing at the pore scale. In particular we derive a direct relationship between the anomalous dispersion and the observed kinetics. This work was made in collaboration with Marco Dentz, research professor at the Department of Geosciences Institute of Environmental Assessment and Water Research of Barcelona (Spain) and Alexander Tartakovsky, scientist at Pacific Northwest National Laboratory (Washington state, USA).

The last step consists in a laboratory experiment where we reproduce the conditions previously numerically simulated. We propose a new technique to measure the local reaction kinetics in a porous medium via a chemiluminescence reaction. This work was made in collaboration with Yves Meheust, assistant Professor at the University of Rennes 1 (France), Herve Tabuteau researcher at the National Council of Research, Rennes (France), Joaquin Jimenez-Martinez, Post-doc position at CNRS - University of Rennes 1 (France), Regis Turuban, Master student at University of Rennes 1 (France), Jean-Jacques kermarrec, engineer at Geosciences Rennes and Pascal Rolland, engineer at Geosciences Rennes.
Chapter 2

Diffusion-limited reactions

To understand and quantify the basic mechanisms behind the coupling of mixing and reactions, we begin with a simple example. We consider the irreversible bimolecular reaction $A + B \rightarrow C$ (Connors [1990]). Then mixing processes responsible for the displacement of these chemicals are reduced to the Fickian diffusion. Although simple, this system can lead to anomalous kinetics when considering spatial fluctuations of reactants concentrations. Thus, it provides an interesting framework to understand basic mechanisms underlying anomalous kinetics. Specifically we focus on the deviation of concentration fluctuations pdf from Gaussian distribution.

The work presented in this chapter was made in collaboration with Marco Dentz, research professor at the Department of Geosciences Institute of Environmental Assessment and Water Research of Barcelona (Spain), Diogo Bolster, Assistant Professor at the University of Notre Dame (Indiana, USA), Alexander Tartakovsky, scientist at Pacific Northwest National Laboratory (Washington state, USA) and Dave Benson, Associate Professor of Hydrogeology Department of Geology and Geological Engineering, Colorado School of Mines (Colorado, USA).

2.1 The mean field limit

Classically reactive diffusion systems are described in terms of continuous concentration field (e.g. Neufeld and Hernandez-Garcia [2010]) as follows:

$$\frac{\partial \phi_i(x,t)}{\partial t} - D \frac{\partial^2 \phi_i(x,t)}{\partial x^2} = -k \phi_A(x,t) \phi_B(x,t),$$

(2.1)

with $D$ the diffusion coefficient and $k$ the reaction constant. The validity of such continuous description relies on the assumption of an infinite number of particles constituting the system.
In this framework the concentration \( \phi \) of a thermodynamic system is called mean field (e.g. van Kampen [2007]). If the spatial distribution is perfectly homogeneous the concentration gradients are zero. Thus, for both species in a closed reactor, \( \phi_i(x, t = 0) = c_i \), for \( i = A, B \) and eq. (2.1) reduces to the rate equation (Neufeld and Hernandez-García [2010])

\[
\frac{d\phi_i(t)}{dt} = -k\phi_A(t)\phi_B(t).
\]

The solution for such an equation is \( \phi_A(t) = \phi_B(t) = \frac{c_i}{e^{kt} + 1} \). At long times, the species concentrations decrease as \( t^{-1} \). In the presence of spatial heterogeneities (which can lead to incomplete mixing on a local scale) the real concentration can deviate from the mean field limit (e.g. Ovchinnikov and Zeldovich [1978]; Kang and Redner [1985]).

2.2 PDF description of the spatial islands segregation of reactants

In natural systems, the number of constituents is finite. Therefore, natural stochastic deviations from the thermodynamic limit arise and the species concentrations are subject to random fluctuations (e.g. van Kampen [2007]; Gardiner [2004]). In the mean field description reactions never stop, because neither species \( A \) nor species \( B \) can completely deplete. However, in a finite system size system somewhere \( A \) or \( B \) can be depleted. Due to the creation such a zones, or islands of non reactive particles, the system is no longer well-mixed, diffusion effects start to play an important role and will dominate the kinetics of the system. This segregation of chemicals is also called Ovchinnikov-Zeldovich (OZ) segregation after its first observation by Ovchinnikov and Zeldovich [1978]. In this anomalous regime, the behavior of the species concentrations change to the \( t^{-1/4} \) scaling theoretically observed by Ovchinnikov and Zeldovich [1978]; Toussaint and Wilczek [1983]; Kang and Redner [1985] and experimentally measured by Monson and Kopelman [2004]. Furthermore, the breakdown of the mean field description has been studied for variety of reaction diffusion systems using Lattice Gas Automata approaches (e.g. Boon et al. [1996]).

To study this mixing limited reaction system from a different perspective, we focus on the concentration PDF of the chemical species \( A \) and \( B \). The PDF encodes the full statistical information of the species concentrations about the mean field limit. Thus, it quantifies the incomplete mixing non predicted by the mean field description.

We employ a stochastic approach based on population dynamics (e.g. McKane and Newman [2005]; Bernstein [2005]; de Anna et al. [2010]; Dauxois et al. [2009]; Baras and Mansour [1996]) which can be used for deriving the governing equation for the concentration pdf.
Stochastic Markov processes and the Master Equation

In general, a stochastic process $\xi$ is an object whose future evolution is not predictable without uncertainty, or is predictable in terms of the probability of its future states. In other words $\xi$ is defined by a set, or ensemble, of possible values that it can assume and a probability distribution $p(\xi = x, t)$ on this ensemble (e.g. Feller [1966]). The knowledge of the full probability distribution of a stochastic process provides a complete description of its evolution. A class of stochastic processes for which a governing equation for $p(x, t)$ is derivable include Markov processes (e.g. van Kampen [2007]; Gardiner [2004]).

We define a Markovian process a stochastic process with the property that for any set of successive time steps $t_1 < t_2 < \ldots < t_n < \ldots$, the state of the system (or the $p(x, t)$ that describe it) at step $n$ depends only on the previous step $n-1$ and not on all its history. This implies that the full process can be described in terms of two functions: the initial distribution $p_0$ and the transition probability per unit time for the system to jump from the state $x'$ at step $n-1$ to the state $x$ at the step $n$. From the definition of Markov process is possible to show that the evolution of the $p$ is subjected to the equation

$$\frac{\partial p(x, t)}{\partial t} = \int \left[ r(x|x')p(x', t) - r(x'|x)p(x, t) \right] dx'$$

where $r(x|x')$ represent the transition probability per unit time that the system jump from the state $x'$ to the state $x$. This equation is known as the Master Equation of the system and plays a crucial role in the description of many natural systems (e.g. van Kampen [2007]; Gardiner [2004]). The Master Equation describes the evolution of the probability distribution of a stochastic Markov process. This kind of process have primary importance because for them a governing equation is well defined.

A population dynamics model for reaction-diffusion

We adopt here the population dynamics approach as proposed by Lugo and McKane [2008]. The one-dimensional spatial domain is a string discretized into $\Omega$ cells of length $h$, containing reactive particles. Concentrations within each cell is assumed to be well mixed. For the well mixed condition to hold, the characteristic diffusion time over $h$ is required to be less than the characteristic reaction time. This implies, $t_D = \frac{h^2}{2D} \ll t_k = \frac{1}{\phi_0 k}$ with $\phi_0$ is a characteristic species concentration. We impose periodic boundary conditions at the domain boundaries. The system is considered to be of finite size, thus in each cell is defined a maximum occupation number $N$ representing the maximum number of particles that can lie in a single cell. $N$ is
assumed to be the same for each cell. The definition of $N$ implies the definition of the empty spaces $E$, whose number in each cell is given by the difference between $N$ and the total amount of particle that at a given time are present in that cell: $n_E = N - \sum_i n_i$ ($i$ indicate the species of real particles).

![Figure 2.1: A schematic view of a the numerical model adopted for the one dimensional system. The space is discretized in cells filled with solute particles (colored circles). The cells have a finite volume, thus only a finite number $N$ of particles can lie within each cell. The finite size $N$ define the empty spaces (void circles). Diffusion is represented by the exchange of position between particles and empty spaces, reactions can take place only between particle that lie in the same cell.](image)

Only particles that are in the same cell can react following the mass action law. Considering this empty spaces, or holes, as virtual particles, diffusion processes are modeled as the exchange of position between a real particle in a cell and a hole in a nearest neighbor cell (see Figure 2.2). This can be thought as a chemical reaction between a particle in one cell and an empty space in a neighboring cell. Thus, diffusion can be modeled with the mass action law: the diffusion rate of the $i$-th species will be proportional to the product of concentration of $i$th species and the concentration of holes.

Due to its finite size, the concentrations are to be stochastic variables described in terms of the probability density function for concentrations $c$ (e.g. de Anna et al. [2010]). Only a single event can occur per step of the reaction-diffusion process. To each possible event (chemical and physical transitions of any of the particles) a waiting time is associated, which is exponentially distributed (e.g. Gillespie [1976, 1977]). The event with the shortest waiting time occurs during a step. The exponential waiting time distribution reflects the fact that the system is locally (within a cell) well mixed and thus a Markov system. Hence, the time series of concentrations in each cell is a Markov process. As discussed at the beginning of the chapter to each Markov process is associated a Master Equation that governs the evolution of the sys-
tem. The transition probabilities per unit time $r(x|x') = r(c|c')$ are defined for each possible transition (a chemical reaction or an exchange of position) by the mass action law. The well known Gillespie algorithm (Gillespie [1976]) provides a numerical solution to solve this Master Equation.

To solve the derived Master Equation we use an approximated analytical method: the van-Kampen system size expansion proposed by van Kampen [2007]. Such a method represent a Taylor expansion with respect to small fluctuations about the defined mean field. We derive at the first order a set of differential equations for the behavior of the mean field of the system, recovering equations (2.2). Expanding the RDME up to the second order, we derive a Fokker-Plank equation for concentration fluctuations that quantifies the evolution of the joint concentration pdf. We study the evolution of the concentration pdf from a Gaussian to non-Gaussian shape due to the impact of mass transfer limitations on the reaction system. The analytical results are complemented by numerical simulations of the reaction-diffusion system based on the Gillespie algorithm (Gillespie [1976]).

![concentration pdf and spatial concentration distribution](image)

**Figure 2.2:** Numerical simulations of the diffusion limited reaction in one dimension for three consecutive times. On the top the concentration pdf $p(C)$: its average (red dashed line) deviate from the mean field limit (black line). On the bottom the spatial distribution of the reactant concentrations (A in red and B in blue). As soon as the islands of segregated reactants arise, the pdf deviate from the Gaussian shape.
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We investigate anomalous reaction kinetics related to segregation in the one-dimensional reaction-diffusion system \( A + B \rightarrow C \). It is well known that spatial fluctuations in the species concentrations cause a breakdown of the mean-field behavior at low concentration values. The scaling of the average concentration with time changes from the mean-field \( r^{-1} \) to the anomalous \( r^{-1/4} \) behavior. Using a stochastic modeling approach, the reaction-diffusion system can be fully characterized by the multipoint probability distribution function (PDF) of the species concentrations. Its evolution is governed by a Fokker-Planck equation with moving boundaries, which are determined by the positivity of the species concentrations. The concentration PDF is in general non-Gaussian. As long as the concentration fluctuations are small compared to the mean, the PDF can be approximated by a Gaussian distribution. This behavior breaks down in the fluctuation dominated regime, for which anomalous reaction kinetics are observed. We show that the transition from mean field to anomalous reaction kinetics is intimately linked to the evolution of the concentration PDF from a Gaussian to non-Gaussian shape. This establishes a direct relationship between anomalous reaction kinetics, incomplete mixing and the non-Gaussian nature of the concentration PDF. © 2011 American Institute of Physics. [doi:10.1063/1.3655895]

I. INTRODUCTION

Reaction kinetics in heterogeneous reaction-diffusion systems are in general different from the ones observed in well-mixed reactors. Spatial fluctuations in species concentrations in conjunction with diffusion and chemical reactions can have a dramatic impact on the global reaction kinetics.1-8 Mass transfer limitations can lead to reduced reactivity of the reaction system and slow down the global reaction kinetics.9

The systematic quantification of the dynamics leading to this behavior is of scientific1-3,10-12 as well as practical interest for all applications that involve chemical reactions in heterogeneous environments. In natural systems the spatial distribution of reactant concentrations is in general heterogeneous due to fluctuations of the host media that can be represented by porous media,9,13-15 living cells,16,17 and turbulent and chaotic flows,18,19 for example. We focus here on the bi-molecular irreversible reaction,

\[ A + B \rightarrow C, \tag{1} \]

between species \( A \) and \( B \) which diffuse in one-dimensional space. The host medium is assumed to be homogeneous and transport is limited to molecular diffusion. The classical approach to describe such a reaction-diffusion system is by the combination of mass transfer for each species concentration \( \phi_i(x, t) (i = A, B) \) and a reaction term such that

\[ \frac{\partial \phi_i(x, t)}{\partial t} - D \frac{\partial^2 \phi_i(x, t)}{\partial x^2} = -k \phi_A(x, t) \phi_B(x, t), \tag{2} \]

with \( D \) is the diffusion coefficient and \( k \) is the reaction rate constant. This description is valid in the mean-field limit of an infinite system size, that is, for an infinite number of particles of \( A \) and \( B \). For a uniform initial distribution of both species in a closed reactor, \( \phi_i(x, t = 0) = c_i \), (2) reduces to the rate equation,

\[ \frac{d\phi_i(t)}{dt} = -k \phi_A(t) \phi_B(t). \tag{3} \]

At long times, the species concentrations decrease as \( r^{-1} \). This behavior can be observed if (i) both species are well-mixed and (ii) the number of particles is infinite. In the presence of spatial heterogeneities (which can lead to incomplete mixing on a local scale) and for finite numbers of particles of \( A \) and \( B \), this behavior can change. In natural systems, the number of constituents is finite. Therefore, stochastic deviations from the thermodynamic limit arise and the species concentrations are subject to random fluctuations.20 The thermodynamic limit effectively prevents the formation of zones where only one reactant is present, and where reactions stop, because neither species \( A \) nor species \( B \) can completely deplete. Due to the creation of such a zones, or islands of non-reactive particles, the system is no longer well-mixed and diffusion effects start to play an important role and will dominate the kinetics of the system. While diffusion attenuates initial concentration contrasts, chemical reaction can
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amplify them by depleting the species concentrations wherever they are in contact. This leads to segregation, the formation of islands of the respective species. In this regime, the behavior of the species concentrations shows the characteristic $t^{-1/4}$ scaling.\textsuperscript{1–3} Kang and Redner\textsuperscript{3} used a scaling approach to characterize the anomalous evolution of the species concentrations caused by mass transfer limitations in conjunction with reaction. An analogous scaling has been shown to occur in super-diffusive Levy-flight reaction systems.\textsuperscript{12,21,22} In this case, the mean concentration scales asymptotically as $r^{-1/2}$, where $1 < \gamma < 2$ characterizes the Levy-enhanced diffusion operator. Furthermore, the breakdown of the mean-field description has been studied for variety of reaction diffusion systems using lattice gas automata approaches.\textsuperscript{11}

In this paper, we study this fluctuation phenomenon from a different perspective. We focus on the description of the reaction diffusion system in terms of the joint concentration PDF of the chemical species and study its evolution as the reaction behavior changes from the mean field to the anomalous scaling. The concentration PDF encodes the full statistical information of the fluctuations of the species concentrations about the mean-field limit. Thus, it quantifies the uncertainty of the concentration values predicted by the mean-field limit. Expanding the RDME up to the second order in the system size expansion, we derive at the first order a set of differential equations for the behavior of the system in the mean-field limit. The analytical results are complemented by numerical simulations of the reaction-diffusion system based on the Gillespie algorithm.\textsuperscript{34–37}

II. REACTION-DIFFUSION MASTER EQUATION AND CONCENTRATION PDF

We adopt here the population dynamics approach as proposed by Lugo and McKane.\textsuperscript{32} The one-dimensional spatial domain is discretized into $\Omega$ cells of length $h$, each of which is assumed to be well-mixed.\textsuperscript{25} For the well mixed condition to hold, the characteristic diffusion time over $h$ is required to be less than the characteristic reaction time.\textsuperscript{24} This means, $\tau_D = h^2/(2D) \leq \tau_i = 1/(\phi_i k)$ with $\phi_i$ is a characteristic species concentration. Notice that more precise criteria can be defined depending on the chemical reaction under consideration.\textsuperscript{25,26}

We impose periodic boundary conditions at the domain boundaries. In the adopted model, only particles that are in the same cell can react, and diffusion is modeled as a reaction between a particle in one cell and an empty space in a neighboring cell. Considering empty spaces, or holes, as virtual particles, diffusion processes are modeled as the exchange between a real particle in a cell and a hole in a nearest neighbor cell.\textsuperscript{32}

The maximum occupation number of a cell $N$ is equal to the sum of particles and holes. The number of particles $s$ in cell $j$ is denoted by $n_t(j)$, the number of holes, or empty spaces by $n_h(j)$. The local concentration of species $s$ is defined as $\rho_s(j) = n_t(j)/N$. It denotes the probability to find a particle of species $s$ in cell $j$. The system size is given by $\Omega N$, that is, the maximum number of chemical species that can be in the system. Only a single event can occur per step of the reaction-diffusion process. To each possible event (chemical and physical transitions of any of the particles) a waiting time is associated, which is exponentially distributed.\textsuperscript{36,37} The event with the shortest waiting time occurs during a step. The exponential waiting time distribution reflects the fact that the system is locally (within a cell) well mixed and thus a Markov system.

The evolution of the reaction-diffusion system is stochastic. The system state at a given time $t$ is characterized by the random vector,

\[
\rho(t) = [\rho_A(1, t), \rho_B(1, t), \rho_C(1, t), \ldots, \rho_A(\Omega, t), \rho_B(\Omega, t), \rho_C(\Omega, t)]^T,
\]

of species concentrations in each cell. The superscript $T$ denotes the transpose. The process $\rho(t)$ is by definition a Markov process. Its realizations are characterized by series of reaction and diffusion waiting times and initial distributions of species concentrations. The joint concentration PDF is obtained by sampling concentration values in each cell from this process,

\[
P(\rho, t) = \lim_{R \to \infty} \frac{1}{R} \sum_{r=1}^{R} N \delta_{N, \rho_t} \delta_{N, \rho_D(t)} \equiv \delta_N[\rho - \rho(t)].
\]

in which $R$ is the number of realizations, $\rho(t)$ denotes the concentration vector in realization $r$. The Kronecker delta $\delta_{N, \rho_t} = 1$ if $\rho = \rho(t)$ and 0 otherwise. The ensemble average $\langle \rho \rangle = N \delta_{N, \rho_D(t)}$ converges to the Dirac delta in the thermodynamic limit of $N \to \infty$. The overbar denotes the ensemble average. Note that we use the same letter for the stochastic process $\rho(t)$ and the associated sampling vector $\rho = [\rho_A(1), \ldots, \rho(\Omega)]^T$. The probability distribution function $P(\rho, t)$ denotes the joint probability of the particle numbers of all species in all cells and thus encodes the full statistical information about the reaction-diffusion system. The
probability that the concentrations of all reacting species in all cells is in $[\rho_0 - \sigma, \rho_0 + \sigma]$ is given by $P(\rho_0(t))d\rho$.

The evolution of the joint concentration PDF $P(\rho, t)$ can be described by the reaction-diffusion master equation,\textsuperscript{34,35}

$$\frac{\partial P(\rho, t)}{\partial t} = \sum_j \left[ \mathcal{E}_A^j(j)\mathcal{E}_C(j) - \frac{1}{N} \mathcal{T}_{AB}(j)P(\rho, t) \right]
+ \sum_{\omega \neq j} \left[ \mathcal{E}_A^\omega(j)\mathcal{E}_C(j') - \frac{1}{N} \mathcal{T}_{AB}(j')P(\rho, t) \right].$$

The step operators are defined through their action on $P(\rho, t)$ as

$$\mathcal{E}_A^j(j)P(\rho_1, \ldots, \rho_j, \ldots, \rho_s, \rho_C(\Omega), t) = \rho_j P(\rho_1, \ldots, \rho_j, \ldots, \rho_s, \rho_C(\Omega), t)$$

$$\mathcal{T}_{AB}(j) = N \frac{k_{pA}(j) \rho_B(j)}{2D_j} \left[ 1 - \sum_m \rho_m (j') \right].$$

The proportionality constant $D_j (s = A, B, C)$ is assumed to be the same in all cells, but can vary between species. The system dynamics are fully defined by these transition probability rates. Note that the definition of the transition probability rates used here differs from the one employed in Lugo and McKane\textsuperscript{32} by a factor of $N\Omega$. Using the definition of the transition rates given there,\textsuperscript{27,32} requires rescaling of the rates \textit{a posteriori}. For clarity, we did it \textit{a priori}.

In the following, we will focus on the mean species concentrations defined by

$$\bar{\rho}(t) = \lim_{R \to \infty} \frac{1}{R} \sum_{r=1}^R \rho(r)(t) = \int d\rho \rho P(\rho, t).$$

Furthermore, we will illustrate the evolution of the concentration PDF by studying the PDF of concentration values of species $s$ averaged over the whole domain, that is,

$$P_s(\rho, t) = \frac{1}{\Omega} \sum_{j=1}^\Omega \frac{1}{N} \sum_{r=1}^R \rho_s^j(r)(j, t).$$

The RDME (6) is solved numerically using the Gillespie algorithm,\textsuperscript{36,37} which is modified to account for transitions between cells\textsuperscript{27,32} as outlined above. The numerical simulations are performed in $R = 10^9$ realizations of the stochastic process. The maximum occupation number per cell is set to $N = 10^6$. The cell length is $h = 1$. The number of cells and thus the length of the spatial domain is $\Omega = 10^3$. In each realization, the initial concentrations $\rho_A(j, t_0)$ and $\rho_B(j, t_0)$ are chosen from independent Gaussian distributions with mean values $\bar{\rho}_A(j, t_0) = \bar{\rho}_B(j, t_0) = \rho_0 = 10^{-5}$ and variances $\sigma^2_\rho_A = \sigma^2_\rho_B = \bar{\rho}(j, t_0)/N = 10^{-9}$ for $s = A, B$. The concentration of species $C$ is initially set to zero. The total number of particles at time $t_0$ is $10^3$. Note that the Gaussian initial distribution of concentration values could, in principle, have unphysical negative values. For the setup used here, we did not record any negative concentrations. The diffusion rate constant is $D_j = 0.5$ for all species $s = A, B, C$ and the reaction rate constant is $k = D_2/\rho_0 = 5 \times 10^2$. As outlined above, the assumption that the cell is well-mixed requires that the characteristic diffusion time $\tau_D = \Omega^2/(2D)$ is of the order of or smaller than the characteristic reaction time $\tau_k = 1/(k\rho_0)$. Figure 1 illustrates the behavior of the spatial average of the mean concentration of species $A$, $\|\bar{\rho}(t)\|_A$ defined as

$$\|\bar{\rho}(t)\|_A = \frac{1}{\Omega} \sum_{j=1}^\Omega \left[ \frac{1}{R} \sum_{r=1}^R \rho_s^j(r)(j, t) \right].$$

At early times, the mean-field behavior $t^{-1}$ is observed, as expected for the solution of a diffusive-reactive system under well-mixed conditions.\textsuperscript{3} For larger times, when $\|\bar{\rho}(t)\|_A$ is of the order of the fluctuations, the spatial average of the mean concentration scales as $t^{-1/4}$, as observed by $\text{Ref. 3}$. The crossover time can be obtained by equating the mean field behavior $1/(k\rho_0)$ and the anomalous $\sqrt{Dm(t)}^{-1/4}$ behavior derived by Ref. 3. Using $k = D_2/\rho_0$ as indicated above, one obtains for the crossover time $t_c$ the scaling $t_c \propto \rho_0^{-2/3}$. When one of the two reactants is locally consumed, the reaction stops until diffusion mixes the reactants again and allow for further reactions to take place. Figure 2 shows the evolution of the concentration PDF with time. For small times, the concentration PDF.
FIG. 2. Spatial distribution of particles in a single realization, (a), (c), and (e), and the ensemble probability density function $P_A(\rho, t)$ of concentration of species $A$ averaged over the domain, see Eq. (11), (b), (d) and (f) at three times: $t_1 = 0$, $t_2 = 55.7$, and $t_3 = 178.7$ in arbitrary time units. On the right, the dashed vertical black line represents the mean field $\phi_A(t)$, and the red dashed vertical line represents the mean $\|\rho_A\|$ of the distribution $P_A(\rho, t)$. For $P_A(\rho, t)$ symmetric, the two values coincide. When $P_A(\rho, t)$ starts to become skewed the ensemble average of the concentration becomes larger than the mean-field value. The blue and red solid lines in (a), (c), and (e) correspond to the number of $A$ and $B$ particles, respectively. The top, middle, and bottom rows correspond to the times $t_1$, $t_2$, and $t_3$, respectively. The late times $t_2$ and $t_3$ correspond to the situation where islands are formed.

maintains the Gaussian shape of the initial distribution. As the mean concentration decreases and changes its scaling to the anomalous $t^{-1/4}$ behavior, the PDF becomes asymmetric. This change towards an asymmetric shape is due to the emerging segregation regime described in the literature.\textsuperscript{1–3} On physical grounds concentration must be positive. Thus, as the mean concentration decreases, negative deviations are more limited than positive fluctuations.

To quantify the evolution of this PDF, and subsequently the first moment of the fluctuation distribution as well as the mean concentration, we apply the van Kampen system size expansion\textsuperscript{20,38} to the RDME (6).

III. VAN KAMPEN EXPANSION AND FOKKER-PLANK EQUATION WITH MOVING BOUNDARIES

The RDME (6) encodes both deterministic dynamics and fluctuations due to the intrinsic stochasticity of the system. In order to systematically analyze these two phenomena we proceed as proposed by van Kampen.\textsuperscript{20,38} We decompose the system state $\rho_s(j, t)$ into its mean field $\phi_s(j, t)$ and stochastic fluctuations $\xi_s(j, t)$,

$$\rho_s(j, t) = \phi_s(j, t) + \frac{\xi_s(j, t)}{\sqrt{N}}. \quad (13)$$

The deterministic mean-field concentration $\phi_s(j, t)$ is obtained in the thermodynamic limit of infinite system size, $\phi_s(j, t) = \lim_{N \to \infty} \rho_s(j, t)$. The ensemble average over the fluctuations $\xi_s(j, t)/\sqrt{N}$ goes to zero in the limit of infinite system size $N$. In the following we focus on the PDF of the fluctuations $\xi(t)$, which is defined by $\Pi(\xi, t) = \delta_{\xi(j, t)}$. In terms of the concentration PDF $P(\rho, t)$, it is obtained by variable transform as

$$\Pi(\xi, t) = N^{-1/2} P[\phi_s(j, t) + N^{-1/2} \xi_s(j, t)]. \quad (14)$$

The evolution equation for $\Pi(\xi, t)$ is obtained from a van Kampen expansion of the RDME (6). In Appendix A we obtain, at first order, the classical reaction-diffusion equations (A8) for the mean field and the following Fokker-
Planck equation for the fluctuations, at second order
\[
\frac{\partial \Pi(\xi, t)}{\partial t} = -\nabla_\xi \cdot [\mathbf{A}(\xi) \cdot \xi \Pi(\xi, t)] + \nabla_\xi \cdot [\mathbf{B}(\xi) \cdot \nabla_\xi \Pi(\xi, t)].
\] (15)

Matrices \( \mathbf{A}(t) \) and \( \mathbf{B}(t) \) are defined in Appendix A.

For changing system size \( N \), numerical simulations show that the deviation from the \( r^{-1} \) law is an effect of order of \( N^{-1/2} \). This implies that higher order terms in the van Kampen expansion are not needed to describe this phenomenon. Notice that this is different for well-mixed chemical systems in which higher order terms of the van Kampen expansion are generally needed.\(^{8,39} \)

Thus, for incompletely mixed systems for which diffusion is the limiting factor, anomalous kinetics effects may arise already as a second-order effect.

The solution of Eq. (15) with natural boundary conditions is a multi-variate Gaussian distribution. However, the concentration \( \rho_s(j) = \phi_s(j) + \xi_s(j)/\sqrt{N} \) is positive; thus the support of \( \xi \) is bounded. This implies that the fluctuations \( \xi_s(j) \) are within the subdomains
\[
\Xi_s = \{\xi_s(j)\} = \sqrt{N} \phi_s(j) \leq \xi_s(j) \leq \sqrt{N}[1 - \phi_s(j)]
\] (16)
in which \( \Xi = \prod_j \Xi_s \) is the full domain of the fluctuations, see Appendix C. Here, we focus on dilute systems characterized by small particle numbers, for which the anomalous scaling of reaction kinetics arises. Therefore, the upper bound of Eq. (15) is never reached and the lower bound is shown here to be responsible for anomalous kinetics. The domain of fluctuations \( \xi \) is a hypercube and each component \( \xi_s(j) \) is confined within a segment whose size varies over time. Thus, the fluctuation PDF \( \Pi(\xi, t) \) evolves according to the Fokker-Plank equation (15) with moving boundaries.\(^{39} \)

Fluctuations about the mean field can be characterized by the moments,
\[
\Pi^{(1)}_{\text{mean}}(\xi_s(j)) = \int_{\Xi} d\xi \Pi^{(1)}(\xi_s(j) \Pi(\xi, t)).
\] (17)

An evolution equation for the first moment is obtained using Eqs. (15) and (17). In Appendix B, we derive
\[
\frac{d\Pi^{(1)}(j)}{dt} = (\mathbf{A} \cdot \xi)_h + S_s(j, t).
\] (18)

We identify the volume term \((\mathbf{A} \cdot \xi)_h\), and the surface term \(S_s(j, t)\), which is defined by
\[
S_s(j, t) = \int_{\partial \Xi} d\mathbf{n}_s(j) \cdot [\mathbf{A}(\xi_s(j) \cdot \xi \Pi(\xi, t)]
+ \nabla_\xi \cdot [\mathbf{B}(\xi) \cdot \nabla_\xi \Pi(\xi, t)]\xi_s(j).
\] (19)

where \( \partial \Xi \) denotes the surface of the domain \( \Xi \) and \( d\mathbf{n}_s(j) \) is the vector normal to the boundary surface. Physically, \( \partial \Xi \) represents all possible states of the system given that at least one island is created, i.e., somewhere in the system at least one of the two species is absent and the chemical reaction stops locally. Note that for natural boundary conditions the surface terms are zero. As shown in Sec. II, at early times, when boundary effects play no role (i.e., no islands have formed), \( \Pi(\xi, t) \) can be approximated by a Gaussian with zero mean. With increasing time, the fluctuation PDF is growing more and more skewed because the left boundary is approaching zero, see Eq. (16). Also note that the mean fluctuation is non-zero, see Figure 2, and the system behavior deviates from the mean field.

We now consider the mean concentration \( \langle \tau_s \rangle \)
\[
= \frac{1}{N} \sum_j \tau_s(j, t), \quad \text{averaged over the spatial domain},
\]
\[
\langle \tau_s(j, t) \rangle = \langle \phi_s(j) \rangle + \frac{\langle \xi_s(j, t) \rangle}{\sqrt{N}}.
\] (20)

At late times, \( \langle \phi_s(j) \rangle \) decreases as \( r^{-1} \). Therefore, the scaling behavior \( \langle \tau_s(j, t) \rangle \propto r^{-1/4} \) is governed by the mean fluctuation \( \langle \xi_s(j, t) \rangle \). The scaling behavior of the latter can be obtained from the spatial average of Eq. (18). As outlined in Appendix A, to leading order, the space average of the volume term is zero. Thus, we obtain
\[
\frac{d\langle \xi_s(j) \rangle}{dt} = \frac{d\langle \tau_s(j) \rangle}{dt}.
\] (21)

The surface term \( \langle \xi_s(j) \rangle \) controls the behavior of the mean fluctuation. Note that the surface of the fluctuation domain, \( \partial \Xi \), corresponds to all possible fluctuation values when at least one island is formed, that is, when at least one species disappears locally. Mathematically this means that at least one of the lower subdomain boundaries, see Eq. (16), is reached, that is, \( \xi_s(j) = -\sqrt{N} \phi_s(j) \).

In order to identify the scaling behavior of \( \langle \xi_s(j) \rangle \), we need to determine the surface term \( \langle \xi_s(j) \rangle \). The leading order contribution to \( \langle \xi_s(j) \rangle \) is given by
\[
\langle \xi_s(j) \rangle = \frac{1}{\Omega} \sum_j \sum_{j'} \int_{\partial \Xi_{jj'}} \xi_s(j) D_{xx} h^2 \xi_s(j') \Pi(\xi, t) d(\partial \Xi_{jj'}),
\] (22)

see Appendix A. Note that Eq. (22) represents a closure problem because the right side depends on the local values of \( \xi_s(j) \). Here, we close the equation by evaluating the surface term numerically. We find that \( \langle \xi_s(j) \rangle \) scales as \( r^{-5/4} \), see Figure 3. Direct integration of Eq. (21) shows that the mean fluctuation \( \langle \xi_s(j) \rangle \) scales as \( r^{-1/4} \), which explains the scaling of the average concentration as \( r^{-1/4} \), see Eq. (20).

FIG. 3. The temporal behavior of the leading surface integral in Eq. (22) that describes the fluctuations. As expected it scales as \( r^{-5/4} \). The red dots correspond to the numerical evaluation of this term with the adopted model. The magenta dashed line depicts a power law of \( r^{-5/4} \).
IV. SUMMARY AND CONCLUSIONS

We study anomalous reaction kinetics that arise from the segregation of reactants in diffusion reaction systems. In the diffusion limited regime, islands containing a single reactant are created by self organization of the system. We adopt a stochastic approach based on the population dynamics and a numerical method based on a suitably modified Gillespie algorithm to study these dynamics. It is found that the breakdown of the mean field behavior and the transition to anomalous reaction scaling is related to the transition of the concentration PDF from a Gaussian to non-Gaussian shape.

At large time, the behavior of the reaction-diffusion system is dominated by the concentration fluctuations, whose impact on the reaction behavior can be quantified by its first moment, which, for finite system size, is different from zero. We apply the van Kampen system size expansion to the RDME. The first order of the expansion provides equations for the mean field. The second order provides a Fokker-Plank equation with moving boundaries for the PDF of the concentration fluctuations. The fluctuation domain is bounded because the concentration has non-negative values by definition. The fluctuation PDF is related to the formation of islands. This result establishes a link between anomalous reaction kinetics and non-Gaussian concentration PDF.
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APPENDIX A: THE VAN KAMPEN EXPANSION

Using relation (14) in Eq. (6), we obtain the following governing equation for \( \Pi(\xi, t) \):

\[
\frac{\partial \Pi(\xi, t)}{\partial t} = -\sqrt{N} \frac{d\phi}{dt} \cdot \nabla \Pi(\xi, t) \\
= \sum_{j} \left( \epsilon_{j}^{+}(j)\epsilon_{j}^{-}(j) - 1 \right) T_{AB}(j) \Pi(\xi, t) + \sum_{\langle j, j' \rangle} \left( \epsilon_{j}^{+}(j)\epsilon_{j}^{-}(j') - 1 \right) T_{j}(j, j') \Pi(\xi, t).
\]

For large \( N \), the step operator (7) can be expanded in powers of \( N^{-1/2} \) and expressed in differential form as:

\[
\epsilon_{j}^{+}(j)\Pi[\xi_{j}(1), \ldots, \xi_{j}(j), \ldots, \xi_{j}(\Omega), t] = \left[ 1 + \sum_{k=1}^{\infty} \frac{(\pm 1)^{k}}{k!} \frac{\partial^{k}}{\partial \xi_{j}(j)^{k}} \right] \Pi(\xi, t).
\]

Inserting Eqs. (13) and (A2) into the right side of Eq. (A1) yields an expansion of the RDME in powers of \( N^{-1/2} \). It has to be noticed that the transition probabilities are proportional to \( N \).

The governing equations for the mean field \( \phi_{s}(j, t) \) can be obtained from the leading order term of the van Kampen expansion. Expanding the right side of Eq. (A1) up to order \( \sqrt{N} \), we obtain in leading order

\[
\frac{d\phi}{dt} = \nabla \Pi(\xi, t) = (r + D) \cdot \nabla \Pi(\xi, t),
\]

where the vector \( r \) is defined by

\[
r_{s}(j, t) = -k_{s}(j, t)\phi_{s}(j, t), \quad r_{B}(j, t) = k_{B}(j, t)\phi_{B}(j, t)
\]

for \( s = A, B \). The vector \( D \) is given by

\[
D_{s}(j, t) = D_{s} \left\{ \Delta \phi_{s}(j, t) \left[ 1 - \sum_{m} \phi_{m}(j, t) \right] + \phi_{s}(j, t) \sum_{m} \Delta \phi_{m}(j, t) \right\},
\]

in which we defined the discrete Laplacian

\[
\Delta \phi_{s}(j, t) = h^{-2} \sum_{l \neq j} \phi_{s}(j', t) - \phi_{s}(j, t).
\]

for \( s = A, B \). In the spatial continuum limit for an observation scale \( L \gg h \) and for dilute solutions, \( \phi_{s}(j) \ll 1 \), Eqs. (A6) and (A7) reduce to

\[
\frac{d\phi_{s}(x, t)}{dt} = D_{s} \Delta \phi_{s}(x, t) - k_{s}(x, t)\phi_{B}(x, t),
\]

\[
\frac{d\phi_{B}(x, t)}{dt} = D_{B} \Delta \phi_{B}(x, t) - k_{B}(x, t)\phi_{B}(x, t).
\]
We identified here \( \phi_s(j, t) = \phi_s(x, t) \). If the system is not dilute, Eqs. (A6) and (A7) do not reduce to the classical reaction-diffusion equations as discussed in Ref. 40.

The governing equation for the fluctuation PDF, \( \Pi(\xi, t) \), is obtained from the contributions to Eq. (A1) of the order one. Thus, we obtain

\[
\frac{\partial \Pi(\xi, t)}{\partial t} = (G_1 + R_1 + G_2 + R_2)\Pi(\xi, t). \tag{A9}
\]

The \( R_i \) (\( i = 1, 2 \)) refers to terms that originate in the reactive transitions and are given by

\[
R_1 = \sum_j \left\{ -\left[ \frac{\partial}{\partial \xi_c(j)} - \frac{\partial}{\partial \xi_A(j)} - \frac{\partial}{\partial \xi_B(j)} \right] \right\} k[\xi_A(j)\phi_B(j) + \xi_B(j)\phi_A(j)]. \tag{A10}
\]

\[
R_2 = \sum_j \left[ \frac{\partial}{\partial \xi_c(j)} - \frac{\partial}{\partial \xi_A(j)} - \frac{\partial}{\partial \xi_B(j)} \right]^2 k\phi_A(j)\phi_B(j). \tag{A11}
\]

The terms \( G_i \) (\( i = 1, 2 \)) are due to the diffusion transitions. They read as

\[
G_1 = -D_1 \sum_j \frac{\partial}{\partial \xi(j)} \left[ \Delta \xi(j) + \xi(j) \sum_m \Delta \phi_m(j) - \Delta \phi(j) \right].
\]

\[
G_2 = \frac{D_1}{4} \sum_i \sum_{j, j'} \left\{ \phi(j) \left[ 1 - \sum_m \phi(j') \right] \right\}
\times \left[ \frac{\partial^2}{\partial \xi(j)^2} + \frac{\partial^2}{\partial \xi(j')^2} - 2 \frac{\partial^2}{\partial \xi(j)\partial \xi(j')} \right]. \tag{A13}
\]

From the analytical expressions obtained for \( R_1, R_2, G_1, \) and \( G_2 \), it is possible to express the sums as scalar product between the matrix \( \mathbf{A}(t) \) and \( \mathbf{B}(t) \) and the vector \( \xi \) of all the fluctuations. Doing this we can express Eq. (A9) as

\[
\frac{\partial \Pi(\xi, t)}{\partial t} = -\nabla_\xi \cdot [\mathbf{A}(t) \cdot \xi \Pi(\xi, t)] + \nabla_\xi \cdot [\mathbf{B}(t) \cdot \nabla_\xi \Pi(\xi, t)]. \tag{A14}
\]

The latter is a linear multi-variate Fokker-Planck equation, where \( \mathbf{A}(t) \) and \( \mathbf{B}(t) \) are \( 3\Omega \times 3\Omega \) matrices that we can write as a \( \Omega \times \Omega \) block matrices

\[
\mathbf{A}(t) = \begin{bmatrix}
A_0(1) & C_1(2) & 0 & \ldots & C_1(\Omega) \\
C_1(1) & A_0(2) & C_1(3) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
C_1(1) & 0 & 0 & \ldots & A_0(\Omega)
\end{bmatrix}
\]

with blocks

\[
A_0(j) = \begin{bmatrix}
a_{AA}(j) & a_{AB}(j) & a_{AC}(j) \\
a_{BA}(j) & a_{BB}(j) & a_{BC}(j) \\
a_{CA}(j) & a_{CB}(j) & a_{CC}(j)
\end{bmatrix}
\]}

\[
C_1(j') = \begin{bmatrix}
c_{AA}(j') & c_{AB}(j') & c_{AC}(j') \\
c_{BA}(j') & c_{BB}(j') & c_{BC}(j') \\
c_{CA}(j') & c_{CB}(j') & c_{CC}(j')
\end{bmatrix}
\]

in which

\[
a_{AA}(j) = -k\phi_A(j) + D_A h^2 (2 - \sum_m \Delta \phi_m(j) - \Delta \phi_A(j)) + 2\phi_A(j) - 2 \sum_m \phi_m(j), \tag{A16}
\]

\[
a_{AB}(j) = -k\phi_A(j) + D_A h^2 (\Delta \phi_A(j) + 2\phi_A(j)). \tag{A17}
\]

\[
a_{AC}(j) = D_A h^2 (\Delta \phi_A(j) + 2\phi_A(j)). \tag{A18}
\]

\[
a_{BA}(j) = -k\phi_B(j) + D_B h^2 (2 - \sum_m \Delta \phi_m(j) - \Delta \phi_B(j)) + 2\phi_B(j) - 2 \sum_m \phi_m(j), \tag{A20}
\]

\[
a_{BB}(j) = -k\phi_B(j) + D_B h^2 (\Delta \phi_B(j) + 2\phi_B(j)). \tag{A21}
\]

\[
a_{BC}(j) = D_B h^2 (\Delta \phi_B(j) + 2\phi_B(j)). \tag{A22}
\]

\[
a_{CA}(j) = k\phi_B(j) + D_C h^2 (\Delta \phi_C(j) + 2\phi_C(j)). \tag{A23}
\]

\[
a_{CB}(j) = -k\phi_A(j) + D_C h^2 (\Delta \phi_C(j) + 2\phi_C(j)). \tag{A24}
\]
\[ a_{cc}(j) = D_c h^2 \left( 2 - \sum_m \Delta \phi_m(j) - \Delta \phi_c(j) + 2\phi_c(j) - 2 \sum_m \phi_m(j) \right). \]  
\[ c_{ss}(j') = -D_s h^2 (1 + \phi_s(j') - \sum_m \phi_m(j')). \]  
\[ c_{ss}(j') = -D_s h^2 \phi_s(j'). \]

and

\[ \mathcal{B} = \begin{bmatrix} B_0(1) & D_1(2) & 0 & \ldots & D_1(\Omega) \\ D_1(1) & B_0(2) & D_1(3) & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ D_1(1) & 0 & 0 & \ldots & B_0(\Omega) \end{bmatrix} \]

with blocks

\[ B_0(j) = \begin{bmatrix} b_{AA}(j) & b_{AB}(j) & b_{AC}(j) \\ b_{BA}(j) & b_{BB}(j) & b_{BC}(j) \\ b_{CA}(j) & b_{CB}(j) & b_{CC}(j) \end{bmatrix}, \]

\[ D_1(j) = \begin{bmatrix} d_{AA}(j) & 0 & 0 \\ 0 & d_{BB}(j) & 0 \\ 0 & 0 & d_{CC}(j) \end{bmatrix}. \]

where

\[ b_{AA}(j) = k \phi_A(j)\phi_B(j) - \frac{D_s}{2} \phi_A(j) \left( 1 - \sum_m \phi_m(j') \right) + \phi_A(j') \left( 1 - \sum_m \phi_m(j) \right). \]

\[ b_{AB}(j) = k \phi_A(j)\phi_B(j), \]

\[ b_{AC}(j) = -k \phi_A(j)\phi_B(j), \]

\[ b_{BA}(j) = k \phi_A(j)\phi_B(j), \]

\[ b_{BB}(j) = k \phi_A(j)\phi_B(j) - \frac{D_s}{2} \phi_B(j) \left( 1 - \sum_m \phi_m(j') \right) + \phi_B(j') \left( 1 - \sum_m \phi_m(j) \right). \]

\[ b_{BC}(j) = -k \phi_A(j)\phi_B(j), \]

\[ b_{CA}(j) = -k \phi_A(j)\phi_B(j), \]

\[ b_{CB}(j) = -k \phi_A(j)\phi_B(j), \]

\[ b_{CC}(j) = k \phi_A(j)\phi_B(j) - \frac{D_s}{2} \phi_C(j) \left( 1 - \sum_m \phi_m(j') \right) + \phi_C(j') \left( 1 - \sum_m \phi_m(j) \right). \]

At large times we disregard contributions to matrices \( \mathcal{A} \) and \( \mathcal{B} \) that are of the order of \( t^{-1} \), that is, the terms that are proportional to the mean field \( \phi_0(t) \) and powers thereof. In this approximation, the matrix \( \mathcal{B} \) is zero and the only non-zero components of matrix \( \mathcal{A} \) are

\[ a_{AA}(j) = 2D_A h^2, \]

\[ a_{BB}(j) = 2D_B h^2, \]

\[ a_{CC}(j) = 2D_C h^2, \]

Thus, matrix \( \mathcal{A} \) reduces to the discrete Laplacian operator. Inserting this approximation into Eq. (18) and summing over \( j \), the volume term on the right side is zero. Furthermore, inserting the approximations for \( \mathcal{A} \) and \( \mathcal{B} \) into Eq. (19) and summation over \( j \) directly gives Eq. (22).

**APPENDIX B: FIRST MOMENT OF THE FLUCTUATIONS**

To calculate the first moment of the \( sj \)-th component of the fluctuations, we multiply the Fokker-Planck equation by \( \xi_s(j) \). Integrating over the fluctuations domain \( \Xi \), we obtain

\[ \int_{\Xi} \xi_s(j) \frac{\partial \Pi(\xi, t)}{\partial t} d\xi = -\int_{\Xi} \xi_s(j)(\nabla \cdot [A \cdot \xi \Pi(\xi, t)]) d\xi + \nabla \cdot [B \cdot \nabla \Pi(\xi, t)] d\xi. \]
We integrate this expression by parts, obtaining volume and surface terms. Using the Divergence theorem, we can evaluate the integrals of divergence over a domain as integrals of the argument of the divergence over the surface of the domain. Considering that the system is dilute, we assume that \( \Pi(\xi, t) = 0 \) at the upper boundary (for \( \xi \to \sqrt{N}(1 - \phi) \)) and we obtain,

\[
\frac{d\xi_i}{dt} = (A \cdot \xi)_i + \sum_{s,f,j} \left[ \xi_i(j)A_{s,f(j')} \xi_{s'}(j') \Pi(\xi, t) \right] \cdot d\mathbf{n}
\]

\[
+ \frac{1}{2} \sum_{s,f,j} \left[ \xi_i(j)B \cdot \nabla j_f \Pi(\xi, t) \right] \cdot d\mathbf{n}
\]

\[
- \frac{1}{2} \sum_{s,f,j} \sum_{s',f'} \left[ e_{sf} \cdot (B_f \cdot \nabla_{f'}) \Pi(\xi, t) \right] d\xi
\]

\[
- \sum_{s,f,j} \xi_i(j) \partial \xi_i(j') \partial \Pi(\xi, t) e_{sf(j')} \cdot d\mathbf{n},
\]

where \( \partial \mathcal{S} \) is the surface of the domain \( \mathcal{S} \), \( d\mathbf{n} \) is the vector orthogonal to the surface \( \partial \mathcal{S} \), and \( e_i \) is a vector with all components equal to zero except the \( i \)-th component which is equal to one. This quantity derives from the integration of the term \( \nabla_s \). For compactness of notation in the previous expression, we denoted \( f_s(j) = f_s, f_s(j') = f_s', \) and \( f_s(j''') = f_s'''. \)

**APPENDIX C: THE FOKKER-PLANK EQUATION IN THE NON-REACTIVE ISLANDS REGIME**

The number of reactants is a positively defined quantity. Therefore the support of \( \xi \) is bounded, because \( \rho_s(j) = \phi_s(j) + \xi_s(j)/\sqrt{N} \) is bounded between 0 and \( N \). This implies that the fluctuations \( \xi_s(j) \) are bounded in the subdomains

\[
\mathcal{S}_s(j) = [\xi_s(j) - \sqrt{N}\phi_s(j) \leq \xi_s(j) \leq \sqrt{N}[1 - \phi_s(j)]],
\]

with \( \mathcal{S} = \prod_s \mathcal{S}_s \). As such the domain of fluctuations \( \xi \) is a hypercube and each component of \( \xi \) is confined within a segment whose size varies over time. In Appendix A, we derived the Fokker-Planck equation for the evolution of \( \Pi(\xi, t) \). We specify zero flux of \( \Pi(\xi, t) \) at the boundaries of the 3\( \Omega \)-dimensional domain \( \mathcal{S} \). For an infinite fluctuation domain \( \mathcal{S} \) and natural boundary conditions for \( \Pi(\xi, t) \), the solution of Eq. (15) is a multi-variate Gaussian distribution.\textsuperscript{20,41} In this approximation, the solution is fully characterized by its first and second moments. The boundary terms in Eq. (B2) are zero. The average fluctuations \( \overline{\xi}_s(j) \) decrease exponentially with time. As long as the natural boundary conditions are a valid approximation, the average behavior of the whole system will not be affected by fluctuations. For situations in which the mean field is not very large compared with the size of fluctuations, the approximation of infinite fluctuation domain is no longer reasonable and boundary effects arise.

2.3 An analytical solution for the islands segregation

In the same physical framework we now investigate the described OZ segregation from another viewpoint. We use the method of moment equations (e.g. Neuman [1993]; Neuman and Tartakovsky [2009]) to solve analytically the anomalous kinetics that deviates from the mean field $t^{-1}$ to $t^{-\frac{3}{2}}$ behavior. We consider the well known reaction diffusion equations (e.g. Neufeld and Hernandez-Garcia [2010]):

$$\frac{\partial \phi_i(x,t)}{\partial t} - D \frac{\partial^2 \phi_i(x,t)}{\partial x^2} = -k\phi_A(x,t)\phi_B(x,t), \quad (2.4)$$

and we treat the concentrations as random variables:

$$\phi_A(x,t) = \overline{\phi_A(x,t)} + \phi_A^'(x,t) \quad \text{and} \quad \phi_B(x,t) = \overline{\phi_B(x,t)} + \phi_B^'(x,t) \quad (2.5)$$

where the overbar designates an ensemble average and the prime denotes zero-mean fluctuations about the average. The full solution of this equation is the pdf for distribution of $A$ and $B$. Here, we are mainly interested in the average behavior of the concentrations and we focus on the leading moments of the distributions. We derive equations for both, the mean concentration that satisfy an ordinary differential equation:

$$\frac{\partial \overline{\phi_A(x,t)}}{\partial t} = -k\overline{\phi_A(x,t)}\overline{\phi_B(x,t)} - k\phi_A^'(x,t)\phi_B^'(x,t) \quad (2.6)$$

and the variance $\overline{\phi_A^'(x,t)}\overline{\phi_B^'(x,t)}$. We close the system neglecting third order moments. The previous equation is a Riccati differential equation whose solution is given in terms of the Bessel functions of the first and second kind. We define the characteristic transition time $t^*$ when this anomalous kinetics arises. In this analytical framework we derive analytical expressions for $t^*$. All physical and mathematical derivation of the analytical solution are summarized in the following manuscript that has been published on Water Resources Research on 2011.

An analogous scaling has been shown to occur when the transport mechanisms are described by super-diffusive Levy-Flight (e.g. Zumofen et al. [1996]; Leyvraz and Redner [1992]). In this case, the mean concentration scales asymptotically as $t^{-\frac{1}{\gamma}}$ where $1 < \gamma < 2$ characterizes the Levy-enhanced diffusion operator. Also for this case we derive an analytical full time expression for the mean concentration and for the characteristic transition time when the anomalous kinetics arises (see paper in Appendix).
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The effect of spatial concentration fluctuations on the reaction of two solutes, A + B → C, is considered. In the absence of fluctuations, the concentration of solutes decays as $A_{det} = B_{det} \sim t^{-1}$. Contrary to this, experimental and numerical studies suggest that concentrations decay significantly slower. Existing theory suggests a $t^{-d/4}$ scaling in the asymptotic regime ($d$ is the dimensionality of the problem). Here we study the effect of fluctuations using the classical diffusion-reaction equation with random initial conditions. Initial concentrations of the reactants are treated as correlated random fields. We use the method of moment equations to solve the resulting stochastic diffusion-reaction equation and obtain a solution for the average concentrations that deviates from $\sim t^{-1}$ to $\sim t^{-d/4}$ behavior at characteristic transition time $t^*$. We also derive analytical expressions for $t^*$ as a function of Damköhler number and the coefficient of variation of the initial concentration.


1. Introduction

2 Incomplete mixing of solutes and spatial fluctuations in concentration fields have been identified as a major cause of failure of deterministic effective models, such as deterministic diffusion-reaction equations, to accurately simulating mixing-controlled reactions. Spatial fluctuations in the concentration of the reactive species can be caused by the thermal fluctuations of molecules [Ovchinnikov and Zeldovich, 1978; Toussaint and Wilczek, 1983], turbulent flows [Hill, 1976] or highly nonuniform laminar flows (e.g., flow in porous media) [Tartakovsky et al., 2008, 2009; Raje and Kapoor, 2000; Luo et al., 2008; Bolster et al., 2011; Le Borgne et al., 2011].

3 In the case of porous media, the fluctuations cause the classical advection-dispersion-reaction (ADR) equations with constant transport coefficients to overestimate the extent of the mixing controlled reactions [Battito and Tartakovsky, 2011; Battito et al., 2009; Tartakovsky et al., 2009; Le Borgne et al., 2010]. Similar problems occur in a purely diffusive systems where thermal fluctuations of molecules lead to incomplete mixing [Ovchinnikov and Zeldovich, 1978; Toussaint and Wilczek, 1983]. In order to tackle the discrepancies with traditional homogenous (ADE) equations, a variety of novel models have emerged. These include stochastic Langevin approaches [Tartakovsky et al., 2008; Tartakovsky, 2010], perturbation models [Luo et al., 2008], and adaptations of a variety of popular nonlocal models such as continuous time random walks [Edery et al., 2009, 2010], fractional ADEs [Bolster et al., 2010], multirate mass transfer [Donado et al., 2009; Willmann et al., 2010], memory effect models [Dentz et al., 2011] and models with time-dependent rate coefficients [Sanchez-Vila et al., 2010]. However, many of these approaches involve effective parameters, which cannot be computed a priori from the physical properties of the system and have to be found through model calibration with experimental data.

4 In this work, we use the moment equation approach [e.g., D. M. Tartakovsky et al., 2002, 2003; A. M. Tartakovsky et al., 2003, 2004a, 2004b] to quantify the effect of incomplete mixing in diffusion-reaction systems. We focus on a nonlinear reaction involving diffusion of two species, A and B, that react with each other kinetically as $A + B \rightarrow C$. We assume that A and B have the same initial concentration and are macroscopically well mixed before the onset of the reaction. In the absence of spatial fluctuations (i.e., a fully mixed system at all times), a well known analytical solution exists and the average concentrations decay as $A_{det} = B_{det} \sim t^{-1}$.

5 Recent numerical studies by Benson and Meerschaert [2008] and de Anna et al. [2011] suggest that while this analytical solution may be valid at early times, at late times a different slower scaling emerges. These observations are in line with previous observations from the physics community [Hill, 1976; Toussaint and Wilczek, 1983; Kang and Redner, 1985] and a variety of theoretical models [Ovchinnikov and Zeldovich, 1978; Toussaint and Wilczek, 1983; Kang and Redner, 1985]. The latter are based on late time asymptotic arguments, and suggest a late asymptotic decay of the concentrations that is proportional to $t^{-d/4}$, where $d$ is the spatial dimensionality of the problem. These models established that, for sufficiently fast
reactions, initial fluctuations in the concentrations cause segregation of the reactants into separate islands of A and B, (i.e., parts of the domain occupied dominantly by species A or B). In this situation, reactions are limited by how quickly diffusion of particles can cause mixing of A and B across the boundaries of the islands. Thus, the mixing of species is limited and the temporal decay of the concentrations slows down. This anomalous scaling of diffusion-limited reactions, related to segregation of reactants into islands, was experimentally observed by Monson and Kopelman [2004].

[6] These past theoretical works have focused primarily on the establishment of the late asymptotic behavior of the concentrations. Also, in the previous studies the initial fluctuations of each species were assumed to be uncorrelated (fluctuations with zero correlation length). The standard deviation of the fluctuations was implicitly assumed to be equal to the square root of the initial number of the reactive particles. In a number of important applications (e.g., turbulent mixing and transport in porous media), the initial fluctuations in concentrations may have nonzero correlation lengths. For example, if the reactive solutions are rapidly brought in contact by nonuniform advection (and allowed to diffuse and react), then the initial correlation length of the concentration fluctuations will depend on the statistics of the velocity field, and can in principle be as large as the size of the domain. The standard deviation of the concentrations in these applications represents the degree of mixing, and can also be arbitrarily large.

[7] To study the effect of fluctuations, we employ a diffusion-reaction equation with random initial conditions. In the past, diffusion-reaction type equations have been used to study the effect of random concentration fluctuations on scales ranging from the molecular scale [Ovchinnikov and Zeldovich, 1978] to the field scale [Sanchez-Vila et al., 2008], though advection is usually also considered in the latter case. Here the initial concentrations of the reactants are treated as correlated random fields with spatially constant and equal statistical means and variances. The random initial conditions render the diffusion-reaction equation stochastic. We use the moment equation approach to derive deterministic equations for the mean and variance of the concentrations. The solution for the mean concentrations shows that the average concentration deviates from \( t^{-1} \) to \( t^{-d/4} \) behavior at a characteristic transition time \( t^* \), which depends on the Damköhler number, \( Da \). We obtain analytical expressions for \( t^* \) as a function of \( Da \). The solutions are used to study the effect of initial average concentration, variance, correlation length, cross correlation, and the size of the domain on the A + B \( \rightarrow \) C reaction.

2. Problem Formulation

[8] Our goal is to study the effect of random fluctuations in concentration fields on chemical reactions. Specifically, we study an irreversible reaction between two species, A and B, that is described by a diffusion-reaction equation:

\[
\frac{\partial \bar{c}(\mathbf{x}, t)}{\partial t} = D \Delta \bar{c}(\mathbf{x}, t) - k \bar{c}(\mathbf{x}, t) \bar{c}'(\mathbf{x}, t), \quad \mathbf{x} \in \Omega, \quad I = A, B.
\]

(1)

where \( \bar{A} \) and \( \bar{B} \) are the concentrations of species A and B, \( D \) is the diffusion coefficient, \( k \) is the rate coefficient of the irreversible reaction, and \( \Delta = \nabla^2 \) is the Laplace operator.

We consider two special cases: (1) diffusion in an infinite \( d \)-dimensional domain \( \Omega (d = 1, 2, 3) \) and (2) diffusion in a finite one-dimensional domain \( \Omega = (0, L) \) subject to periodic boundary conditions.

[5] We treat the concentrations as random variables:

\[
\bar{A}(\mathbf{x}, t) = \bar{A}(\mathbf{x}, t) + A'(\mathbf{x}, t), \quad B(\mathbf{x}, t) = \bar{B}(\mathbf{x}, t) + B'(\mathbf{x}, t),
\]

(2)

where the overbar designates an ensemble average and the prime denotes zero-mean fluctuations about the average. We assume equal initial ensemble averaged concentrations of A and B:

\[
\bar{A}(\mathbf{x}, 0) = \bar{B}(\mathbf{x}, 0) = C_0.
\]

(3)

Unlike previous work [Ovchinnikov and Zeldovich, 1978; Toussaint and Wilczek, 1983], we assume the initial fluctuations, \( A'(\mathbf{x}, 0) \) and \( B'(\mathbf{x}, 0) \), to be spatially correlated fields. This allows us to study the effect of spatial correlation of the concentrations on the chemical reaction. In the following we study this system for several initial autocovariance functions. Specifically, we consider initial exponential and delta autocovariance functions. The exponential autocovariance function has a form:

\[
\bar{A}(\mathbf{x}, 0)A'(\mathbf{y}, 0) = \bar{B}(\mathbf{x}, 0)B'(\mathbf{y}, 0) = \sigma^2 e^{-\frac{x^2}{2\sigma^2}},
\]

(4)

where \( \sigma^2 \) is the initial variance of the concentrations (\( \sigma \) is the initial standard deviation of fluctuations) and \( \delta \) is the initial correlation length. Assuming that the initial fluctuations of A and B are caused by the same physical processes, we prescribe the same variances and correlation for both reactants.

[10] When the correlation length is small relative to the size of the domain, one can replace the exponential autocovariance function with the delta autocovariance function:

\[
\bar{A}(\mathbf{x}, 0)A'(\mathbf{y}, 0) = \bar{B}(\mathbf{x}, 0)B'(\mathbf{y}, 0) = \sigma^2 \delta(\mathbf{x} - \mathbf{y}).
\]

(5)

[11] In a well-mixed purely diffusive system (in the absence of reactions), the fluctuations in the concentrations are caused by thermal fluctuations of particles. In this case, the fluctuations have a correlation length, \( \ell \), of the order of the particle diameter, and under most circumstances the delta autocovariance function will provide an accurate representation of the spatial correlation of the fluctuations. In other nonreactive, but hydrologically related stochastic model studies the delta correlation has been shown to give asymptotically similar results as short-range correlation functions such as exponential and Gaussian [e.g., Neuweiler et al., 2003]. We show in section 4.2.2 that the delta function approximation can be used only to predict the mean and variance of the concentrations for times larger than \( \ell^2/8\pi \), where \( \ell^2 \) is the diffusion time:

\[
\ell^2 = \frac{\ell^2}{D} = \frac{t_D}{2\pi},
\]

(6)

In the absence of reaction, \( t_D \) is the time it takes for a region of size \( \ell \) to become well mixed by diffusion. For
smaller times, the delta function approximation leads to unphysical behavior of the ensemble average and/or variance of the concentrations.

[12] Initial large-scale concentration fluctuations can be caused by poor mechanical mixing of two solutes due to fluctuations in advective velocities that brought two solutes in contact. In this case, the correlation length depends on the degree of mixing and can be of the same order (or smaller) as the domain size. Under such conditions, we chose the exponential autocovariance function (4) to describe initial correlation of the fluctuations of A and B, but one could also consider other correlation functions.

[13] To complete the problem formulation, we specify a cross-covariance function \( A'(x,0)B'(y,0) \) at time \( t = 0 \). We consider two types of cross correlations: anticorrelation and no cross correlation. The initial anticorrelation assumes that in a volume with a large concentration of one reactant (relative to the average value of the concentration) the concentration of another reactant is small. The anticorrelation is described by a cross-covariance function:

\[
A'(x,0)B'(y,0) = -\sigma^2 e^{-\frac{|x-y|^2}{2\sigma^2}}
\]  

(7)

if both concentrations, A and B, have the initial exponential correlation and

\[
A'(x,0)B'(y,0) = -\sigma^2 \delta(x-y)
\]  

(8)

if A and B are initially \( \delta \) correlated.

[14] For completeness, we also consider a case where the initial cross variance is zero,

\[
A'(x,0)B'(y,0) = 0.
\]  

(9)

[15] Kang and Redner [1985] previously justified the emerging scaling law \( t^{-\frac{1}{2}} \) with the formation of islands of segregated solutes. The initial anticorrelation is a necessity but not a sufficient condition for the existence of the islands and the initial condition (7) or (8) does not imply presence of islands at \( t = 0 \). Furthermore, the following analysis shows that after the onset of the reaction, the scaling changes from \( t^{-\frac{1}{2}} \) to \( t^{-\frac{1}{4}} \) regardless of the initial cross correlation, but the transition time from one scaling law to another depends on variance, correlation length and the form of cross-covariance function.

[16] The random initial concentrations render the diffusion-reaction equation (1) stochastic. The full solution of this equation is the probability density functions for distribution of A and B. In this work, we are mainly interested in the average behavior of the concentrations and we focus on the leading moments of the distributions namely the mean (ensemble averaged) concentrations and the concentration variances (a measure of uncertainty). The differential equations for the leading moments are obtained using the method of moment equations [D. M. Tartakovsky et al., 2003]. The details of the derivation of the moment equations are given in Appendix A.

[17] The average concentrations \( \overline{A} \) and \( \overline{B} \) satisfy an ordinary differential equation:

\[
\frac{d\overline{A}}{dt} = -k\overline{A}^2 - k\overline{A}\overline{B}, \quad I = A, B,
\]  

(10)

where \( A'(x,t)B'(x,t) = B'(x,t)A'(x,t) \). In equation (10), \( \overline{A} \) and \( \overline{B} \) satisfy the same initial condition (equation (3)), and hence,

\[
\overline{A}(t) = \overline{B}(t),
\]  

(11)

[18] Now let us define \( f(x,y,t) = A'(x,t)B'(y,t) - A'(x,t)A'(y,t) \) and \( g(x,y,t) = A'(x,t)B'(y,t) + A'(x,t)A'(y,t) \). The governing equations for these functions are (Appendix A)

\[
\frac{\partial f(x,y,t)}{\partial t} = 2D\Delta f(x,y,t)
\]  

(12)

\[
\frac{\partial g(x,y,t)}{\partial t} = 2D\Delta g(x,y,t) - 4k\overline{A}(t)g(x,y,t),
\]  

(13)

where \( y \in \Omega \).

[19] It is important to note that in the derivations of (13) we disregard the third moment. Once we have solved for \( f \) and \( g \), the autocovariance and cross covariance can be calculated as \( 2\overline{A}(t)\overline{A}(y,t) = g(x,y,t) - f(x,y,t) \) and \( 2\overline{A}(t)\overline{B}(y,t) = f(x,y,t) + f(x,y,t) \).

[20] The autocovariances \( \overline{A}(x,t)\overline{A}(y,t) \) and \( \overline{B}(x,t)\overline{B}(y,t) \) (\( \overline{A}(x,t)\overline{A}(y,t) = \overline{B}(x,t)\overline{B}(y,t) \)) satisfy either initial conditions (4) or (5) and the cross covariance \( \overline{A}(x,t)\overline{B}(y,t) \) satisfies initial conditions (7), (8) or (9) depending on the type of initial autocorrelation and cross correlation of the fluctuations. These initial conditions define initial conditions for \( f \) and \( g \).

[21] The boundary conditions for the autocovariance and cross covariance defined on the infinite \( d \) dimensional domain \( \Omega \) are

\[
g(x,y,t) = 0, \quad x_i = \pm \infty, \quad i = 1, \ldots, d,
\]  

(14)

\[
f(x,y,t) = 0, \quad x_i = \pm \infty, \quad i = 1, \ldots, d.
\]  

(15)

respectively, where \( x = (x_1,x_2,x_3) \) and \( y = (y_1,y_2,y_3) \).

These boundary conditions specify that the autocovariance and cross covariance are zero far away from the point \( y \). Furthermore, without loss of generality, we set \( x_i = 0 \) \( (i = 1, \ldots, d) \).

[22] In the case of the one-dimensional periodic finite size domain \((0,L)\), the domain can always be centered around the point \( y \) (i.e., \( y \) in the one-dimensional version of (12) and (13) can be set to \( y = y' = L/2 \)). For the considered initial conditions, only homogeneous Neumann boundary conditions for equations (12) and (13) can satisfy the periodic conditions. Then the appropriate boundary conditions for equations (12) and (13) are

\[
\frac{\partial f(x,y,t)}{\partial x} = 0, \quad x = 0, L,
\]  

(16)

\[
\frac{\partial g(x,y,t)}{\partial x} = 0, \quad x = 0, L,
\]  

(17)

respectively.
3. Solution of the Deterministic Diffusion-Reaction Equation

If the initial fluctuations are absent or very small and can be disregarded, then the diffusion-reaction equation reduces to a deterministic equation:

\[
\frac{\partial I_{\text{det}}}{\partial t} = -kI_{\text{det}}^2, \quad I_{\text{det}} = A_{\text{det}}, B_{\text{det}},
\]

where the subscript det stands for the deterministic concentrations (with zero initial fluctuations). The solution of this equation, subject to the initial conditions \( A_{\text{det}}(0) = B_{\text{det}}(0) = A_0 \), is

\[
A_{\text{det}}(t) = B_{\text{det}}(t) = \frac{A_0}{Ao kt + 1}.
\]

4. Moment Equations for Initially Anti-Correlated A and B

For initially anticorrelated A and B, the auto-covariance and cross-covariance functions satisfy the initial condition

\[
\overline{A(x,0)A(y,0)} = -\overline{A(x,0)B(y,0)} = \sigma^2 \rho(x - y),
\]

where \( \rho(x - y) \) is the exponential or delta correlation function. For this initial condition, we can solve the moment equations (12) and (13) by recognizing that \( \overline{A(x,t)A(y,t)} = -\overline{A(x,t)B(y,t)} = 2\overline{A(x,t)B(y,t)} + g \equiv 0 \). Then equation (12) can be reduced to

\[
\frac{\partial \overline{A(x,t)B(y,t)}}{\partial t} = 2D\Delta \overline{A(x,t)B(y,t)},
\]

subject to initial condition (20). The boundary conditions for the infinite-dimensional domain are given by equation (15). For the one-dimensional domain, equation (21) is subject to the homogeneous boundary conditions that can be obtained from equations (16) and (17). Note that equation (12) for \( f \) is exact, and therefore, the system of the moment equations (10) and (21) is also exact.

4.1. Solution of the Moment Equations for Finite One-Dimensional Domain

In a one-dimensional domain, the one-dimensional version of the diffusion equation for the cross covariances satisfies the homogeneous Neumann boundary conditions (17) and the initial condition (7). The solution can be found using the method of separation of variables and is given by

\[
\overline{A(x,t)B(y^*,t)} = c_0 + \sum_{n=1}^{\infty} c_n(y^*) e^{-2n^2\pi^2D t} \cos \left( \frac{n\pi x}{L} \right),
\]

where \( y^* = L/2 \),

\[
c_0 = -\frac{2\sigma^2}{L} \left[ 1 - e^{-\frac{2}{L}} \right],
\]

\[
c_n = -\frac{2\sigma^2}{L} \left[ \frac{\cos \left( \frac{n\pi}{L} \right)}{L} - e^{-\frac{2}{L}} \frac{\cos \left( \frac{n\pi}{L} \right)}{L} + \frac{n^2\pi^2}{L^2} e^{-\frac{2}{L}} \sin \left( \frac{n\pi}{L} \right) \right. \times \left. \left( 1 + \frac{n^2\pi^2}{L^2} \right)^{-1} \right].
\]

This is a function of time only, and not of space. Expanding this solution in a Taylor series and gathering low-order terms yields a simplified form for the cross variance (and the variances of the concentrations):

\[
\overline{A(y^*,t)B(y^*,t)} = \overline{A(t)} B(t) = \begin{cases}
\sigma^2 \left( 1 - \frac{8D}{\pi^2 L^2} \right) \frac{1}{2}, & t \ll \frac{L}{2} \\
\sigma^2 \left( \frac{1}{2nD} \right) \frac{1}{2}, & t \gg \frac{L}{2}
\end{cases}
\]
4.2.2. Initially Delta-Correlated Fluctuations

For initially delta function correlated A and B, the cross covariance in the d-dimensional domain takes the form

\[
\mathcal{A}(x,t)\mathcal{B}(y,t) = -\frac{\sigma_0^2}{(8\pi D t)^{d/2}} \int_{\mathbb{R}^d} \exp\left(-\frac{(x-z) \cdot (x-z)}{8Dt}\right) \delta(z-y') \, dz
\]

\[
= -\frac{\sigma_0^2}{(8\pi D t)^{d/2}} \exp\left(-\frac{(x-y') \cdot (x-y')}{8Dt}\right).
\]  

(31)

Setting \( x = y' \), we obtain an expression for the variance and covariance of the concentrations:

\[
\mathcal{A}(t)\mathcal{A}(t) = -\mathcal{A}(t)\mathcal{B}(t) = \frac{\sigma_0^2}{(8\pi D t)^{d/2}}.
\]  

(32)

The solution for the variance of A, equation (32), is obtained by approximating the exponential autocorrelation function with a delta autocorrelation function. This approximation is not valid for small times. For example, at time \( t = 0 \) the variance of the concentration should be equal to \( \sigma_0^2 \), but equation (32) results in an infinite variance. Also, the averaged concentration, obtained from equations (10) and (32), increases for times smaller than \( t < t_D/8\pi \)

\[
(33)
\]

which is unphysical for the reaction system considered here. To rectify the situation with equation (32), we neglect time smaller than \( t = t_D/8\pi \), essentially assuming that no, or negligible, reaction occurs until then. At time \( t = t_D/8\pi \) the variance of A, given by equation (32), is equal to the initial variance, \( \mathcal{A}(t_D) = \sigma_0^2 \), and for time \( t > t_D \) the average concentration decreases with time, as should be the case for the irreversible reaction studied here. We shift time by introducing a new variable, \( \tau = t - t_D/8\pi \), and rewrite equation (10) as

\[
\frac{\partial \tilde{A}}{\partial \tau} = -kA - k\frac{\sigma_0^2}{(8\pi D t)^{d/2}}(\tau + t_D/8\pi)^{-d/2}, \quad \tau > 0,
\]

subject to the initial condition

\[
\tilde{A}(\tau = 0) = A_0.
\]

(35)

where \( \tilde{A}(\tau) = A(t + t_D/8\pi) \). The solution of equation (34) can be found analytically as

\[
\tilde{A}(\tau) = \frac{\sigma_0^2}{2\sqrt{8\pi D t}} \left[ e^{-\frac{\tau}{2t_D}} - 1 \right] - \frac{a}{d} \frac{\sigma_0^2}{2\sqrt{8\pi D t}} \left[ e^{-\frac{\tau}{2t_D}} - 1 \right], \quad \tau > 0,
\]

(36)

where \( a \) is given by the initial condition (35), \( J_0(z) \) is a Bessel function of the first kind, and

\[ a = \frac{\sigma_0^2}{(8\pi D t)^{1/2}}, \quad \frac{d}{D^2} = \frac{4 - d}{4 - d} \frac{\tau}{t_D}, \quad b_1 = 2 - \frac{d}{d}, \quad b_2 = 6 - \frac{d}{d}
\]

(37)

Setting \( d = 1 \) in equation (32) recovers the scaling behavior of the one-dimensional covariance with initial exponential correlation, equation (30), for \( t > t_D/2 \). This means that for times greater than \( t > t_D/2 \), the average concentration forgets the initial correlation of the fluctuations and the initial \( \delta \) correlated can be taken as a good approximation. For time smaller than \( t_D \), the solution can be obtained using the covariance function (30).

[33] Defining a new variable, \( r = |x - y| \), we rewrite equation (31) as \( \mathcal{A}(t, r) = -\frac{\sigma_0^2}{(8\pi D t)^{d/2}} \exp\left[-\frac{r^2}{8D}\right] \). The correlation length of the fluctuations can be defined as

\[
\lambda = \int_0^\infty \frac{\mathcal{A}(t, r)}{\mathcal{A}(t, 0)} \, dr = \int_0^\infty \exp\left(-\frac{r^2}{8D(\tau + t_D/8\pi)}\right) \, dr
\]

(39)

The correlation length is a measure of the average size of a subdomain where one of the two reactants is absent. For time \( \tau \gg \tau_D \), \( \lambda \) grows as \( (D\tau)^{1/2} \). In this regime, the concentration field is composed of segregated “islands” of A and B [Kang and Redner, 1985]. Then \( \lambda(t) \) becomes a statistical measure of the size of these islands, and according to equation (39) the size grows with time as \( \tau \). A similar scaling law for the size of the islands was phenomenologically postulated, but not explicitly derived, by Kang and Redner [1985].

5. Moment Equations for A and B With Initially Zero Cross Correlation

[33] Here we consider a case when A and B are initially uncorrelated, \( \mathcal{A}(x, 0)\mathcal{B}(y, 0) = 0 \). We obtain a solution for the mean and variance of the concentrations in a one-dimensional infinite domain. For conciseness, here we consider a solution for the delta function correlation. The solution for the exponential correlation function can be obtained in a similar way. Using the delta function approximation of the exponential autocorrelation function for A and B, equations for the mean and variance of the concentration have the form (Appendix B)

\[
\mathcal{A}(t)\mathcal{B}(t) = \frac{\sigma_0^2}{2\sqrt{8\pi D t}} \left[ e^{-\frac{\tau}{2t_D}} - 1 \right], \quad \tau > 0,
\]

(40)

\[
\frac{\partial \mathcal{A}}{\partial \tau} = -k \mathcal{A}^2 - k \frac{\sigma_0^2}{2\sqrt{8\pi D t}} \left[ e^{-\frac{\tau}{2t_D}} - 1 \right], \quad \tau > 0.
\]

(41)
subject to the initial condition \( \mathcal{A}(t = 0) = A_0 \).

As in the case of initially anticorrelated A and B, using the \( \delta \) correlation approximation of the exponential correlation function leads to an unphysical behavior such as infinite variance of the concentrations, \( \mathcal{A}A(t) \), at time zero. To make use of the \( \delta \) correlation approximation, we assume that the reaction does not occur until \( t = t_0/8\pi \) and equations (40)–(42) can be rewritten using a new variable, \( \tau = t - t_0 \), as

\[
\mathcal{A}(\tau) = \frac{\sigma^2 l}{2\sqrt{8\pi D(\tau + t_0/8\pi)}} \left[ e^{-\frac{4k}{D} \int_0^\tau \mathcal{A}(\tau')d\tau'} - 1 \right], \quad \tau > 0, \tag{43}
\]

\[
\frac{d\mathcal{A}}{d\tau} = -k\mathcal{A}^2 - k \frac{\sigma^2 l}{2\sqrt{8\pi D(\tau + t_0/8\pi)}} \left[ e^{-\frac{4k}{D} \int_0^\tau \mathcal{A}(\tau')d\tau'} - 1 \right], \quad \tau > 0, \tag{44}
\]

subject to the initial condition \( \mathcal{A}(\tau = 0) = A_0 \).

The correlation length is given by

\[
\lambda(\tau) = \int_0^\infty \frac{\mathcal{A}(\tau, \tau')d\tau'}{\mathcal{A}(0, \tau')} \int_0^\infty \exp\left(-\frac{r^2}{8D(\tau + t_0/8\pi)}\right)d\tau' = \sqrt{2\pi D(\tau + t_0/8\pi)}, \tag{46}
\]

which at late times scales as \( \tau^{1/4} \). This is the same scaling behavior as we saw earlier for the correlation length for fluctuations with initial anticorrelation (equation (39)). The comparison of equations (39) and (46) shows that the correlation length of A (and B) for initially anticorrelated A and B grows with the same rate as the correlation length for initially uncorrelated A and B.

6. Results: Impact of Concentration Fluctuations on Effective Kinetics

6.1. Infinite Domain

For the anticorrelated case, Figures 1 and 2 show the averaged concentration and the standard deviation of the concentration for two different Damköhler numbers, \( Da = \frac{t_0}{\tau} = \frac{DA}{D} \), defined as the ratio between the characteristic diffusion and reaction times, \( t_0 = \frac{D}{k} \) and \( \tau = \frac{1}{2k} \). In Figure 3 we compare the anticorrelated case with the zero cross-correlated case. In Figures 1–3, at early times when variance and covariance of the concentrations are relatively small, \( \mathcal{A} \) and \( \mathcal{B} \) follow the deterministic solution (19). At later times, when \( \mathcal{A} \) and \( \mathcal{B} \) become comparable to \( \sqrt{-\mathcal{A} \mathcal{B}} \),
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the average concentration deviates from the deterministic solution. Note that the term \( \mathcal{AB} \) is negative for all the initial conditions considered (equations (29), (32) and (43)). Therefore, \( -\mathcal{AB} \) is a source term while \( -\mathcal{A}^2 \) is a sink term for equation (10), and the system dynamically balances at \( T \approx \sqrt{-\mathcal{AB}} \) (\( I = A, B \)). Since \( \mathcal{AB} \approx t^{-d/2} \) (equations (30), (32) and (43)), the average concentration switches its behavior from \( t^{-1} \) to \( t^{-d/4} \). The coefficient of variation,

\[
C_c(t) = \frac{\sqrt{\mathcal{A}(t)}}{\mathcal{A}(t)},
\]

increases with time and asymptotically approaches unity. For the early times, \( \mathcal{A}^2 \gg \mathcal{A} = -\mathcal{AB} \) and the term \( k\mathcal{AB} \) in equation (26) can be ignored. Thus, \( \mathcal{A} \) behaves like the deterministic concentration, \( A_{det} = \frac{A}{\sqrt{\det}} \). As time increases, so does the covariance term \( -k\mathcal{AB} \) relative to the reaction term \( k\mathcal{A} \), and this slows the decay of \( \mathcal{A} \).

Figure 3 compares the mean and the standard deviation of the concentrations for different initial cross correlations of fluctuations of A and B. The solutions are obtained for one-dimensional infinite domains for initially anticorrelated (equation (8)) and uncorrelated (equation (9)) fluctuations. In both cases, the initial autocovariance function (5) is assumed. Figure 3 shows that the variance of the concentration \( A \) (and \( B \)) is larger for initially anti-cross-correlated fluctuations than for initially uncorrelated fluctuations for all times greater than zero. The same is true for the average concentrations. Also, average concentrations for initially anti-cross-correlated fluctuations transition earlier to the \( t^{-1/4} \) behavior than the average concentrations with initially uncorrelated fluctuations.

6.2. Finite Domain

Figures 4–6 show the average one-dimensional concentration \( \mathcal{A}(t) \) versus time for various parameters obtained from the numerical integration of equation (26). Figure 4 depicts \( \mathcal{A} \) versus \( t \) for various domain sizes \( L \). The azure line shows the deterministic solution (19) without the fluctuations. This solution decreases to zero as \( t^{-1} \) after \( t > (A_0k)^{-1} \). As for the infinite domain, the average concentration first follows the deterministic solution (scales as \( t^{-1} \)), but later the scaling of the average concentration changes to \( t^{-1/4} \) and finally asymptotically approaches \( c_0 \). Thus, the fluctuations slow the rate of decrease in the concentration. As the domain size \( L \) increases, the solution rapidly approaches the solution for the infinite domain.

As a result of the reaction, the average concentration decreases from its initial value to an asymptotic value \( c_0 \) (equation (23)) that depends on the initial variance of the concentration, the correlation length, and the size of the domain. This means that, on average, not all of \( A \) and \( B \) react. This is because owing to initial random fluctuations in concentrations \( A \) and \( B \), in a domain of finite size in each particular realization, the initial total mass of \( A \) is not exactly equal to the initial total mass of \( B \). This shows that the random concentration field in a finite domain has not attained

Figure 2. Average concentration (red dotted line) versus time in a one-dimensional infinite domain. The blue dot is the concentration at the diffusion time \( t_0 = \frac{L^2}{D} \), and the black dot is the concentration at the transition time given by equation (50). The black dashed line is \( \sqrt{-\mathcal{AB}} \), the magenta dashed line shows \( t^{-1} \) scaling, and the green line shows \( t^{-1/4} \) scaling. The parameters are \( I = 0.1, D = 10^{-2} \), \( \sigma^2 = 10^{-5} \), and \( k = 10 \), which correspond to \( 1 < Da < C_{th} \).
ergodic conditions and the spatial average of the concentration in each particular realization is not equal to its ensemble average. Problems associated with ergodicity are common in the application of stochastic models to water resources. The system becomes ergodic as the domain size approaches infinity. The standard deviation of the concentrations decreases from its initial value to the constant \( c_0 \). The asymptotic value \( c_0 \) goes to zero with decreasing \( u/L \) and decreasing initial variance of the fluctuations.

[42] Figure 5 displays \( \overline{A} \) versus \( t \) for various correlation lengths \( l \). The solution for the average concentration with initial correlation length \( l = 0 \) is equivalent to the solution for deterministic concentration (blue line). For \( l > 0 \), the average concentration follows the deterministic solution (decreases as \( t^{-1} \)) at early times, but later the average concentration decays as \( t^{-1/4} \) and eventually approaches the asymptotic value \( c_0 \).

[43] Figure 6 shows \( \overline{A} \) versus \( t \) for different \( \sigma^2 \). In the limit \( \sigma^2 = 0 \), the system is a deterministic homogeneous mixture and the solution for \( \overline{A} \) is given by \( A_{det} \) (blue line). For \( \sigma^2 > 0 \), \( \overline{A} \) follows \( A_{det} \) (decreases as \( t^{-1} \)) at the early time, and later \( \overline{A} \) decays as \( t^{-1/4} \) and eventually approaches the asymptotic value \( c_0 \).

[44] It is evident from Figures 4–6 that disregarding fluctuations leads to an overestimation of the extent of the reaction and an underestimation of the averaged concentration. The error increases with increasing \( \sigma^2 \) and \( l \) and decreasing \( L \). Such quantitative results play an important role in determining reaction rates in real systems such as porous media or turbulent streams where mixing is often incomplete and segregation of reactants into islands is commonplace. The analysis in this work is presented to provide an analytical foundation for extensions to such cases.

7. Characteristic Transition Time \( t^* \)

[45] In a purely diffusive system, the variance of the fluctuations, \( \sigma^2 \), is usually small, regardless of the origin of the fluctuations. Therefore, the initial coefficient of variation, \( C_{v0} \), should be a small number:

\[
0 < C_{v0} = \frac{\sigma}{\mu_0} < 1. \tag{48}
\]

[46] We demonstrated above that in the diffusion-reaction system, equation (1), for any nonzero \( C_{v0} = C_{v}(0) \) at late times \( C_{v}(t) \) approaches unity. The asymptotic increase of the coefficient of variation from an arbitrarily small value to unity is the primary cause of different early and late time scalings of the average concentrations.

[47] Here we derive estimates for the characteristic transition time \( t^* \) after which the scaling behavior of the average concentrations change to \( t^{-d/4} \). We obtain the estimates of \( t^* \) for diffusion and reaction in infinite \( d \)-dimensional domains for fluctuations with different initial autocorrelation and cross correlation.

7.1. Infinite One-Dimensional Domain: Initially Anticorrelated Fluctuations With Exponential Autocovariance Function

[48] For early times, \( C_{v} \ll 1 \); therefore, the average concentrations are well described by the solution for the deterministic concentration \( A_{det} \). The solution will deviate from \( A_{det} \) at time \( t^* \), when the term \(-D\overline{A} \) is comparable to \(-\overline{A}^2 \).

[49] The characteristic time \( t^* \) can be found as the solution of an algebraic equation:

\[
A_{det}(t^*) = \sqrt{-\overline{A}^2(t^*)}. \tag{49}
\]

The solution of this equation depends on the Damköhler number, \( Da = \frac{AD}{D} \). For times greater than the characteristic chemical time \( t_1 = \frac{1}{\lambda_D} \), the deterministic solution decreases as \( A_{det} \sim (kt)^{-1} \).

[50] We consider \( t^* \) for different Damköhler numbers: (1) \( Da > \frac{C_{v0}^2}{\lambda_D^2} \), fast reaction and \( t_1 < t_0 \) (Figure 1); (2) \( 1 < Da < \frac{C_{v0}^2}{\lambda_D^2} \), medium reaction and \( t_1 < t_0 \) (Figure 2); and (3) \( Da < 1 \), slow reaction and \( t_1 > t_0 \).

7.1.1. Case 1: \( Da > \frac{C_{v0}^2}{\lambda_D^2} \)

[51] The curves for \( A_{det}(t) \) and \( \sqrt{-\overline{A}^2(t)} \) intersect at time \( t^* \) such that: \( t_1 < t^* < t_0 \). Within this interval, \( A_{det}(t) \approx \frac{2}{\lambda_D} \) and \( \sqrt{-\overline{A}^2} \approx \sigma \), and the solution of equation (49) is

\[
t^* = \frac{1}{k_D} = \frac{1}{\lambda_D C_{v0}}. \tag{50}
\]
Figure 4. Average concentration in the finite one-dimensional domain versus time as a function of the domain of size $L$: red line, $L = 0.5$; green line, $L = 1$; yellow line, $L = 2$; magenta line, $L = 4$. For all curves, $l = 0.001$, $D = 0.01$, $\sigma^2 = 0.5$, and $k = 1000$. The azure line is the $A_{det}$ solution. The black line represents the law $t^{-\frac{3}{4}}$.

Figure 5. Average concentration in the finite one-dimensional domain versus time as a function of the correlation length $l$: red line, $l = 10^{-3}$; green line, $l = 10^{-4}$; yellow line, $l = 10^{-5}$; magenta line, $l = 10^{-6}$; azure line, $l = 10^{-7}$; blue line, $l = 0$. For all curves, $L = 1$, $D = 0.01$, $\sigma^2 = 0.5$, and $k = 1000$. The black line represents the law $t^{-\frac{3}{4}}$. 
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7.1.2. Case 2: $C_{ob}^{-1} > Da > 1$

The two curves, $A_{det}$ and $\sqrt{-A' B'}$, cross at time $t' = t_d$. For $t > t_d$, $A_{det}(t) \approx \frac{1}{t} \text{ and } \sqrt{-A' B'} \approx \sigma (\frac{p}{\sqrt{2D}})^{\frac{1}{2}} t^{-\frac{1}{2}}$, and the solution of equation (49) is

$$t' = t_d \left( \frac{\pi}{DaC_{ob}^2} \right)^\frac{1}{4}$$  \hspace{1cm} (51)

[52] Figures 1 and 2 show the exact solutions for $Da > C_{ob}^{-1}$ and $C_{ob}^{-1} > Da > 1$, respectively. Figures 1 and 2 demonstrate that $t'$, calculated from equations (50) or (51) (depending on the magnitude of $Da$), accurately predicts deviation of the average concentration from $A_{det}(t) \sim t^{-1}$ to $\sim t^{-1/2}$ behavior.

7.1.3. Case 3: $D < 1$

In this case, $t_s > t_d$. To estimate $t'$, we can use the same approximations for $A_{det}$ and $\sqrt{-A' B'}$ as in case 2. Then $t'$ is given by equation (51). The characteristic transition time increases with decreasing Damköhler number (and the reaction rate $k$). Consequently, for very small $Da$ the average concentrations will not be affected by the spatial fluctuations and will be well described by the solution $A_{det}(t)$.

7.2. Infinite $d$-Dimensional Domain: Initially Anticorrelated Fluctuations With $\delta$ Autocovariance Function

Next we consider an approximate solution for an infinite $n$-dimensional domain with initial delta-autocorrelated and anti-cross-correlated fluctuations. The two curves, $A_{det}$ and $\sqrt{-A' B'}$, cross at time $t' = t_k$. For $t > t_k$, $A_{det}(t) \approx \frac{1}{t}$ and $\sqrt{-A' B'} \approx \sigma \left( \frac{p}{8\pi D} \right)^{\frac{1}{4}} t^{-\frac{1}{4}}$, and the solution of equation (49) is

$$t' = \frac{t_k}{t_d} \left( \frac{1}{DaC_{ob}^2} \right)^{\frac{3}{4}}$$  \hspace{1cm} (54)

[53] Comparing equation (54) and the one-dimensional version of equation (52) shows that the characteristic

Figure 6. Average concentration versus time in the finite domain of size $L$: red line, $\sigma^2 = 5 \times 10^{-2}$; green line, $\sigma^2 = 5 \times 10^{-3}$; yellow line, $\sigma^2 = 5 \times 10^{-4}$; magenta line, $\sigma^2 = 5 \times 10^{-5}$; azure line, $\sigma^2 = 5 \times 10^{-6}$. For all curves, $L = 1$, $D = 5 \times 10^{-6}$, $l = 0.001$, and $k = 1000$. The blue curve is the $A_{det}$ solution, and the black line represents the scaling $t'^{-\frac{1}{2}}$. 

[56] For time $t > t'$, the average concentrations are given by

$$\frac{A(t)}{B(t)} = \frac{\sqrt{-A'(t)B'(t)}}{\sqrt{-A'B'}} = \frac{A_{det}C_{ob}^2}{(8\pi)^{\frac{3}{4}} \sqrt{Da} \sqrt{t'}}$$  \hspace{1cm} (53)

[57] This asymptotic scaling of the average concentrations with time, $t'^{-d/4}$, agrees with the asymptotic scaling results of Toussaint and Wilczek [1983], Kang and Redner [1985], and Benson and Meerschaert [2008].

7.3. Infinite One-Dimensional Domain With Zero Cross Correlation

Finally, to study the effect of the initial cross correlation between fluctuations of A and B we consider an approximate solution for an infinite one-dimensional domain with delta-autocorrelated and zero-cross-correlation fluctuations. The two curves, $A_{det}$ and $\sqrt{-A' B'}$, cross at time $t' > t_k$. For $t > t_k$, $A_{det}(t) \approx \frac{1}{t}$ and $\sqrt{-A' B'} \approx \sqrt{0.5 \sigma \left( \frac{p}{8\pi D} \right)^{\frac{1}{4}} t^{-\frac{1}{4}}}$, and the solution of equation (49) is

$$t' = \frac{t_k}{t_d} \left( \frac{1}{DaC_{ob}^2} \right)^{\frac{1}{4}}$$  \hspace{1cm} (50)
transition time $t'$ for initially uncorrelated fluctuations is $2^{1/3}$ times greater than the transition time for the initially anti-cross-correlated concentrations.

8. Conclusions

[60] In the absence of fluctuations, the concentration of solutes during chemical reaction $A + B \rightarrow C$ decays as $A_{det} = B_{det} \sim t^{-1}$. Contrary to this, experimental and numerical studies suggest that concentrations decay significantly slower. Existing theory suggests a $t^{-d/4}$ scaling in the asymptotic regime ($d$ is the dimensionality of the problem). We have studied the effect of spatial concentration fluctuations in this nonlinear irreversible reaction using the classical diffusion-reaction equation with random initial conditions, where the initial concentrations of the reactants were treated as correlated random fields. We used the moment equation approach to derive equations for the mean and variance of the concentrations and for the characteristic transition time $t'$. A time when scaling of the concentration with time changes to $t^{-d/4}$. The moment equations were used to study the effect of the initial autocorrelation and cross correlation of the concentrations on the leading moments of the concentrations. When fluctuations are driven by thermal noise, the initial statistics of the concentration fluctuations can be found from statistical mechanics [Ovchinnikov and Zeldovich, 1978]. If fluctuations are caused by the fluctuations in the advective velocities that mixed two solutes (our analysis is for the case when the flow ceased after fluids were mixed), then the initial statistics of the fluctuations can be found from the moment equation method or polynomial chaos solution of the stochastic advection-dispersion equations [Morales-Casique et al., 2006; Jarman and Tartakovsky, 2011; Lin and Tartakovsky, 2009, 2010; Lin et al., 2010].

[61] We first considered a case of initially anticorrelated $A$ and $B$. For $d$-dimensional ($d = 1, 2, 3$) infinite domain and delta-autocorrelated initial concentrations, we obtained analytical solutions for the mean and variance of the concentrations. At late times, the average concentrations scale as $t^{-d/4}$, which agrees with the classical results of Toussaint and Wilezek [1983] and numerical observations [Benson and Meerschaert, 2008; de Anna et al., 2011]. For infinite domains, we obtained analytical expressions for $t'$ as function of $Da$. The characteristic transition time $t'$ increases with increasing reaction time, $t_{k} = \frac{C_{0}}{C_{0}}$, and decreasing diffusion time and the initial coefficient of variation, $C_{0}$. The comparison of different initial cross correlations of $A$ and $B$ shows that, for initially uncorrelated fluctuations, $t'$ is $2^{1/3}$ times greater than the transition time for the initially anti-cross-correlated concentrations. On the other hand, the correlation length of the concentrations growth as $(Dt)^{1/2}$ regardless of the initial cross correlation. The increasing autocorrelation of the concentrations $A$ and $B$ and negative (anti) cross correlation between $A$ and $B$ indicate that $A$ and $B$ segregate into separate islands. The size of the islands is statistically related to the correlation length of the concentrations and our solution suggests that the islands grow as $(Dt)^{1/2}$. A similar scaling law for the size of the islands was phenomenologically postulated in [Kang and Redner, 1985].

[65] For very small $Da$, our results show that the chemical reaction is slow and that diffusion has enough time to mix the system, destroying all the islands of segregated $A$ and $B$. We illustrate that fluctuations in concentration have an important role on reactive transport and disregarding the fluctuations can lead to erroneous results. Even though our solutions are derived for the diffusion-reaction equation, they can also be applied to the advection-dispersion-reaction (ADR) equations $(D\frac{\partial I}{\partial t} + u \cdot \nabla I = D\nabla^{2}I - kAB, I = AB)$ with a uniform advection velocity field $(u = \text{const})$ and a constant dispersion coefficient $D$. This is because the ADR equation can be reduced to a diffusion-reaction equation with an anisotropic diffusion coefficient via the Galilean transformation [e.g., Farlow, 1982]. We should note that while there are convincing experimental and numerical findings that our analysis accurately describes the behavior of purely diffusive-reactive systems, we are not aware of any experimental results or direct pore-scale simulations that confirm transition to $t^{-d/4}$ scaling for advection-dispersion reaction systems. Furthermore, the ADR equation accounts only for the first and second moments of a pore-scale velocity distribution (the first moment gives the Darcy scale advective velocity, and the second moment contributes to the dispersion coefficient). Hence, the ADR equation may not be a good model for a multicomponent reactive transport in porous media, because pore-scale velocity affects mixing-controlled reactions in many different ways. For example, variations in pore-scale velocity may prevent or delay segregation of reactants. On the other hand, there is much evidence showing that the deterministic advection-diffusion-reaction equation, which disregards the effect of the concentration fluctuations, overestimates the effective rate of mixing controlled reactions. Further investigations are needed to understand the effect of concentration and pore-scale velocity fluctuations on multicomponent reactive transport in porous media.
Appendix A: Moment Equations

[67] Substituting equation (2) into the diffusion equation yields

\[ \frac{\partial(I + I')}{\partial t} = D\Delta(I + I') - k(A + A')(B + B'), \quad I = A, B. \]  
(A1)

[68] Taking ensemble average yields

\[ \frac{\partial I}{\partial t} = D\Delta I - k\bar{A}B - k\bar{B}A, \quad I = A, B, \]  
(A2)

where all the variables are functions of \( x \) and \( t \).

[69] Subtracting equation (A2) from equation (A1) gives a diffusion-reaction equation for fluctuations:

\[ \frac{\partial I'}{\partial t} = D\Delta I' - k\bar{A}B' - k\bar{B}A' - kA'B' + k\bar{A}\bar{B}, \quad I = A, B. \]  
(A3)

[70] To obtain the equations for the variance \( \bar{A}'(x,t)\bar{A}'(x,t) \) and covariance \( \bar{A}'(x,t)\bar{B}'(x,t) \), we write equations for \( A' - B' \) and \( A' + B' \):

\[ \frac{\partial(A' - B')}{\partial t} = D\Delta(A' - B'), \]  
(A4)

and

\[ \frac{\partial(A' + B')}{\partial t} = D\Delta(A' + B') - 2k\bar{A}B' - 2k\bar{B}A' - 2kA'B' + 2k\bar{A}\bar{B}. \]  
(A5)

[71] We first obtain an equation for \( f(x, y, t) = \bar{A}'(x,t)\bar{B}'(y,t) - \bar{A}'(x,t)\bar{A}'(y,t) \). To do so, we multiply equation (A4) with \( \bar{A}'(y,t) \):

\[ \bar{A}'(y,t)\frac{\partial(A' - B')(x,t)}{\partial t} = D\Delta(A'(x,t)\bar{A}'(y,t) - B'(x,t)\bar{A}'(y,t)), \]  
(A6)

[72] Next, we multiply equation (A4) with \( \bar{B}'(y,t) \):

\[ \bar{B}'(y,t)\frac{\partial(A' - B')(x,t)}{\partial t} = D\Delta(A'(x,t)\bar{B}'(y,t) - B'(x,t)\bar{B}'(y,t)). \]  
(A7)

[73] Summing the last two equations, taking ensemble average, and recognizing that for considered boundary conditions,

\[ \bar{A}(t) = \bar{B}(t), \]  
(A8)

\[ \bar{A}'(x,t)\bar{A}'(y,t) = \bar{B}'(x,t)\bar{B}'(y,t), \]  
(A9)

we obtain the equation for \( f \):

\[ \frac{\partial f(x,y,t)}{\partial t} = 2D\Delta f(x,y,t). \]  
(A10)

[74] In a similar manner, we obtain an equation for \( g(x,y,t) = \bar{A}'(x,t)\bar{B}'(y,t) + \bar{A}'(x,t)\bar{A}'(y,t) \):

\[ \frac{\partial g(x,y,t)}{\partial t} = 2D\Delta g(x,y,t) - 4k\bar{A}(x,t)g(x,y,t). \]  
(A11)

[75] It is important to notice that in the derivations of equation (A11) we disregarded the third moment \( \bar{A}\bar{B}\bar{F} \). This approximation is only valid for \( \sigma_A < 1 \).

Appendix B: Moment Equations for Uncorrelated \( A \) and \( B \)

[76] Here we solve the moment equations in one-dimensional infinite domain for \( A \) and \( B \) with zero cross correlation. Fluctuations of \( A \) and \( B \) satisfy the initial conditions (5) and (9). We first solve for

\[ f(x,y,t) = \bar{A}'(x,t)\bar{B}'(y,t) - \bar{A}'(x,t)\bar{A}'(y,t), \]  
(B1)

which satisfies

\[ \frac{\partial f(x,y,t)}{\partial t} = 2D\Delta f(x,y,t), \quad x, y \in (0, L). \]  
(B2)

[77] This equation is subject to the initial condition

\[ f(x,y,0) = -\sigma^2h(x-y) \]  
(B3)

and the homogeneous Dirichlet boundary condition at \( x = \pm \infty \). The solution of this equation is \( \text{Carslaw and Jaeger, 1972} \)

\[ f(x,y',t) = -\frac{\sigma^2l}{(8\pi Dt)^{1/2}} \exp \left[ \frac{(x-y')^2}{8Dt} \right] \]  
(B4)

\[ f(t) = \frac{\sigma^2l}{(8\pi Dt)^{1/2}}. \]  
(B5)

[78] Next, we solve for \( g = \bar{A}'(x,t)\bar{A}'(y,t) + \bar{A}'(x,t)\bar{B}'(y,t) \) that satisfies

\[ \frac{\partial g(x,y',t)}{\partial t} = 2D\Delta(g(x,y',t) - 4k\bar{A}(t)g(x,y',t)) \]  
(B6)

[79] The Fourier transform of \( g \) is

\[ \hat{g}(\psi) = \int_{-\infty}^{\infty} g(x)e^{-2\pi i\psi x} dx. \]  
(B7)

[80] Multiplying both parts of the equation with \( e^{-2\pi i\psi y} \) and integrating over \( x \) yields

\[ \frac{\partial \hat{g}(\psi,y',t)}{\partial t} = -2D\psi^2 \hat{g}(\psi,y',t) - 4k\bar{A}(t)\hat{g}(\psi,y',t) \]  
(B8)

subject to the initial condition

\[ \hat{g}(\psi,y',0) = \sigma^2e^{-2\pi i\psi y'}. \]  
(B9)
The solution of this equation is

$$g(\psi', \psi, t) = \sigma^2 \exp\left(-2D \psi'^2 / 4t\right) \int_0^t \mathcal{A}(t') dt'$$

(B10)

The inverse Fourier transform is

$$g(x, y', t) = \sigma^2 \int_{-\infty}^{\infty} e^{-2\psi'y'^2} e^{-2D(x - y'^2)/4t} \int_0^t \mathcal{A}(t') dt' e^{2\psi'y\psi} dy.$$

(B11)

or

$$g(x, y', t) = \frac{\sigma^2}{\sqrt{8\pi Dt}} \exp\left(-\frac{(x - y')^2}{8Dt}\right) \int_0^t \mathcal{A}(t') dt'.$$

(B12)

$$g(y', y, t) = \frac{\sigma^2}{\sqrt{8\pi Dt}} \int_0^t \mathcal{A}(t') dt' e^{-4k \int_0^t \mathcal{A}(t') dt' - 1}.$$ 

(B13)

The covariance is found as

$$\mathcal{C}(t) = \frac{1}{2} \left( g(y', y, t) + g(x, y', t) \right) = \frac{\sigma^2}{2\sqrt{8\pi Dt}} \left[ e^{-4k \int_0^t \mathcal{A}(t') dt'} - 1 \right].$$

(B14)

Substituting this into the equation for the average concentration yields

$$\frac{\partial \mathcal{A}}{\partial t} = -k \mathcal{A} - \frac{\sigma^2}{2\sqrt{8\pi Dt}} \left[ e^{-4k \int_0^t \mathcal{A}(t') dt'} - 1 \right].$$

(B15)

The autocovariance of \(\mathcal{A}\) is

$$\bar{\mathcal{A}}(x, t) \bar{\mathcal{A}}(y', t) = \frac{1}{2} \frac{\sigma^2}{\sqrt{8\pi Dt}} \left[ \exp\left(-4k \int_0^t \mathcal{A}(t') dt' + 1 \right) \right]$$

$$\times \exp\left(-\frac{(x - y')^2}{8Dt}\right).$$

(B16)

and the variance of the concentration is equal to

$$\mathcal{C}(t) = \mathcal{C}(y', t) \mathcal{C}(y, t) = \frac{\sigma^2}{2\sqrt{8\pi Dt}} \left[ e^{-4k \int_0^t \mathcal{A}(t') dt'} + 1 \right].$$

(B17)
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Chapter 3

Spreading due to advective processes

In this chapter we focus on the advective component of mixing. Due to the complex spatio-temporal organization of flow fields in heterogeneous media, advective processes are often described in a stochastic framework (e.g. Dentz et al. [2011]; Tel et al. [2005]). In a Lagrangian framework, the velocity of the particles that constitute the fluid system fluctuate in space and time. Here we analyze pore scale numerical simulations for the flow in a heterogeneous porous medium, observing anomalous dispersion of an advected plume of fluid Lagrangian particles (that do not diffuse). We relate this observation to the spatial correlation of Lagrangian velocities at the pore scale and we derive an effective upscale model based on Continuous Time random Walk of particles that move due to random velocities that are stochastically distributed and spatially correlated.

The work presented in this chapter was made in collaboration with Marco Dentz, research professor at the Department of Geosciences Institute of Environmental Assessment of Barcelona (Spain), Diogo Bolster, Assistant Professor at the University of Notre Dame (Indiana, USA) and Alexander Tartakovsky, scientist at Pacific Northwest National Laboratory (Washington state, USA).

3.1 Anomalous dispersion from pore scale flow heterogeneity

We consider the two dimensional heterogeneous porous medium studied by Tartakovsky et al. [2008b], see Figure 3.1. The porous medium is considered fully saturated. To simulate the fluid flow at the pore scale we adopt the smoothed particle hydrodynamics (SPH) approach described in Tartakovsky et al. [2008b]. In this SPH model, the fluid is discretized in $N_p$ particles
that flow through the pores with velocities given by the solution of the Navier-Stokes equation

\[
\frac{dv}{dt} = - \frac{\nabla p}{\rho} + \frac{\mu}{\rho} \nabla \cdot (\nabla v + \nabla v^T) + b
\]  

(3.1)

for a given set of physical parameters (density \(\rho\), viscosity \(\mu\), the body forces \(b\) and local pressure \(p\)). We will refer to this Lagrangian particle as SPH particles. The porous medium is composed of circular grains of average size \(d = 10\) with mean porosity \(\phi = 0.42\). The boundary conditions for flux are periodic on all sides. In this numerical method SPH particles, representing elementary fluid volumes, are advected with the flow that is solution of equation (3.1). Advective Lagrangian trajectories are thus given by the trajectories of the SPH particles. The resulting stationary velocity field shows the existence of a braided network of preferential flow paths in channels as well as low velocity, or stagnation, zones (see Figure 3.1a).

![Figure 3.1:](image)

**Figure 3.1:** a) the modulus \(|v|\) of the flow velocity rescaled by the modulus of the spatially averaged flow velocity \(\bar{v}\). The Reynolds number value is \(Re = 4\). Coordinates are normalized with \(d\), the average grain diameter. The trajectory of a Lagrangian particle (red dots) is superposed on the amplitude of the velocity field. For the same particle we display: b) the time series of its velocity and c) the time series of its accelerations (both projected along the longitudinal direction).

The pore scale velocity field, shown in Figure 3.1a, is characterized by high velocity channels and stagnation zones. An example of particle trajectory superposed on the amplitude of the
velocity field is displayed in Figure 3.1a. The particle slows down as it travels close to stagnation zones and accelerates when entering the high velocity channels. Examples of Lagrangian longitudinal velocity \( v_x \) and acceleration \( a_x \) series along the trajectory are plotted as a function of travel time in Figure 3.1b and 3.1c respectively. A first qualitative observation is that Lagrangian accelerations cannot be represented as a white noise. At each time increment \( \Delta t \) the force driving the motion of a Lagrangian particle is not independent from the force that acted during the previous \( \Delta t \). Lagrangian accelerations are characterized by periods of high variability, corresponding to the high velocity channels, and periods of low variability and, thus, of high correlation with low velocity, corresponding to the stagnation zones. The non Gaussian nature of Lagrangian velocity distribution is shown in Figure 3.2.

![Figure 3.2: The probability distribution of the pore scale Lagrangian velocities (blue line) compared with a Gaussian (red dashed line) distribution centered at the mean Lagrangian velocity value.](image)

**Figure 3.2:** The probability distribution of the pore scale Lagrangian velocities (blue line) compared with a Gaussian (red dashed line) distribution centered at the mean Lagrangian velocity value.

### Longitudinal dispersion and its anomalous scaling

In the SPH pore scale Lagrangian framework, the fluid in motion is represented by in an ensemble of \( N_p \) particles that follow the stream lines of the local velocity field. The dispersion of this advected fluid particles can be characterized in terms of the longitudinal width \( \sigma \) of their spatial distribution, defined as:

\[
\sigma(t)^2 = \sum_{i} \left( x_i(t) - x_i(0) - \bar{x}(t) \right)^2
\]

(3.2)

where \( x_i(t) \) is the position (projected along the main flow direction) of the \( i \)-th particle at time \( t \) and \( \bar{x}(t) \) is the average of \( x_i(t) - x_i(0) \) over all the \( N_p \) particles constituting the fluid. Please
note that the considered particles move along streamlines of the velocity field and diffusion is not taken into account here.

Figure 3.3 show the temporal scaling of the width $\sigma$ of the simulated flow’s longitudinal spreading. It displays anomalous scaling with respect to Fickian dispersion characterized by linear temporal scaling, $\sigma^2 \propto t^{1/2}$. In the simulated case the Lagrangian fluid particles display superdiffusive behavior characterized by an evolution of $\sigma$ that is faster than the Fickian case. This can be expected by the qualitative observation of the existence of stagnation zones where particles get trapped and become long time correlated.

Figure 3.3: The temporal scaling of the square root of the longitudinal variance of fluid particles simulated via SPH technique. For early time $\sigma$ is almost ballistic, for late time slows down, but is still faster than the classical Fickian behavior $t^{1/2}$.

### Upscaled models

As discussed in the introduction of this thesis, due to the large degree of freedom and our ignorance about boundary and initial conditions, for complex flows a statistical description is necessary (e.g. Dentz et al. [2011]). In a Lagrangian framework the particles velocities time series can be assumed to be stochastic processes characterized by certain distributions. As discussed below, depending on the nature of the stochastic process and its correlations, different upscaled picture can be represented.
Random walk and Fickian dispersion

The dynamical picture of classical Fickian models considers the Lagrangian velocities time series to be non autocorrelated. The stochasticity of the advective process is described by a Gaussian white noise about an average behavior (e.g. Bouchaud [1990]; Delay et al. [2005]). This picture corresponds to the well known Brownian motion for each Lagrangian particle that constitute the fluid. A typical Brownian walk of a single particle, is schematically displayed on a two-dimensional lattice in Figure 3.4. At each discrete time step $t_n = t_{n-1} + \Delta t$,

![Figure 3.4: On the left, a schematic view of a 2d Brownian motion On the right, a cloud of particles that are moved advected by stochastic velocities. The velocities time series are Brownian walkers about the mean velocity. The spreading of this ensemble of particles is characterized by $\sigma^2 \propto Dt$](image)

that increases with constant time increment $\Delta t$, a Lagrangian particle is assumed to jump and change position to $x_n = x_{n-1} + \xi$. Here $\xi = \frac{v \Delta t}{\Delta x}$ is the spatial increment given by the stochastic velocity $v$. This latter quantity is assumed to be a white noise and, hence, a Markov process. The state of the system can be described by the probability density function $p(x,t)$ of positions of the particles. As discussed in the previous chapter, the evolution of the state of a Markov process depends only on the state that the process had at the previous time step. The transitions between states are quantified by the rate of transitions $r(x|x')$. This quantity represents the conditional probability that from the position $x'$ at time $t'$ a walker move to the position $x$ at successive time $t = t' + \Delta t$. The stochastic process is governed by the corresponding Master Equation

$$\frac{\partial p(x,t)}{\partial t} = \int \left[ r(x|x')p(x',t) - r(x'|x)p(x,t) \right] dx'$$

(3.3)
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representing a gain-loss equation for the probabilities of the states (e.g. van Kampen [2007]).

The first term is the gain due to the transitions between states $x'$ to state $x$, while the second is the loss due to transitions from the state $x$ to any other state $x'$. Solving this equation, it is demonstrated that the longitudinal dispersion of such an ensemble of random walkers evolves as $\sigma^2 \propto t$ (e.g. Bouchaud [1990]), providing a good description for Fickian dispersion.

The Continuous Time Random Walk (CTRW) for anomalous dispersion

Anomalous dispersion, characterized by non linear growth of $\sigma^2$ (as for the flow in the considered heterogeneous porous medium), cannot be modeled in terms of Brownian motion. A possible dynamical description of such an anomalous behavior is CTRW (e.g. Montroll and Weiss [1965]; Berkowitz et al. [2006]). In order to introduce the CTRW, let’s consider a one dimensional system. If the classical random walk is based on the idea that for constant time steps $\Delta t$ the particle position evolves with continuous jumps of size $\xi$ stochastically distributed, the CTRW model is based on the idea that also the time increments $\tau$, elapsing between two successive jumps, are variable, continuous and stochastic. Thus after $n$ steps (or jumps) the position and the time of a particle test will be

$$x_n = x_{n-1} + \xi$$
$$t_n = t_{n-1} + \tau.$$  \hspace{1cm} (3.4)

We here consider the simple case where the spatial increment $\xi = \Delta x$ is constant. The successive temporal increments, or waiting times, are related to the spatial series of stochastic velocities as $\tau = \frac{\Delta x}{v}$. In other words, at each spatial increment $\Delta x$ the particles change velocity and generate a new effective waiting time $\tau$. If the stochastic system defined by (3.4) is Markovian in space, it can be described by

$$R(x, t) = \sum_{x'} \int_0^t dt' \psi(x - x', t - t') R(x', t')$$  \hspace{1cm} (3.5)

where where $R(x, t)$ is the probability per time for a walker to arrive at position $x$ at time $t$ and $\psi(x, t)$ is the probability per unit time for a displacement $x$ with a waiting time $\tau$. The function $\psi$ determines the nature of the transport, as it has been discussed by Berkowitz et al. [2006]. Equation (3.5) describes a semi-Markovian process, or a process that is Markovian in space but not in time. In other words the position difference of particles at fixed time increments depends on the history of the travel of the particle, while the waiting times distribution over fixed spatial increments depends only on the previous position. It has been demonstrated
that for a spatial Markov process a Master Equation for the stochastic process \( x \), described by \( R(x,t) \), exists.

Please note the importance of the Markovian property in space of the random walkers defined by (3.4). If over a fixed spatial increment \( \Delta x \) the transition rate \( \psi(x,t) \) at the position \( x \) depends only on the previous position \( x - \Delta x \) the governing equation of CTRW is shown to be equivalent to a Generalized Master Equation (e.g. Berkowitz et al. [2006]). If this condition does not hold no Master Equation is defined for the considered ensemble of walkers.

The spreading of CTRW particles, characterized by a \( \sigma^2 \), depends on the particular conditional probability density \( \psi(x - x', t - t') \) (e.g. Berkowitz et al. [2006]) and can well describe and represent observed anomalous dispersion. However, the relationship between its parameters, in particular the space time jump probability \( \psi \), and the flow velocity field properties is a key open question (e.g. Le Borgne et al. [2008b]), which we address in the following for pore scale dispersion.

**Spatial Markov property**

The key property for the CTRW dynamical description to hold is the Markovian property of spatial velocity series, across a given spatial increment \( \Delta x \). To test this property we consider the conditional probability density \( r(v_n|v_{n-1})_{\Delta x} \) along the Lagrangian trajectories. This quantity represents the probability that the next velocity will be \( v_n = \frac{\Delta x}{\tau_n} \) after \( n \) spatial increments \( \Delta x \), given that it was \( v_{n-1} = \frac{\Delta x}{\tau_{n-1}} \) after \( n - 1 \) spatial increments. \( \tau_n \) is the waiting time associated to the \( n \)th jump. We numerically compute this conditional probability density from SPH pore scale simulations over consecutive spatial increments \( \Delta x \) along the Lagrangian particle trajectories. To do so we define an equispaced grid over the porous medium and we evaluate the particle velocities transitions over the grid (see Figure 3.5).

From the definition of Markovian process,

\[
r(v_n|v_{n-q})_{\Delta x} = r(v_n|v_{n-1})_{\Delta x}^q \quad \forall q \quad \text{integer}
\]

Thus, for a Markov process the conditional probability density evaluated after \( q \) steps \( \Delta x \) has to be equal to the \( q \)-th power of \( r \) evaluated after a single jump (e.g. Le Borgne et al. [2008c,a]; Kang et al. [2011]). This reflects the fact that the state of a Markovian process is defined by the initial distribution and the transition probability between successive states and does not
Figure 3.5: On the top the considered pore scale velocity field where the trajectory of a Lagrangian particle has been superposed (red dots). On the bottom, to the same image has been superposed an equispaced grid. In the spatial framework here proposed we evaluate the particles velocities on the defined grid.

depends on the history of the spatial series of positions.

We demonstrate that this relationship is not verified for small $\Delta x$. Increasing the value of the spatial increment we show that the spatial series of velocities become a Markov process. If the size $\Delta x$ is very large, in the conditional probability density will be mixed all the information about stagnation zones and channels. The resulting distribution of velocities for large $\Delta x$ turns out to be a white noise and the upscaled picture will be equivalent to the one associated to the classical Random Walk.

Thus, there exist a minimum spatial increment $\Delta x$ for which the Markov property holds. This minimum $\Delta x_m$ allows deriving a consistent CTRW model, which maintains information about the pore scale organization of the flow. We show that the minimum $\Delta x$ for which equation (3.1) is satisfied, results to be $\Delta x_m = 0.25d$, where $d$ is the average size of a grain that corresponds also to the average stagnation zones size (see Figure 3.1). Figure 3.6 shows the conditional
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Figure 3.6: On the left, the matrix representing \( r(v_n|v_{n-1})_{\Delta x} \) for a spatial increment \( \Delta x = 0.25d \). These probabilities are defined over 100 classes. On the right, the superposition of the transition probabilities evaluated for a jump \( 5\Delta x \) (in red) and the 5-th power of the transition probabilities evaluated after a single \( \Delta x \) (in black) for the 64-th initial velocity class.

We now consider an ensemble of random walkers that move following (3.4) where \( r(v_n|v_{n-1})_{\Delta x_{m}} \) is derived from pore scale analysis over a fixed spatial lattice with lattice spacing \( \Delta x_{m} = 0.25d \). We compute the longitudinal particles distribution \( \sigma \) defined as in equation (3.1). Figure 3.7

Figure 3.7: Comparison of the prediction of the correlated CTRW model (red dashed line with dots) with the numerical pore scale simulations (black line).
shows the good agreement between the scaling of dispersion $\sigma$ predicted by the correlated CTRW model and the pore scale observation. This means that the size of the spatial increment $\Delta x_m$ is big enough to ensure the Markov properties of the waiting times, but is small enough to capture, within $r(v_n|v_{n-1})\Delta x_m$, the complex flow organization from which arises the anomalous behavior of dispersion. Please note that no fitting parameters are used to determine the waiting time distribution (or the Lagrangian velocities), since we relate the conditional probability $r(v_n|v_{n-1})\Delta x_m$ to the local pore scale Lagrangian velocities evaluated from SPH simulations.

This work has been published (Le Borgne et al. [2011b]) to validate, on a realistic case of an heterogeneous medium, the framework of correlated CTRW proposed for a more simple periodic porous medium.

3.2 Intermittency-like behavior of Lagrangian velocities in porous media

As shown at the beginning of this chapter, the Lagrangian velocities in porous medium exhibit an intermittent behavior between high and variable versus low and correlated velocities (see Figure 3.1). This behavior reflects the complex organization of the pore scale flow in channels and stagnation zones. We shown that this correlated velocities are responsible for non Fickian dispersion. Thus, the classical upscaled descriptions of flows in porous media based on pore scale well mixed conditions (e.g. Dentz et al. [2011]) breaks down when the observation scales (temporal and spatial) are fine enough to appreciate the non homogenized conditions of the pore scale. Fickian dispersion models are based on the assumption that Lagrangian accelerations are represented as a white noise. At each time increment the force driving the motion of a Lagrangian particle is independent from the force that acted during the previous temporal increment. This leads to an effective description in terms of a Langevin type equation with white noise. A similar breakdown of classical models emerges in turbulent flows, that exhibit intermittency.

Turbulent flows are characterized by high Reynold number and are locally governed by Navier-Stokes equation. Due to the uncertainty of the uniqueness of the solution of such an equation and of boundary conditions, turbulence cannot be described as a deterministic chaos phenomenon. Given the huge number of degree of freedom of turbulent systems, a statistical approach is necessary. An upscaled description of turbulence is provided by the
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Statistical picture of Kolmogorov (e.g. Pope [2000]). From a dynamical point of view, this description is equivalent to the motion of particles subjected to a Langevin type equation where the added white noise represent a stochastic force the move the particles. The choice for the stochastic term of white noise, implies uncorrelation of successive particle accelerations. The Kolmogorov upscaled description can fail when the underlying hypothesis are not satisfied, as in the case of intermittency (e.g. Pope [2000], Mordant et al. [2002]).

Figure 3.8: On the left the velocity increments distribution observed by Mordant et al. [2002] for several time lags, normalized to the standard deviation and displayed with vertical shift for clarity. Increasing the time lag the distributions tend from a heavy tailed to a Gaussian shape.

In a Lagrangian framework, Mordant et al. [2002] propose to model the anomalous behavior of turbulent flows (and thus the breakdown of the upscaled Kolmogorov theory) related to intermittency in terms of correlation of successive particle accelerations. In particular Mordant et al. [2002] studied experimentally the Lagrangian velocities of particles advected in a von Karaman flow. They observe non Gaussian distribution of velocity increments \( \Delta v = v(t + \tau) - v(t) \) for time lag \( \tau \) (see Figure 3.8). Such a distributions tends to a Gaussian shape if the time lag increase (recovering the upscaled Kolmogorov picture). They quantified this observations by the autocorrelation coefficient \( \chi \) of accelerations that appear to be long range correlated when considering its absolute value (see Figure 3.8). The correlation coefficient \( \chi \) is defined as

\[
\chi = \frac{\left< [a(t + \tau) - \bar{a}] [a(t) - \bar{a}] \right>}{\sigma_a^2}
\]

where \( \bar{a} \) and \( \sigma_a^2 \) are the average and the variance of the Lagrangian accelerations \( a \); angular brackets represents ensemble averages. To define an upscaled model, Mordant et al. [2002]
adopt a Multifractal Random Walk model that take into account Lagrangian correlations.

For the considered porous medium we follow a similar approach quantifying the correlation coefficient $\chi$ of accelerations and the velocities increments distribution $p(\Delta v_r)$. The resulting picture is similar to the one of intermittency of turbulent flows. However, the origin of intermittency is different. In porous media this phenomenon arises from the existence channels of high and variable velocities and stagnation zones, where particle and move very slowly with very correlated velocities. To give a dynamical interpretation of such behavior, we propose the correlated CTRW model described in previous paragraphs to reproduce the intermittent-like behavior observed in porous medium flow. The model predicts correctly the intermittent property of Lagrangian velocities. It hence provides a link between CTRW and intermittency, suggesting a new dynamical picture of intermittency.

This results has been formalized in the manuscript, reported below, that is in preparation.
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From numerical simulations of pore scale flow in porous media, we demonstrate the existence of an intermittent-like behavior of Lagrangian velocities similar to observations in turbulent flows. This phenomenon, characterized by non Gaussian pdfs of Lagrangian velocity increments and long range correlation of Lagrangian accelerations, is at the origin at the breakdown of the classical upscaled models. For transport in porous media this is manifested by anomalous scaling of the temporal evolution of the characteristic dispersion length, called anomalous dispersion. Long range correlation is related to the existence of stagnation zones and localized high velocity channels. While for turbulence, intermittency of Lagrangian velocities can be represented by Multifractal Random Walk, for porous media we show that the dynamical picture is different and that this process is well captured by a correlated Continuous Time Random Walk.

The breakdown of Fickian models of dispersion in porous media has been recognized as a key issue upsampling dispersion, mixing and reaction processes ([3, 7, 15]). Different formalisms have been proposed to represent this process including Continuous Time Random Walk (e.g., [2, 12, 13]), non equilibrium statistical mechanics (e.g. [4, 5]) and fractional advection dispersion (e.g., [11]). Although successful at representing important characteristics of anomalous transport, these models have often failed in relating their parameters to the local velocity field properties (e.g. [15]).

The Fickian transport representation can be described by a Langevin type equation with white noise representing a random force driving the motion ([16]). Thus, the main underlying assumption is the decorrelation of successive Lagrangian accelerations. One of the central elements for upsampling anomalous dispersion is the representation of the dynamics of long range temporal correlation of Lagrangian velocities. The existence of correlation is related to incomplete mixing at pore scale (e.g. [10]). Here we investigate the correlation properties of Lagrangian velocities and accelerations starting from pore scale high resolution numerical simulations. We relate explicitly the long range correlation of local velocities as quantified by intermittent-like properties to the upscaled CTRW dispersion formalism. This phenomenon is similar to the breakdown of the upscaled picture of Kolmogorov for turbulent flows, although the dynamics of the velocity correlation are fundamentally different (e.g. [14]).

We consider a two dimensional porous medium composed by circular grains with mean porosity $\phi = 0.42$. The average velocity of $v \sim 10^{-2}$ results from application of a hydraulic head gradient from left to right. The boundary conditions for flux are periodic on all sides. We use Smoothed Particles Hydrodynamics (SPH) to solve numerically the flow [17]. SPH is a Lagrangian particle

![Figure 1](image)

Figure 1. a) The amplitude of the pore scale velocity field normalized by the average Lagrangian velocity. The trajectory of a Lagrangian particle is shown with red dots at equidistant time increments $\Delta t$. b) The time series of the Lagrangian velocity for the particle displayed on the top. c) The time series of the Lagrangian accelerations.
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method where particles representing elementary fluid volumes are advected with the flow: advective Lagrangian trajectories are thus given by the trajectories of the SPH particles. Figure 1a shows the simulated pore scale velocity field. It is characterized by high velocity channels and low velocity regions. The spreading size that characterize the advective spreading in the pore volume, can be measured by of the longitudinal width \( \sigma_x \) of the particles distribution \( \sigma_x(t)^2 = \sum_{i=1}^{N_p} (x_i(t) - x_i(0) - \bar{x}(t))^2 \) where \( x_i(t) \) is the position (projected along the main flow direction) of the \( i \)-th particle at time \( t \) and \( \bar{x}(t) \) is the average of \( x_i(t) - x_i(0) \) over the \( N_p \) particles constituting the fluid. In this heterogeneous medium the temporal evolution of spreading size \( \sigma_x \) shows anomalous dispersion when compared to the predictions of the Fickian dispersion, \( \sigma_x \neq t^{\frac{1}{2}} \) (see Figure 2).

An example of Lagrangian trajectory is displayed in Figure 1a. The particle slows down as it travels close to stagnation zones and accelerates when entering the high velocity channels. Examples of Lagrangian longitudinal velocity and acceleration \( \tau \) series along the trajectory trajectory are thus given by the trajectories of the SPH particles. Figure 1a shows the simulated pore scale velocity field. It is characterized by high velocity channels and low velocity regions. The spreading size that characterize the advective spreading in the pore volume, can be measured by of the longitudinal width \( \sigma_x \) of the particles distribution \( \sigma_x(t)^2 = \sum_{i=1}^{N_p} (x_i(t) - x_i(0) - \bar{x}(t))^2 \) where \( x_i(t) \) is the position (projected along the main flow direction) of the \( i \)-th particle at time \( t \) and \( \bar{x}(t) \) is the average of \( x_i(t) - x_i(0) \) over the \( N_p \) particles constituting the fluid. In this heterogeneous medium the temporal evolution of spreading size \( \sigma_x \) shows anomalous dispersion when compared to the predictions of the Fickian dispersion, \( \sigma_x \neq t^{\frac{1}{2}} \) (see Figure 2).

An example of Lagrangian trajectory is displayed in Figure 1a. The particle slows down as it travels close to stagnation zones and accelerates when entering the high velocity channels. Examples of Lagrangian longitudinal velocity and acceleration \( \tau \) series along the trajectory trajectory are thus given by the trajectories of the SPH particles. Figure 1a shows the simulated pore scale velocity field. It is characterized by high velocity channels and low velocity regions. The spreading size that characterize the advective spreading in the pore volume, can be measured by of the longitudinal width \( \sigma_x \) of the particles distribution \( \sigma_x(t)^2 = \sum_{i=1}^{N_p} (x_i(t) - x_i(0) - \bar{x}(t))^2 \) where \( x_i(t) \) is the position (projected along the main flow direction) of the \( i \)-th particle at time \( t \) and \( \bar{x}(t) \) is the average of \( x_i(t) - x_i(0) \) over the \( N_p \) particles constituting the fluid. In this heterogeneous medium the temporal evolution of spreading size \( \sigma_x \) shows anomalous dispersion when compared to the predictions of the Fickian dispersion, \( \sigma_x \neq t^{\frac{1}{2}} \) (see Figure 2).

Figure 2. The temporal behavior of the longitudinal displacement variance of Lagrangian particles. In this log-log plot is clear the non Fickian nature (characterized by \( t^\frac{1}{2} \) scaling) of advective spreading.

We distinguish two regimes in the motion of Lagrangian particles: one characterized by low variability and the other by strong fluctuations in the velocity and acceleration signals. The first regime corresponds to low velocities in stagnation zones. In these stagnation zones, the Lagrangian longitudinal velocities and accelerations are small and strongly autocorrelated. The second regime corresponds to high velocities in flow channels. Thus, the Lagrangian velocities and acceleration time series display qualitatively an intermittent-like behavior.

To quantify the correlation and intermittent-like behavior of Lagrangian particles, we define the Lagrangian velocity increment of the \( i \)th particle, associated to the time lag \( \tau \), as

\[
\Delta_\tau v_i = v_i(t + \tau) - v_i(t)
\]  

The probability density function of Lagrangian velocity increments normalized with respect to the square root of increments variance \( P(\Delta_\tau v/\sigma(\Delta_\tau v)) \) is plotted in Figure 3 for different time lags \( \tau \). For small lag time \( \tau \), the distribution of Lagrangian velocity increments is characterized by exponential tails and a sharp peak close to zero acceleration due to the stagnation zones where particles are almost at rest. As the lag time increases, the slopes of the exponential tails increase and the sharpness of the peak decreases, approaching a Gaussian distribution. A Gaussian distribution of velocity increments would be equivalent to dynamics described by a Langevin type equation with a white noise representing a stochastic force, whose characteristic dispersion is Fickian [18]. Here the Gaussian shape of the distribution of Lagrangian velocity increments is not reached, even for very large time lags. This is consistent with the fact that during the observation time, or the duration of the simulation, the dispersion size \( \sigma_x \) never follows a Fickian scaling (see Figure 2).

These results are similar to turbulent flow observations of [14]. In the context of turbulent flow the Lagrangian velocity increment distributions show heavy tails and evolve towards a Gaussian distribution at large lag times. The normalized correlation function of a stochastic signal \( r \) as

\[
\chi = \frac{\langle [r(t + \tau) - \bar{r}] [r(t) - \bar{r}] \rangle}{\sigma_r^2}
\]  

Figure 3. Probability distributions of normalized Lagrangian longitudinal velocity increments \( v_i/\sigma(\tau) \). The curves are shifted for clarity, \( \sigma(\tau) \) is the variance of velocity increments for each lag time \( \tau = 1, 2, 5, 7, 9 \).
ized time lags $\tau$ values of accelerations $|a|$ (red curve) as function of normalized time lags $\tau'$. We defined $\tau' = \frac{\tau}{t_{adv}}$, where $t_{adv}$ is the average time needed for a Lagrangian particle to cross the whole medium.

where $\overline{r}$ and $\sigma^2_{r}$ are the average and the variance of the process $r$; angular brackets represents ensemble averages. Figure 4 displays $\chi$ for the longitudinal Lagrangian accelerations $a_z$ and for its amplitude $|a_z|$, for the studied flow. The correlation of the longitudinal Lagrangian acceleration decreases rapidly with lag time. We observe a slight anticorrelation at early times, which is possibly due to the rapid fluctuations of acceleration in high velocity channels, as illustrated in Figure 1c. The correlation of the absolute value of the longitudinal Lagrangian acceleration $|a_z|$ is slowly decaying, as obtained by [14] for turbulent flow. While [14] observed an exponential decay, here we obtain a power law decay $C_{|a|} \propto t^{-1}$ (see inset of Figure 4). Thus, the amplitude of accelerations in porous media appear to be more correlated than in turbulent flows. From this analysis, we conclude that transport in porous media share several intermittent-like anomalous scaling properties with transport in turbulent flows. Although the origin of velocity fluctuations in both types of flow are fundamentally different. The existence of such anomalous scaling properties in porous media is related mainly to the low velocity regions.

To upscale the longitudinal flow properties discussed, including correlation of Lagrangian velocities, we used a stochastic method where Lagrangian particles are moved randomly in a one dimensional system representing the longitudinal direction. The considered Lagrangian velocities times series do not represent a Markov process, due to the strong correlation in the stagnation zones. A possible generalization of the Random Walk to a semi-Markovian process, Markovian in space but not in time, accounting for memory in particle transitions, is Continuous Time Random Walk. The basic motion of CTRW for $N$ particles is defined as:

\begin{align}
    x_{n+1} &= x_{n} + \Delta x \\
    t_{n+1} &= t_{n} + \frac{\Delta x}{v_{n}}
\end{align}

where $i = 1, \ldots, N$ denotes the particle, $n$ the step, $x$ the position, $t$ the time and $v$ the velocity. In this Lagrangian framework, the Continuous Time Random Walk is completely defined by the initial velocities distribution and transition probability $r(v_{n}|v'_{n})$ representing the conditional probability that at a given spatial step the velocity is $v_{n}$ given that at the previous step the velocity was $v'_{n}$ [1].

Most CTRW formulations assume uncorrelated successive jump times [12], hence $r(v_{n}|v'_{n}) = p(v_{n})$ regardless of the previous $v'_{n}$. This assumption is true when the jump size is larger than the velocity correlation length. However in order to relate the temporal increments to the local velocity $\tau = \Delta x/v_{n}$, the spatial increment should be small enough so that the pore scale flow dynamics is not lost by averaging. To relate the CTRW parameters to the local velocity distribution one minimize the spatial increment while maintaining the Markov property that allows writing a CTRW model. The minimum $\Delta x$ was shown to be equal to $\Delta x_{m} = d/4$ for the studied porous medium [6], where $d$ is the average grain size. We evaluate from the pore scale simulations this transitions $r(v_{n}|v'_{n})\Delta x_{m}$, associated to the spatial increment $\Delta x_{m}$. Figure 5 shows the matrix representing the evaluated $r(v_{n}|v'_{n})\Delta x_{m}$: each column of the matrix represent the pdf for the next velocity.
for equidistant positions for a given spatial increment $\Delta x$. To compare the velocities increments distribution and autocorrelation of velocity increments for CTRW simulations for different time lags $\tau$. For small time lags the distribution is characterized by heavy tails. Increasing $\tau$ the distribution approaches a Gaussian.
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Chapter 4

Mixing limited reactions in porous media

We now consider the porous medium and the flow analyzed in the previous chapter, adding diffusion and reactions. We investigate the case for which mass transfer is a limiting processes for the chemical reactions. So, we investigate the effective kinetics of the mixing limited reactions that take place at front between two reactive solute $A$ and $B$ that undergo to the irreversible bimolecular reaction $A + B \rightarrow C$.

The work presented in this chapter was made in collaboration with Marco Dentz, research professor at the Department of Geosciences Institute of Environmental Assessment of Barcelona (Spain) and Alexander Tartakovsky, scientist at Pacific Northwest National Laboratory (Washington state, USA)

4.1 Kinetics scaling of a reaction front

We consider the two dimensional porous medium of Figure 4.3 initially saturated of a solute $B$. A continuous injection of another solute $A$ is produced in the system. The two solute react when in contact in the portion of the pores volume where $A$ and $B$ are mixed by the combination of advection and diffusion (as shown in Figure 4.1). The heterogeneous advection stretches the concentration field of both $A$ and $B$, while diffusion locally mixes the two solute. While the two reactant are mixed a bimolecular reaction $A + B \rightarrow C$ take place. The reaction is assumed to be fast enough to be limited by mixing processes. In other words the characteristic reaction time defined for a bimolecular reaction $t_k = \frac{1}{k}$, where $k$ is the reaction rate (Connors [1990]), is assumed to be much smaller then the characteristic transport time $t_T$. 
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Figure 4.1: A schematic view of the configuration of the mixing limited reaction considered. A solute A is continuously injected in a medium saturated by another chemical B. Where the two are mixed reactions take place.

This is quantified by the Damkohler number $Da = \frac{t_r}{t_k}$ (Dentz et al. [2011]), that in our case is assumed to be much larger then 1. To simulate the fluid flow at the pore scale we adopt the

![Smoothed Particle Hydrodynamics (SPH) approach as described in Tartakovsky et al. [2008a]. As introduced in the previous chapter, in this SPH model the fluid is discretized in $N_p$ particles that flow through the pores with velocities given by the solution of the Navier-Stokes equation for a given set of physical parameters (density $\rho$, viscosity $\mu$, the body forces $b$ and local pressure $p$). The porous medium is composed of circular grains of average size $d = 10$](image)
with mean porosity $\phi = 0.42$. The boundary conditions for flux are periodic on all sides. In the adopted numerical method particles carry the mass of the solutes $A$ and $B$. Molecular diffusion is modeled as the exchange of mass between these particles. We consider that the volume represented by each particle is well mixed. In other words, each particle has a size that represents the homogenization scale $\xi$ defined by Le Borgne et al. [2011a]. Since solutes in each particle are well mixed, reactions kinetics within particles follow the mass action law. No reactions can take place between solutes that are not in the same particle. A schematic view of such a numerical method is shown in Figure 4.3 Advective Lagrangian trajectories are thus given by the trajectories of the SPH particles. The validation of this numerical method is discussed by Tartakovsky and Meakin [2005]; Tartakovsky [2010]. To provide a further validation of the method we run simulations for different particles size (or different spatial resolution) but same physical parameters, obtaining the same results. For the same pore scale flow (with average value $\overline{v}$), we performed several simulations for different values of the diffusion coefficient $D$ in order to study the impact of different mixing configurations on reaction kinetics.
We thus define the Peclet number of the system $Pe = \frac{D}{\alpha} = \frac{\lambda v}{D}$ as the ratio between characteristic diffusion time scale over characteristic advection time scale over the length $\lambda = 10$ representing the average pore space. Here we focus on the temporal scaling of the mass $M_C$ produced by reactions at the front between $A$ and $B$, defined as

$$M_C(t) = \int_V c_C(x, y, t) dx dy$$  \hspace{1cm} (4.1)

where $V$ represent the volume of the 2d porous medium. Fickian dispersion models that assume complete mixing at the pore scale predict a scaling $M_C(t) \propto (D_{disp} t)^{1/2}$, where $D_{disp}$ represent the effective dispersion coefficient (e.g. Gramling et al. [2002]). From pore scale simulations the resulting upscaled picture is quite far from the one derived in the framework of Fickian dispersion. The time evolution of $M_C(t)$ follows two regimes as shown in Figure 4.4. At early times the total mass of $C$ grows faster then the classical Fickian case $t^{1/2}$. At late times the reaction rate slows down, but is still faster than the classical $t^{1/2}$ behavior. A key observation in this late time regime is that the total mass does not depend the Peclet number. We propose a simple physical model that explains both regime and the transition time between them, providing a global upscaled framework for this mixing limited reaction. The results have been summarized in the following manuscript in preparation.

**Figure 4.4:** The temporal scaling of the cumulative mass $M_C$ produced by reactions. Different colors represents different $Pe$ numbers: blue $Pe = 10^{-2}$, red $Pe = 3 \cdot 10^{-3}$, green $Pe = 10^{-3}$, magenta $Pe = 3 \cdot 10^{-4}$ and black $Pe = 10^{-5}$. 
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We investigate the effective kinetics of a reaction front for mixing limited bimolecular reaction $A + B \rightarrow C$ in a porous medium. While Fickian diffusion predicts a scaling of the cumulative mass produced as $M_C \propto t^{1/2}$, we observe two time regimes in which the total product mass evolves faster than $t^{1/2}$. At early times the invading solute is organized in fingers of high velocity. Reactions take place only at the fingers boundaries whose surface grows linearly in time. We show that this configuration leads to a mass scaling $M_C \propto t^2$. When diffusion mixes reactants and destroy these finger structures, the effective reaction rate slows down and we relate it to the longitudinal advective spreading providing $M_C \propto \sigma_x$. The transition time between these two regimes is characterized by the diffusion time over the transverse fingers cross section.

Reactive transport phenomena are ubiquitous in natural systems, medical and industrial applications. Their dynamics derive from the interaction of microscopic mass transfer and reaction processes [9, 21]. The understanding of observed reaction behavior requires the quantification of these microscale processes and their impact on the large scale reaction and transport behavior. This task is challenging because the probability of reactive species to meet and react depends on the complex flow organization [14, 23, 26]. In general, reactions take place when reagents are close enough to chemically interact. Due to mixing processes two or more given substances, originally segregated into different volumes of space, tend to occupy the same volume allowing the reactions to take place [19]. Reactive transport systems can be divided into two main categories. In the chemically dominated systems the transport phenomena are efficient enough to mix the reagents before the chemical reactions can significantly reduce their concentration. In the mixing dominated systems reactions are fast enough to be limited by transport of reactants [4–6, 10–14, 16, 18, 26].

In this Letter we focus on the mixing limited reactive transport system $A + B \rightarrow C$ on the pore-scale, and its effective behavior on the mesoscale. To this end we consider the invasion of the dissolved chemical $A$ into a domain in which only the dissolved chemical $B$ is present, illustrated in Figure 2. When viscous effects are absent, mixing processes in porous media are controlled by the combination of heterogeneous advection and diffusion [4, 7, 10, 12, 20]. The former acts to spread the reactants in the local direction of the flow. Diffusion, on the other hand tends to homogenize the spatial distribution of chemicals. In the framework of classical dispersion theory, at the mesoscale, these two phenomena are lumped into a single dispersion coefficient [10, 12, 22]. This approach is valid if the microscale can be assumed to be well mixed. This means, for situations, in which the diffusion time over the characteristic microscopical length scales is much smaller than the mesoscale mass transfer scales. Furthermore, the validity of the classical mesoscale advection-diffusion reaction equation requires the typical reaction time scale to be much larger than the microscale diffusion scale. The conditions under which such mesoscopic models provide an adequate average description of pore scale transport and reaction processes are discussed in detail in Battatio et al. [1]. In many situations these conditions for the microscale mass transfer and reaction processes are not met, one observes anomalous transport and reaction behaviors. Thus, mass transfer cannot be described by Fickian diffusion and transport is in general non-Markovian. Such behaviors have been observed for a range of disordered and fractal systems [2], and in the presence of stochastic fluctuations [5, 15].

We consider the $d = 2$ dimensional heterogeneous porous medium, presented in Figure 2. The medium is composed of circular grains of different sizes and average diameter $d = 10$ with mean porosity $\phi = 0.42$. The pore volume is initially fully saturated with a solution containing the chemical species, $B$ with concentration $c_B(x = 0, y, t = 0) = c_0$. At time $t = 0$ a solution with dissolved chemical $A$ with concentration $c_A(x = 0, y, t = 0) = c_0$ is injected through the left boundary of the porous domain. The pore-scale steady-state fluid flow is driven by a body force acting in the positive $x$-direction, as illustrated in Figure 1. The fluid motion is subjected to periodic boundary conditions for velocity and pressure at the external boundaries in the $x$- and $y$-directions. At the initial time $t = 0$, the interface between the two chemicals is a line (interrupted
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by the grains of the porous medium) located at $x = 0$ transverse to the main flow direction ($x$ axis). As time increases the two chemicals are mixed by heterogeneous advection and diffusion, and reactions take place where both $A$ and $B$ coexist. Due to adveective-diffusive mass transfer, the mixing zone is stretched and increases in width. The chemical $C$ is produced in this mixing zone and then transported by advection and diffusion in the pore space.

To simulate reactive transport at the pore scale we adopt the smoothed particle hydrodynamics (SPH) approach described in [3, 20]. In this SPH model, fluid is discretized with $N_p$ particles that flow through the pores with velocities given by the solution of the Navier-Stokes equation

$$\frac{dv}{dt} = -\frac{\nabla p}{\rho} + \frac{1}{\rho} \nabla \cdot (\nabla v + \nabla v^T) + b$$  \hspace{1cm} (1)

for a given set of physical parameters (density $\rho$, viscosity $\mu$, the body forces $b$...), see Figure 1. Each particle carries a certain amount of mass and thus of concentration. The concentration of solute within each particle is given by the total mass of solute in the particle divided by the total mass carried by the particle. Molecular diffusion is modeled as the exchange of mass, or concentration, of solute between particles. Each particle represents a volume that is assumed to be well mixed. Therefore we do not describe any process that takes place at length scales smaller than the particles size, which is taken here equal to $d/40$. The resulting stationary velocity field shows the existence of a braided network of preferential flow paths in channels as well as low velocity or stagnation zones, see Figure 2. The evolution of the species concentrations is described by the advection-diffusion-reaction equations

$$\frac{\partial c_i}{\partial t} = -v \cdot \nabla c_i + \nabla \cdot (D \nabla c_i) + r_i,$$  \hspace{1cm} (2)

where $i = A, B, C$, $D$ is the diffusion coefficient, which is assumed to be the same for all chemicals, and $r_i$ is the local reaction rate. We assume that reactions take place only inside the fluid particles. Due to the well mixed assumption in each particle, reactions can be described via the mass action law and a reaction constant $k$. For the reaction $A + B \rightarrow C$, in a fluid particle placed at point $(x, y)$ at time $t$ the reaction rate is $r_i = -kc_{A}c_{B}$ for $i = A, B$ and $r_C = kc_{A}c_{B}$. The numerical details of the SPH model and its validation are given in Refs. [3, 20].

![Figure 1](image1.png)

**Figure 1.** The modulus $|v|$ of the flow velocity scaled by the modulus of the spatially averaged flow velocity denoted by $\bar{v}$. The Reynolds number value is $Re = 4$. Coordinates are normalized with $d$, the average grain diameter.

![Figure 2](image2.png)

**Figure 2.** Dimensionless concentration of the reaction product $C$. The panels a., b. and c. show results of pore scale simulations respectively related to the case $Pe = 5$, $Pe = 50$ and $Pe = 5000$, at time $t = 9\tau_a$.

The pore scale simulations display significant deviations from the classical advection-dispersion reaction equation [25]

$$\frac{\partial c_i}{\partial t} + q \frac{\partial \bar{c}_i}{\partial x} - (D + D^*) \nabla^2 \bar{c}_i = r_i^*,$$  \hspace{1cm} (3)

where $i = A, B, C$, $D^*$ the hydrodynamic dispersion coefficient, and the reaction rates $r_i^* = -k\bar{c}_A\bar{c}_B$ for $i = A, B$ and $r_C^* = k\bar{c}_A\bar{c}_B$. The constant Darcy velocity satisfies the Darcy equation $q = -K\partial h/\partial x$ with $K$ hydraulic conductivity and $h$ hydraulic head [8, 12, 20]. In this framework the total mass of $C$, defined as the integral of $c_C(x, t)$ over the fluid volume $V$ is [12]

$$M_C(t) = \int_V c_C dV = c_0 \sqrt{\frac{4(D + D^*)t}{\pi}} = c_0 \sqrt{\frac{2\sigma^2}{\pi}}$$  \hspace{1cm} (4)
follows two regimes as shown in Figure 3. At early times the total mass of $C$ grows much faster then the classical Fickian case $t^{1/2}$. At late times the reaction rate slows down, but is still faster than the classical $t^{1/2}$ behavior. A key observation in this late time regime is that the total mass does not depend on local diffusion $D$, in this framework.

**Invasion regime** - For early times the incoming chemical $A$ is organized in fingers that invade the pores occupied by $B$, (Figure 4). Since the velocity field is stationary, the size of the fingers, and thus the interface between chemicals, grows linearly with time. We consider the characteristic diffusion time over the average finger cross-section size $h = 2$ defined as $t_D = \frac{h^2}{D}$. For $t \ll t_D$, diffusion is not efficient enough to mix the chemical over the fingers cross-sections $h$ and thus reactions take place at finger surfaces, which are stretched in the direction of the local velocity field (Figure 4). After volume averaging of (2) for $i = C$ and considering that the chemical $C$ is not injected in the system, the transport terms (both advection and diffusion) vanish and the variation of total mass of $C$ produced is

$$\frac{dM_C(t)}{dt} = \int k c_A c_B dV.$$  \hfill (5)

For $i = A$ we obtain

$$\int \frac{dc_A}{dt} dV = \int (D \nabla^2 c_A - k c_A c_B) dV$$  \hfill (6)

where we used the total derivative for $c_A$, $\frac{dc_A}{dt} = \frac{\partial c_A}{\partial t} + \mathbf{v} \cdot \nabla c_A$. In this early time regime the portion of the system where reactants are mixed by diffusion is small. Thus, the variation of the mass of $A$ due to reaction is negligible compared to the variation of the mass of $A$ due to the continuous injection. Therefore, $\int \frac{dc_A}{dt} dV \sim - \int \mathbf{v} \cdot \nabla c_A dV$. Hence, the total amount of mass that react and disappear can be approximated as

$$\frac{dM_C(t)}{dt} \sim \int k c_A c_B dV \sim \int D \nabla^2 c_A dV = D \int \nabla c_A d\Sigma$$  \hfill (7)

where we used the Gauss theorem to derive the last equality, $\Sigma$ is the finger boundaries. Equation (7) quantifies the fact that the rate of reaction equals the diffusive flux across the fingers surface. When $A$ or $B$ crosses the interface $\Sigma$ by diffusion, it is converted into $C$. Defining $\xi$ as the characteristic width of the finger boundaries $\Sigma$, the gradient of $c_A$ across $\Sigma$ can be approximated as $\nabla c_A \sim \frac{c_A^0}{\xi}$. This approximation relies on the fact that the concentration inside the fingers is almost constant and equal to the injected concentration $c_A^0$, while it is almost zero outside (see Figure 4). Assuming that $\xi$ is constant due to the competition between shear, diffusion and reactions the mass of $C$ is

$$\frac{dM_C(t)}{dt} \sim D \frac{\xi}{\xi} \int d\Sigma \propto D \Sigma(t)$$  \hfill (8)

Given that the finger boundaries grow linearly in time, equation 8 implies that the mass of produced $C$ scales as $M_C(t) \propto D t^2$. This corresponds to the fast evolution observed in simulations, Figure 3. Note that this is equivalent to state that locally at the fingers boundaries, where reactions take place, the production of $C$ is constant.

This observation validates the assumption of a constant characteristic size of the fingers boundaries $\xi$, independent on diffusion. This is in contrast with results obtained in turbulent flow, for which the Batchelor scale, representing the local equilibrium between shear and diffusion, scales as $D^{\frac{1}{2}}$ (e.g. [24]). A possible explanation for this constant width of $\xi$ is that it is physically determined by geometry of the solid matrix of the porous medium. The no-slip boundary conditions at the grains walls create stagnation zones. Furthermore, the flow organization around the grains creates a stream...
line division down stream of the grains. As illustrated in Figure 4 the reaction production in the first regime is localized in these stagnation zones and streamline divisions which form the contours of the fingers.

**Dispersion regime** - For times $t \geq t_D$ the fingers structures are destroyed by diffusion. The scaling of the total mass of $C$ produced slows down from the previous regime (Figure 3), but is still faster than the prediction of equation (4), $t^{1/2}$, and the total mass does not depend on local diffusion $D$. In classical upcaled models [10, 12, 22] reactors are considered to be well mixed in each cross-section transverse to the main flow. At pore scale this condition is not full-filled as shown in Figure 2 and 4.

To describe the anomalous kinetics in this second regime we seek to relate the reactive production to the mixing properties as quantified by the probability density function of conservative components (as defined below). We consider the local probability density $p(c_C, x, y, t)$ that at location $(x, y)$, at time $t$ the concentration of $C$ is $c_C$. We can thus express $M_C$ as

$$M_C(t) = \int_V dV c_C = \int_0^\infty d\tilde{c}_C \tilde{c}_C \phi(\tilde{c}_C, t)$$  \hspace{1cm} (9)

where we introduced the total probability density $\phi(\tilde{c}_C, t) = \int_x dV p(\tilde{c}_C, x, y, t)$ and the tilde over the local concentration $c_C$ indicate the associated ensemble variable. We define the conservative species $R = A + C$ and $S = B + C$ whose concentrations $c_R$ and $c_S$ are subjected only to diffusion and advection, due to the linearity of the transport processes considered in equation (2). For the mixing limited reactions considered here, the coexistence of the chemicals $A$ and $B$ is very short: when mixed $A$ and $B$ react before transport processes can act. As pointed out by [12], locally the concentration of $C$ can be written as $c_C = \min[c_R, c_S]$ and the total mass $M_C(t)$ can be expressed as:

$$M_C(t) = \int_0^{c_R} d\tilde{c}_R \phi(\tilde{c}_R, t) + \int_{c_R}^{c_S} d\tilde{c}_R \phi(\tilde{c}_R, t)$$

Note that $\min[c_R, c_S]$ is $c_R$ when $c_R < \frac{c_S}{2}$ and is $c_S = c_0 - c_R$ if $c_R > \frac{c_S}{2}$. We hence relate the cumulative mass of produced $C$ to the concentration of the conservative species $R$ and $S$. The total probability density $\phi(\tilde{c}_R, t)$ can be written as the sum of tree terms

$$\phi(\tilde{c}_R, t) = \int_{V_{mix}} dV p(\tilde{c}_R, x, y, t) + \int_{V_0} dV \delta(\tilde{c}_R) + \int_{V_0} dV \delta(\tilde{c}_R - c_0)$$

The domain of integration $V_{mix}$ is the portion of the system where the conservative component are mixed and thus their concentration are different from 0 or $c_0$. $V_0$ and $V_0$ are defined as the portion of the system where $c_R$ have concentration 0 and $c_0$ respectively. Since in equation (11) the values 0 and $c_0$ for $\tilde{c}_R$ give no contribution, we focus on the integral over $V_{mix}$. The production of $C$ is fully determined by the conservative species in the mixing volume $V_{mix}$.

In order to simplify the first term of equation (11), we define a new reference system $(x', y')$ with the components oriented, respectively, parallel and transverse to the local direction of flow. We thus discretize the volume $V_{mix}$ in $N_\Omega$ slices $\Omega$, locally parallel to the direction $x'$. In each slice the concentration of the conservative species $c_R$ along the local $x'$ direction goes from $c_0$ to 0. We assume that this dependence scales as a function of $\frac{x'}{w(y', t)}$, where $w(y', t)$ is the size of the i-th slice in the $x'$ direction. Thus $\int_{V_{mix}} dV p(\tilde{c}_R, x, y, t)$ can be rewritten as

$$\phi(\tilde{c}_R, t) = \int_{L(t)} d\tilde{x}' w(y', t) \int d\tilde{x} p(\tilde{c}_R, \tilde{x}') = L(t) w(t) f(\tilde{c}_R)$$

where $\tilde{x} = \frac{x'}{w(y', t)}$ is an ensemble variable varying between 0 and 1 and $f$ is a function that is independent on time and space. Inserting equation 12 in equation 10, provides the relationship between the mass of produced $C$ and the geometrical characteristics of the mixing volume, as quantified by the average width $w$ and $L$, which represents the length of the line that joins all the centers of the slices $\Omega_i$.

The geometrical characteristic of the mixing zone, $L$ and $w$ are related to the spreading properties of the porous medium. Advective spreading can be quantified by the variance of the fluid particles displacement

$$\sigma_2^2(t) = \sum_i \int_V dV \left( x_i(t) - x_i(0) - \bar{x}(t) \right)^2$$

where $x_i(t) - x_i(0)$ represent the longitudinal displacement of the i-th particle that constitute a fluid plume, $\bar{x}(t)$ its average position and the sum is done over all the $N_p$ SPH particles. As illustrated in Figure 2, the length of the line that joins the local center of masses, $L$, decreases when increasing the diffusion coefficient. For large diffusion coefficient the local center of mass position depends on the averaging of a large number of fluid particles, therefore the variability of the local center of mass positions decreases when increasing diffusion. On the other hand the local width $w$ increases when increasing diffusion.

We thus make the conjecture that $L(t) \propto \sigma_2(t) \frac{1}{w(t)}$. For an heterogeneous porous medium this conjecture can be supported by the following intuitive arguments. The center of each slice depends on the position of all the fluid particles in a disk of radius proportional to its size, $w$. The size of each disk is large enough to contain stagnation zones and channels. Thus, it is much larger than the characteristic velocity field correlation length and hence within it the statistics of all the fluid particles is well
represented. Assuming that each disk includes \( N \) independent fluid particles, with \( N \) growing with the disk volume \( \pi r^2 \), the variance of the center of mass position can be approximated as \( \sigma_x^2 \sim \sigma_z^2/N = \frac{\sigma_z^2}{\pi r^2} \). Hence the length \( L \) can be estimated as \( L = \sqrt{\sigma_z^2} \sim \sigma_z/\pi \). This simple conjecture implies that the mixing volume scales as \( L^2 \sim \sigma_z \).

Thus, using this relationship in equations (10) and (12), the time evolution of \( M_C \) is found to be independent of diffusion and controlled only by the longitudinal advective dispersion \( M_C(t) \propto \sigma_x t \). A direct measure of \( \sigma_x \) from the analysis of the \( N_p \) Lagrangian SPH particles confirm this result (see Figure 3).

To provide a global picture of the evolution of the considered mixing limited system, we rescale the time with respect to the characteristic transition time \( t_D \) and the cumulative mass \( M_C(t) \) with respect to \( \sigma_x(t_D) \). Figure 5 shows the rescaled mass versus the rescaled time \( \tau = \frac{t}{t_D} \) for all the simulated cases. The 5 curves collapse on each other, confirming the observations for the two regimes and the transition between them.

The analyzed high resolution pore scale simulations display anomalous transport and reaction behavior compared with classical Fickian models that assume complete mixing at the pore scale. Thus, incomplete mixing is found to have a dramatic impact on reaction kinetics. The results provide a link between anomalous kinetics and anomalous transport. Specifically we relate purely advective processes to the kinetics scaling.
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Figure 5. The rescaled mass of produced \( C \) in a log – log scale versus the rescaled time \( \tau \). Colors are defined as in previous figures.
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CHAPTER 4. MIXING LIMITED REACTIONS IN POROUS MEDIA

4.2 Islands dynamics interpretation for the dispersion regime

For the considered mixing limited reaction, due to the pore scale incomplete mixing, we observe two time regimes in which the total product mass evolves faster than the classical prediction \( t^{1/2} \) obtained with a Fickian dispersion description (e.g. Gramling et al. [2002]). For early times the invading solute is organized in fingers and the cumulative mass of the produced \( C \) scales as \( Dt^2 \), see Figure 4.4. For late times the longitudinal spreading of the solute controls the anomalous scaling \( M_C \propto \sigma \). Here we propose another interpretation for this second regime that is consistent with the one already discussed and that involves dispersion transverse to the main flow direction. It also provides a link with the (OZ) segregation problem discussed in the second chapter of this thesis.

When for \( t > t_D \) the fingers structures of the invading chemical are destroyed by diffusive mixing, the scaling of the total mass of produced \( C \) slows down from the previous regime, but is still faster than the prediction of Fickian models \( t^{1/2} \) (e.g. Gramling et al. [2002]; Edery et al. [2010]; Tartakovsky et al. [2009]) and the total mass does not depend on local diffusion \( D \) (or on the Peclet number for the given flow). In classical Fickian models, reactants are considered to be well mixed in each cross-section transverse to the main flow. The mass produced by reactions is proportional to the longitudinal width of the plume of \( C \) (measured by Fickian dispersion) and the concentration of the reaction product \( c_C \) at the center of the plume is constant (e.g. Gramling et al. [2002]). Figure 4.5 shows the projection along the \( x \) axis of \( c_C \) for different values of \( D \) at time \( t = 9\tau_a \), where \( \tau_a = \frac{\lambda}{v} \) is the characteristic advection time over the average pore size \( \lambda = 10 \). Contrary to the well mixed models, large diffusion coefficients lead to smaller longitudinal plume size as quantified by the spatial concentration variance,

\[
\sigma_C = \int (x - \bar{x})^2 c_C(x, y, t) dx dy
\]

(4.2)

where \( \bar{x} \) is the position of the center of mass (Figure 4.5 and 4.6). This phenomenon is consistent with the fact that diffusion tends to reduce the correlation of Lagrangian velocities by allowing particles to jump from one stream line to another with the consequent reducing of spreading. This complex dependency has been studied and discussed by, for example, Bijeljic et al. [2011]. Another effect of increasing diffusion is to increase the peak of reactive plume (see Figure 4.5). These two effects balance each other and the area under the curves in Figure 4.5, representing the total mass of \( C \), does not depend on \( D \). This key observation implies that the behavior of this reactive system is different of that assumed by classical models where well mixed conditions at each position \( x \) is postulated.
4.2. ISLANDS DYNAMICS INTERPRETATION FOR THE DISPERSION REGIME

Figure 4.5: 
a. the projection of the dimensionless concentration of C along the main flow direction (x) at time $t = 9\tau_a$; 
b. the total mass of C; 
c. the scaling of the size of the plume $\sigma_C$. Blue, red, green, magenta and black curve represent data for Peclet values of: blue $Pe = 10^{-2}$, red $Pe = 3 \cdot 10^{-3}$ green $Pe = 10^{-3}$ magenta $Pe = 3 \cdot 10^{-4}$ and black $Pe = 10^{-5}$, respectively.

Figure 4.6: Different lines represent the temporal scaling of the longitudinal variance of reaction product concentration for different Peclet values: blue $Pe = 10^{-2}$, red $Pe = 3 \cdot 10^{-3}$ green $Pe = 10^{-3}$ magenta $Pe = 3 \cdot 10^{-4}$ and black $Pe = 10^{-5}$.

The mass of C can be rescaled with respect to $\sigma_C(t)$ and the peak value $C_p(t) = \int c_C(x = \text{peak}, y, t)dy$:

$$M_C(t) = \sigma_C(t)C_p(t)I(t)$$

where $I(t) = \int x \frac{c_C(x,y,t)}{\sigma_C(t)C_p(t)}dx dy$. In the dispersion regime, $I$ results to be constant and does not depend on the Peclet number (as shown in inset of Figure 4.5), showing that $\sigma_C(t)$ and
$C_p(t)$ are the only control parameters for $M_C(t)$. Thus the projection of the longitudinal $c_C$ distribution is shape invariant. The degree of mixing at a longitudinal position $x$ can be quantified by analyzing the spatial distribution of $A$ and $B$ in a cross section transverse to the main flow (Figure 4.7b). $A$ and $B$ are found to be organized in segregated islands. We compare their dynamics to the 1D diffusion limited reactive system studied by in the second chapter of this thesis. The spatial segregation of reactants (see Figure 4.7b) is progressively reduced by transverse diffusion. The resulting reactions tend to increase the mass of $C$ produced at the center of the reactive plume. Under this analogy we can expect the production of mass at the peak to follow the anomalous scaling discussed in the second chapter of the thesis. In this framework the mass of $A$ at the center, $A_p(t) = \int c_A(x = \text{peak}, y, t) dy$ should scale as $t^{-\frac{1}{4}}$. Figure 4.7a shows that the pore scale simulation results are compatible with this description. By mass conservation the increase of $C_p(t)$ can be predicted by adding the total mass of $C$ produced until time $t_D$ at the center, when the islands dynamics start, to the variation of $A$ at the peak:

$$C_p(t) = C_p(t_D) + A_p(t_D) - A_p(t).$$

This second interpretation for the dispersion regime observed in this mixing limited reaction provides a connection between reactive diffusive systems and more complex advection diffusion reactive systems. In particular, the dynamics $t^{-\frac{4}{7}}$ of the diffusion-limited segregation problem results to control the anomalous scaling of this incomplete mixed reactive system. Moreover this result shows the importance of transverse dispersion of solutes while transported in heterogeneous porous media.
4.3 The 3d case

A reactive front simulation similar to the one described previously in this chapter has been performed in a 3d flow, for three values of the Peclet number. As for the 2d case we observe anomalous scaling of kinetics if compared with classical Fickian models. The invading chemical A is organized in fingers and the mass of C produced at the front scales in time as $t^2$. This results to be true for times smaller than the characteristic diffusion time $t_D$ over the fingers boundaries. For $t > t_D$, the produced mass of C change tis scaling and slow down. In Figure 4.8 are displayed the simulations results for the cumulative mass of C versus the rescaled time $\tau = \frac{t}{t_D}$. $M_C$ scales as $\tau < 1$. This 3d results are consistent with the physical model proposed for the 2d case.

![Figure 4.8: Scaling of the cumulative mass of C in 3d pore scale simulation versus time rescaled with respect to the characteristic diffusion time over the average transverse finger cross section. Different colors represent different Peclet number: magenta $Pe = 500$, green $Pe = 50$ and blue $Pe = 5$.](image)
Chapter 5

Experimental set up for 2d reactive transport

5.1 Introduction

Numerical simulations provide the opportunity to study and investigate physical systems under certain assumptions (e.g. well mixed condition over the scale of the spatial resolution). Experiments are a direct measure of natural phenomena that are not subject to any assumption. On one hand they allow a direct observation of new phenomena, on the other they provide a general reference to test the validity of a theory. Measuring the impact of incomplete mixing on global reaction kinetics represent a challenging goal. Thus, there exist relatively few experiments in the framework of reactive transport in porous media laboratory experiments for which both pore scale mixing and reaction rates are quantified (e.g. Gramling et al. [2002]). Here we present a new laboratory experiment that allow for high spatial resolution quantification of pore scale incomplete mixing, concentration pdf and reaction rate in a porous medium.

We study the case of the reactive front studied numerically in the previous chapter of the thesis (i.e. a reactant $A$ that invades a medium initially saturated by another reactant $B$) represented in Figure 5.1. This case is of primary interest since the heterogeneity of the porous medium determines the front geometry. The physical system discussed in the previous chapter is a 2d porous medium within which a flow, solution of Navier-Stokes equations, transport the two reactants $A$ and $B$. To experimentally reproduce the same system as in the simulations, the main issues to solve are: i) the design of a 2d porous medium, across which a flow is imposed,
such that we can observe pore scale mixing; ii) the observation and quantification of chemical reactions simultaneous to the transport of reactants at the pore scale.

The work presented in this chapter was made in collaboration with Yves Meheust, assistant Professor at the University of Rennes 1 (France), Herve Tabuteau researcher at the National Council of Research, Rennes (France), Joaquin Jimenez-Martinez, Post-doc position at CNRS - University of Rennes 1 (France) and Regis Turuban, Master student at University of Rennes 1 (France).

**Homogenization scale for chemical reactions**

Real chemical reactions are the ensemble of processes that transform chemical species in other chemical species due to their local interactions. The mass action law states that the elementary reaction rate is proportional to the product of the reactant concentrations each one elevated to the power of the corresponding stoichiometric coefficient. As discussed in previous chapters, behind the mass action law there is a strong hypothesis: the involved chemicals are in dynamical equilibrium and are assumed to be well mixed (e.g. Connors [1990]). Thus, studying the impact of incomplete mixing on chemical kinetics at pore scale implies the definition of an homogenization scale $\xi$ where chemicals can be assumed to be well mixed. For the case of the numerical method Smoothed Particles Hydrodynamics (SPH) adopted in the previous chapter, the homogenization scale is represented by the size of each SPH particle. This implies that the numerical method cannot resolve the system at scales smaller than the particle size. In other words, it is assumed that over the smaller observation time scale all the processes that occur at scale smaller than the particle size are assumed to be homogenized and well
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represented by the concentration of chemicals in each particle. The choice of the size for that
homogenization scale has thus a crucial impact on the results of the simulations. For a given
time discretization $\tau$, the homogenization scale is usually taken to be the characteristic diffusion
length over duration $\tau$, $\xi = 2D\tau$ (e.g. Tartakovsky [2010]). In such a way it is assumed
that diffusion processes mix all quantities over the length $\xi$ during $\tau$.

An experimental verification of this hypothesis is alway needed in order to provide correct
models and predictions. This is a first motivation to do a laboratory experiment in the framework of this thesis that focuses on modeling reactive transport phenomena.

The dimensionality of the considered system

Transport and reactive processes in natural media occur in $d = 3$ dimension. Thus, in principle, to reproduce them three dimensional experiments are necessary. Optical visualization
techniques are often used in experimental fluid mechanics (e.g. Duplat et al. [2010b]). In flow
studies addressing natural objects (fractured or porous rocks), direct optical visualization is
difficult to attain as the media are usually opaque to visible light. Even if the solid objects in
the experimental setup happens to be transparent to light, the existence of complex boundaries between the fluid and the surrounding solid phase leads to distortion of the images
through light refraction at interfaces, unless the solid and fluid are nearly perfectly matched
in optical index. This is in particularly true for porous media, due to the many optical interfaces present in the system. The matched fluid allows tracking of individual particles inside
the porous medium. Moreover, if we are interested in concentration fields the experimental
set up become more complicated. A laser sheet can be used to visualize just a layer of the
whole medium (see Figure 5.2). The following images processing allows the reconstruction
of the $3d$ concentration field. Here we are interested in reproducing a $2d$ porous medium
obtain a $2d$ concentration pdf. The simple two dimensional case can provides informations
about the basic mechanisms that govern also more complex three dimensional systems. Thus
we will reproduce experimentally the same geometric configuration of the simulated porous
medium and we will impose within it a flow in the same physical conditions. After having
initially saturated the system with a reactant $B$, we will inject in the medium another chemical
$A$ so that we will be able to observe chemical reaction at the front (see Figure 5.1). Such a
system can be studied with relatively high resolution digital camera that takes images of the
$2d$ concentration field.
Figure 5.2: 2d image of a 3d turbulent flow: measurements of a fluorescent field done by shining a plane with an argon laser sheet through the water tank in a plane containing the axis of the mean flow. Image taken from Duplat et al. [2010b].

As an additional motivation, nowadays technologies allow us to measure such a local concentrations at spatial resolutions of the same order or even higher than that of numerical simulations. This implies the possibility to upscale local (mesoscopic) quantities to macroscopic scale.

Temporal scaling for anomalous kinetics

In the presence of certain symmetries a spatial system can be described in terms of its projection along one direction, and then be modeled as one dimensional (e.g. Gramling et al. [2002]). The mixing limited reactions at the front between two solutes, one displacing the other, has a preferred direction, parallel to the main flow. At the Darcy scale the projection of the averaged concentrations is classically written as a unidimensional mass transport and reaction equation

\[
\phi \frac{c_i}{\partial t} + q \frac{\partial c_i}{\partial x} - (D + D^*) \nabla^2 c_i = r_i^*,
\]

where \(i = A, B, C\), \(D^*\) is the hydrodynamic dispersion coefficient, and the reaction rates are \(r_i^* = -k \varepsilon_A \varepsilon_B\) for \(i = A, B\) and \(r_C^* = k \varepsilon_A \varepsilon_B\). The constant Darcy velocity satisfies the Darcy equation \(q = -K \partial h / \partial x\), \(K\) being hydraulic conductivity and \(h\) the hydraulic head Gramling et al. [2002]; Tartakovsky [2010]; Dentz et al. [2010] and \(\phi\) the porosity of the medium (e.g. Bear [1988]). In this framework the mass produced by reactions scales in time as \(t^{\frac{1}{2}}\) (e.g. Gramling...
et al. [2002]). As already discussed in the previous chapters, incomplete mixing at the pore scale implies an anomalous behavior of the reaction rates with respect to this classical results.

The scaling of the produced mass by reactions in the case of pore scale advection is an open question which has not been investigated so far for porous media and represents one of the main goal of the present work.

**The need for improved visualization and quantification of reactions**

Previous experimental methods for obtaining 2d concentration fields and reaction rates have relied on colorimetry methods. To visualize and quantify chemical reactions in a transparent porous medium Oates and Harvey [2006] propose a chemical reaction between two (almost) transparent chemicals whose reaction product is colored. The chemical reaction is

\[
CuSO_4(aq) + Na_2EDTA^{2-} \rightarrow CuEDTA^{2-} + 2Na^+ + SO_4^{2-}
\]  

(5.2)

The reactants \(CuSO_4(aq)\) and \(Na_2EDTA^{2-}\) are respectively light blue and transparent, while the product of the reaction \(CuEDTA^{2-}\) is dark blue. Considering a 2d transparent porous medium it is possible to take images and visualize the concentration field of the produced colored chemical. In practice what can be measured is the change in the amount of transmitted light by the colored solution in the porous medium. This quantity can be related to the concentration the solution in the fluid by the relationship described by the Beer-Lambert law (e.g. Oates and Harvey [2006]; Oates [2007]). This law fixes the functional relationship between the transmitted light intensity \(I\) which has passed through the concentration \(C\) in a chamber of thickness \(a\) as

\[
\log_{10} \frac{I}{I_0} \propto -aC
\]

(5.3)

where \(I_0\) is the intensity of the incident light. Thus to convert the light intensity value, obtained from the images of the chamber, to concentrations, we can use an empirically determined calibration curve between known concentrations and their observed light intensity needs to be used (e.g. Gramling et al. [2002]).

The non linear relationship between transmitted light intensity and concentration field is one of disadvantage of this method. The smaller is the variation in concentration we want to measure, the smaller is the variation in transmitted light and the less it will be observable. Thus, to measure small concentration gradients, that is of primary interest in incomplete
mixed systems, a linear relationship between the light intensity (or other measured quantities) and concentrations would be preferable. Another goal of this thesis is to propose a new efficient method to visualize and quantify local reaction rate at high spatial resolution.

### 5.2 A pore scale experiment based on chemiluminescence

Here, we propose a new experimental set up to visualize and quantify chemical reaction rate with pore scale resolution in a 2\(d\) transparent porous medium. The main ingredients for such an experiment are:

- a (quasi) 2\(d\) porous medium \(P\)
- a (quasi) 2\(d\) flow \(q\) in \(P\) that will transport the reactants
- a chemiluminescence (optically detectable) chemical reaction
- a camera to take pictures of pore scale concentration fields

With an injection system a pressure gradient \(\nabla p\) is imposed at the extremities of the porous medium \(P\). The produced flow carries two reactants whose reaction at the front is optically visible. The digital camera takes picture with an imposed time interval \(\Delta t\). A chemiluminescence reaction between the reactants produces light and is optically detectable. As discussed in more details in the following, we choose a chemical reaction that produces photons proportionally to the amount of reactions that has taken place.

**A quasi-Hele-Shaw cell**

To produce a (quasi) 2\(d\) flow \(q\) in a porous medium \(P\) we consider a transparent chamber, or cell, made by two glass plates whose separation distance is \(a\). We fill the chamber with cylinders representing the grains of a real porous medium. The size and the spatial distribution of these cylinders is the same as in the numerical simulations described in the previous chapter. The cell is closed on two sides and a pressure gradient between the open sides is imposed, causing a flow between the two apertures of the cell. Such a flow is used in several domains where low Reynolds number are needed, e.g. microfluidic flows Tabeling [2005]. When the thickness \(a\) is much smaller then the average size of obstacles in the cell, the chamber is know as Hele-Shaw cell (e.g. Tabeling [2005]). The basic principle beyond the Hele-Shaw cell lies in the fact that the size \(a\) of the gap between the plates is small compared to the size \(L\) of
the obstacles between the plate. Consequently, the gap $a$ controls the velocity profile in the direction perpendicular to the mean cell plane, and the local Stokes equations that govern the fluid dynamics results in the mean flow velocity across the cell thickness to be controlled by a Darcy equation.

For our purpose, we want to prevent the flow from being controlled by the thickness of the considered chamber (like in the case of the Hele-Shaw cell) and by a Darcy equation. Thus, we consider a Hele-Shaw cell whose thickness $a$ is small compared to the overall horizontal dimensions of the cell, but not small with respect to the typical size of the obstacles in the chamber, $L$. The flow in a parallelepipedic channel where one of the transverse length is much smaller than the other one exhibits a velocity profile along the former smaller dimension that is parabolic, while the velocity profile along the latter larger dimension is that of a plug flow: almost uniform, with two narrow boundary layers at the walls (see Figure 5.3). In the standard Hele-Shaw setup the smallest section is the cell thickness, but in the case of our setup it is the horizontal distance between neighboring grains of the porous medium. Consequently the horizontal velocity field $v$ (under stationary conditions) is governed by

$$
\rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) = -\nabla p + \mu \nabla^2 v,
$$

$$
v \sim v(x, y),
$$

$$
v \cdot \hat{z} \sim 0
$$

where $\rho$ is the fluid density, $p$ the pressure, $\mu$ is the (constant) dynamic viscosity.

With this quasi Hele-Shaw cell, due to the vertical flat velocity profile (except in the boundary layers), there is no vertical shearing inside the cell. So all shear occurs in the horizontal plane, which leads to a two-dimensional Navier-Stokes flow.

**The porous medium**

In the quasi Hele-Shaw cell we use the same pore geometry as the one used for the numerical simulations analyzed in the previous chapter. To resolve the flow and the reactions at the pore scale in the adopted porous medium with a digital camera and a standard optic (macro-lens), we build a quasi-Hele-Shaw cell of size $(100 \times 100 \times 1)$ mm. The grains of the porous medium have a size $L$ between 1 mm and 7 mm, thus the thickness $a = 1$ mm of the chamber is not much smaller than $L$ and the setup satisfies the conditions presented in the paragraph titled $A$
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Figure 5.3: A schematic picture of the velocity profile inside the Hele-Shaw cell in the vertical direction z for two extreme cases. Case 1, $a/L \ll 1$, the profile is parabolic in z; case 2, the ratio $a/L$ is not a small quantity and over the vertical the velocity field has the same value almost everywhere.

Figure 5.4: The geometry of the adopted porous medium.

*quasi-Hele-Shaw cell*, at least partly. We define the Reynolds number that characterize the ratio between inertial and viscous forces as

$$Re = \frac{\bar{v}L}{v} = \frac{qL}{\Sigma \bar{v}}$$  \hspace{1cm} (5.5)

where $\bar{v}$ is the average velocity over the length scale $L$, $v = \frac{\mu}{\rho}$ is the kinematic viscosity and $q = \bar{v}\Sigma$ is the flow across the surface $\Sigma$. To produce results that could be comparable with the numerical simulations analyzed in previous chapters, we will work in the same Reynolds
number regime. The Reynolds number of the numerical simulations was chosen to be $Re = 4$.

### Lithography process

To build our cell, we use a lithographic technique. We adopt the technique described in Harrison et al. [2004], where between two glass plates a layer of UV-sensible glue is disposed. A mask with the negative image of the porous medium, shown in Figure 5.4, is printed at the high resolution of 128000 dots per inch (DPI) on a transparent film. The grains are represented by void circles and pores by black zones. This film is disposed on the top of the two glass plates, the space between which is filled with a UV sensible glue (Norland 81). Irradiating the glue in between the glass plates for a given time with a collimated UV light source we produce photopolymerization in the zones where the UV light can pass, as shown in Figure 5.5. As a result we will obtain a series of cylinders between the glass plates made by a hard polymer.

The used glue, Norland Optical adhesive 81, is sensitive to the entire range of long wave length from 320 to 400 nm, with a peak sensitivity around 365 nm. The cure time is dependent on light intensity and the thickness of the glue (in our case the distance between the glass plate). After this UV exposure phase, we clean the medium from the non polymerized glue that lies in the pores volume. This procedure is done using a combination of air pressure and a mixture of Ethanol and Acetone. The UV light source is a LED (ThorLabs M365L2) that emits UV at 365 nm. The used LED driver allows a variable power emission between 0 and 1 mW. Placing the UV source at a distance of 20 cm from the target we measured an homogeneous power per unit surface of 0.5 mW/cm² over an area of 10 cm². In order to obtain cylinder with sharp boundaries, we have to optimize the UV-light exposure time. In
fact with underexposure the cleaning process will destroy totally or partially the solid grains. An overexposure will produce grains with a conic shape due to the diffusion of photons in the glue at the interface between the black and void zones in the mask. After several tests we optimized the exposure time $\tau_{exp}$ for a cell of thickness $a = 1$ mm exposed to a dose of 0.5 mW/cm$^2$, obtaining $\tau_{exp} = 135$ s (see Figure 5.6).

Once the grains are produced in between the glass plate, two opposite sides of the chamber are sealed using the same glue. The other two opposite sides will constitute the inlet and the outlet of the set up for the injection and the evacuation of the reactants.

**The injection system**

In order to produce the same flow as the one simulated through the SPH technique, we want to impose a homogeneous pressure at the opposite open sides of the chamber. To do this we build a suitable injection system using the following procedure. We superpose two glass plates with a isosceles triangle shape whose base $b = 10$ cm has the same size of the width of the chamber and a height $u$. The thickness of the glass plate is $d = 4$ mm. The gap between the glass plates is the same as the thickness of the chamber. We make a hole in one glass plate in the opposite corner of its basis. We seal this triangular structure against the open side of the chamber. We then close the other two border of this injection structure. We then produce another triangular structure similar to the previous one. This second structure is
made by the superposition of three isosceles triangular glass plate with the same base as the chamber width and an height $u$. The external triangle glass plate has a thickness $d = 4$ mm, the intermediate one has a thickness of 1 mm. The 2 gaps between the glass plates are both equal to 0.5 mm. We make a hole on the external glass plate in the opposite corner of its basis. A scheme of the injection system is shown in Figure 5.7. The height $u$ of the triangles is chosen in order to have a flow at the entrance of the porous medium as homogeneous as possible. Figures 5.8 and 5.9 show the results of numerical simulations of the Navier-Stokes equations, with finite elements method, in the triangular injection structures with the same geometric properties already described and for two values of the height of the triangles: $u = 5$ cm and $u = 10$ cm. The velocity field profile obtained from numerical simulations suggest that 10 cm is a reasonable choice because the fluctuation of the flow about the average value are less then 10%.

We connect the two holes on the same injection structure to the reservoir of the reactant $A$ and
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Figure 5.8: Numerical simulation with finite element method for the flow in the injection system. On the top is shown the profile of the velocity field in the vertical cross section, where the triangular structure meet the porous medium. On the bottom the velocity profile in the line that cuts the cross section surface at mid-height. The gap between the glass plate is set to be 0.5 mm and the height is set to $u = 5 \text{ cm}$.

$B$, respectively. The other structure is connected to a pump. By suction, we pump from one side of the chamber, injecting the reactants from the other side. A couple of faucet placed at the connection between the injection structure and the chemical reservoirs allows us to choose which chemical to inject. The pump is a cylindrical syringe whose piston is displaced by an electrical motor with constant rate. Knowing the diameter of the syringe, we can set the rate of the motor according to the flow that we want to impose. We can produce flow at volumetric flow rates ranging from $3 \cdot 10^{-2} \text{ mm}^3/\text{s}$ up to 50 mm$^3$/s.

The chemical reaction

We chose a chemical reaction that follows the bimolecular irreversible kinetics $A + B \rightarrow C + \nu$ where $C$ is some reaction product and $\nu$ is a photon. In this way the amount of light produced, and observed, will be proportional to the number of chemical reactions that have occurred.

We use the very fast peroxyoxalate chemiluminescence described in Jonsson and Irgum [1999], where the best combination of reaction speed and intensity of the emitted light is discussed. We use bis(2.4.6-trichlorophenyl)oxalate (TCPO) under the catalytic influence of 1.8-diazabicyclo-
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Figure 5.9: Numerical simulation with finite element method for the flow in the injection system.
On the top is shown the profile of the velocity field in the vertical cross section, where the triangular structure meet the porous medium. On the bottom the velocity profile in the line that cuts the cross section surface at mid-height. The gap between the glass plate is set to be 0.5 mm and the height is set to \(u = 10\) cm.

\([5.4.0]-\)undec-7-ene (DBU) and 1.2.4-Triazole in a solution of Acetonitrile that when combined with the fluorescent dye 3-aminofluoranthene (3 – AFA) and hydrogen peroxide (H\(_2\)O\(_2\)), will start a chemiluminescent reaction to glow a fluorescent color. From a kinetics point of view the limiting chemical species are the TCPO and the H\(_2\)O\(_2\), therefore, in order to reproduce the kinetics \(A + B \rightarrow C\) we will use the same molar concentration of TCPO and H\(_2\)O\(_2\). Following Jonsson and Irgum [1999], we prepare two solutions. We will refer to \(A\) as a mixture of a molar concentration of 0.5mM of DBU, 5mM of Triazole, 50nM of 3 – AFA and 1mM of H\(_2\)O\(_2\). We will refer to \(B\) as a solution of 1mM of TCPO. The solvent the same for both solutions, is the Acetonitrile. We define the \(t_k\) as the characteristic time for the reaction to reduce the emitted light by a factor 10 in a well mixed volume. As discussed in Jonsson and Irgum [1999] for the chemicals chosen and the adopted molar concentrations, \(t_k\) is around 2s. This implies that if the transport and mixing processes over the length scale of an observable pixel are larger than \(t_k\) we can use this chemical to reproduce a mixing limited reaction.

The diffusion coefficient of the limiting chemical species TCPO and H\(_2\)O\(_2\) are supposed to be the same.

The chosen solvent is Acetonitrile that is a very strong solvent. This constrains us to using,
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the injection system, materials that are not attacked by this solvent (glass and aluminum). We also tested the polymerized glue that constitutes the solid grains to be resistant to Acetonitrile. The test is positive for exposure time of the glue to Acetonitrile smaller than 24 hr; after this time the glue start to dissolve significantly in the solvent. The Acetonitrile at 25 Celsius degree has dynamic viscosity \( \mu = 3.4 \cdot 10^{-4} \text{Kg/(m·s)} \), a density \( \rho = 0.787 \text{Kg/m}^3 \) and thus a kinematic viscosity \( \nu = 0.45 \cdot 10^{-8} \text{m}^2/\text{s} \).

The data acquisition chain

To measure the local reaction rate, the objective is to detect the intensity of the light produced by reactions in a dark room. This has been done with a digital camera that is remote controlled by a computer. We used a complementary metal-oxide-semiconductor (S−CMOS) based digital camera (Hamamatsu Orca-Flash 2.8). The S−CMOS technology is highly performing to detect very low light emissions, this implies that to obtain a clear figure of the emitted light we do not need a large exposure time \( \tau \). A constraint of this measurement is that the exposure time \( \tau \) have to be smaller than the characteristic mixing time scale. The camera has a spatial resolution of 1400 × 1900 pixels, with a pixel depth of 12−bit. The used optics allows us to image the visible porous medium. Thus, each pixel corresponds to a length \( h_p = \frac{L \text{ pixels}}{1400 \text{pixels}} = 0.07 \text{mm/pixel} \). This pixel size represents the spatial resolution. The characteristic diffusion time over \( h_p \) is defined to be \( t_D = \frac{h_p^2}{2D} \sim 3\text{s} \), where we assumed that the diffusion coefficient of the chemicals is of the order \( D \sim 10^{-9} \text{m}^2/\text{s} \). Since our observation time scale is larger than the characteristic time of the chemistry \( t_k \), with this experimental set-up we can resolve spatially the porous medium at a scale at which we can assume the reactants to be well mixed by diffusion.

The main control parameters of the S−CMOS camera are the exposure time, and the frame rate, or the number of picture taken per unit time. The \( \gamma \) value associated with the taking of images is set to 0, in order to have a linear relationship between produced and detected light. Each image is a matrix \( A \) whose elements \( a_{ij} \) represent the intensity of the light detected at the pixel location \( ij \). Each pixel has a value \( 0 < a_{ij} < 2^{12} - 1 = 4095 \) for the 12−bit camera that we use.

Experimental procedure

We place on an optical table the described injection system and the chamber. The quasi-Hele-Shaw cell lies in the horizontal plane to avoid gravitational effects on the flow. The camera is
placed on top of the porous medium at a distance of about 30 cm. We focus the optics onto the cell median horizontal plane, which is located at half the thickness of the porous medium. With a syringe pump, by suction, we saturate the injection system and the porous medium

![Figure 5.10: Four images, at four consecutive times, of the porous medium while a conservative tracer is invading the pores volume. The color scale is normalized with respect to maximum value measured, on the pixel depth: 255 (over 255 corresponding to the 8bit of the camera). The imposed flow is \( q = 70 \text{mL/hr} \). The axis scales are in mm.](image)

with the chemical \( B \). Then we start to inject the solution of \( A \). As discussed in the previous chapter, the observed incoming reactant is organized in fingers inside the pores volume, see Figure 5.10. These fingers have an average transverse size \( h_T = 1 \text{ mm} \) (that represent the smallest pore size that limits the thickness of invading fingers). For time smaller than the characteristic diffusion time over \( h_T \), the reactants mix only at the finger interfaces. This corresponds to the invading regime discussed in the previous chapter. Thus the reactions will take place, and so the light will be emitted, at these fingers boundaries.

In practice the two solutions can mix before they are injected in the porous medium within the junction between the injection system and the chamber. This effect disturbs the observation and measurement. If we inject a mixture of the two chemicals the reactions will take place mainly inside the finger structures instead of on the finger’s boundaries. To reduce this effect we reduce as much as we can the volume of the junction where \( A \) and \( B \) can mix while being injected. Furthermore, as soon as we can detect some light produced at the injection line of the porous medium, we stop the pumping for one minute. During this time the reactions will deplete completely the concentration of \( A \) and \( B \) in this junction zone. Thus we can start the injection and observe the reaction taking place mainly at the finger’s boundaries (see Figures 5.12, 5.13 and 5.14). We tested 5 imposed flow rates with the syringe pump:
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Figure 5.11: A photo of the experimental set up. The camera takes pictures of the porous medium displaced between the injection system from the top. The latter is connected on one side to two reservoir where the chemicals are stored, on the other to the syringe pump. The optical table on which the experiment is displaced is within a dark room. An homogeneous source of light is here displaced under the porous medium in order to observe the injection of a conservative tracer. For the reactive experiment the light is removed and the experiment is run in the dark.

$q = 70, 50, 40, 30, 20 \text{ mL/hr}$. We define the Reynolds number over a length 1 mm (smallest pore size) as $Re = \frac{q L}{\Sigma \nu}$, where the surface of injection $\Sigma = 100 \times 1 \text{ mm}^2$. For the imposed flow rates, we obtain a range of Reynolds number between 5.5 (corresponding to the lower flow rate) and 19.5 (corresponding to the fastest flow rate).

The exposure time $\tau$ of the camera should be the shortest possible in order to observe the dynamics of the fluid motion. However, it is necessary to consider that the exposure time of the camera fixes the number of photon, or the number of reactions, that we measure within one picture. Thus, if $\tau$ is too short the resulting picture will be very dark because not enough photons, produced during $\tau$, will have reached the camera’s sensor. In other words the camera’s pixel depth (the amount of information that each pixel can provide) will be filled partially
by the more intense detected light. On the other side, for a large $\tau$ the camera’s pixel depth will be filled by the more intense detected light, but will not provide information about the dynamics of the fluid motion in the cell. In fact during $\tau$ the camera will integrate all the dynamical information while the fluid is moving. Thus, in practice we set up $\tau$ as the time that the dynamics takes to move the fluid over the size of one pixel. This quantity depends on the imposed flow rate: the larger the flow rate is, the smaller $\tau$ has to be. For a flow rate $q = 70 \text{ mL/hr}$ the optimized exposure time results to be $\tau = 1 \text{ s}$, for a flow rate $q = 20 \text{ mL/hr}$ the optimized exposure time results to be $\tau = 3 \text{ s}$, providing pixel values between 0 and 100 in the first case, between 0 and 60 for the other cases (see Figures 5.12 and 5.13). Figure 5.16 shows the detail of the spatial fingers structure of the reactions: chemical reactions take place only at the invading reactant finger’s boundaries. This correspond to the zone of the system where the reactants are mixed.
Figure 5.13: Two sets of four images, at four consecutive times, of the porous medium while the reactions are taking place. The axis scales are in mm. The color scale is normalized with respect to maximum value measured, on the pixel depth 60 (over 4095 corresponding to the 12 bits of the camera). The top images are associated to \( q = 40 \text{ mL/hr} \), the lower to \( q = 30 \text{ mL/hr} \).

Figure 5.14: Four images, at four consecutive times, of the porous medium while reactions are taking place. The axis scales are in mm. The color scale is normalized with respect to maximum value measured, on the pixel depth: 60 for the case \( q = 20 \text{ mL/hr} \) (over 4095 corresponding to the 12 bit of the camera).
5.3 Results

We have taken images at regular time interval $\Delta t$; for a set of $N$ pictures, we define the time as a vector of $N$ component $t_i = i \cdot \Delta t$. The total amount of light detected by the $p$-th picture at time $t_p$ represents the total amount of reactions, or $C$ produced, in the time interval $[t_p, t_p + \tau_{exp}]$. This quantity is given by the sum over all the pixels $I_p = \sum_{ij} a_{ij}$ of the image $p$. We integrate $I_p$ in time, obtaining a measure for the cumulative mass of produced $C$ from the injection to time $t$ as

$$M_C(t_p) \propto \sum_{k=1}^{p} I_k = \sum_{k=1}^{p} \sum_{ij} (a_{ij})_k$$  \hspace{1cm} (5.6)

Figure 5.15 shows the scaling of the the cumulative mass of produced $C$ for flow rate $q = 70$ ml/hr. Its temporal scaling is $M_C(t) \propto t^2$. This scaling is in good agreement with the pore scale numerical simulations and the upscaled model proposed in the previous chapter for the first regime.

This quadratic scaling in time is related to the finger organization of the incoming reactant in the porous medium (see Figure 5.16). As discussed in the previous chapter, when diffusion homogenizes the reactants concentrations over the average transverse finger cross section $h_T \sim$
1 mm, these structures are destroyed. This happens after a characteristic diffusion time \( t_D = \frac{h_T^2}{2D} \sim 500 \text{ s} \), where we estimate the diffusion coefficient to about \( D \sim 10^{-9} \text{ m}^2/\text{s} \). The kinetics is thus expected to change its scaling and slow down. To observe this second regime and the associated transition the experiment must have a duration larger (at least one order of magnitude) than \( t_D \). The longer experiment we performed, for a flow of \( q = 20 \text{ ml/min} \), had a duration of 110 s preventing us from observing the second regime. For all the performed experiments the invading reactant is organized in fingers, on the surface of which reactions take place (see Figure 5.16) and the mass production is characterized by a quadratic scaling. To observe the destruction of the fingers structures and the consequent second regime, we should use very low flow rates \( q \). This is not possible with the actual experimental set up because the local amount of chemical reactions depends on the flow rate: the lower it is, the slower the fingers growth will be, the less reactions take place and the less light is detected by the camera. To do this a possible development of this experiment is the use of a photomultiplier to measure amount of photons that are not detectable by the camera. Another option is the decrease of \( t_D \) using a porous medium with smaller pore volume and smaller average fingers cross section of size \( h_T \).

![Figure 5.16: Detail of the spatial organization of the chemical reactions at the pore scale. They take place where the reactants mix, at the fingers boundaries.](image-url)
Chapter 6

Conclusions and perspectives

The prediction of dispersion, mixing and reactive transport in heterogeneous flows is a challenging issue in the context of flow through porous media as the probability of reactive species to meet and react depends on the complex flow organization. Such a physical systems are described at small scale in terms of conservation laws that lead to well known governing equations (e.g. Navier-Stokes for flow, advection-diffusion-reaction equation for mass). On one hand the solution of such equations over the full domain is, in general, not known due to the mathematical difficulties (e.g. non linearity) and our ignorance on initial and boundary conditions for real systems. Typical observation scales are much larger than the small scale at which the governing equation are defined. Taking into account both of these critical aspects, simple, effective description consistent with respect to small scale are needed in order to provide solvable models at the desired observation scale. Several upscaling techniques have been discussed in the introduction. In this thesis we propose to investigate the multiscale nature of mixing limited reaction in porous media studying how the system behavior changes as the observation scale changes. We investigate the system behavior over a large range (temporal, spatial,...) of domains, in order to provide informations about how smaller scales can impact on larger ones.

Among the wide range of possible reactive systems that exist in porous media, we decided to study the mixing limited reactions where reactions are fast enough in depleting chemicals to be limited by mass transfer and mixing processes. In general mixing processes are complex and given by the coupling of different mass transport phenomena: the ones considered in this thesis are advection and diffusion. The concept of mixing is in general different from the one of spreading and thus, for transport in heterogeneous media, the two processes need to be
Diffusion limited reactions

To understand and characterize the basic mechanisms behind the coupling of mixing and reactions, we consider first a simple case. We reduce mixing to Fickian diffusion (no advection is considered). The chemistry considered is the irreversible bimolecular reaction between two chemicals $A$ and $B$: $A + B \rightarrow C$. We consider that the governing processes (diffusion and chemical reactions) are stochastic and thus also the reactants concentrations are stochastic and defined by probability distributions. If the initial spatial distribution of reactants is perfectly homogeneous $c_A(x, 0) = c_B(x, 0) = c_0$ the diffusion plays no role and average concentrations of reactants scales following $c_A = c_B \propto t^{-1}$, as predicted by mass action law, here called the mean field description. In presence of heterogeneous fluctuations in initial conditions a deviation from the mass action law prediction is observed. When the average concentrations are almost depleted by reactions, reactants become spatially distributed in islands of $A$ and islands of $B$ that need to be diffusively displaced to meet and react, their scaling changes from $t^{-1}$ to $t^{-1/4}$. This effect is the so-called Ovchinnikov-Zeldovich (OZ) segregation. We relate and quantify this anomalous kinetics to transition from a Gaussian to non-Gaussian shape of the concentrations pdf. The analytical results are complemented by numerical simulations based on the Gillespie algorithm. This results have been published on the Journal of Chemical Physics on 2011.

For the OZ segregation problem a full analytical solution has not been proposed in the past. The asymptotic behavior of concentration of reactants is predicted without knowing in detail the transition time between the mean field $t^{-1}$ and the anomalous kinetics $t^{-1/4}$. We address this open question using the method of moment equations. We solved analytically the anomalous kinetics associated to the OZ segregation, providing a solution for all times, characterizing, hence, the transition time between the expected kinetics and its breakdown as a function of the Damkohler number. This results have been published on Water Resources Research on 2011. Within the same mathematical framework we then found an analytical solution for the OZ segregation when the diffusive mixing is not Fickian, but enhanced and described by Levy flights. This results have been published on Advances in Water Resources on 2012.

Diffusion limited reaction is the simplest system for studying anomalous kinetics. However, as has been shown in chapter 4, anomalous kinetics in more complex heterogeneous porous media can be understood in terms of diffusion limited systems.
**Advective spreading in heterogeneous porous media**

In order to relate the pore scale flow heterogeneity to advective spreading and subsequently to anomalous kinetics, we analyzed the Lagrangian velocity increments distribution and the associated accelerations correlation. We have shown the existence of long range temporal correlation of Lagrangian accelerations, which are at the root of the breakdown of classical Fickian dispersion models. Thus, similarly to turbulent media, flow through porous media displays strong intermittent properties. The advective dispersion in such a velocity field turns out to be non Fickian. Classical Random Walk models are associated to a dynamical description of Lagrangian particles in terms of a Langevin type equation characterized by a white noise. These models assume uncorrelation between Lagrangian accelerations and, hence, cannot represent our observations. We propose an extension of CTRW that takes into account correlations. We relate the parameters of the CTRW model to the observed Lagrangian acceleration correlation. In practice we evaluate from pore scale simulations the conditional probability $r(v|v')_{\Delta x}$ of the Lagrangian velocities to change from $v$ to $v'$ across a fixed spatial increment $\Delta x$. With this transition probabilities we define a correlated CTRW model to upscale the anomalous behavior observed. We show the good agreement between the scaling of longitudinal dispersion $\sigma_x$ predicted by the proposed correlated CTRW model and the pore scale observation. This results has been published on *Water Resource Research* on 2011. The defined correlated CTRW, is also able to reproduce and predict the observed intermittent-like behavior of Lagrangian velocities (manuscript in preparation).

**Anomalous kinetics of reactive front**

In order to investigate the impact of heterogeneous advection on effective reactions, we consider the reactive front between two chemicals continuously injected, one displacing the other, in a 2d porous medium. The two solute react when in contact in the portion of the pores volume where they are mixed by the combination of heterogeneous advection and diffusion. While the two reactant are mixed a bimolecular reaction $A + B \rightarrow C$ take place. Upscaled Fickian dispersion models assume complete mixing at the pore scale and predict a scaling $M_C(t) \propto (D_{disp}t)^{1/2}$, where $D_{disp}$ represent the effective dispersion coefficient. The upscaled picture resulting from our pore scale simulations is quite far from the Fickian case. We observe two time regimes in which the total product mass evolves faster then $t^{1/2}$. At early times the invading solute is organized in fingers of high velocity. Reactions take place only at
the fingers boundaries whose surface grows linearly in time. We show that this configuration leads to a mass scaling $M_C \propto t^2$. When diffusion mixes reactants and destroy these finger structures, the effective reaction rate slows down and we relate it to the longitudinal advective spreading providing $M_C \propto \sigma_x$. The transition time between these two regimes is characterized by the diffusion time over the transverse fingers cross section. This result is confirmed by 3d simulations. The proposed simple physical model explains both regimes and the transition time between them, providing a global upscaled framework for this mixing limited reaction. The behavior of the second regime, together with the upscaling analysis for $\sigma_x$ presented in the third chapter, provides a consistent relationship between the local flow heterogeneity, anomalous dispersion and anomalous kinetics. Furthermore, we show that the kinetics of the peak of the longitudinal distribution of reaction product evolves in agreement with the OZ anomalous kinetics discussed in the second chapter, providing a link between reactive transport in complex advection and in diffusion limited systems.

**A new experimental method for high precision quantification of reactive transport**

In the framework of reactive transport in porous media laboratory experiments to measure the impact of incomplete mixing on global reaction kinetics represent a challenging goal. Thus, there exist relatively few experiments. We propose a new experimental set up based on chemiluminescence reactions that allows for high resolution quantification of the pore scale concentration pdf and reaction rate. Through a lithography technique we build a transparent quasi 2d (very thin) chamber filled with cylinders, representing soil grains, with the same geometry of the medium simulated in chapter 4. With a SCMOS camera we image the medium and measure the local reaction kinetics through a chemiluminescence reaction: each reaction produce a photon. Anomalous kinetics of the reactive front is observed and is very consistent with our theoretical predictions. While previous experiments provide indirect quantification of the produced mass by reactions (e.g. through the Beer-Lambert law), this method provides high precision measurements of the reaction rate and the pore scale concentration field.

**Some perspectives**

Mixing-driven reactions are determined by the geometry of the mixing interfaces whose dynamics derive from the interaction of microscopic mass transfer and reaction processes. The theoretical framework here presented for upscaling mixing limited reactions taking place at pore scale can be extended to different applications. As discussed, mixing limited reactions
in porous media are crucial in several scientific and industrial applications such as CO$_2$ sequestration, remediation, that are governed by complex chemical reactions. Reactive transport phenomena when coupled with growth of biofilms has important implications in aquifer storage and recovery, biobarriers, microbial enhanced oil recovery, CO$_2$ sequestration, seismic wave propagation, and in-situ bioremediation. Possible developments of this work include accounting for different mixing processes, such as viscous mixing, and more complex reactions that involve biological processes.

The proposed laboratory experiment is promising because it allows for imaging and, hence, measuring, the pore scale organization of flow, transported concentrations pdf and reactions. The characterization of the local velocity field in a chamber via particle tracking is currently developed (Master Thesis of Regis Turuban). Another interesting application of the proposed technique is the study of dispersion associated to unsaturated conditions, where numerical simulations are very limited in predicting the system behavior (current postdoctoral project of Joaquin Jimenez-Martinez).

The proposed chemiluminescence reaction technique could also be applied to 3d experiments. The same kind of set up could be used to inject the reactant $A$ in a parallelepipedic chamber filled with transparent beads. Using index matching the whole system will be translucent and the light produced by reactions inside the medium can be transmitted and detected with similar imaging techniques.

An interesting application of the chemiluminescence reaction is in non reactive experiments where the emitted light can be used as a tracer. If one of the two reactants, e.g. $B$, has a very large concentration with respect to the other, $c_A \ll c_B$ the kinetics of the reaction, following the mass action law, will be proportional to the concentration of the chemical with the lower concentration

$$\frac{dc_A}{dt} = -kc_Ac_B \sim -k'c_A \quad c_B \text{ is almost constant} \quad k' = kc_B$$

For a suitable choice of the chemical mixture for $A$ and $B$, the resulting reaction constant $k$ can be small and the kinetics very slow. This implies that the reaction cannot significantly modify the reactants concentrations for times smaller than the duration $T$ of the experiment $(t_k = \frac{c_A(0)}{k} \gg T)$. We could thus prepare a well mixed solution of $A$ and $B$ whose emitted light will be proportional to the concentration $c_A$. If the experiment have a duration $T$ smaller than the characteristic chemical time $t_k = 1/k$, the variations in $A$ concentrations can be associated only to transport mechanisms.
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\textbf{A B S T R A C T}

A common barrier to accurately predicting the fate of reactive contaminants is accurately describing the role of incomplete mixing. In this paper we develop a stochastic analytical framework for an irreversible kinetic bimolecular reaction in a system with anomalous transport, governed by the fractional advection–dispersion equation (fADE). The classical well-mixed (thermodynamic) solution dictates that the concentration of reactants after an initial transient decreases proportional to $t^{-1}$. As the system becomes less and less well-mixed, the rate of reaction decreases relative to the thermodynamic solution, at late times scaling with $t^{-(1+2\alpha)}$ instead of $t^{-1}$, where $1 < \alpha < 2$ is the fractional order of the dispersion term in the fADE. The time at which this transition takes place is derived, giving an indication of the range of validity of the classical (well-mixed) equation. We verify these analytic results using particle-based simulations of random walks and reactions.

\section*{1. Introduction}

Anomalous transport, or transport that does not follow Fick’s Law of dispersive behavior, is common in a variety of hydrological and geophysical systems with heterogeneous velocity fields and typically arises due to nonlocal effects. Fields of interest where such anomalous behavior occurs include solute transport in surface [22] and subsurface water systems [33], turbulent environmental flows [12], sediment transport in rivers [8] and mechanical transport of soil constituents [19].

The classical 2nd-order advection–dispersion equation often cannot adequately model anomalous transport and a variety of mathematical models capable of doing so have emerged. Nonlocal effects can arise for a variety of reasons [11,32,13], but in short the concentration at some point should account for contributions from a variety of distances and/or the prior concentration history. Examples of the derivation of nonlocal methods in a variety of hydrological transport applications include delayed diffusion [15], projector formalisms [11], moment equations [32], multi-rate mass transfer [24], continuous time random walks [3] and fractional ADEs [40]. In this work we focus on the space-fractional ADE that is the continuum equation governing Lévy motion, which has been called ubiquitous [45]. The appeal lies in the fact that the model is sufficiently complex to display relevant dynamics while sufficiently simple to allow analytically tractable results that provide great insight into the influence of spatial nonlocality.

To date, the bulk of transport studies have focused on conservative transport. Many constituents of interest in hydrological systems do not behave conservatively, and their reactive character should be included, although predicting reactive transport in porous media can be quite challenging (see the recent review article by Dentz et al. [14]). Classical transport and reaction equations based on the assumption of perfect mixing fail to properly predict reactions within systems ranging from laboratory-scale in homogeneous material [36,23] to large-scale heterogeneous systems [29,47]. The deviations from classical reaction predictions can arise due to incomplete mixing [43,42], which must be accounted for in the correct upscaled model. For example, one might assume in an ad hoc manner that a kinetic reaction term is the result of upscaling the incomplete mixing process and arrive at accurate predictions of laboratory experiments (e.g. as done by [38] with the experiments of [23]).

Systems that can display anomalous transport for conservative constituents often display anomalous mixing characteristics (e.g., [37,9,46,5,28,27,4,10]). In some instances anomalous mixing can persist even when spreading of a conservative plume appears to be Fickian [28]. Such anomalous mixing in turn is expected to significantly impact chemical reactions where mixing is the mechanism that brings reactants together. The impact of anomalous transport on reactive systems of hydrological interest has to date received some attention (e.g., [6,16,17,47,29]). However, given the diverse nature of chemical reactions (e.g., instantaneous vs. kinetic, equilibrium, reversible vs. irreversible) a one-size-fits-all
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approach does not apply and interesting and important features arise depending on the specific type of reaction.

In this work we focus on irreversible kinetic reactions of the type \( A + B \rightarrow C \). This is the simplest reactive system in which segregation or poor mixing of the species can lead to suppressed reactions. Therefore, the mechanics of transport and mixing bear directly on the ultimate reaction speed. For this system there is a competition between the rate of reaction between particles and the ability for \( A \) and \( B \) to mix by dispersive mechanisms. In a system that is continually well-mixed (say, as in a stirred beaker), the thermodynamic law follows

\[
d\bar{C}_A/dt = d\bar{C}_B/dt = -kC_0C_B, \tag{1}
\]

where \( \bar{C}_i \) is the concentration of constituent \( i \), and \( k < [L^4M^{-1}T^{-1}] \) is the reaction rate coefficient. An especially interesting case is when the initial concentrations \( \bar{C}_A = \bar{C}_B = C_0(1 + C_0kt)^{-1} \). It is important to note that these concentrations denote the ensemble average of a well-mixed process and the reaction rate coefficient is invariant to the mean, isolated fluctuations [35,26,44]. Using asymptotic arguments these authors showed that the rate of consumption of \( A \) and \( B \) changes from the initial thermodynamic value (which goes like \( t^{-1} \) after a brief initial time) to a rate that goes like \( t^{-2}D \), where \( D \) is the number of dimensions under consideration. It has subsequently been observed by other authors (e.g. [30,2,11]). This functional form of deviation from the thermodynamic law is valid for Fickian dispersion, but the deviation may be expected to be different in systems that do not display Fickian behavior.

Rather than rely on purely asymptotic arguments, we analytically derive solutions for the full time scaling of reaction rates associated with Lévy motion (including, as a subset, Brownian motion governed by Fick’s Law). We do so using a stochastic model and the method of moments [e.g., 41,18] and verify our results numerically with a particle-based reaction-diffusion model.

2. Model

Consider a system where two components \( A \) and \( B \) are distributed in space and can react chemically and irreversibly with one another. For simplicity we consider one-dimensional transport and reaction. The components are transported superdiffusively and are governed by the spatial fractional dispersion equation, so that

\[
\partial C_i/\partial t = Dp \partial^\alpha C_i/\partial x^\alpha + Dq \partial^\gamma C_i/\partial (1-x)^\gamma - kC_0C_B, \quad i = A, B, \tag{2}
\]

where \( D \) \( [L^4T^{-1}] \) is the dispersion coefficient, \( 1 < \alpha < 2 \) is the fractional derivative exponent, and \( p \) and \( q \) are the weights of forward or backward dispersion, where \( p + q = 1 \) and \( 0 < p < 1 \) (for symmetric dispersion \( p = q = 0.5 \)). Mixing processes are given by both advective and dispersive mechanism. As a first step in understanding the impact of mixing on the global reaction rate, here we consider the case where the mixing processes are given only by fractional dispersion, neglecting the advective contribution. Note that the case of a constant advection term would cause a constant shift in time, but not affect mixing or reactions due to the principle of Galilean invariance (i.e. the shift in the location of the center of mass is only affected by advection, while the rate of spreading of the plume around its center of mass, which influences mixing, is affected only by dispersion). In order to characterize the role incomplete mixing on the global chemical reaction rate, we focus on the dispersion-limited reaction case.

We begin by assuming that \( A \) and \( B \) are initially distributed in a uniformly random manner in a one-dimensional domain. This randomness persists, and we may decompose the random concentrations as \( C_i(x,t) = \overline{C}_i(x,t) + C_i^\prime(x,t), i = A, B \). The overbar refers to the ensemble average and the prime to fluctuations about this. We consider the initial average conditions:

\[
\overline{C}_A(x,0) = \overline{C}_B(x,0) \equiv \overline{C}_0 \tag{3}
\]

in an infinite domain with natural boundary conditions. Using (2) and the previous decomposition of concentration, the governing equations for the thermodynamic limit and the fluctuations from it can be written as

\[
\partial \overline{C}_i/\partial t = -k\overline{C}_A\overline{C}_B - kC_i^\prime \overline{C}_B^\prime \tag{4}
\]

and

\[
\partial C_i^\prime/\partial t = Dp \partial^\alpha C_i^\prime/\partial x^\alpha + Dq \partial^\gamma C_i^\prime/\partial (1-x)^\gamma - k\overline{C}_A C_i^\prime + kC_i^\prime C_B + kC_i^\prime C^\prime_B, \tag{5}
\]

where we used the fact that \( \overline{C}_A = 0 \). We are interested in the evolution of \( \overline{C}_i \), that depends on the evolution of the correlation structure of the local fluctuations. If both chemicals are initially distributed in the system through the same physical mechanism, it is reasonable to assume that the fluctuating components have initial identical correlation structure:

\[
\overline{C}_i^\prime(x,0)\overline{C}_j^\prime(y,0) = \overline{C}_i^\prime(x,0)\overline{C}_j^\prime(y,0) = R(x,y). \tag{6}
\]

Both \( A \) and \( B \) have similar initial correlation structures because the initial perturbations will arise due to small scale stochastic fluctuations (due to subscale noise/diffusion), which are expected to be similar for \( A \) and \( B \) as defined here.

A deviation from the thermodynamic law occurs when isolated patches of \( A \) and \( B \) emerge [44]. We select an initial condition for the fluctuation concentrations that reflects the emergence of such islands by taking \( A \) and \( B \) as initially uncorrelated such that

\[
\overline{C}_i^\prime(x,0)\overline{C}_j^\prime(y,0) = -R(x,y). \tag{7}
\]

This is physically justifiable because in regions where there is an abundance of \( A \) relative to \( B \), reactions will take place and result in a further depletion of \( B \) relative to the mean and excess of \( A \) relative to the mean. Similarly areas of excess \( B \) correspond to depleted \( A \), thus giving rise to anti-correlation.

We can now write the equation for the covariance \( f(x,y,t) = \overline{C}_A(x,t)\overline{C}_B(y,T) \) as (see Appendix A)

\[
\partial f(x,y,t)/\partial t = 2D(p \partial^\alpha f(x,y,t)/\partial x^\alpha + q \partial^\gamma f(x,y,t)/\partial (1-x)^\gamma) - k\overline{C}_A \overline{C}_B f(x,y,t) \tag{8}
\]

subject to initial condition \( f(x,y,t=0) = -R(x,y) \). The solution to (8) with natural boundary conditions on an infinite domain can be found with the Green’s function, i.e.

\[
f(x,y,t) = \int_{-\infty}^{\infty} -R(\xi,y)G(x,\xi,t)\,d\xi, \tag{9}
\]

where

\[
G(x,\xi,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\xi(p\xi+q(1-\xi))} \,d\xi. \tag{10}
\]

Because the initial correlation structure acts over a short range, we do not expect the specific initial correlation structure to play a major role. For simplicity we consider the limiting case of a delta correlated initial condition for \( f \), i.e.
where $\sigma^2$ is the variance and $l$ the correlation length. This can be thought of as an approximation of an exponential or Gaussian correlation and it is straightforward to show that after some initial transient the solution for the delta correlation displays the same behavior (see Appendix B). In other studies it has been shown to give asymptotically similar results as short range correlation functions [34,7]. We are ultimately interested in the limit $y \to x$ and with the delta initial condition the solution for $f(x, y, t)$ is

$$f(x, y, t = 0) = -R(x, y) = -\sigma^2 l^2 \delta(x - y),$$

where $R(x, y)$ is the initial condition at this time such that

$$\int_{-\infty}^{\infty} f(x, y, t = 0) \, dy = C_0,$$

where $C_0 = -\sigma^2 l^2$ is a constant. Interestingly, the time scaling for $f$ only depends on $\chi$, the fractional dispersion coefficient. Substituting (12) into (4) our equation for the mean concentration of $A$ or $B$ becomes

$$\frac{\partial C_i}{\partial t} = -kC_i^2 + k'\chi t^{-1/3}.$$  (13)

Strictly speaking, as written, Eq. (13) is not valid from time $t = 0$ as one has singular and nonphysical behavior associated with the term $k'\chi t^{-1/3}$. This problem is circumvented by accepting that this equation is only strictly valid after some initial “setting” time $t_0$ and defining the initial condition at this time such that $C_i(t = t_0) = C_{i0}$. It is equivalent to having an initial transient period during which the initial correlation and anticorrelation structure forms. We find that the solutions are insensitive to this small time [41].

3. Solution – discussion and implications

We will now work in nondimensional space. We nondimensionalize concentrations by the initial $C_{i0}$ and time by $tC_{i0}$ so that (13) can be written as

$$\frac{\partial C_i}{\partial t} = -C_i^2 + \chi \tau^{-1/3} C_A(t = t_0) = 1,$$

where

$$\chi = \chi(T)C_{i0}^{1/2}$$  (15)

$\chi$ and $\tau$ are now the only dimensionless numbers that play a role in this system. Note that the right side of (14) has a sink and a source term. At early time the well-mixed (first) term dominates, but at late time the well-mixed sink is balanced by the “source” that accounts for imperfect mixing.

3.1. Well mixed system (thermodynamic limit)

A well mixed system can be represented by $\chi = 0$. This is equivalent to the classical thermodynamic limit equations where the fluctuations in concentrations are zero, i.e.

$$\frac{\partial C_i}{\partial t} = -C_i^2 \quad C_A(t = t_0) = 1.$$  (16)

The solution to this equation is well known and given by

$$C_A(t) = \frac{1}{1 + (t - t_0)}.$$  (17)

In particular it is worth noting that at large times the concentration of $A$ scales inversely with time, i.e. $C_A(t) \sim t^{-1}$.

3.2. Incomplete mixing

We now look at the full solution of Eq. (14) accounting for the source terms that quantify incomplete mixing. Eq. (14) is a Ricatti equation and has solution

$$C_A(t) = \frac{\sqrt{\tau + 1}}{\tau + 1} \left( \frac{1}{C_0} \left( \frac{t}{C_0} + K - \frac{1}{C_0} \right) \right),$$

where the $t$ and $K$ are modified Bessel functions of the first and second kind and $k$ is a constant that depends on the initial condition and is given by

$$k = \frac{(1/(C_0))}{Z}.$$  (18)

3.3. Early time

At first glance the analytical solution in (18) may not appear to give much insight. However, early and late time expansions of this solution clarify the situation significantly. To leading order, at early time the solution in (18) is given by

$$C_A(t) = \frac{1}{1 + (t - t_0)}.$$  (19)

which is identical to the well-mixed thermodynamic solution (Fig. 1) and shows consistency of the solution with an assumption of early conditions that are sufficiently mixed for the thermodynamic rate to dominate. If this thermodynamic solution held at all times one would expect a late time scaling that goes like inverse time, i.e. $t^{-1}$.

3.4. Late time

At late time, the fraction in parentheses in Eq. (18) containing the Bessel functions converges to unity, and the leading order behavior becomes

$$C_A(t) \sim \sqrt{\tau t^{-1/3}}.$$  (20)

Unlike the thermodynamic solution, which scales as $t^{-1}$, the solution of (18) decreases at a slower rate of $t^{-1/3}$ (Fig. 1). For the Fickian case of $\chi = 2$ this results in a late time scaling of $t^{-1/4}$, in agreement with previous predictions and observations (e.g. [35,26,44,21]).

3.5. Cross-over time

In the above discussion we talk about early and late times without clearly defining these. On physical grounds we define early times as times when the thermodynamic law still holds and late times as times when the anomalous kinetics emerge. The cross-over time that delineates early and late times can be found by balancing both terms on the right hand side of (14); i.e., it is when the terms that reflect well-mixed conditions and imperfectly mixed conditions become comparable in size. Thus we can define a dimensionless cross-over time $\tau$ such that $1/\tau = \chi^{1/3}$. Solving for $\tau$ we obtain

$$\tau = \frac{1}{\chi} t^{-1/3}.$$  (22)

When $\tau > 1$, anomalous kinetics are expected and at early time, when $t < \tau$, behavior consistent with the thermodynamic law is observed. The larger the value of $\chi^*$, the earlier the onset of
anomalous kinetics. Recall that \( \chi' \) is a dimensionless number that reflects how noisy the initial concentration field is, as well as the competition between diffusion and reaction time scales. For illustration let us consider the Fickian case of \( \alpha = 2 \). Here

\[
\chi' = \sqrt{\frac{1}{8\pi C_{A0}}} \sqrt{\frac{k^2 C_{A0}}{D}}
\]

which is closely related to the (dimensionless) dispersive Damkohler number \( Da = \tau_0/D \). The Damkohler number is a ratio of the time scale of diffusion \( \tau_0 = \frac{L^2}{D} \) to the time scale of reaction \( \tau_r = 1/kC_{A0} \), thereby quantifying how quickly reactions occur relative to dispersion. Our dimensionless \( \chi' \) is proportional to \( Da' \), with the constant of proportionality including a term \( \frac{k}{C_{A0}} \) that reflects the amplitude of initial "noise" in the distribution of \( A \) and \( B \). An increase in \( Da \) means that reactions are faster relative to the rate of diffusion and the system has a quicker onset of incomplete mixing; i.e., \( A \) and \( B \) are consumed quickly relative to how quickly diffusion can bring them together. The additional term accounts for the smoothness in the initial condition, which directly affects that time of the onset of separate \( A \) and \( B \) islands and incomplete mixing.

4. Numerical simulations

To verify the theoretical results, we simulated random walks and particle/particle reactions using the method of [2] modified for Lévy motion. The details of the algorithm are given in [2] and the modified version is briefly outlined here. Time is discretized into steps of identical duration \( \Delta t \). Each particle jumps a random distance in the domain of attraction (DOA) of an \( \alpha \)-stable law (i.e. by the generalized central limit theorem they additively converge to an \( \alpha \)-stable distribution [21]) so that the random walk approximates Lévy motion. We also must rapidly calculate the probability density of the sum of two random walks to estimate the probability that two particles will be co-located and potentially react. Therefore, we require jumps for which random values are easy to generate and the density function is also easy to calculate (effectively ruling out \( \alpha \)-stable random variables themselves).

Due to the power-law tails, the shifted Pareto distribution \( P(|X| > x) = \alpha x^{-\alpha} \) [25] is in the domain of attraction of the \( \alpha \)-stable laws (by the generalized central limit theorem); therefore, a sum of random jumps drawn from this distribution will converge to Lévy motion. This is analogous to summing variables from a uniform distribution to simulate a Brownian motion by invoking the classical central limit theorem. However, relative to the corresponding \( \alpha \)-stable density, the shifted Pareto density is too peaked at the origin and nearby particles are too likely to react. Instead we choose symmetric jumps \( X \) from a “chopped” Pareto (see for example Fig. 2) distribution following

\[
P(|X| < x) = \begin{cases} 
mx & \text{if } x < ((1 + \alpha)c)^{1/\alpha}, \\
1 - cx^{-\alpha} & \text{otherwise}.
\end{cases}
\]

The constants \( c \) and \( m \) dictate the size of the jumps. Both \( c \) and \( m \) are functions of \( \Delta t \) and \( D \). Each jump should be DOA \( \alpha \)-stable with scale \( \langle DA \rangle^{1/\alpha} \), so that by (7.19)–(7.21) in [31], \( c = DA/\langle 3(1-\alpha)\cos(\pi\alpha/2) \rangle \). The slope \( m \) and cutoff \( (1 + \alpha)c \) are chosen to ensure a mono-modal density by making the small \( x \) uniform cumulative distribution tangent to the power law with prefactor \( c \). The form we chose for this jump density is one that most closely approximates an \( \alpha \)-stable variable, while still being computationally efficient. For \( \alpha \geq 2 \), the jumps are in the domain of attraction of a Gaussian and simpler traditional methods can be used. The separate probability density, denoted \( k(s) \), that two particles will be co-located in any time interval given initial separation \( s \) is the convolution of two \( \alpha \)-stable densities with each other. This is also \( \alpha \)-stable. We use the chopped Pareto to calculate the density that approximates the \( \alpha \)-stable law with scale \( (2DA\Delta t)^{1/\alpha} \).

An initial number \( N_0 \) of both \( A \) and \( B \) particles are (uniformly) randomly placed in a \( 1-D \) domain of size \( \Omega \). Note that we do not impose the initial conditions in equations (6) and (7) as done in the theory. Rather, we allow the randomness to naturally evolve from the uniform initial condition at \( t = 0 \). This evolution reflects the initial ‘setting time’ discussed in Section 2. The reactions are
simulated by calculating the probability density of particle co-location \( \rho(s) \) by Lévy dispersion. This probability is multiplied by the thermodynamic probability of reaction given the co-location. Each particle represents a total mass \( X_{C_A0} = N_0 \), so the probability of reaction is

\[
k_D t \left( \frac{X_{C_A0}}{N_0} \right)^\alpha \rho(s).
\]

This probability for each \( A \) and \( B \) particle pair is compared to a new Uniform(0,1) random variable until a reaction takes place or pairs are exhausted. The particles then diffuse by random walks and react again *ad nauseum*.

In all of the Lagrangian simulations, the reaction rate follows the well-mixed solution until the late time scaling sets in. In agreement with our theoretical development, the late time solution scales with

\[
t_{\text{late}} \sim \frac{1}{\kappa} \left( \frac{\Omega}{8} \right)^{1/\alpha}.
\]

At the latest time in the numerical simulations, another (approximately exponential) scaling arises that is not predicted by our analytical development. This deviation from the theoretical scaling is illustrated in Fig. 3.

**Fig. 2.** Densities for random variables in the domain of attraction of a Lévy-stable with index \( \alpha = 1.5 \). Scale \( (DA)^{1/\alpha} = 13.6 \).

**Fig. 3.** Concentration change simulated by particle models (symbols) and analytic solutions to well-mixed equation (solid curve). All solutions transition from the perfectly mixed solution of to the \( t^{-1/(2\alpha)} \) asymptotic solution. The approximate time \( (\Omega/8)^{1/\alpha} \) at which the boundaries are felt, on average, is denoted on the plots.
prediction can be attributed to the finite size of the computational domain and the fact that the theoretical development is for an infinite medium. While one might expect that the boundaries would increase reaction rates at all times because of the very large (inter-island) distances that the particles may take at any time, it is the average size of the islands that dictates the late-time transition back to well-mixed rates (Fig. 3). A simple argument shows that the islands grow at a Lévy diffusive rate of $\langle Dt \rangle^{\alpha/2}$, so that the fringes of the largest island may feel the boundary at time $t = \Omega K^{\alpha}/D$, where $K$ is some empirical constant that describes the distance out along an island where the reactions are taking place. We find that a value of $K = 8$ is a reasonable guide to the onset of boundary effects (Fig. 3). To demonstrate that this is truly a boundary effect and test this approximation, we ran the simulations for Fickian dispersion and reaction as shown in Fig. 4. In this case the ratio of the initial number of particles to the domain size is fixed at $N_0/\Omega = 40$ so that the average particle spacing is the same for any domain size. The domain size is doubled successively, which increases by a factor of four the time at which the boundaries are felt by the reaction (Fig. 4).

5. Conclusions

The role of incomplete mixing greatly complicates the accurate predictions of effective chemical reaction rates. Not only is the overall rate different from the well-mixed case, but the functional form is different, pointing to the insufficiency of the classical (thermodynamic) rate equation. We showed, for a simple set of cases, that a value of $\alpha = 2$ is consistent with previous observations [2,1]. Enhanced dispersion leads to faster decay than the Fickian counterpart, but the system is still slowed and dispersion-limited relative to the well-mixed system.

The mechanics of the underlying dispersion and mixing process is directly incorporated into the ensemble governing equation through the action of the fractional dispersion Green function on the initial degree of imperfect mixing in the system. This analysis leads to a dimensionless number that marks the transition from good mixing and the classical governing equation to poor mixing and the equation with a new term. Analytic arguments also show the time at which the domain boundaries destroy the poor mixing by limiting the size of the islands that are enriched in one or the other reactant.

The work here focuses purely on the role of fractional dispersion on incomplete mixing and reactions. However, the methodologies (both analytic and numerical) developed here are quite general and should allow for the analyses of more complicated and realistic geometries and mixing mechanisms. Incorporating the small scale mixing limitations imposed by heterogeneous velocity fields and local dispersion within larger scale reaction predictions is of significant practical interest to the water resources community as a whole.
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Appendix A. Covariance equation

Multiplying (5) for $i = A$ by $C^A_y(y)$ and discarding terms of higher than second order in fluctuations we obtain

$$C^A_y(y) \frac{\partial C^A_x(x)}{\partial t} = D \left( \rho \frac{\partial^2 C^A_x(x)C^A_y(y)}{\partial x^2} + q \frac{\partial C^A_x(x)C^A_y(y)}{\partial (-x)^2} \right) - kC^A_x(x)C^A_y(y) - kC^A_x(x)C^A_y(y). \quad (A.1)$$

Similarly multiplying (5) for $i = B$ by $C^B_y(y)$ and discarding terms of higher than second order in fluctuations we obtain

$$C^B_y(y) \frac{\partial C^B_x(x)}{\partial t} = D \left( \rho \frac{\partial^2 C^B_x(x)C^B_y(y)}{\partial x^2} + q \frac{\partial C^B_x(x)C^B_y(y)}{\partial (-x)^2} \right) - kC^B_x(x)C^B_y(y) - kC^B_x(x)C^B_y(y). \quad (A.2)$$

Fig. 4. Effect of finite-sized domains on Brownian motion dispersion ($\alpha = 2$) and reactions. Each simulation is identical except for a doubling of domain size, which theoretically quadruples the time at which boundaries impede segregation of $A$ and $B$ into separate islands. The theoretical transition time $\Omega K^{\alpha}/D$ at which the boundaries are felt, on average, is denoted by vertical ticks.
Taking the ensemble average of (A.1) and (A.2) and recognizing that by stationarity \( C_{xy}(t)C_y(x) = C_{xy}(y)C_y(x) \), we sum the equations and obtain the following equation for the covariance

\[
C_{xy}(t) \frac{\partial C_{xy}(x)}{\partial t} + C_y(x) \frac{\partial C_{xy}(x)}{\partial t} = 2D \left( p \frac{\partial^2 C_{xy}(x)}{\partial x^2} + q \frac{\partial^2 C_{xy}(x)}{\partial (x-x_0)^2} \right) - 2kC_{xy}(x)C_y(x) - 2kC_{xy}(x)C_y(x),
\]

which can be rewritten as

\[
\frac{\partial C_{xy}(x)}{\partial t} = 2D \left( p \frac{\partial^2 C_{xy}(x)}{\partial x^2} + q \frac{\partial C_{xy}(x)}{\partial (x-x_0)^2} \right) - 2kC_{xy}(x)C_y(x) - 2kC_{xy}(x)C_y(x).
\]

Similarly, an equation for \( C_{xy}(x)C_y(x) \) is given by

\[
\frac{\partial C_{xy}(x)}{\partial t} = 2D \left( p \frac{\partial^2 C_{xy}(x)}{\partial x^2} + q \frac{\partial C_{xy}(x)}{\partial (x-x_0)^2} \right) - 2kC_{xy}(x)C_y(x) - 2kC_{xy}(x)C_y(x).
\]

Subtracting Eq. (A.5) from Eq. (A.4) gives:

\[
\frac{\partial C_{xy}(x,y)}{\partial t} = 2D \left( p \frac{\partial^2 C_{xy}(x,y)}{\partial x^2} + q \frac{\partial C_{xy}(x,y)}{\partial (x-x_0)^2} \right) - 2kC_{xy}(x,y)C_y(x,y) - 2kC_{xy}(x,y)C_y(x,y).
\]

As laid out in the main body of the text the initial conditions for these are

\[
C_{xy}(x,0)C_y(0) = C_{xy}(0,0) = R(x,y).
\]

Therefore, from moment Eqs. (A.4) and (A.5) it follows that

\[
C_{xy}(x,y)C_y(x) = C_{xy}(x,y)C_y(x)
\]

and with this mind, we can rewrite the 1-D Eq. (A.6)

\[
\frac{\partial C_{xy}(x,y)}{\partial t} = 2D \left( p \frac{\partial^2 C_{xy}(x,y)}{\partial x^2} + q \frac{\partial C_{xy}(x,y)}{\partial (x-x_0)^2} \right) - 2kC_{xy}(x,y)C_y(x,y) - 2kC_{xy}(x,y)C_y(x,y).
\]

Appendix B. Alternative initial correlation structures

In this appendix we demonstrate that another short range correlation structure, namely the exponential, give the same long time behavior as the delta correlation, thus justifying its selection. Specify now:

\[
f(x,y,t = 0) = R(x,y) = -\sigma^2 e^{-kx^{-4}}.
\]

Substituting into (9) for the limit of \( y \to x \)

\[
f(x,y \to x, t) = \frac{-\sigma^2}{\pi} \int_{-\infty}^{\infty} \frac{1}{k^2 + 1} e^{2D(k^2)i + q - 4ik^4} dk = -\sigma^2 \int_{-\infty}^{\infty} \frac{1}{k^2 + 1} e^{2D(k^2)i + q - 4ik^4} dm.
\]

If we take the limit of long time \( (t \to \infty) \)

\[
f(x,y \to x, t) \sim -\epsilon^{-1/2} \frac{\sigma^2}{2} \int_{-\infty}^{\infty} \frac{1}{k^2 + 1} e^{2D(k^2)i + q - 4ik^4} dm.
\]

which is the same scaling that arises for the delta initial correlation for all times. Similar results can be shown for other short range correlation structures such a Gaussian one.
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[1] We investigate the upscaling of dispersion from a pore-scale analysis of Lagrangian velocities. A key challenge in the upsampling procedure is to relate the temporal evolution of spreading to the pore-scale velocity field properties. We test the hypothesis that one can represent Lagrangian velocities at the pore scale as a Markov process in space. The resulting effective transport model is a continuous time random walk (CTRW) characterized by a correlated random time increment, here denoted as correlated CTRW.

We consider a simplified sinusoidal wavy channel model as well as a more complex heterogeneous pore space. For both systems, the predictions of the correlated CTRW model, with parameters defined from the velocity field properties (both distribution and correlation), are found to be in good agreement with results from direct pore-scale simulations over preasymptotic and asymptotic times. In this framework, the nontrivial dependence of dispersion on the pore boundary fluctuations is shown to be related to the competition between distribution and correlation effects. In particular, explicit inclusion of spatial velocity correlation in the effective CTRW model is found to be important to represent incomplete mixing in the pore throats.


1. Introduction

[2] The ability to upscale dispersion is an important step in predicting solute transport through porous media. This topic has received continuous attention since the pioneering work of Taylor, who studied dispersion in a tube [Taylor, 1953]. Taylor showed that this system, at late times, once transverse diffusion has allowed the plume to sample all the velocities in the tube cross section, can be characterized by an effective one-dimensional advection-dispersion equation with an enhanced dispersion coefficient. This enhanced dispersion coefficient can be quantified by the second centered moment of the concentration distribution [Aris, 1956]. The Taylor dispersion coefficient reflects the interaction between spreading driven by the heterogeneous velocity field and diffusion that attenuates the resulting concentration contrasts.

[3] Since this seminal study there has been a large amount of work dedicated to quantifying dispersion in more complex flow fields. A variety of methodologies, including the method of local moments [Brenner, 1980; Brenner and Adler, 1982; Frankel and Brenner, 1989; Edwards and Brenner, 1993], volume averaging [Bear, 1972; Plum and Whitaker, 1988; Valdes-Parada et al., 2009; Wood, 2009], and the method of multiple scales [Auriault and Adler, 1995; Lunati et al., 2002; Attinger et al., 2001], have emerged. The main goal of these methods is to develop an effective asymptotic dispersion coefficient that quantifies spreading and mixing in an upscaled effective equation and in many cases they have been successful [Edwards et al., 1991; Porter et al., 2010].

[4] Macrodispersion approaches describe asymptotic heterogeneity-induced transport, which can be cast in an advection-dispersion equation for the macroscale solute concentration. Such Fickian models are characterized typically by a diffusive growth of the plume size. In many applications, however, such an asymptotic regime is often not reached on realistic space and time scales. In fact, there is a large amount of data from field [Rehfeldt et al., 1992; Gelhar et al., 1992; Sidle et al., 1998; Le Borgne and Gouze, 2008] and laboratory experiments [Silliman and Simpson, 1987; Silliman et al., 1987; Moroni et al., 2007; Levy and Berkowitz, 2003] that suggests that the Fickian behavior is often not observed. Theoretical predictions in heterogeneous velocity fields anticipated this [Matheron and de Marsily, 1980; Deng et al., 1993; Deng and Cushman, 1995; Dentz et al., 2000; Berkowitz et al., 2006; Bijeljic and Blunt, 2006; Nicolaides et al., 2010; Wood, 2009]. This behavior can be traced back to incomplete mixing on the macroscopic support scale [Le Borgne et al., 2011; Dentz et al., 2011].

[5] Thus, for the realistic modeling of transport in heterogeneous porous media, it is necessary to predict transport
during this preasymptotic regime [e.g., Gill and Sankarasubramanian, 1970; Latini and Bernoff, 2001; Bijelic and Blunt, 2006] and in particular the anomalous non-Fickian behavior. Several nonlocal models have emerged to model this behavior in porous media, including moment equation approaches [Neuman, 1993; Morales-Casique et al., 2006], projector formalisms [Cushman and Ginn, 1993, 1994], multirate mass transfer [Haggerty and Gorelick, 1995; Carrera et al., 1998; Cherblanc et al., 2007; Chastanet and Wood, 2008], fractional advection-dispersion equations [Benson et al., 2000, 2001; Cushman and Ginn, 2000], continuous time random walks [Berkowitz and Scher, 1995; Berkowitz et al., 2006; Bijelic and Blunt, 2006] and continuous Markovian stochastic processes in time [Meyer and Tchelepi, 2010]. A review of these models is provided by Neuman and Tartakovsky [2009]. One of the main challenges within nonlocal modeling approaches is how to relate macroscale properties (e.g., velocity statistics) to the effective macroscale models.

[5] In this paper we will focus on the continuous time random walk (CTRW) approach. A popular approach for defining CTRW model parameters is breakthrough curves fitting [e.g., Berkowitz and Scher, 2010]. While useful in practice, the limitation of this approach is that it is difficult in general to relate the derived effective parameters to the velocity field properties. Some analytical approaches considering simplified forms of heterogeneity have been developed that upscale exactly to a CTRW [Dentz and Castro, 2009; Dentz et al., 2009; Dentz and Bolster, 2011]. In particular, the importance of spatial velocity correlation and its impact on anomalous transport is explicitly illustrated in the simplified model of Dentz and Bolster [2011]. A different approach that is not restricted to simplified types of heterogeneity was developed by Le Borgne et al. [2008a, 2008b]. By using the spatial Markov property of Lagrangian velocities, one can define a correlated CTRW model, whose parameters are defined from the velocity field distribution and spatial correlation properties. Thus, the upscaled CTRW model is obtained without fitting its parameters to the dispersion data; instead they are estimated from the Lagrangian velocity field analysis. Velocity distribution and spatial correlation are known two govern dispersion heterogeneous media [Bouchaud and Georges, 1990]. Solute dispersion is enhanced when the width of the velocity distribution is increased. It is also enhanced when the spatial correlation of the velocity field is stronger. In other words, when each solute particle tends to keep similar velocities for a long time, the ensemble of particles is more dispersed. The correlated CTRW approach quantifies separately distribution and correlation effects. We will show in the following that this is critical to understand and quantify pore-scale dispersion as velocity distribution and spatial correlation can have antagonistic effects, hence competing for governing the global dispersion.

[6] Here we invoke a CTRW approach characterized by correlated successive particle velocities (termed correlated CTRW in the following) to study dispersion in a pore-scale context. To this end, we first consider a simplified percolate representation of a pore introduced by Dykaar and Kitanidis [1996] (Figure 1) and then a more complex two-dimensional heterogeneous porous medium [Tartakovsky and Neuman, 2008]. Because of its simplicity, the sinusoidal channel model can provide much insight to the understanding of basic mechanisms that occur at the pore scale. The conclusions derived from the analysis of this system can also be used to understand and quantify the role of boundary fluctuations, which is relevant for example for transport at the fracture scale [Drazer et al., 2004; Drazer and Koplick, 2002]. Additionally this model is appealing, because, while quite simple, it displays some interesting and perhaps unexpected features. For example, Bolster et al. [2009] showed that increasing the fluctuation of the pore wall does not necessarily result in an increase in asymptotic dispersion, a result that may be counterintuitive on the basis of other predictions [e.g., Gelhar, 1993; Prade’Homm and Hoagland, 1999; Tartakovsky and Xiu, 2006] that suggest that as the fluctuations increase, so should dispersion. Some experimental evidence [Drazer et al., 2004; Drazer and Koplick, 2002] and heuristic mathematical arguments [Rosencrans, 1997] support this prediction of a reduction in asymptotic dispersion. The reduction cannot be explained by a classical Taylor-Aris type approach (see Bolster et al., 2009) for details.

[7] In this work, we argue and illustrate that the correlated CTRW model provides a solid framework that can be used to physically interpret and understand such observations. Additionally we illustrate that it is capable of accurately predicting the evolution of observed preasymptotic non-Fickian dispersion. In section 2, we describe the periodic pore representation for which we seek to upscale dispersion. In section 3, we introduce the correlated CTRW model and compute the transition time distribution and the probability transition matrix that parametrize it. In section 4, we compare the prediction of this upscaled model to the results obtained from the fully resolved pore-scale simulations. In section 5, we demonstrate the applicability of this upsampling approach to a more complex heterogeneous porous medium.

2. Sinusoidal Channel Model

[8] We consider flow in a two-dimensional channel that is symmetric about the central axis at \( y = 0 \). The boundaries of the channel fluctuate periodically in the horizontal direction as

\[
h(x) = \bar{h} + h' \sin(2\pi x / L),
\]

where \( \bar{h} \) is the average channel height. The aspect ratio is defined by

\[
\epsilon = \frac{2\bar{h}}{L}.
\]

The ratio between the amplitude of the aperture fluctuations \( h' \) and the mean aperture, called the fluctuation ratio, is denoted by

\[
a = \frac{h'}{2\bar{h}}.
\]

The flow at low Reynolds numbers within such a sinusoidal channel, whose boundary changes slowly (i.e., \( \epsilon = \frac{\bar{h}}{L} < 1 \)) was studied and derived analytically using a perturbation method in \( \epsilon \) by Kitanidis and Dykaar [1997]. In order to
illustrate the different types of flow that can arise within such a geometry, two sets of streamlines calculated using this method are shown in Figure 1. A feature of this model is that recirculation zones appear for aspect and fluctuation ratios close to 0.4 [Bolster et al., 2009].

We simulate transport in this flow field using a particle tracking approach. The Peclet number $Pe$, which characterizes the ratio between the advective and diffusive time scales, is defined by

$$Pe = \frac{2\pi}{D},$$

where $D$ is the diffusion coefficient and $\pi$ is the mean velocity. In the following simulations, we set the parameter values as $Pe = 10^3$, $\pi = 1$, and $\beta = 1/2$. Figure 2 shows an example of particle trajectories in a flow field characterized by $a = 0.4$ and $\epsilon = 0.4$. Particles travel fast at the center of the pore and move slowly close to the pore wall where they can be trapped in recirculation zones. They jump from one streamline to another by diffusion. The resulting longitudinal dispersion can be characterized in terms of the longitudinal width $\sigma$ of the solute distribution $c(x, t)$

$$\sigma^2(t) = \int dxc^2(x, t) - \left[ \int dxc(x, t) \right]^2.$$  

Specifically, asymptotic longitudinal dispersion is quantified in terms of the effective dispersion coefficient

$$D^* = \lim_{t \to \infty} \frac{d\sigma^2(t)}{dt}.$$  

We demonstrate in the following that this nontrivial behavior can be understood qualitatively by the competition between distribution effects and correlation effects and can be quantified formally through a correlated CTRW model.

3. Correlated CTRW Model

We seek to represent the longitudinal dispersion process in the wavy channel model as a one-dimensional random walk with distributed spatial and temporal increments (CTRW). The series of successive longitudinal particle positions $\{x^{(n)}\}_{n=0}^{\infty}$ and travel times $\{\tau^{(n)}\}_{n=0}^{\infty}$ are

$$x^{(n+1)} = x^{(n)} + \Delta x^{(n)}$$

Figure 1. (a) A schematic of the pore we are considering and (b) random walk simulations for $Pe = 10^3$ after a time of $50\tau$ (where $\tau$ is the mean travel time of one pore). In Figure 1b, the top plot corresponds to $a = 0$, and the bottom plot corresponds to $a = 0.4$ and $\epsilon = 0.4$.  

Figure 3. The dependence of the asymptotic coefficient on the aspect and fluctuation ratios, obtained by Bolster et al. [2009], is displayed in Figure 3. When the aspect ratio $a$ is small, the increase of the fluctuation ratio $\epsilon$ leads to a decrease of the asymptotic dispersion coefficient. On the other hand, when the aspect ratio $a$ is large, the increase of the fluctuation ratio $\epsilon$ leads to an increase of the asymptotic dispersion coefficient. We demonstrate in the following that this nontrivial behavior can be understood qualitatively by the competition between distribution effects and correlation effects and can be quantified formally through a correlated CTRW model.
\[ t^{(n+1)} = t^{(n)} + \Delta t^{(n)}, \]  

where \( \{\Delta x^{(n)}\}_{n=0}^{\infty} \) and \( \{\Delta t^{(n)}\}_{n=0}^{\infty} \) are the successive spatial and temporal increments. In many CTRW models, the successive temporal increments \( \Delta t^{(n)} \) are taken as independent random variables. Thus, the dispersion dynamics depend entirely on the increment distributions [Berkowitz and Scher, 2010; Dentz and Bolster, 2011]. Figure 2 suggests that, in the absence of complete mixing at pore throats, there can be a significant correlation between successive particle travel times. Particles moving quickly at the pore center have a high probability to remain in a high-velocity zone in the next pore. Similarly, particles have a significant probability to be successively trapped in successive pores when they travel close to the pore walls.

Transit times are related to Lagrangian velocities by \( \{\Delta t^{(n)} = \Delta x^{(n)} / v^{(n)}\}_{n=0}^{\infty} \), where \( v^{(n)} \) is the mean particle velocity across the length \( \Delta x \). Diffusive jumps of particles across streamlines induce a certain velocity decorrelation such that ultimately the velocity memory is lost when the particle has traveled over many pores. The process of velocity decorrelation by diffusion is most efficient at the pore throat where streamlines converge close to each other. Figure 4 displays the pore-scale Lagrangian velocity correlation functions as a function of travel time and as a function of travel distance for the case \( a = 0.4 \) and \( \epsilon = 0.4 \). The Lagrangian velocities are found to have a short-range correlation in space and a long-range correlation in time. The latter is related to the low-velocity areas close to the pore wall and to the recirculation areas, where particles can remain trapped for a long time.

In order to quantify the correlation between successive temporal increments, due to incomplete mixing at pore throats, we represent the series of successive transit times over one pore length \( \{\Delta t^{(n)}\}_{n=0}^{\infty} \) as a Markov chain, which is motivated by the short range spatial correlation of Lagrangian velocities (Figure 4). Note that this the Markov property does not mean that the correlation length is assumed to be equal to one pore size. The corresponding correlation length depends on the transition probabilities for successive transit times. Thus, setting the spatial increment equal to the pore length \( \Delta x^{(n)} = L \) in (7), the corresponding effective transport model is a correlated CTRW defined by the probability distribution density \( p(\Delta t) \) and the conditional probability density \( r(\Delta t | \Delta t') \), where \( \Delta t \)
and $\Delta t'$ are successive transit times across one pore. To test the applicability of this model to upscale longitudinal dispersion, we numerically compute the transit time distributions across one pore $p(\Delta t)$ and the conditional probability density $r(\Delta t' | \Delta t)$ from transport simulations over two pores (Figure 2).

[15] The Lagrangian transit time distributions across one pore $p(\Delta t)$, computed from particle tracking simulations, are displayed in Figure 5 for different values of the aspect and fluctuation ratios. They are characterized by a peak at small times and a tail at large times, with a significant probability for particles to experience large transit times. The maximum transit time is defined by an upper cut off. Both the minimum and maximum times depend on the pore shape. A special case is $a = 0.4$ and $\epsilon = 0.4$ for which recirculation zones exist (Figure 1c). The impact of these recirculation zones is that the width of the transit time distribution increases by about 1 order of magnitude compared to cases without recirculation zones. The probability of large transit times increases because of trapping of particles in these recirculation zones. At the same time, the smallest transit time decreases, i.e., the maximum velocity increases. This is due to an enhanced focusing of flow lines in the center of the pore (Figure 1c). For the other cases, the increase of the aspect ratio $\epsilon$ tends to slightly decrease the minimum transit time while increasing slightly the maximum transit time. The increase of the fluctuation ratio $a$ does not appear to affect the minimum transit time, but does increase slightly the maximum transit time.

[16] We now quantify the conditional probability density $r(\Delta t' | \Delta t)$ from particle tracking simulations over two successive pores, where $\Delta t'$ is the transit time across the first pore and $\Delta t$ is the transit time across the second pore. This quantifies the correlation between successive transit times, illustrated in Figure 2. For this purpose, we discretize the transit time distribution $p(\Delta t)$ into $n$ classes $C_i, 1 \leq i \leq n - 1$ of equal probability of occurrence [Le Borgne et al., 2008b]. We define $\eta = P(\Delta t)$ as the score corresponding to the transit time $\Delta t$, where $P(\Delta t)$ is the cumulative transit time distribution. We discretize the $\eta$ domain, which is bounded between 0 and 1, into $n$ classes of equal width $1/n$, defined by their boundaries $\eta_i$. The smallest transit time (largest velocity) corresponds to $\eta_0 = 0$ and the largest transit time (smallest velocity) to $\eta_{n-1} = 1$. In this study, we use $n = 49$ classes. The influence of the number of classes on the prediction of spreading is discussed in section 4. For a given transit time $\Delta t$, the corresponding class $C_i$ is determined as follows: $\Delta t \in C_i$ if $\eta_i \leq P(\Delta t) < \eta_{i+1}$. The corresponding class boundaries in the temporal increment space are $\Delta t_i = P^{-1}(\eta_i)$.

[17] The probability for a particle to travel through a pore in a time $\Delta t \in C_i$ given that it traveled through the previous pore in a time $\Delta t' \in C_j$ is given by,

$$T_{ij} = \frac{\Delta t_j}{\Delta t_i} \int_{\Delta t_i}^{\Delta t_j} \frac{\Delta t}{\Delta t'} P(\Delta t') \, dt' .$$

The transition matrix $T$ is the discrete form of the conditional probability density $r(\Delta t' | \Delta t)$ and describes the transition probability from class $i$ to class $j$. The transition matrix is shown for different pore shapes in Figure 6. The transition probabilities are largest in the diagonal region and tend to zero away from the diagonal. The probabilities on the diagonal, i.e., $T_{ii}$, are the probabilities for a particle to remain in the same class $C_i$, i.e., to keep a similar transit time over successive pores. The probabilities away from the diagonal correspond to probabilities for a particle to change its transit time from one pore to another, which depends on its diffusion across streamlines.

[18] The correlation of successive times can be measured by the probability to remain in the original class and by the width of the banded matrix area around the diagonal, which reflects the probability for particles to remain in neighboring transit time classes over successive pores. Notice that the transition matrix quantifies some complex correlation properties of the flow field. For instance, the correlation is systematically stronger for small transit times (i.e., large velocities) than for large transit times (Figure 6). As shown in Figure 6, conditional probabilities in the upper left corner, corresponding to the probabilities for particles to keep small transit times, are higher than the other conditional probabilities, e.g., the probability for particles to keep intermediate or large transit times across successive pores.

[19] The comparison of transition matrices in Figure 6 can be used to understand the effect of the pore shape parameters (equation (2) and Figure 1a) on the transit time correlation. The effect of increasing the aspect ratio $\epsilon$ from 0.1 to 0.4 is to decrease the width of the banded area in the transition matrix around the diagonal, i.e., to increase the correlation of the successive transit times, as successive particle transit times have a high probability to be close to each other. This can be explained as follows. For a given mean channel height $H$, increasing $\epsilon$ is equivalent to decreasing the pore length $L$. Decreasing $L$ implies decreasing the distance available for particles to diffuse across streamlines. Thus, for large $\epsilon$ the correlation of successive transit times is strong.

[20] For a given aspect ratio $\epsilon$, the effect of increasing the fluctuation ratio $a$ from 0.1 to 0.4 is to decrease the
correlation of successive transit times, as shown by the increase of the width of the banded area in the transition matrix which implies that particle have a significant probability to change transit times over successive pores. This in turn can be explained by the small width of the pore necks for large $a$ (Figure 1a) that induces a focusing of flow lines, thus enhancing mixing between stream lines at the pore necks. Thus, for large $a$, the correlation between successive transit times is weak.

The transit time distributions and correlation matrices can be used to understand the nontrivial dependence of the asymptotic dispersion coefficient on the pore shape parameters shown in Figure 3. In general, an increase in the width of transit time distribution and an increase of the correlation of successive transit times are both expected to contribute to an increase of the asymptotic dispersion coefficient. These effects are known as distribution- and correlation-induced dispersion [Bouchaud and Georges, 1990; Dentz and Bolster, 2011]. When changing the fluctuation ratio $a$, these two effects evolve in opposite directions, thus competing for controlling dispersion. An increase of the fluctuation ratio $a$ produces an increase the transit time variability but a decrease of there correlation over successive pores. In the absence of recirculation zones ($\epsilon < 0.4$), the transit time variability depends only slightly on the fluctuation ratio $a$. Since transit time decorrelation is the dominant effect in this case, the increase of the fluctuation ratio $a$ leads to a decrease of the asymptotic dispersion coefficient. Conversely, for large aspect ratios ($\epsilon \geq 0.4$), the appearance of recirculation zones leads to a strong dependence of the transit time distribution on the fluctuation ratio $a$. This effect dominates over the effect of transit time decorrelation, which implies that the asymptotic dispersion coefficient increases with the fluctuation ratio $a$ in this case. Thus, the dependence of dispersion coefficient on the pore shape parameters is controlled here by the competition between distribution and correlation effects.

4. Predictions of the Correlated CTRW Model

[22] The transit time distribution $p(\Delta t)$ and the transition matrix $T$ together with the spatial Markov property define the correlated CTRW model in (8). Using this effective description, we can make predictions of the transport behavior over a large range of temporal and spatial scales. The equations of motion (8) of a particle are solved numerically using random walk particle tracking, which allows for efficient transport simulations. We compare the predictions of this effective random walk model with the numerical random walk simulations of transport through the fully resolved two-dimensional velocity fields (Figure 2) for $a = 0.4$ and $\epsilon = 0.4$. To probe the role of correlation we also compare the transport behavior resulting from the correlated CTRW with the predictions of a CTRW model without correlation, defined by (7) and (8) with the transition probability given as $r(\Delta t/\Delta t') = p(\Delta t')$. Notice that the predictions of both models are obtained without fitting the model parameters to the dispersion data. Instead the model’s parameters, here $p(\Delta t)$ and $r(\Delta t/\Delta t')$ are estimated from the Lagrangian velocity field analysis.

[23] Figure 7 displays the temporal evolution of the second centered moment of the particle positions in the direction of the mean flow $\sigma^2(t)$ for the case $a = 0.4$ and $\epsilon = 0.4$. The initial preasymptotic regime, where $\sigma^2(t)$ evolves nonlinearly in time, lasts for about $30\tau$, where $\tau$ is the mean transit time across one pore. Hence, the Fickian behavior is reached when the average position of the plume has traveled over 30 pores. The spatial distribution of

---

**Figure 6.** Spatial transition matrices $T$ corresponding to different values of the pore shape parameters $\epsilon$ and $a$ (equation (9)). The horizontal axis represents the initial transit time class and the vertical axis represents the next transit time class. Small matrix indices correspond to small transit times (large Lagrangian velocities), and large matrix indices correspond to large transit times (small Lagrangian velocities). The color scale represents the transit time transition probabilities along particle paths.
particle positions, shown in Figure 8, is strongly non-Gaussian during the preasymptotic regime.

The correlated CTRW model is found to provide very good predictions of the temporal evolution of the second centered moment $\langle \sigma^2(t) \rangle$ at all times and is able to predict accurately the evolution of the spatial particle position distributions from non-Gaussian to Gaussian. In particular, the persistent asymmetry of the spatial distributions, which is due to trapping in low-velocity and recirculation zones, is well captured. The uncorrelated CTRW model is found to underestimate dispersion significantly. The discrepancy for the second centered moment $\langle \sigma^2(t) \rangle$ is about 1 order of magnitude at large times. The uncorrelated CTRW model used here has the same transit time distribution as the correlated CTRW model but no correlation of successive transit times. Thus, the comparison of these two models shows the role of spatial correlations of particle motions, which are due in this example to incomplete mixing at the pore throats. Thus, successive transit time correlation, related for instance the fact that particles traveling close to the pore walls have a high probability of being successively trapped in recirculation zones (Figure 2), is found to have an important impact on dispersion.

The good agreement of the correlated CTRW model with pore-scale simulations validates the spatial Markov property of Lagrangian velocities. This property implies that large-scale dispersion can be predicted from solving transport in just two characteristic pore sizes. The model parameters are fully defined from the Lagrangian velocity properties. We have performed the same comparison for a variety of other pore shape parameters and found a similar agreement between effective and pore-scale random walk simulations. The transition matrices quantify high-order correlation effects that are not included in classical two-point correlation functions. The high probability region in the left upper part of the transition matrices (Figure 6) indicate that small transit times are more correlated than large transit times. This implies that large velocities at the center of the pore are more correlated over successive pores than small velocities. The dependency of correlation on the local velocity was previously demonstrated by Le Borgne et al. [2007].

In order to probe the minimum number of parameters sufficient to capture this effect, we ran correlated CTRW simulations with different numbers of transit time classes (Figure 9). Decreasing the number of classes from 49 to 12 we found only a slight change in the prediction of spatial variance. However, for a smaller number of classes, the spatial variance is significantly underestimated. For instance, the underestimation is about 40 percent when using only 3 velocity classes. Thus, we estimate that the minimum number of classes required in this case for capturing the whole range of correlation effects may be around 10. This suggests that, although the transition matrix can be simplified, it should contain a minimum of information for representing complex correlation properties such as the dependency of correlation on velocity.

5. Application to a Heterogeneous Porous Medium

In section 5, we apply the methodology to the more complex 2-D heterogeneous porous medium studied by Tartakovsky and Neuman [2008] and Tartakovsky et al. [2008]. The Navier-Stokes equations for flow in the pore network are solved using smoothed particle hydrodynamics
The medium is composed of void and circular grains with mean porosity \( \phi = 0.42 \). The average velocity of \( \bar{v} = 10^{-2} \) results from application of a hydraulic head gradient from top to bottom. The boundary conditions for flux are periodic on all sides. All details of computations are given by Tartakovsky and Neuman [2008]. The resulting velocity field shows the existence of a braided network of preferential flow paths as well as low-velocity or stagnation zones.

In order to quantify the dispersion process in this medium, we apply the methodology to analyze the statistics of transit times along the SPH particle trajectories. SPH is a Lagrangian particle method where particles representing elementary fluid volumes are advected with the flow and exchange mass between them by diffusion. Advective Lagrangian trajectories are thus given by the trajectories of the SPH particles. The Lagrangian velocities analyzed along SPH particles trajectories can change because of advective heterogeneities but not because of diffusion across streamlines. Hence, velocity decorrelation occurs solely because of randomness in the velocity resulting from the heterogeneous nature of the porous medium.

The transit time distribution and transition matrix over the mean pore size \( \Delta x = 2.6 \) are computed by using \( N = 27,620 \) SPH particles (Figure 11). The comparison with the sinusoidal pore results shows that the large time distributions are strikingly similar for the two systems. The transition matrix (Figure 12) also shares some common features with those of the sinusoidal channel. The small transit times, corresponding to larger velocity channels, are found to be more correlated than other transit time classes. The large transit times are also more correlated than intermediate transit times, showing the existence of repetitive trapping phenomena. Thus, although the wavy channel model may appear simplified, it contains several features relevant to

![Figure 9](image9.png)  
**Figure 9.** Prediction of the correlated CTRW model for the second centered moment with different numbers of velocity classes, \( n = 3, 6, 12, 24, 49 \).

![Figure 10](image10.png)  
**Figure 10.** Heterogeneous pore-scale flow field showing the distribution of \( v/\bar{v} \) (the magnitude of velocity relative to its spatial average), from Tartakovsky and Neuman [2008].

![Figure 11](image11.png)  
**Figure 11.** Transit time distribution across the mean pore size \( \Delta x = 2.6 \) for the heterogeneous porous media. It is compared here to the sinusoidal channel distribution for \( a = 0.4 \) and \( \epsilon = 0.4 \).

![Figure 12](image12.png)  
**Figure 12.** Spatial transition matrix \( T \) across the mean pore size \( \Delta x = 2.6 \) for the heterogeneous porous medium. Small matrix indices correspond to small transit times (large Lagrangian velocities), and large matrix indices correspond to large transit times (small Lagrangian velocities). Here the matrix is discretized into 300 classes.
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