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Introduction

Let $f(X)$ be a polynomial with rational coefficients, $S$ be an infinite subset of the rational numbers and consider the image set $f(S)$. If $g(X)$ is a polynomial such that $f(S) = g(S)$ we say that $g$ parametrizes the set $f(S)$. Besides the obvious solution $g = f$ we may want to impose some conditions on the polynomial $g; for example, if $f(S) \subset \mathbb{Z}$ we wonder if there exists a polynomial with integer coefficients which parametrizes the set $f(S)$.

Moreover, if the image set $f(S)$ is parametrized by a polynomial $g$, there comes the question whether there are any relations between the two polynomials $f$ and $g$. For example, if $h$ is a linear polynomial and if we set $g = f \circ h$, the polynomial $g$ obviously parametrizes the set $f(\mathbb{Q})$. Conversely, if we have $f(\mathbb{Q}) = g(\mathbb{Q})$ (or even $f(\mathbb{Z}) = g(\mathbb{Z})$) then by Hilbert’s irreducibility theorem there exists a linear polynomial $h$ such that $g = f \circ h$. Therefore, given a polynomial $g$ which parametrizes a set $f(S)$, for an infinite subset $S$ of the rational numbers, we wonder if there exists a polynomial $h$ such that $f = g \circ h$. Some theorems by Kubota give a positive answer under certain conditions.

The aim of this thesis is the study of some aspects of these two problems related to the parametrization of image sets of polynomials.

In the context of the first problem of parametrization we consider the following situation: let $f$ be a polynomial with rational coefficients such that it assumes integer values over the integers. Does there exist a polynomial $g$ with integer coefficients such that it has the same integer values of $f$ over the integers?

This kind of polynomials $f$ are called integer-valued polynomials. We remark that the set of integer-valued polynomials strictly contains polynomials with integer coefficients: take for example the polynomial $X(X - 1)/2$, which is integer-valued over the set of integers but it has no integer coefficients. So, if $f$ is an integer-valued polynomial, we investigate whether the set $f(\mathbb{Z})$ can be parametrized by a polynomial with integer coefficients; more in general we look for a polynomial $g \in \mathbb{Z}[X_1, \ldots, X_m]$, for some natural number $m \in \mathbb{N}$, such that $f(\mathbb{Z}) = g(\mathbb{Z}^m)$. In this case we say that $f(\mathbb{Z})$ is $\mathbb{Z}$-parametrizable.

In a paper of Frisch and Vaserstein it is proved that the subset of pythagorean triples of $\mathbb{Z}^3$ is parametrizable by a single triple of integer-valued polynomials in four variables but it cannot be parametrized by a single triple of integer coefficient polynomials in any number of variables. In our work we show that there are examples of subset of $\mathbb{Z}$ parametrized by an integer-valued polynomial in one variable which cannot be parametrized by an integer coefficient polynomial in any number of variables.

If $f(X)$ is an integer-valued polynomial, we give the following characterization of the parametrization of the set $f(\mathbb{Z})$: without loss of generality we may suppose that $f(X)$ has the form $F(X)/N$, where $F(X)$ is a polynomial with integer coefficients and $N$ is a minimal positive integer. If there exists a prime $p$ different from 2 such that $p$ divides $N$ then $f(\mathbb{Z})$ is not $\mathbb{Z}$-parametrizable. If $N = 2^n$ and $f(X)$ is $\mathbb{Z}$-parametrizable then there exists a rational number $\beta$ which is the ratio of two odd integers such that $f(X) = f(-X + \beta)$. Moreover $f(\mathbb{Z}) = g(\mathbb{Z})$ for some $g \in \mathbb{Z}[X]$ if and only if $f \in \mathbb{Z}[X]$
or there exists an odd integer \( b \) such that \( f \in \mathbb{Z}[X(b - X)/2] \). We show that there exists integer-valued polynomials \( f(X) \) such that \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable with a polynomial \( G(X_1, X_2) \in \mathbb{Z}[X_1, X_2] \), but \( f(\mathbb{Z}) \neq g(\mathbb{Z}) \) for every \( g \in \mathbb{Z}[X] \).

In 1963 Schinzel gave the following conjecture: let \( f(X, Y) \) be an irreducible polynomial with rational coefficients and let \( S \) be an infinite subset of \( \mathbb{Q} \) with the property that for each \( x \) in \( S \) there exists \( y \) in \( S \) such that \( f(x, y) = 0 \); then either \( f \) is linear in \( Y \) or \( f \) is symmetric in the variables \( X \) and \( Y \).

We remark that if a curve is defined by a polynomial with Schinzel’s property then its genus is zero or one, since it contains infinite rational points; here we use a theorem of Faltings which solved the Mordell-Weil conjecture (if a curve has genus greater or equal to two then the set of its rational points is finite). We will focus our attention on the case of rational curves (genus zero). Our objective is to describe polynomials \( f(X, Y) \) with Schinzel’s property whose curve is rational and we give a conjecture which says that these rational curves have a parametrization of the form \( (\varphi(T), \varphi(r(T))) \).

This problem is related to the main topic of parametrization of image sets of polynomials in the following way: if \( (\varphi(T), \psi(T)) \) is a parametrization of a curve \( f(X, Y) = 0 \) (which means \( f(\varphi(T), \psi(T)) = 0 \)), where \( f \) is a polynomial with Schinzel’s property, let \( S = \{\varphi(t) | t \in S'\} \) be the set of the definition of Schinzel, where \( S' \subset \mathbb{Q} \). Then for each \( t \in S' \) there exists \( t' \in S' \) such that \( \psi(t) = \varphi(t') \), hence \( \psi(S') \subset \varphi(S') \). So, in the case of rational curves, the problem of Schinzel is related to the problem of parametrization of rational values of rational functions with other rational functions (we will show that under an additional hypothesis we can assume that \( (\varphi(T), \psi(T)) \) are polynomials). In particular, if \( (\varphi(T), \psi(T)) \) is a parametrization of a curve defined by a symmetric polynomial, then \( \psi(T) = \varphi(a(T)) \), where \( a(T) \) is an involution (that is \( a \circ a = Id \)). So in the case of rational symmetric plane curves we have this classification in terms of the parametrization of the curve.

It turns out that this argument is also related to Ritt’s theory of decomposition of polynomials. His work is a sort of ”factorization” of polynomials in terms of indecomposable polynomials, that is non-linear polynomials \( f \) such that there are no \( g, h \) of degree less than \( \deg(f) \) such that \( f = g \circ h \). The indecomposable polynomials are some sort of ”irreducible” elements of this kind of factorization.

In the first chapter we recall some basic facts about algebraic function fields in one variable, the algebraic counterpart of algebraic curves. In particular we state the famous Luroth’s theorem, which says that a non trivial subextension of a purely transcendental field of degree one is purely transcendental.

We give the definition of minimal couple of rational functions that we will use later to characterize algebraically a proper parametrization of a rational curve. We conclude the chapter with the general notion of valuation ring of a field and we characterize valuation rings of a purely transcendental field in one variable (which corresponds geometrically to
the Riemann sphere, if for example the base field is the field of the complex numbers). Moreover valuation rings of algebraic function fields in one variable are discrete valuation rings.

In the second chapter we state the first theorem of Ritt, which deals with decomposition of polynomials with complex coefficients with respect to the operation of composition. In a paper of 1922 Ritt proved out that two maximal decompositions (that is a decomposition whose components are neither linear nor further decomposable) of a complex polynomial have the same number of components and their degrees are the same up to the order. We give a proof in the spirit of the original paper of Ritt, which uses concepts like monodromy groups of rational functions, coverings and theory of blocks in the action of a group on a set.

This result can be applied in the case of an equation involving compositions of polynomials: thanks to Ritt’s theorem we know that every side of the equation has the same number of indecomposable component.

In the third chapter we give the classical definition of plane algebraic curves, both in the affine and projective case. We show that there is a bijection between the points of a non-singular curve and the valuation rings of its rational function field (which are called places of the curve). More generally speaking, if we have a singular curve $C$, the set of valuation rings of its rational function field is in bijection with the set of points of a non-singular model $C'$ of the curve (that is the two curves $C$ and $C'$ are birational), called desingularization of the curve.

Then we deal with curves whose points are parametrized by a couple of rational functions in one parameter; we call these curves rational. From a geometric point of view a rational curve has desingularization which is a compact Riemann surface of genus zero, thus isomorphic to $\mathbb{P}^1$. Finally we expose some properties of parametrizations of rational curves; we show a simple criterium which provides a necessary and sufficient condition that lets a rational curve have a polynomial parametrization in terms of places at infinity.

In the fourth chapter we study the aforementioned conjecture of Schinzel.

For example, if $f(X,Y) = Y - a(X)$ then by taking $S$ the full set of rational numbers we see that the couple $(f, S)$ satisfies the Schinzel’s property. If $f$ is symmetric and the set of rational points of the curve determined by $f$ is infinite, then if we define $S$ to be the projection on the first coordinate of the rational points of the curve we obtain another example of polynomial with the above property.

The hypothesis of irreducibility of the polynomial $f$ is required because we want to avoid phenomenon such as $f(X,Y) = X^2 - Y^2$ and $S = \mathbb{Q}$, where $f$ is neither linear nor symmetric. In general if a polynomial $f(X,Y)$ has $X - Y$ as a factor, then it admits the full set of rational numbers as set $S$. Another example is the following (private communication of Schinzel): let

$$f(X,Y) = (Y^2 - XY - X^2 - 1)(Y^2 - XY - X^2 + 1)$$
and \( S = \{ F_n \}_{n \in \mathbb{N}} \), where \( F_n \) is the Fibonacci sequence which satisfies the identity 
\[ F_{n+1}^2 - F_{n+1}F_n - F_n^2 = (-1)^n \] for each natural number \( n \); if \( f_1, f_2 \in \mathbb{Q}[X, Y] \) are the two 
irreducible factors of \( f \) then for each \( n \in \mathbb{N} \) the couple of integers \((F_n, F_{n+1})\) is a point 
of the curve associated to the polynomial \( f_1 \) or \( f_2 \), according to the parity of \( n \).

Zannier has recently given the following counterexample to Schinzel’s conjecture:
\[ f(X, Y) = Y^2 - 2(X^2 + X)Y + (X^2 - X)^2 \]
with \( S \) equal to the set of rational (or integer) squares. The idea is the following:
it is well known that for each couple of rational functions \((\varphi(t), \psi(t))\) with coefficients 
in a field \( k \) there exists a polynomial \( f \in k[X, Y] \) such that \( f(\varphi(t), \psi(t)) = 0 \). In fact 
k(\( t \)) has transcendental degree one over \( k \); we also say that \( \varphi \) and \( \psi \) are algebraically 
dependent. Moreover if we require that the polynomial \( f \) is irreducible then it is unique 
up to multiplication by constant.

This procedure allows us to build families of polynomials with Schinzel’s property:
it is sufficient to take couples of rational functions \((\varphi(t), \varphi(r(t)))\), where \( \varphi(t), r(t) \) are 
the remainders of this polynomial. If we consider the irreducible polynomial \( f \in \mathbb{Q}[X, Y] \) such that 
\( f(\varphi(t), \varphi(r(t))) = 0 \) and the set \( S = \{ \varphi(t) | t \in \mathbb{Q} \} \), we see that \( (f, S) \) has Schinzel’s 
property. In particular Zannier’s example is obtained from the couple of rational functions 
\((\varphi(t), r(t) = (t^2, t(t + 1)) \). If \( \deg(\varphi) > 1 \) and \( \deg(r(t)) > 1 \) then it turns out that \( f \) is 
neither linear nor symmetric in \( X \) and \( Y \), but it is a polynomial with Schinzel’s property.

In the last chapter we deal with the problem of parametrization of integer-valued 
polynomials and we prove the results mentioned at the beginning of this introduction.
The idea of the proof is the following: let \( f(X) = F(X)/N \) be an integer-valued polyno-
mial as above; since the set of integer-valued polynomials is a module over \( \mathbb{Z} \), we can 
assume that \( N \) is a prime number \( p \). We remark that a bivariate polynomial of the form 
\( f(X) - f(Y) \) has over \( \mathbb{Q} \) only two linear factors; moreover, the set of integer values \( n \) 
such that there exists \( g \in \mathbb{Q} \) such that \( (n, q) \) belongs to an irreducible component of the 
curve \( f(X) - f(Y) = 0 \) which is not linear in \( Y \), has zero density, by a theorem of Siegel.
If \( f(Z) \) is \( \mathbb{Z} \)-parametrizable by a polynomial \( g \in \mathbb{Z}[X_1, \ldots, X_n] = \mathbb{Z}[X] \) then by Hilbert’s 
irreducibility theorem there exists \( Q \in \mathbb{Q}[X] \) such that \( F(Q(X)) = pg(X) \); we obtain necessary 
conditions for such polynomial \( Q \) in order to satisfy the previous equality. In 
the same hypothesis, for each \( n \in \mathbb{Z} \) there exists \( \varphi_n \in \mathbb{Z}^n \) such that \( f(n) = f(Q(\varphi_n)) \).
So we study how the points \( (n, Q(\varphi_n)) \), for \( n \in \mathbb{Z} \), distribute among the irreducible com-
ponents of the curve \( f(X) - f(Y) = 0 \); by the aforementioned theorem of Siegel it turns 
out that, up to a subset of density zero of \( \mathbb{Z} \), they belong to components determined by 
linear factors of \( f(X) - f(Y) \). For each of them, the projection on the first component 
of this kind of points is a set of integers contained in a single residue class modulo 
the prime \( p \). So if \( p \) is greater then two, which is the maximum number of linear factors of 
a bivariate separated polynomial over \( \mathbb{Q} \), the set \( f(Z) \) is not \( \mathbb{Z} \)-parametrizable.

The problem of factorization of bivariate separated polynomials, that is polynomials 
of the form \( f(X) - g(Y) \), is a topic which has been intensively studied for years (Bilu, 
Tichy, Zannier, Avanzi, Cassou-Noguès, Schinzel, etc...
Our next aim is the classification of the integer-valued polynomials $f(X)$ such that $f(\mathbb{Z})$ is parametrizable with an integer coefficient polynomial in more than one variable (for example $f(X) = 3X(3X - 1)/2$). I conjecture that such polynomials (except when $f \in \mathbb{Z}[X]$) belong to $\mathbb{Z}[p^k X(p^k X - a)/2]$, where $p$ is a prime different from 2, $a$ is an odd integer coprime with $p$ and $k$ a positive integer. I show in my work that if $f(X)$ is such a polynomial, then $f(\mathbb{Z})$ is $\mathbb{Z}$-parametrizable.

Moreover we want to study the case of number fields, that is the parametrization of sets $f(\mathcal{O}_K)$, where $\mathcal{O}_K$ is the ring of integers of a number field $K$ and $f \in K[X]$ such that $f(\mathcal{O}_K) \subset \mathcal{O}_K$, with polynomials with coefficients in the ring $\mathcal{O}_K$.
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Chapter 1

Algebraic function fields in one variable

The algebraic analogue of algebraic plane curves, that is the zero-locus of a polynomial \( f(X, Y) \) (see chapter 4), are algebraic function fields in one variable; we are going to explain some basic facts about them.

Let \( k \) be a field which from now on we call the base field; an algebraic function field in one variable over \( k \) is a field \( K \) finitely generated over \( k \) such that the trascendence degree of \( K \) over \( k \) is equal to 1 and \( k \) is algebraically closed in \( K \).

1.1 Lüroth theorem

The "simplest", so to speak, algebraic function field in one variable is the pure trascendental field in one indeterminate \( k(t) \). Here we give some details about this kind of algebraic function fields.

**Definition 1.1.1** If \( f(t) = \frac{\varphi(t)}{\psi(t)} \) is a rational function in reduced form (that is \( \varphi \) and \( \psi \) are coprime polynomials) then the degree of \( f \) is defined as

\[
\deg(f(t)) \doteq \max\{\deg(\varphi(t)), \deg(\psi(t))\}
\]

**Lemma 1.1.2** If \( f(t) \) is a rational function over \( k \) then the extension of field \( k(f) \subset k(t) \) is finite and its degree is equal to \( \deg(f) \).

**Proof**: Let \( f(t) \) be of the form \( \frac{r(t)}{s(t)} \) where \( r, s \in k[t] \) are coprime polynomials; then \( t \) satisfies the following polynomial with coefficients in \( K(f) \):

\[
F(X) = r(X) - f \cdot s(X)
\]
This polynomial is irreducible in \( k[f,X] = k[X][f] \) because it has degree 1 in \( f \) and it is primitive over the ring \( k[X] \); by Gauss Lemma it is irreducible in \( k(f)[X] \). The \( X \)-degree of \( F \) is equal to \( \deg(f) \). \( \square \)

Every non-trivial subextension of a pure transcendental extension of degree one is a pure transcendental extension of degree one, as the following theorem says (this is false for transcendental extension of higher degree).

**Theorem 1.1.3 (Lüroth)** Let \( k \) be a field and \( t \) a transcendental element over \( k \). If \( K \) is a field such that \( k \subset K \subset k(t) \) then there exists a rational function \( g \) in \( k(t) \) such that \( K = k(g) \).

**Proof:** The field \( k(t) \) is a finite algebraic extension of \( K \) because if \( g \in K - k \) then \( k(t)/k(g) \) is a finite extension by previous lemma.

Let

\[
f(X) = X^n + a_{n-1}(t)X^{n-1} + \ldots + a_0(t)
\]

be the minimal polynomial of \( t \) over \( K \), where \( a_i(t) \in K \subset k(t) \) for each \( i = 0, \ldots, n - 1 \); since \( t \) is transcendental over \( k \), there exists an index \( j \in \{0, \ldots, n-1 \} \) such that \( a_j(t) \notin k \). If we multiply \( f(X) \) by the least common multiple of the denominators of the coefficients \( a_i(t) \)'s we obtain a primitive irreducible polynomial in \( k[t,X] \)

\[
f_0(t,X) = \alpha_n(t)X^n + \ldots + \alpha_0(t)
\]

where \( \alpha_i \in k[t] \) for each \( i = 0, \ldots, n \); let \( m \) be the degree of \( f_0(t,X) \) in \( t \), that is the maximum of the degrees of the \( \alpha_i(t) \)'s.

If \( \theta = p(t)/q(t) \) is the reduced representation of \( a_j(t) \), where \( p,q \in k[t] \) are coprime, then \( t \) is root of the polynomial

\[
H(X) = q(X)\theta - p(X)
\]

with coefficients in the field \( k(\theta) \subset K \); indeed \( H(X) \) is the minimal polynomial of \( t \) over \( k(\theta) \). So \( f(X) \) divides \( H(X) \) in \( K[X] \) and consequently \( f_0(t,X) \) divides the primitive polynomial \( H_0(t,X) = q(X)\theta - p(X)q(t) \) in \( k[t,X] \). We have the following equality in \( k[t,X] \)

\[
q(X)p(t) - p(X)q(t) = f_0(t,X)s(t,X)
\]

where \( s \in k[t,X] \).

Observe now that the degree in \( t \) of the first member is less or equal than \( m \), since \( \theta \) is a coefficient of \( f(X) \); then the degree in \( t \) of \( s(t,X) \) is equal to 0. So \( s(t,X) = s(X) \) is a polynomial in the variable \( X \) and it divides \( H_0(t,X) \) which is primitive in \( k[X] \); this implies that the polynomial \( s \) is constant. Hence the degree in \( X \) of \( H_0(t,X) \), which is the degree \( [k(t) : k(\theta)] \), is equal to the degree in \( X \) of \( f(t,X) \). Hence we have proved that \( K = k(\theta) \). \( \square \)
The proof works for each non-constant coefficients $a_i(t)$ of $f(X)$: the field $K$ can be generated over $k$ by each coefficient $a_i(t)$ which is not constant.

The following theorem is the polynomial version of the Lüroth theorem: if a non-trivial subextension of $k(t)$ contains a polynomial then it can be generated by a polynomial.

**Theorem 1.1.4 (Lüroth in polynomial form)** Let $k$ be a field and $t$ a transcendental element over $k$. If $K$ is a field such that $k \subset K \subset k(t)$ and it contains a polynomial $f \in K[t]$, then there exists $g \in k[t]$ such that $K = k(g)$.

A proof of this theorem was already known to Ritt (see [35]) and it is the one we are going to show.

**Proof** : From Lüroth’s theorem there exists a rational function $r \in k(t)$ such that $K = k(r)$; from the inclusion of fields $k(f) \subset k(r) \subset k(t)$ it follows that $f = s \circ r$ where $s \in K(r)$.

The natural map

$$F : k \cup \{\infty\} \rightarrow k \cup \{\infty\}$$

$$t \mapsto f(t)$$

associated to the polynomial $f$ is totally ramified over $\infty$, which means that the fiber of $F$ over $\infty$ has only one point since $F^{-1}(\infty) = \{\infty\}$; we obviously have that $F = S \circ R$, where $S$ and $R$ are the maps from $k \cup \{\infty\}$ in itself associated to $s$ and $r$ respectively.

This fact implies that the maps $S$ and $R$ are totally ramified over $\infty$ and $R(\infty)$ respectively; in fact

$$F^{-1}(\infty) = (S \circ R)^{-1}(\infty) = R^{-1}(S^{-1}(\infty)) = \bigcup_{\alpha \in S^{-1}(\infty)} R^{-1}(\alpha)$$

So if $S^{-1}(\infty) = \{\alpha\}$ we can choose a rational function $\lambda \in k(t)$ of degree 1 such that $\lambda(\alpha) = \infty$ (for example if $\alpha \in k$ we can choose $\lambda(t) = 1/(t - \alpha)$; if $\alpha = \infty$ then $s$ and $r$ are polynomials). Hence the rational function $s' = s \circ \lambda^{-1}$ satisfies $s'^{-1}(\infty) = \{\infty\}$ and so it is a polynomial. For the same reason $r' = \lambda \circ r$ is a polynomial and we have that $f = s' \circ r'$. Obviously $k(r) = k(r')$ since $\lambda$ has degree 1. □

### 1.2 Minimal couples of rational functions

Let $k$ be a fixed field and consider the pure trascendental field $k(t)$. If $(\varphi(t), \psi(t))$ is a couple of rational functions of $k(t)$ then, since the trascendence degree of $k(t)$ over $k$ is one, they are algebraically dependent in $k(t)$, which means that there exists a polynomial $F(X,Y) \in k[X,Y]$ such that the following equality holds in $k(t)$.
\[ F(x(t), y(t)) = 0 \] (1.1)

By proposition 3.1.2 there is a unique minimal irreducible polynomial \( F(X, Y) \) modulo constant factor such that (1.1) holds. We call this polynomial \textit{minimal polynomial} of \((\varphi(t), \psi(t))\).

**Lemma 1.2.1** Let \( \varphi, \psi \in k(t) \) be such that \( k(\varphi, \psi) = k(t) \) and \( f \in k[X, Y] \) be irreducible such that \( f(\varphi(t), \psi(t)) = 0 \). Then \( \deg(\varphi) = \deg_Y(f) \) and \( \deg(\psi) = \deg_X(f) \).

**Proof:** Given a rational function \( \varphi \in k(t) \) the degree of the field extension \( k(\varphi) \subset k(t) \) is equal to the degree \( \deg(\varphi) \) by lemma 1.1.2. The field \( k(\varphi, \psi) \) is an algebraic function field in one variable since \( x = \varphi(t), y = \psi(t) \) are algebraically dependent; since \( f \) is irreducible, the polynomial \( f(x, Y) \in k(x)[Y] \) is the minimal polynomial of \( y \) over the field \( k(x) \) and so the degree of \( k(x, y) \) over \( k(x) \) is equal to the degree in \( Y \) of \( f \).

By hypothesis we have \( k(x, y) = k(t) \) from which the thesis follows immediately for the rational function \( \varphi \). Symmetrically we conclude for \( \psi \). \( \square \)

\( ? \)From now on we call \textit{minimal} a couple of rational functions \((\varphi, \psi)\) which satisfies the hypothesis of the lemma; from a geometric point of view this means that the map \( F : \mathbb{A}^1 \to C \), given by \( t \mapsto (\varphi(t), \psi(t)) \), where \( C \) is the image curve of the application \( F \) (defined as the zero-locus of the minimal polynomial \( f(\varphi, \psi) \), has degree one, that is a birational map (see chapter 4).

In general if a couple \((\varphi, \psi)\) of rational functions is not minimal then its mimimal polynomial \( f(X, Y) \) satisfies an algebraic equation \( f(\varphi_1(t), \psi_1(t)) = 0 \) where \((\varphi_1, \psi_1)\) is minimal: this follows by Lüroth theorem (see 1.1.3).

In fact by this theorem, the field generated by \( \varphi \) and \( \psi \) over \( k \), that is \( k(\varphi(t), \psi(t)) \) which is a subfield of \( k(t) \), is equal to \( k(\eta(t)) \) for a certain rational function \( \eta \in k(t) \); the couple \((\varphi, \psi)\) is minimal exactly in the case when the degree of \( \eta \) is equal to one: in this case it follows that \( k(\eta) = k(t) \) by lemma 1.1.2.

If the degree of \( h = \deg(\eta) \) is greater than one we have that \( \varphi = \varphi_1 \circ \eta \) and \( \psi = \psi_1 \circ \eta \) for certain rational functions \( \varphi_1 \) and \( \psi_1 \) of \( k(t) \), so \( \varphi_1 \) and \( \psi_1 \) of degree less than the degrees of \( \varphi \) and \( \psi \) respectively. If an irreducible polynomial \( f \in k[X, Y] \) satisfies the relation \( f(\varphi_1(\eta), \psi_1(\eta)) = 0 \) \( (\eta \text{ is seen as a transcendental element over } k) \) then we also have that \( f(\varphi_1(\eta(t)), \psi_1(\eta(t))) = 0 \); conversely if we have \( f \) irreducible such that \( f(\varphi_1(\eta(t)), \psi_1(\eta(t))) = 0 \)

then for the surjectivity of rational functions of \( \mathbb{P}^1(k) = \overline{k} \cup \{\infty\} \) in itself (given by rational functions in \( \overline{k}(t) \)) it follows that \( f(\varphi_1(\eta), \psi_1(\eta)) = 0 \).

Observe that \( k(\varphi_1, \psi_1) = k(\eta) \) \((\varphi_1 \text{ and } \psi_1 \text{ are rational functions of } k(\eta))\). Hence we have proved the following lemma, which generalizes the previous one:

**Lemma 1.2.2** Let \( \varphi, \psi, \eta \in \mathbb{Q}(t) \) be such that \( k(\varphi, \psi) = k(\eta) \subset k(t) \). Let \( f \in k[X, Y] \) be irreducible such that \( f(\varphi(t), \psi(t)) = 0 \); then \( \deg(\varphi) = h \cdot \deg_Y(f) \) and \( \deg(\psi) = h \cdot \deg_X(f) \) where \( h = [k(t) : k(\eta)] \).
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The proof of this lemma also shows that we can associate to each couple of rational functions \((\varphi, \psi)\) a minimal couple \((\varphi_1, \psi_1)\) of rational functions which defines the same curve \(C = \{(x, y) \in K^2(k) | f(x, y) = 0\}\). We also say that \((\varphi_1, \psi_1)\) is a minimal parametrization of the curve \(C\).

The following lemma is an immediate consequence of the previous results.

**Lemma 1.2.3** Let \(\varphi, \psi \in k(t)\). If \((\deg \varphi, \deg \psi) = 1\) then \((\varphi, \psi)\) is minimal.

1.3 Valuation rings

Valuation rings of algebraic function fields in one variable are the algebraic counterpart of geometric points of algebraic curves. More precisely the set of valuation rings of an algebraic function fields \(K\) corresponds bijectively to the geometric point a non-singular model of a curve with rational function field isomorphic to \(K\) (see paragraph 3.4).

**Definition 1.3.1** Let \(K\) be a field. A valuation ring of \(K\) is a subring \(O \subset K\) such that for each \(x \in K\) we have \(x \in O\) or \(x^{-1} \in O\).

If \(k \subset K\) is a field extension and \(O\) is a valuation ring of \(K\) such that \(k \subset O\) then we say that \(O\) is a valuation ring of \(K\) over \(k\).

**Lemma 1.3.2** Valuation rings are local rings integrally closed.

**Proof:** The ideal \(P = \{x \in O | x^{-1} \notin O\}\) is maximal and \(O - P = O^*\).

If \(F\) is the quotient field of \(O\) (\(O\) is a domain because it is contained in a field) and \(x \in F\) is integral over \(O\), then

\[x^n + a_{n-1}x^{n-1} + \ldots + a_0 = 0\]

with \(a_i \in O\). If \(x \notin O\) then \(x^{-1} \in O\). If we multiply the previous equality by \(x^{-n}\) we obtain

\[1 = -a_{n-1}x^{-1} - \ldots - a_0x^{-n}\]
Hence we have a contradiction: the right member is in $O$ so 1 would be an element of $O$. □.

Let $K/k$ be an algebraic function field in one variable. If $O$ is a valuation ring of $K$ over $k$ with maximal ideal $P$ then $k \subset O/P$ since $k \cap P = \{0\}$; the field $O/P$ is called the residue field of the valuation ring $O$. The following proposition shows that the extension $k \subset O/P$ is finite (for a proof of this fact see Rosen, [36] chap. 5, pg. 46):

**Proposition 1.3.3** Let $K/k$ be an algebraic function field in one variable and let $(O,P)$ be a valuation ring of $K$ over $k$; then the residue field of $O$ is a finite extension of $k$.

If we assume that the base field $k$ is algebraically closed then the residue field of valuation rings are all equal to $k$.

The next result classifies valuation rings of a purely transcendental extension of trascendence degree one, which is, as we said above, the "simplest" case of algebraic function field (geometrically it corresponds to the curve $\mathbb{P}^1$). These field has two type of valuation rings: the localization of $k[t]$ with respect to a prime ideal of $k[t]$ and the valuation ring at infinity, which is the ring of rational functions which are regular at infinity, that is the rational functions $f(t)/g(t)$, with $\deg(g) \geq \deg(f)$.

**Proposition 1.3.4** Let $K = k(t)$ be a purely transcendental extension of degree 1 and let $O$ be a valuation ring of $K$ over $k$; then either $O$ is the localization of $k[t]$ for a certain prime ideal $p$ of $k[t]$ or $O = k[1/t]_{(1/t)}$.

**Proof**: Let $P = \{x \in O : x^{-1} \notin O\}$ be the maximal ideal of $O$.

If $t \in O$ then $k[t] \subset O$ since $O$ is a ring. The ideal $p = P \cap k[t]$ is a prime ideal of $k[t]$, different from the zero ideal (otherwise $O = K$); let $f \in k[t]$ be an irreducible polynomial which generates the ideal $p$. If $x \in k[t]_p$ then $x = h(t)/g(t)$ with $h, g \in k[t]$ coprime and $g \notin p \subset M$; hence $g^{-1} \in O^*$ and so $h/g \in O$.

Let $x$ be in $O$ of the form $x = h(t)/g(t)$, where $h, g \in k[t]$ are coprime polynomials and suppose that $x \notin k[t]_p$: then $x^{-1} \in p k[t]_p$, the maximal ideal of the localization $k[t]_p$; hence $g \in p \subset P$ and $h \notin p$. So $h \in O^*$ and $1/h \cdot x = 1/g \in O$. Since $g \in P$ this leads to a contradiction. So if $t \in O$ we have proved that $O = k[t]_p$, where $p$ is a prime ideal of $k[t]$.

If $t \notin O$ then $s = t^{-1} \in P$; by considering again the prime ideal $p = P \cap k[s]$ we have that $s \in p$ and so $s$ is a generator of $p$ (its degree is the least possible). We conclude that $O = k[s]_s = k[1/t]_{1/t}$. □.

In particular we observe that if $k$ is algebraically closed then the valuation rings of $k(t)$ are in bijection with the elements of $k \cup \{\infty\}$. From a geometric point of view the valuation ring $O_p$ of $k(t)$, for $p \in k$, is the set of rational functions $\varphi(t) = f(t)/g(t)$ such that $g(p) \neq 0$, that is $\varphi$ does not have a pole in $p$: the valuation ring at infinity $O_\infty$ is the set of rational functions $\varphi(t) = f(t)/g(t)$ such that $\deg(g) \geq \deg(f)$ (which implies that $\varphi$ does not have a pole at infinity). Observe that maximal ideals of valuation rings of $k(t)$
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are principal ideal; this particular kind of valuation ring is called discrete valuation ring (DVR for short, see Serre [40]). Actually valuation rings of algebraic function fields in one variable are discrete valuation rings (see next results).

The next result can be seen as a particular case of Noether normalization lemma, valid in the case of separable extension (and hence simple extension if they are finite).

Lemma 1.3.5 Let \( E = K(\alpha) \) be a finite extension of a field \( K \) and \( A \) a subring of \( K \) such that \( K \) is the quotient ring of \( A \). Then there exists \( \alpha' \in E \) such that \( E = K(\alpha') \) and \( \alpha' \) is integral over \( A \).

Proof: By hypothesis \( \alpha \) is a root of a monic polynomial:

\[
f(X) = X^n + a_{n-1}X^{n-1} + \ldots + a_1X + a_0
\]

where \( a_i \in K \). Since \( K \) is the quotient field of \( A \) then there exists \( d \in A \) such that \( da_i \in A \) for every \( i = 0, \ldots, n-1 \). If we multiply the equation \( f(\alpha) = 0 \) by \( d^n \) we obtain:

\[
(d\alpha)^n + d a_{n-1}(d\alpha)^{n-1} + \ldots + d^{n-1}a_1(d\alpha) + d^n a_0 = 0
\]

If we define \( \alpha' = d\alpha \) we obtain the desired element. □

If \( A \) is a subring of a field \( K \), the integral closure of \( A \) in \( K \) is defined to be the set of all elements of \( K \) which are integral over \( A \) (i.e. they satisfy a monic equation over \( A \)). Next proposition (see [9]) characterizes integral closure in terms of valuation rings.

Proposition 1.3.6 Let \( A \) be a ring and let \( K \) be a field such that \( A \subset K \). Then the integral closure of \( A \) in \( K \) is equal to the intersection of all the valuation rings of \( K \) which contain \( A \).

Proof: Let \( O \) be a valuation ring of \( K \) which contains \( A \); it is integrally closed by lemma 1.3.2. If an element \( x \in K \) is integral over \( A \) then it is integral over \( O \) and so it belongs to \( O \).

Conversely let \( x \in K \) be such that it is not integral over \( A \); then it is clear that \( x \notin A[y] = A[y] \). Since \( y \) is not invertible in \( A[y] \) there exists a maximal ideal \( M \) of \( A[y] \) which contains \( y \). By a classic theorem of Chevalley (see [9], chap.1 §.4) there exists a valuation ring \((O, P)\) of \( K \) which contains the ring \( A[y] \) and such that \( P \subset M \); since the maximal ideal of a valuation ring is equal to the set \( \{ \alpha \in O | \alpha^{-1} \notin O \} \) we immediately see that \( x \notin O \). The proof is complete. □

This last lemma prove that valuation rings of algebraic function fields are discrete valuation rings, as we said before.

Lemma 1.3.7 Let \( k \) be a perfect field and \( K \) an extension of \( k \) of transcendence degree one. Then the valuation rings of \( K \) are discrete valuation rings.
Proof: Let \( x \in K \) be a transcendental element over \( k \); then there exists \( y \in K \) algebraic over \( k(x) \) such that \( K = k(x, y) \). The intersection of a valuation ring \( O \) of \( K \) with \( k(x) \) is a discrete valuation ring (see above; this is true also in the case of \( k \) not algebraically closed: \( O \cap k(x) = k[x]_p \), where \( p \subset k[x] \) is a prime ideal). The extension of discrete valuation rings in finite algebraic extension are discrete valuation rings (see Lang, [26]); so \( O \) is a discrete valuation ring. \( \square \)
Chapter 2

Ritt’s decomposition theorem for polynomials

In this chapter we want to expose an article of Ritt of 1922, ”Prime and composite polynomials” (see [35]), which deals with decomposition of polynomial with respect to the operation of composition of functions. Strictly speaking Ritt proved that there is a sort of factorization in terms of indecomposable polynomials (i.e. polynomials \( f \in \mathbb{C}[X] \) of degree greater than one such that there do not exist non-linear \( g, h \in \mathbb{C}[X] \) such that \( f = g(h(X)) \)): the number of terms of a maximal decomposition is unique and the order of the terms of two maximal decomposition are the same up to the order.

From this article many others arise (see [11], [12], [29], among the others); they do not add anything new but they prove the same result with other methods, such as ramification theory of valuations in algebraic function fields.

2.1 Introduction

We work with the monoid \((\mathbb{C}(X), \circ)\) and the submonoid \((\mathbb{C}[X], \circ)\), the field of rational functions and the ring of polynomials over \(\mathbb{C}\), where \(\circ\) denotes the operation of composition of functions; this operation will be denoted in the following ways

\[
f \circ g(X) = f(g(X))
\]

where \(f\) and \(g\) are two rational functions.

**Lemma 2.1.1** If \(f(X)\) and \(g(X)\) are rational functions, then \(\deg(f \circ g) = \deg(f) \deg(g)\).

The following lemma describes the units of \((\mathbb{C}(X), \circ)\).

**Lemma 2.1.2** \((\mathbb{C}(X), \circ)^* = \{f(X) \in \mathbb{C}(X)| \deg(f) = 1\} = \{\frac{ax+b}{cx+d} \in \mathbb{C}(X)|ad - bc \neq 0\} \cong PSL(2, \mathbb{C})\).
Definition 2.1.3 A rational function \( f(X) \) is called indecomposable (prime in the original article of Ritt) if its degree is strictly larger than one and there do not exist rational functions \( g(X), h(X) \) of degree strictly less of \( \deg(f) \) such that

\[
f(X) = g \circ h(X)
\]

It is natural to study how a rational function decomposes into indecomposable functions; by induction any rational functions of degree more then one can be written as the composition of indecomposable functions. A decomposition of a rational function

\[
F(X) = f_1 \circ \ldots \circ f_n(X)
\]

is called maximal if the rational functions \( f_i \) are indecomposable; the rational functions \( f_i \) of this decomposition are called components of the decomposition of \( F \).

Proposition 2.1.4 Let \( F \in \mathbb{C}(X) \). Then there is a bijection between the set of decomposition of \( F \) and chain of subfield between \( \mathbb{C}(F) \) and \( \mathbb{C}(X) \).

Maximal decompositions correspond to maximal chain of fields.

Proof: Let \( F = f_1 \circ \ldots \circ f_r \) be a decomposition. We associate to this decomposition the chain of field \( \mathbb{C}(F) \subset \mathbb{C}(f_2 \circ \ldots \circ f_r) \subset \ldots \subset \mathbb{C}(f_r) \subset \mathbb{C}(X) \).

The opposite map is defined in this way: if \( \mathbb{C}(F) \subset K_1 \subset \ldots \subset K_s \subset \mathbb{C}(X) \) is a chain of subfields then \( K_s = \mathbb{C}(f_s) \), \( K_{s-1} = \mathbb{C}(f_{s-1}(f_s)) \), \( K_i = \mathbb{C}(f_i(f_{i+1}(\ldots (f_s)))) \) for \( i = 1, \ldots, s - 2 \), by Lüroth’s theorem. So we have the following decomposition of \( F \):

\[
F = f_1 \circ \ldots \circ f_s.
\]

Obviously these maps are inverse to each other.

The other statement follows immediately. □.

Corollary 2.1.5 Let \( f \in \mathbb{C}(X) \). The numbers of maximal non-equivalent decompositions is finite.

Proof: In fact the extension \( \mathbb{C}(f) \subset \mathbb{C}(X) \) is separable so the numbers of intermediate fields between \( \mathbb{C}(f) \) and \( \mathbb{C}(X) \) is finite. □.

Lemma 2.1.6 Let \( F \in \mathbb{C}[X] \) and let \( F = f \circ g \) be a decomposition of \( F \), where \( f \) and \( g \) are in \( \mathbb{C}(X) \).

Then there exists a linear function \( \mu \in \mathbb{C}(X) \) such that \( f \circ \mu \) and \( \mu^{-1} \circ g \) are polynomials.

This lemma implies that we can assume that (indecomposable) factors of a polynomial are themselves polynomials.

Proof: The proof follows from the polynomial version of Lüroth’s theorem; consider the field extension \( \mathbb{C}(F) \subset \mathbb{C}(g) \subset \mathbb{C}(X) \): by theorem 1.1.4 there exists a polynomial
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\( g' \in \mathbb{C}[X] \) such that \( \mathbb{C}(g) = \mathbb{C}(g') \). Then \( F = f' \circ g' \) and it is immediate to see that \( f'^{-1}(\infty) = \{\infty\} \) so \( f' \) is a polynomial. □

This lemma is straightforward.

**Lemma 2.1.7** If \( f \circ g = h \circ g \) then \( f = h \).

In the case of a polynomial, Ritt’s work shows that the decomposition is not necessarily unique but the degree of the indecomposable factors are unique up to permutation and also the number of indecomposable components of a maximal decomposition does not depend on the maximal decomposition.

Ritt’s work in [35] for decomposition of polynomials contains the following two theorems, now known as first and second theorem of Ritt.

**Theorem 2.1.8 (First theorem of Ritt)** Let \( f(X) \) be a polynomial with complex coefficients and let

\[
\begin{align*}
  f(X) &= f_1 \circ \ldots \circ f_r(X) \\
  f(X) &= g_1 \circ \ldots \circ g_s(X)
\end{align*}
\]

be two maximal decomposition of \( f \), where \( \{f_i(X)\}_{i=1}^{r} \) and \( \{g_j(X)\}_{j=1}^{s} \) are indecomposable polynomials.

Then \( r = s \) and \( \{\deg(f_i)\}_{i=1,...,r} = \{\deg(g_j)\}_{j=1,...,s} \).

So the number of indecomposable factors of a maximal decomposition of a polynomial is unique and the degrees of factors are the same up to permutation.

Two decompositions with the same numbers of components

\[
\begin{align*}
  f &= f_1 \circ \ldots \circ f_r = g_1 \circ \ldots \circ g_r
\end{align*}
\]

are equivalent if there exist \( r-1 \) linear polynomials \( \{\lambda_1, \ldots, \lambda_{r-1}\} \) such that

\[
\begin{align*}
  g_1 &= f_1 \circ \lambda_1, \ldots, g_i &= \lambda_{i-1}^{-1} \circ f_i \circ \lambda_i, \ldots, g_r &= \lambda_{r-1}^{-1} \circ f_r
\end{align*}
\]

hence

\[
\begin{align*}
  g_1 \circ \ldots \circ g_r &= (f_1 \circ \lambda_1^{-1}) \ldots (\lambda_{i-1}^{-1} \circ f_i \circ \lambda_i) \ldots (\lambda_{r-1}^{-1} \circ f_r)
\end{align*}
\]

The first theorem of Ritt implies that this is an equivalence relation between maximal decompositions of a polynomial \( F \).

After that, Ritt studied the equation

\[
\varphi \circ \alpha = \psi \circ \beta
\]

where \( \varphi, \alpha, \psi, \beta \) are indecomposable polynomials.

For example there are two cases where this equality is satisfied:

- \( X^n \circ X^r g(X)^n = X^r g(X)^n \circ X^n \), where \( g(X) \) is a polynomial
• $T_n \circ T_m = T_m \circ T_n$, where $T_n$ is the $n$-th Tchebychev polynomial

In the case of polynomial these are the only case where maximal bidecompositions occur.

We will prove the following lemma.

**Lemma 2.1.9** Let $f$ be a polynomial with complex coefficients and let

$$f = \varphi \circ \alpha = \psi \circ \beta$$

be two decompositions of $f$ with $\alpha$ and $\beta$ indecomposable. Then $\deg(\alpha) = \deg(\beta)$ or $(\deg(\alpha), \deg(\beta)) = 1$.

Next theorem is now known as the second theorem of Ritt (see [38]) and it concerns maximal bidecompositions of polynomials.

**Theorem 2.1.10** (Second theorem of Ritt) If $\varphi, \alpha, \psi, \beta$ are indecomposable polynomials such that

$$\varphi \circ \alpha = \psi \circ \beta$$

with $\deg(\varphi) = \deg(\beta) = m$, $\deg(\alpha) = \deg(\psi) = n$ and $(n, m) = 1$ then the decomposition is equivalent to one of the examples shown above.

If $f \in \mathbb{C}[X]$ let $K$ the splitting field of $\mathbb{C}(X)$ over $\mathbb{C}(f)$; the monodromy group of $f$ is the Galois group $\text{Gal}(K/\mathbb{C}(f))$ and it is denoted with $\text{Mon}(f)$.

Ritt’s results can be grouped together in the following theorem:

**Theorem 2.1.11** Let $f(X)$ be a polynomial with complex coefficients and let

$$f(X) = f_1 \circ \ldots \circ f_r(X)$$

$$f(X) = g_1 \circ \ldots \circ g_s(X)$$

be two maximal decomposition, where $\{f_i(X)\}_{i=1}^r$ and $\{g_j(X)\}_{j=1}^s$ are polynomials. Then $r = s$, $\{\deg(f_i)\}_{i=1, \ldots, r} = \{\deg(g_j)\}_{j=1, \ldots, s}$ and $\{\text{Mon}(f_i)\}_{i=1, \ldots, r} = \{\text{Mon}(g_j)\}_{j=1, \ldots, s}$. Moreover it is possible to pass from one decomposition to another by means of the following three ways:

• $f_i \circ f_{i+1} = (f_i \circ L) \circ (L^{-1} \circ f_{i+1})$, where $L$ is a linear polynomial

• $X^n \circ X^r g(X^n) = X^r g(X)^n \circ X^n$, where $g(X)$ is a polynomial

• $T_n \circ T_m = T_m \circ T_n$, where $T_n$ is the $n$-th Tchebychev polynomial

The result of the monodromy groups is due to Mueller (see his article [31]).

Ritt’s work about decomposition of a polynomial function was the study of monodromy groups of a polynomial $f \in \mathbb{C}[X]$ and the link between the monodromy groups of the components of a maximal decomposition of $f$. We will show a proof of the first theorem of Ritt; in the next paragraphs we will recall some facts about coverings of topological spaces and theory of blocks which arise in the action of a finite group on a finite set. We will need these two theories in the proof of Ritt’s results.
2.2 Monodromy and Galois covering

In this section we recall some basic facts about coverings (for more references see [19] and [30]).

Let $X$ and $Y$ be topological spaces; a covering from $X$ to $Y$ is a continuous and surjective map $\varphi$ such that for each $y \in Y$ there exists an open neighbourhood $V \subset Y$ of $y$ such that the preimage of $V$ is a disjoint union of open sets $U_i$ of $X$ which are homeomorphic via $\varphi$, that is $\varphi|_{U_i} : U_i \rightarrow V$ is a homeomorphism. The covering is finite if for each $y$ in $Y$ the fiber $\varphi^{-1}(y)$ is finite; if we assume, as we will do from now on, that $Y$ is connected then the cardinality of the fibers of a finite covering is constant and it is called the degree of the covering. If we want to specify the base points of the covering, that is elements $x_0 \in X$ and $y_0 \in Y$ such that $\varphi(x_0) = y_0$, we will use the classical notation $\varphi : (X,x_0) \rightarrow (Y,y_0)$.

If $\varphi : (X,x_0) \rightarrow (Y,y_0)$ is a covering, the following map between fundamental groups of $X$ and $Y$ is well defined

$$\varphi_* : \pi_1(X,x_0) \rightarrow \pi_1(Y,y_0)$$

where $[\gamma]$ is the homotopy class of a closed path $\gamma$ in $X$ with base point $x_0$ and in the same way $[\varphi(\gamma)]$ (we will omit the square brackets); by monodromy lemma the homomorphism of groups $\varphi_*$ is injective (see [19]).

Two coverings $\varphi_1 : (U_1,u_1) \rightarrow (V,v_0)$ and $\varphi_2 : (U_2,u_2) \rightarrow (V,v_0)$ are isomorphic if there exists a homeomorphism $\phi : U_1 \rightarrow U_2$ such that $\varphi_2 \circ \phi = \varphi_1$ (note that we do not impose that $\phi(u_1) = u_2$). If $U_1 = U_2 = U$ and $\phi : (U,u_0) \rightarrow (V,v_0)$ is a covering then we define the group $\text{Deck}(\phi)$, the group of automorphisms of the covering

$$\text{Deck}(\phi) \doteq \{ \phi : U \rightarrow U | \varphi \circ \phi = \varphi \}$$

It is easy to check that every element of $\text{Deck}(\phi)$ preserves the fibers of $\varphi$, that is $\phi(\varphi^{-1}(v)) = \varphi^{-1}(v)$, for all $v \in V$.

**Proposition 2.2.1** Two coverings of a topological space $(V,v_0)$ are isomorphic if and only if their characteristic subgroups are conjugate in $\pi_1(V,v_0)$.

For a proof of this proposition see [19].

**Theorem 2.2.2** If $(V,v_0)$ is a topological space then there is a bijection

$$\{ \varphi : (U,u_0) \rightarrow (V,v_0)\text{covering} \}/\sim \rightarrow \{ \text{conjugacy class of } H < \pi_1(V,v_0) \}$$
Proof: If \( H < G = \pi_1(V, v_0) \) we consider the universal covering \( \mathcal{U} \) di \( V \) (see [19]); then \( G \) acts freely on \( \mathcal{U} \) through lift of paths and \( V \cong \mathcal{U}/G \). We consider the induced action of \( H \) on \( \mathcal{U} \) and we obtain a covering \( \varphi: \mathcal{U}/H \to V \) which has \( H \) as characteristic subgroup.

Conversely we associate to a covering \( \varphi \) the conjugacy class of its characteristic subgroup. □

Let \( \varphi: (U, u_0) \to (V, v_0) \) be a finite covering of degree \( n \). We define the monodromy of the covering as the homomorphism induced by the action of the fundamental group \( G = \pi_1(V, v_0) \) on the fiber \( \varphi^{-1}(v_0) \):

\[
\Phi: \pi_1(V, v_0) \to S_{\varphi^{-1}(v_0)} \cong S_n \quad \gamma \mapsto \{u_i \mapsto \tilde{\gamma}_u(1)\}
\]

where \( S_{\varphi^{-1}(v_0)} \) is the set of permutations of the finite set \( \varphi^{-1}(v_0) \) and \( \tilde{\gamma}_u \) is the unique lifting in \( U \) of \( \gamma \) with base point \( u_i \), where \( u_i \) belongs to the fiber \( \varphi^{-1}(v_0) \); for the uniqueness of lifting of paths with fixed base point the application \( \Phi \) is well defined (see [19]). The group \( \Phi(\pi_1(V, v_0)) \subset S_n \), permutation group of the set \( \varphi^{-1}(v_0) \), is called the monodromy group of the covering \( \varphi \) and it is denoted with \( \text{Mon}(\varphi) \); since \( U \) is connected it follows that this group acts transitively on the fiber \( \varphi^{-1}(v_0) \) and so it is a transitive subgroup of \( S_n \). It also acts faithfully on the set \( \varphi^{-1}(v_0) \) and it is isomorphic to \( \pi_1(V, v_0)/\ker(\Phi) \).

Theorem 2.2.3 If \( (V, v_0) \) is a topological space then there is a bijection

\[
\{\varphi: (U, u_0) \to (V, v_0) \text{covering}\}/\sim \to \{\text{transitive action of } \pi_1(V, v_0) \text{ on a finite set}\}/\sim
\]

Proof: We have already seen that if \( \varphi: (U, u_0) \to (V, v_0) \) is a covering then \( \pi_1(V, v_0) \) acts transitively on the set \( \varphi^{-1}(v_0) \).

Conversely suppose that the group \( G = \pi_1(V, v_0) \) acts transitively on a finite set \( I \); let \( H \) be the stabilizer of an element \( i \in I \). Then by the same argument of the proof of theorem 2.2.2 there exists a covering \( \varphi: (U, u_0) \to (V, v_0) \) with characteristic subgroup \( H \). The fiber \( \varphi^{-1}(v_0) \) is identified with the set \( I \), since they are both in bijection with the quotient \( G/H \). □

The following lemma describes the characteristic group of a covering \( \phi: (U, u_0) \to (V, v_0) \) in terms of the action of the fundamental group of \( V \) in \( v_0 \) on the fiber \( \phi^{-1}(v_0) \).

Lemma 2.2.4 Let \( \varphi: (U, u_0) \to (V, v_0) \) be a covering. Then the stabilizer of \( u_0 \) under the action of the fundamental group \( \pi_1(V, v_0) \) is equal to the characteristic group of the covering.

Next lemma describes the kernel of the monodromy map associated to a covering.
Lemma 2.2.5 If \( \varphi : (U, u_0) \rightarrow (V, v_0) \) is a covering, \( \Phi \) the monodromy and \( H \) the characteristic subgroup, then

\[
\ker(\Phi) = \bigcap_{\gamma \in \pi_1(V, v_0)} \gamma H \gamma^{-1}
\]

Proof: The statement follows easily from previous lemma. We consider a generic point \( u \) on the fiber \( \varphi^{-1}(v_0) \): its stabilizer is equal to \( \gamma H \gamma^{-1} \), where \( \gamma \) is a path in \( V \) obtained as image via \( \varphi \) of a path \( \sigma \) in \( U \) with initial point in \( u_0 \) and final point in \( u \). The kernel of \( \Phi \) is the intersection of all stabilizers of the points of the fiber \( \varphi^{-1}(v_0) \), which form a conjugacy class of subgroups in \( \pi_1(V, v_0) \). \( \Box \)

We now give a definition: if \( H \) is a subgroup of a group \( G \) we set

\[
\text{core}_{G}(H) \doteq \bigcap_{g \in G} gHg^{-1}
\]

which is the maximal normal subgroup of \( G \) contained in \( H \). The subgroup \( H \) is normal in \( G \) if and only if \( \text{core}_{G}(H) = H \). So in the previous lemma we have that \( \ker(\Phi) = \text{core}_{G}(H) \), where \( G = \pi_1(V, v_0) \).

Let \( f, \varphi, \psi \) be coverings such that \( f = \psi \circ \varphi \), and consider the fiber \( f^{-1}(v_0) \) under the action of the monodromy group of \( f \). The following proposition permits us to prove that the map \( \varphi \) determines a decomposition in blocks of \( f^{-1}(v_0) \) (for the definition of blocks see section 2.3).

Proposition 2.2.6 Let the following one be a diagram of finite coverings

\[
\begin{array}{ccc}
(W, w_0) & \xrightarrow{\varphi} & (U, u_0) \\
\downarrow f & & \downarrow \psi \\
(V, v_0) & & \\
\end{array}
\]

and let the following ones be the monodromy homomorphisms of \( f \) and \( \psi \) respectively defined before

\[
F : \pi_1(V, v_0) \rightarrow S_{f^{-1}(v_0)} \\
\Psi : \pi_1(V, v_0) \rightarrow S_{\psi^{-1}(v_0)}
\]

If \( \gamma \in \pi_1(V, v_0) \) then

\[
\varphi \circ F(\gamma) = \Psi(\gamma) \circ \varphi
\]

that is the following diagram is commutative

\[
\begin{array}{ccc}
f^{-1}(v_0) & \xrightarrow{F(\gamma)} & f^{-1}(v_0) \\
\downarrow \varphi & & \downarrow \varphi \\
\psi^{-1}(v_0) & \xrightarrow{\Psi(\gamma)} & \psi^{-1}(v_0)
\end{array}
\]
Corollary 2.2.7 Let the following one be a diagram of finite coverings

\[
\begin{array}{ccc}
(W, w_0) & \xrightarrow{\varphi} & (U, u_0) \\
\downarrow{f} & & \downarrow{\psi} \\
(V, v_0) & & \end{array}
\]

For each \( u \in \psi^{-1}(v_0) \) we set \( B_u \doteq \{ z \in f^{-1}(v_0) | \varphi(z) = u_0 \} \); then the sets \( B_u \), for \( u \in \psi^{-1}(v_0) \), are transitively permuted by the group \( G = \pi_1(V, v_0) \).

Moreover we have that \( H = G_{B_{u_0}} \), where \( H = \psi_*(\pi_1(U, u_0)) \) and \( G_{B_{u_0}} \) is the stabilizer in \( G \) of the set \( B_{u_0} \).

Proof: The sets \( B_u \), for \( u \in \psi^{-1}(v_0) \), satisfy this property: for all \( \sigma \in G \) we have either \( \sigma(B_u) = B_u \) or \( \sigma(B_u) \cap B_u = \emptyset \) (where \( \sigma(B_u) \) has to be intended as \( F(\sigma)(B_u) \)). This fact implies that \( G \) acts on the set \( B = \{ B_u \}_{u \in \psi^{-1}(v_0)} \).

In fact suppose that \( \sigma(B_i) \cap B_i \neq \emptyset \), that is for some \( z \in B_i \) the element \( \sigma(z) \) is in \( B_i \); then by proposition 2.2.6

\[
u_i = \varphi(F(\sigma)(z)) = \Psi(\sigma)(\varphi(z)) = \Psi(u_i)
\]

Then if \( z' \) is in \( B_i \) we have

\[
\varphi(F(\sigma)(z')) = \Psi(\sigma)(\varphi(z')) = \Psi(u_i) = u_i
\]

so \( \sigma(z') \) is in \( B_i \). The set \( B \) is permuted transitively by \( G \), since \( f^{-1}(v_0) = \bigcup_{u \in \psi^{-1}(v_0)} B_u \) and \( G \) acts transitively on \( f^{-1}(v_0) \).
For the second statement, $H$ is the stabilizer in $G$ of the point $u_0$. If $\sigma \in H$ then $\sigma(u_0) = \Psi(\sigma)(u_0) = u_0$. So for $z \in B_{u_0}$ we have 
\[
\varphi(F(\sigma)(z)) = \Psi(\sigma)(\varphi(z)) = \Psi(\sigma)(u_0) = u_0
\]

hence $\sigma(B_{u_0}) = B_{u_0}$. Conversely let $\sigma \in B_{u_0}$; then 
\[
\Psi(\sigma)(u_0) = \Psi(\sigma)(\varphi(z)) = \varphi(F(\sigma)(z)) = \varphi(z') = u_0
\]

where $z, z'$ are elements of $B_{u_0}$. □

**Proposition 2.2.8** Let the following one be a diagram of finite coverings

\[
\begin{array}{ccc}
(W, w_0) & \xrightarrow{\varphi} & (U, u_0) \\
& \searrow f & \downarrow \psi \\
& (V, v_0) &
\end{array}
\]

and let the following ones be the natural maps defined above

\[
\begin{align*}
\psi_* : \pi_1(U, u_0) & \hookrightarrow \pi_1(V, v_0) \\
F : \pi_1(V, v_0) & \to S_{f^{-1}(v_0)} \\
\Phi : \pi_1(U, u_0) & \to S_{\varphi^{-1}(u_0)}
\end{align*}
\]

Let $B_{u_0} = \{w \in f^{-1}(v_0) | \varphi(w) = u_0\}$; then for each $\gamma \in \pi_1(U, u_0)$ it follows that:

\[
F \circ \psi_*(\gamma)|_{B_{u_0}} = \Phi(\gamma)
\]

**Proof**: By previous corollary the stabilizer of $B_{u_0}$ in $G = \pi_1(V, v_0)$ is equal to $H = \{\psi_*(\gamma) | \gamma \in \pi_1(U, u_0)\}$; so if $\gamma \in \pi_1(U, u_0)$ then $\gamma = \psi_*(\gamma) \in H$. Hence $F(\gamma)$ is a permutation of the set $B_{u_0}$. The statement says that the action of $F(\gamma)$ on $B_{u_0}$ is the same of the action of $\Phi(\gamma)$ on the same set.

Let $z$ be an element of $B_{u_0}$

\[
\begin{align*}
\Phi(\gamma)(z) & = \tilde{\gamma}_z(1) \\
F(\gamma)(z) & = \tilde{\gamma}_z(1)
\end{align*}
\]

Since $f = \psi \circ \varphi$ it follows that the lifting $\tilde{\gamma}_z$ of $\gamma$ via $\varphi$ with initial point $z$ coincides with the lifting of $\tilde{\gamma}_z$ of $\gamma$ via $f$ with initial point $z$, so they have the same ending point. □

We end this section with the following diagram of finite coverings (we will have to do with this situation later in the proof of Ritt's theorem):
We set $G = \pi_1(V, v_0)$, $J = \pi_1(U, u_0)$ and $H = \pi_1(W, w_0)$. Then we have $H < J < G$
(viewing all the groups inside the others through monodromy lemma).

The monodromy groups of the three coverings are equal to

$\text{Mon}(f) = G/\text{core}_G(H)$
$\text{Mon}(\varphi) = J/\text{core}_J(H)$
$\text{Mon}(\psi) = G/\text{core}_G(J)$

### 2.2.1 Ramified coverings

A **ramified covering** is a continuous, open and surjective map $\varphi: X \to Y$ between topological spaces such that there exists a discrete subset $\Delta \subset Y$ such that the map

$$\varphi|_{X-\varphi^{-1}(\Delta)} - \varphi^{-1}(\Delta) \to Y - \Delta$$

is a covering. The characteristic subgroup of a ramified covering is the characteristic subgroup of the associated covering. The set $\Delta$ is called the ramification points of the ramified covering $\varphi$.

Examples of ramified covering are holomorphic maps between compact Riemann surfaces.

If $\varphi: X \to Y$ a ramified covering we define the monodromy of $\varphi$ in the following way: if $\Delta \subset Y$ is the set of ramification points of $\varphi$ we consider the covering

$$\varphi \div \phi_U: U \to V$$

where $U \div X - \varphi^{-1}(\Delta)$ and $V \div Y - \Delta$. We fix a base point $v_0$ in $V$ and we define the monodromy of $\varphi$ as the monodromy of $\varphi$. We will assume that $U$ is connected.

Consider the case of a polynomial

$$F(Z, T) = a_n(Z)T^n + a_{n-1}(Z)T^{n-1} + \ldots + a_1(Z)T + a_0(Z) \in \mathbb{C}[Z, T]$$

which determines the algebraic function $T$ over $\mathbb{C}(Z)$ and let $\tilde{\pi}: \tilde{\mathbb{C}} \to \mathbb{P}^1(\mathbb{C})$ be the associated ramified covering of compact Riemann surfaces, where $\tilde{\mathbb{C}}$ is the compact Riemann surface associated to the polynomial $F(Z, T)$ (roughly is the desingularization of the curve $\{(z, t) \in \mathbb{A}^2 | F(z, t) = 0\}$).

The monodromy is both the action of the fundamental group $G = \pi_1(\mathbb{P}^1(\mathbb{C}) - \Delta, z_0)$ on the fiber of $z_0$ of the covering $\tilde{\pi}: \tilde{\mathbb{C}} - \tilde{\pi}^{-1}(\Delta) \to \mathbb{P}^1(\mathbb{C}) - \Delta$ where $\Delta$ is the finite
set of ramification points of \( \pi \), and also the action of \( G \) on the set of the \( n \) branches of the algebraic function \( T \) in a neighbourhood of \( z_0 \). The group \( G \) is known to be finitely generated; we fix a system of generators in this way: let \( k = \# \Delta \) and for each \( z_i \in \Delta \) let \( \sigma_i \) be a closed path based on \( z_0 \) which turns around \( z_i \) and no other \( z_j \in \Delta - \{ z_i \} \), without intersecting the other paths \( \sigma_j \).

The following propositions describes the fundamental group of a Riemann sphere with a finite number of holes (see [44]):

**Proposition 2.2.9** If \( \Delta \) is a finite subset of \( \mathbb{P}^1(\mathbb{C}) \) and \( z_0 \in \mathbb{P}^1(\mathbb{C}) - \Delta \) then the fundamental group \( \pi_1(\mathbb{P}^1(\mathbb{C}) - \Delta, z_0) \) is generated by the paths \( \sigma_1, \ldots, \sigma_k \) defined above with the only relation \( \prod_{i=1}^{k} \sigma_i = 1 \).

**Proposition 2.2.10** Let \( F(Z,T) \in \mathbb{C}[Z,T] \) be a polynomial of degree \( n \) in \( T \) and \( \pi : \mathbb{P}^1(\mathbb{C}) \to \mathbb{P}^1(\mathbb{C}) \) be the associated covering of compact Riemann surfaces; if \( z_0 \in \mathbb{P}^1(\mathbb{C}) - \Delta \) is a fixed point, we consider \( \Phi : \pi_1(\mathbb{P}^1(\mathbb{C}) - \Delta, z_0) \to S_n \) the monodromy of the covering \( \pi \).

If \( \sigma_\infty \) is a generator of the fundamental group \( \pi_1(\mathbb{P}^1(\mathbb{C}) - \Delta, z_0) \) which turns around \( \infty \) then

\[
\Phi(\sigma_\infty) = (t_1, \ldots, t_{m_1}) \cdots (t_{n-m_s}, \ldots, t_n)
\]

that is the permutation associated to \( \sigma_\infty \) of the branches of algebraic function of \( F \) defined locally in \( z_0 \) decomposes in \( s \) cycles, each of them of length \( m_i \).

**Lemma 2.2.11** If \( F : X \to Z, \Phi : X \to Y \) and \( \Psi : Y \to Z \) are ramified coverings between compact Riemann surfaces such that \( F = \Psi \circ \Phi \) then \( \Delta_F = \Delta_\Psi \cup \Psi(\Delta_\Phi) \).

**Proof:** Since

\[
F^{-1}(z_0) = \Phi^{-1}(\Psi^{-1}(z_0)) = \bigcup_{y \in \Psi^{-1}(z_0)} \Phi^{-1}(y)
\]

it follows that

\[
\#F^{-1}(z_0) = \sum_{y \in \Psi^{-1}(z_0)} \#\Phi^{-1}(y)
\]

¿From this equality we can easily deduce the statement of the lemma. \( \square \).

If \( f \in \mathbb{C}(Z) \) we denote with \( \Phi_f \) the monodromy associated to the ramified covering

\[
f : \mathbb{P}^1(\mathbb{C})_x \to \mathbb{P}^1(\mathbb{C})_t \quad x \mapsto t = f(x)
\]

and with \( \text{Mon}(f) \) the monodromy group of the covering. We will prove that if we pass to the extension of algebraic function fields \( \mathcal{M}(\mathbb{P}^1(\mathbb{C})_t) \subset \mathcal{M}(\mathbb{P}^1(\mathbb{C})_x) \) that is \( \mathbb{C}(t) \subset \mathbb{C}(x) \)
which has degree equal to \( \deg(f) \) as we have already seen, its Galois closure has Galois group isomorphic to \( \text{Mon}(f) \).

### 2.2.2 Galois coverings

If \( \varphi : (U, u_0) \to (V, v_0) \) is a covering, besides the transitive action of the fundamental group \( \pi_1(V, v_0) \) on the fiber \( \varphi^{-1}(v_0) \), we also have the action of the group \( \text{Deck}(\varphi) \) of automorphisms of the covering on the same set, since every automorphism preserves the fibers; such two group actions commute, that is

\[
g(\gamma(u)) = \gamma(g(u))
\]

for each \( g \in \text{Deck}(\varphi), \gamma \in \pi_1(V, v_0) \) and \( u \in \varphi^{-1}(v_0) \) (see [44]). The action of \( \text{Deck}(\varphi) \) is free, that is the stabilizers of the points of the fiber are trivial (this follows from the uniqueness of liftings).

The following proposition shows the relation between the group of automorphisms of a covering and the characteristic group of the covering (see [19] and [30]).

**Proposition 2.2.12** If \( \varphi : (U, u_0) \to (V, v_0) \) is a covering and \( \text{Deck}(\varphi) \) is the group of automorphisms, then \( \text{Deck}(\varphi) \) is isomorphic to \( \frac{N_G(H)}{H} \), where \( G = \pi_1(V, v_0) \), \( H \) is the characteristic subgroup and \( N_G(H) \) is the normalizer of \( H \) in \( G \).

A covering \( \varphi : (U, u_0) \to (V, v_0) \) is called a **Galois covering** if the group \( \text{Deck}(\varphi) \) acts transitively on the fibers of the covering; in this case it is immediate to prove that the cardinality of \( \text{Deck}(\varphi) \) is equal to the cardinality of the fiber \( \varphi^{-1}(v_0) \) since the action is free. The following lemma characterizes Galois coverings in terms of the characteristic subgroup.

**Lemma 2.2.13** Let \( \varphi : (U, u_0) \to (V, v_0) \) be a covering; then \( \varphi \) is a Galois covering if and only if the characteristic subgroup \( H \cong \pi_1(U, u_0) \) is normal in \( G = \pi_1(V, v_0) \). In this case the group of the automorphisms \( \text{Deck}(\varphi) \) is isomorphic both to the quotient group \( G/H \) and to the monodromy group of the covering.

**Proof**: If \( H \triangleleft G \) then by previous proposition \( \text{Deck}(\varphi) \) acts transitively on the fibers, since \( G \) acts transitively on fibers.

Conversely, if \( \varphi \) is a Galois covering, since \( \text{Deck}(\varphi) \) acts freely we have that its order is equal to the degree \( n \) of the covering. But \( n = \#G/\#H \) and \( \#\text{Deck}(\varphi) = \#N_G(H)/\#H \); it follows that \( \#G = \#N_G(H) \), so \( H \) is normal in \( G \).

The last statement follows both from previous proposition and from lemma 2.2.5. □

So characteristic subgroups of Galois coverings are equal to the kernel of the monodromy homomorphism; we remind that in general the equality of lemma 2.2.5 holds.

We note that if \( \varphi : (U, u_0) \to (V, v_0) \) is a Galois covering then \( V \cong U/\text{Deck}(\varphi) \), where \( \text{Deck}(\varphi) \) is the group of automorphisms of the covering (see [19]).
Definition 2.2.14 Let \( \varphi : (U,u_0) \to (V,v_0) \) be a finite covering. The Galois closure of \( \varphi \) is defined as the Galois covering \( \psi : (W,w_0) \to (U,u_0) \) with characteristic subgroup \( K = \ker(\Phi) \lhd \pi_1(U,u_0) \), where \( \Phi \) is the monodromy homomorphism of \( \varphi \).

Note that \( \phi = \psi \circ \varphi : (W,w_0) \to (V,v_0) \) is a Galois covering since its characteristic subgroup \( K \) is normal in \( \pi_1(V,v_0) \). Observe also that \( \text{Mon}(\varphi) \) is equal to \( \text{Mon}(\psi) \) and that this group acts transitively and faithfully on the set \( \varphi^{-1}(v_0) \) and it acts transitively and freely on the set \( \phi^{-1}(v_0) \).

We have the following commutative diagram

\[
\begin{array}{ccc}
(W,w_0) & \xrightarrow{\psi} & (U,u_0) \\
\downarrow{\phi} & & \downarrow{\varphi} \\
(V,v_0) & & 
\end{array}
\]

We can also define the Galois closure of \( \varphi \) as the Galois covering \( \phi : (W',w'_0) \to (V,v_0) \) with characteristic subgroup \( K = \ker(\Phi) \). Let \( H \) be the characteristic subgroup of \( \varphi \) (isomorphic to the fundamental group of \( (U,u_0) \)) and let \( G \) be the fundamental group of \( (V,v_0) \); since \( K < H < G \) then \( (W',w'_0) \cong (W,w_0) \) because they are coverings of \( (V,v_0) \) (via \( \phi \) and \( \varphi \circ \psi \) respectively) with the same characteristic subgroup (see proposition 2.2.1).

Moreover the monodromy group of \( \varphi \), \( \text{Mon}(\varphi) \), is isomorphic to the group of automorphisms of the covering \( \phi = \varphi \circ \psi \).

In the case of a finite ramified covering \( f : X \to Y \) of compact Riemann surfaces in order to define the Galois closure we consider first the finite covering \( f' : U \to V \) obtained by removing the ramification values and their fibres as already seen; then we consider the Galois closure of \( f' \), that is \( g : W \to U \). By the following proposition (see [28]) there exists a compact Riemann surface \( Z \) such that \( W \to Z \) is an embedding with \( Z - W \) finite and there exists a ramified covering \( G : Z \to X \) that extends the covering \( g \) \( (G|_W = g) \), that is the following diagram is commutative (we omit the base points)

\[
\begin{array}{ccc}
W & \xrightarrow{g} & Z \\
\downarrow{\phi} & & \downarrow{G} \\
U & \xrightarrow{f'} & X \\
\downarrow{f} & & \downarrow{f} \\
V & \xrightarrow{f} & Y 
\end{array}
\]

**Proposition 2.2.15** Let \( Y \) be a compact Riemann surface and \( P \subset Y \) be a finite set. If \( f : U \to Y - P \) is a finite covering then there exists a compact Riemann surface \( X \), a biholomorphic inclusion \( i : U \to X \) and a holomorphic map \( F : X \to Y \) (that is a finite ramified covering) such that \( F \circ i = j \circ f \), where \( j : Y - P \hookrightarrow Y \) is the natural inclusion.
Lemma 2.2.16 Let \( \varphi: U \to V \) a covering with characteristic subgroup \( H \) and \( \psi: W \to U \) its Galois closure. If \( \overline{\varphi}: \overline{W} \to V \) is a Galois covering such that its characteristic subgroup is contained in \( H \), then there exists a covering \( \theta: \overline{W} \to W \) such that \( \overline{\varphi} = \varphi \circ \psi \circ \theta \).

\[
\begin{array}{c}
W \xrightarrow{\theta} W \\
\downarrow \psi \\
U \xrightarrow{\varphi} V
\end{array}
\]

Proof : The statement follows from the fact that \( K = \ker(\Phi) \) is the maximum subgroup of \( H \) which is normal in \( \pi_1(V) \). \( \square \)

Theorem 2.2.17 Let \( f(T) \in \mathbb{C}(T) \) be a rational function.

Let \( K \) be the Galois closure of the finite algebraic extension of fields \( \mathbb{C}(Z) \subset \mathbb{C}(T) \), where \( Z = f(T) \) and let \( G \) be the Galois group of the extension \( K/\mathbb{C}(Z) \).

Let \( \mathcal{G} \) be the group of automorphisms of the Galois closure of the finite covering determined by the rational function \( f \)

\[
f: \mathbb{P}^1(\mathbb{C}) \to \mathbb{P}^1(\mathbb{C})
\]

\[
t \mapsto x = f(t)
\]

Then \( G \) is isomorphic to \( \mathcal{G} \). In particular we have that \( L^G = \mathbb{C}(f) \).

Proof : The group \( \mathcal{G} \) is isomorphic to the monodromy group of \( f \), as we have already observed.

We have the following extension of fields

\( \mathbb{C}(Z) \subset \mathbb{C}(T) \subset K \)

We also have the following coverings of compact Riemann surfaces

\[
\mathbb{P}^1(\mathbb{C})_z \leftarrow \mathbb{P}^1(\mathbb{C})_t \leftarrow \mathbb{C}
\]
where $\mathcal{C}$ is the compact Riemann surface (unique up to biholomorphisms) which is the Galois closure of $\mathbb{P}^1(\mathcal{C})_t \to \mathbb{P}^1(\mathcal{C})_z$.

Obviously we have that $\mathcal{M}(\mathbb{P}^1(\mathcal{C})_z) = \mathbb{C}(Z)$ and $\mathcal{M}(\mathbb{P}^1(\mathcal{C})_t) = \mathbb{C}(T)$.

We want to show that the field $K' = \mathcal{M}(\mathcal{C})$ of the meromorphic functions of $\mathcal{C}$ is isomorphic to the field $K$. In fact let $\tilde{\mathcal{C}}$ be the compact Riemann surface associated to the algebraic function field $K';$ we have the following maps

$$\tilde{\mathcal{C}} \to \mathbb{P}^1(\mathcal{C})_t \to \mathbb{P}^1(\mathcal{C})_z$$

such that $\tilde{\mathcal{C}} \to \mathbb{P}^1(\mathcal{C})_z$ is a Galois covering (see [44], theorems 5.9 and 5.12) and the kernel of its monodromy homomorphism is contained in the characteristic subgroup of the covering $\mathbb{P}^1(\mathcal{C})_t \to \mathbb{P}^1(\mathcal{C})_z$; by proposition 2.2.16 we have the following maps

$$\tilde{\mathcal{C}} \to \mathcal{C} \to \mathbb{P}^1(\mathcal{C})_t \to \mathbb{P}^1(\mathcal{C})_z$$

and the following inclusion of fields

$$\mathbb{C}(Z) \subset \mathbb{C}(T) \subset K' \subset K$$

since $K'/\mathbb{C}(Z)$ is a Galois extension (see [44]) it follows that $K = K'$ ($K$ is the splitting field of $f(T) - Z$ over $\mathbb{C}(Z)$ and $K'$ contains a root of this polynomial, since it contains $\mathbb{C}(T)$). Hence $\tilde{\mathcal{C}} = \mathcal{C}.$

We define the following map between $\mathcal{G}$ and $G$

$$\Psi : \mathcal{G} \to G$$

$$\phi \mapsto \Psi(\phi) = \{ \lambda \mapsto \lambda \circ \phi^{-1} \}$$

By theorem 5.9 of [44] (which uses a non-trivial result like Riemann’s existence theorem) it is an isomorphism of groups. □

**Corollary 2.2.18** Let $f \in \mathbb{C}(T)$ be a rational function such that $f = \psi \circ \varphi,$ where $\psi, \varphi \in \mathbb{C}(T)$. We have the following diagram of finite coverings (once removed ramification points):

```
\begin{tikzcd}
\mathcal{C} \dar{g} \rar{\varphi} & (W, w_0) \dar{\varphi} \rar{f} & (V, v_0) \dar{\psi} \lar{\psi} \end{tikzcd}
```
where \( g : C \rightarrow (W, w_0) \) is the Galois closure of \( f : (W, w_0) \rightarrow (V, v_0) \). Set \( G = \pi_1(V, v_0) \), \( J = \pi_1(U, u_0) \), \( H = \pi_1(W, w_0) \) and \( K = \pi_1(C, c_0) \).

Then \( \text{Deck}(g) \cong H/K \) and \( \text{Deck}(\varphi \circ g) \cong J/K \).

**Proof:** The proof follows immediately from the fact that \( g : (C, c_0) \rightarrow (W, w_0) \) and \( \varphi \circ g : (C, c_0) \rightarrow (U, u_0) \) are Galois covering, since \( K \triangleleft H \) and \( K \triangleleft J \) (remember that \( K \) is normal in \( G \)). We conclude by applying lemma 2.2.13. \( \square \).
2.3. BLOCKS

Proof: Observe that the action is free since $G$ and $\Omega$ have the same cardinality.

The set $\Omega = \{x_0, \ldots, x_{n-1}\}$ is in bijection with $G = \langle g \rangle = \{1, g, \ldots, g^{n-1}\}$ via the map $\Psi : G \to \Omega, g^i \mapsto g^i(x_0) = x_i$. So if $n = dk$ and $H_d = \langle g^k \rangle$ is the subgroup of $G$ of cardinality $d$ then the set $\Psi(H_d) = \{x_0, x_k, \ldots, x_{(d-1)k}\} = B_d$ is a block of $d$ elements whose stabilizer $G_{B_d}$ is $H_d$; the conjugates of $B_d$ under the action of $G$ form a fundamental system of blocks whose elements have cardinality $d$.

The second statement follows both from the structure of subgroups of a cyclic group and from the fact that $G_{B_d_1} \subset G_{B_d_2}$ if $d_1 | d_2 | n$. □

Proposition 2.3.2 Let $G$ be a group acting transitively on a finite set $\Omega$

$$\Phi : G \to S_\Omega \quad g \mapsto \{ x \mapsto g(x) \}$$

where $S_\Omega$ is the permutation group of $\Omega$. Then $\text{ker}(\Phi) = \text{core}_G(H)$, where $H = St_G(x_0)$ is the stabilizer of an element $x_0 \in \Omega$ in $G$; moreover $G = G/\text{ker}(\Phi)$ is a group which acts faithfully and transitively on $\Omega$.

If $B$ is a fundamental system of $G$-blocks then $G$ acts transitively on $B$: $\Phi_B : G \to S_B \quad g \mapsto \{ B \mapsto g(B) \}$

and $\text{ker}(\Phi_B) = \text{core}_G(K)$, where $K = St_G(B)$ is the stabilizer of a block $B \in B$ in $G$. The group $G_B = G/\text{ker}(\Phi_B)$ acts transitively and faithfully on $B$; without loss of generality we may suppose that $x_0 \in B$ and so $H \subset K$.

The kernel of the natural projection

$$\pi : G \to G_B$$

is equal to $\text{core}_G(K)$, where $K$ is the image of $K$ in $G$, thus $St_G(B)$, the stabilizer of $B$ in $G$.

Proof: Since $G$ acts transitively then the set of stabilizers $S = \{St_G(x) | x \in \Omega\}$ is a conjugacy class of subgroups of $G$, which means it is equal to $\{gHg^{-1} | g \in G\}$, where $H = St_G(x_0)$ for some $x_0 \in \Omega$. The kernel of $\Phi$ is the subgroup

$$\{ g \in G | g(x) = x \ \forall \ x \in \Omega \} = \bigcap_{x \in \Omega} St_G(x) = \text{core}_G(H)$$

Observe that $B$ is also a fundamental system of blocks for the group $G$.

In the same way we have $\text{ker}(\Phi_B) = \text{core}_G(K)$. It is clear that the action of the groups $G$ and $G_B$ over $\Omega$ and $\Omega_B$ respectively is faithful and transitive.

For the last statement we proceed as follows: since $\text{ker}(\Phi) \subset \text{ker}(\Phi_B)$ we have the following diagram of group homomorphisms
where \( \pi_1 \) and \( \pi_2 \) are the canonical quotient maps, with \( \ker(\pi_1) = \text{core}_G(H) \) and \( \ker(\pi_2) = \text{core}_G(K) \). The map \( \pi \) is canonically defined as \( \pi(\overline{g}) = \pi_2(g) \) for \( \overline{g} = \pi_1(g) \in \mathcal{G} \), such that \( \pi \circ \pi_1 = \pi_2 \).

We have

\[
\ker(\pi) = \{ \overline{g} \in \mathcal{G} \mid \pi(\overline{g}) = 0 \} = \{ \pi_1(g) \in \mathcal{G} \mid \pi_2(g) = 0 \} = \{ \pi_1(g) \in \mathcal{G} \mid g \in \ker(\pi_2) \} = \pi_1(\text{core}_G(K))
\]

Since \( \text{core}_G(K) = \bigcap_{g \in G} gKg^{-1} \) then \( \pi_1(\text{core}_G(K)) = \bigcap_{\overline{g} \in \mathcal{G}} \overline{g}\pi_1(K)\overline{g}^{-1} \) (if \( p : G \to G/H \) is a group homomorphism and \( H < A, B < G \) are subgroups, then \( p(A \cap B) = p(A) \cap p(B) \)).

Hence \( \ker(\pi) = \pi_1(\text{core}_G(K)) = \text{core}_{\pi_1(G)}(\pi_1(K)) \). \( \square \)

A first remarkable result is the following criterion which relates decomposability of rational functions and their monodromy groups:

**Theorem 2.3.3** Let \( f \in \mathbb{C}(T) \) be a rational function of degree \( N > 1 \). Then \( f \) is indecomposable if and only if \( \text{Mon}(f) \) is primitive.

**Proof:** We prove that \( f \) is decomposable if and only if the group \( \mathcal{G} = \text{Mon}(f) \) is imprimitive; we remind that \( \text{Mon}(f) \) acts over the set of the \( N \) roots of \( F(T, Z) \) over \( \mathbb{C}(Z) \), where \( F(T, Z) \doteq f(T) - Z \) if \( f \) is a polynomial or \( F(T, Z) \doteq f_1(T) - Zf_2(T) \) if \( f = f_1/f_2 \) is a rational function.

Note that this action is transitive because \( F \) is irreducible over \( \mathbb{C}(Z) \) and \( \text{Mon}(f) \) is isomorphic to the Galois group of \( F \) over \( \mathbb{C}(Z) \).

Suppose that \( f = \psi \circ \varphi \), where \( \psi, \varphi \) are rational functions such that \( \deg(\psi) = m > 1 \) and \( \deg(\varphi) = n > 1 \); we have the following holomorphic maps

\[
\begin{array}{ccc}
\mathbb{P}^1(\mathbb{C})_t & \xrightarrow{\varphi} & \mathbb{P}^1(\mathbb{C})_u \\
\downarrow{\psi} & & \downarrow{\psi} \\
\mathbb{P}^1(\mathbb{C})_z & \xrightarrow{f} & \mathbb{P}^1(\mathbb{C})_z \\
\end{array}
\]
2.3. BLOCKS

Let \( z_0 \in \mathbb{P}^1(\mathbb{C}) \) be a regular value of \( f \) (that is \( \#f^{-1}(z_0) = \deg(f) \)) and consider the sets \( B_{u_i} = \{ t \in f^{-1}(z_0) \mid \varphi(t) = u_i \} \), where \( \{u_i\}_{i=1}^m = \psi^{-1}(z_0) \); by corollary 2.2.7 the sets \( B_{u_i} \), for \( u_i \in \psi^{-1}(z_0) \), form a fundamental system of blocks for the group \( G = \pi_1(\mathbb{P}^1(\mathbb{C}) - \Delta) \), hence by proposition 2.3.2 they form a fundamental system of blocks for the group \( G/\ker(F) = \text{Mon}(f) \) (where \( F \) is the usual monodromy homomorphism of \( f \)). The cardinality of each block \( B_{u_i} \) is \( \deg(\varphi) \) and there are \( \deg(\psi) \) of them. So the group \( G \) acts imprimitively on the set \( f^{-1}(z_0) \).

Suppose now that \( G \) acts imprimitively: we want to show that \( f \) is decomposable in a non-trivial way. Let \( z_0 \) be a regular value of \( f \) and \( \{t_1, \ldots, t_N\} \) be the fiber of \( z_0 \).

If \( B_1 = \{t_1, \ldots, t_n\} \) is a non-trivial \( G \)-block \((1 < n < N)\), consider the fundamental system of blocks \( \mathcal{B} = \{B_i = g(B_i) \mid g \in \mathcal{G}\} \); trivially this is also a fundamental system of blocks for the group \( G \), since \( \mathcal{G} = G/\ker(\Phi) \) and \( \ker(\Phi) \) is the kernel of the action of \( G \) on \( f^{-1}(z_0) \) (see proposition 2.3.2).

By proposition 2.3.2 the group \( G \) acts transitively on the set \( \mathcal{B} \), so by theorem 2.2.3 there exists a covering \( \psi : U \to \mathbb{P}^1(\mathbb{C}) - \Delta \) with characteristic subgroup \( G_{B_1} \), which has index \( m = N/n \) in \( G \), and the covering \( \psi \) has degree \( m \).

\[
\begin{array}{c}
(P^1(\mathbb{C}) - f^{-1}(\Delta), t_1) \\
\downarrow f
\end{array}
\begin{array}{c}
(U, u_0) \\
\downarrow \psi
\end{array}
\begin{array}{c}
(P^1(\mathbb{C}) - \Delta, z_0)
\end{array}
\]

If \( H = G_{t_1} \) is the stabilizer of the element \( t_1 \in f^{-1}(z_0) \) then \( H < G_{B_1} \cong \pi_1(U, u_0) \), since \( H = G_{t_1} \) is the stabilizer in \( G \) of \( t_1 \in B_1 \), which is a block; so by theorem 2.2.2 there exists a covering \( \varphi : (W, w_0) \to (U, u_0) \) of degree \( n = [G_{B_1} : H] \) with characteristic subgroup \( H \). By proposition 2.2.1 the topological space \( W \) is isomorphic to \( P^1(\mathbb{C})_{t_1} - f^{-1}(\Delta) \) since their coverings over \( U \) have the same characteristic subgroup \( H \); so without loss of generality we may assume that \( W = P^1(\mathbb{C})_{t_1} - f^{-1}(\Delta) \). The situation is the following

\[
\begin{array}{c}
(P^1(\mathbb{C}) - f^{-1}(\Delta), t_1) \\
\downarrow f
\end{array}
\begin{array}{c}
(U, u_0) \\
\downarrow \psi
\end{array}
\begin{array}{c}
(P^1(\mathbb{C}) - \Delta, z_0)
\end{array}
\]

By an argument similar to proposition 2.2.15 we can "compactify" all the Riemann surfaces to obtain finite ramified coverings of compact Riemann surfaces

\[
\begin{array}{c}
(P^1(\mathbb{C}), t_1) \\
\downarrow f
\end{array}
\begin{array}{c}
(C, u_0) \\
\downarrow \psi
\end{array}
\begin{array}{c}
(P^1(\mathbb{C}), z_0)
\end{array}
\]
where $\mathcal{C}$ is a compact Riemann surface. By Riemann-Hurwitz theorem (for example) we have $\mathcal{C} \cong \mathbb{P}^1(\mathbb{C})$ and so $\varphi$ and $\psi$ are rational functions.

Finally we have

$$f(t) = z = \psi(u) = \psi(\varphi(t))$$

So the function $f$ is decomposable. □

From previous theorem we deduce the following important corollary.

**Corollary 2.3.4** Let $f \in \mathbb{C}(T)$ be a rational function of degree $N$ and let $z_0 \in \mathbb{P}^1(\mathbb{C})$ be a regular value of the covering map $\mathbb{P}^1(\mathbb{C}) \to \mathbb{P}^1(\mathbb{C})$, $z \mapsto f(z)$. Then there is a bijection from the set of right components of decomposition of $f$ modulo equivalence and the set of fundamental system of blocks of $\text{Mon}(f)$ (which act over $f^{-1}(z_0)$), that is:

$$\{\varphi | f = \psi \circ \varphi \}/ \sim \leftrightarrow \{B = \{B_1, \ldots, B_m\} \text{ fundamental system of blocks for } \text{Mon}(f)\}$$

The degree of $\varphi$ corresponds to the cardinality of the corresponding block $B$. Moreover $\varphi$ is indecomposable if and only if the associated block $B_\varphi$ cannot be decomposed in smaller blocks.

**Proof:** Let $f = \psi \circ \varphi$ and $z_0$ be a regular value of $f$; for each $u \in \psi^{-1}(z_0)$, we set $B_u = \{t_1, \ldots, t_n \in f^{-1}(v_0) | \varphi(t_i) = u\}$. We have already seen that $B_u$ is a $\text{Mon}(f)$-block and the set $B = \{B_u | u \in \psi^{-1}(z_0)\}$ is a fundamental system of blocks for $\text{Mon}(f)$ (see corollary 2.2.7).

From the proof of the previous theorem we see that the map from the set of right components of $f$ to the set of fundamental system of blocks of $\text{Mon}(f)$, which sends $\varphi$ to $B_\varphi$, is surjective.

We need only to prove that this map is injective, that is if $f = \psi \circ \varphi = \psi_1 \circ \varphi_1$ such that $B = B_\varphi = B_{\varphi_1}$ then $\varphi = \mu \circ \varphi_1$, for some linear rational function $\mu$. Observe that in particular we have $\deg(\varphi) = \deg(\varphi_1) = \#B$, where $B \in B$, and $\deg(\psi) = \deg(\psi_1) = \#B$.

We have the following diagram of ramified coverings

\[
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{g} & \mathbb{P}^1(\mathbb{C}) \\
\varphi \downarrow & \ & \varphi_1 \\
\mathbb{P}^1(\mathbb{C}) & \xrightarrow{f} & \mathbb{P}^1(\mathbb{C}) \\
\psi \downarrow & \ & \psi_1 \\
\mathbb{P}^1(\mathbb{C}) & \xleftarrow{f^{-1}} & \mathbb{P}^1(\mathbb{C})
\end{array}
\]
where $\overline{C}$ is the Galois closure of $f : \mathbb{P}^1(\mathbb{C}) \to \mathbb{P}^1(\mathbb{C})$.

In terms of unramified coverings we have

\[
\begin{array}{c}
(C, c_0) \\
g
\downarrow \\
(W, w_0) \\
\varphi
\end{array}
\quad
\begin{array}{c}
(U, u_0) \\
f
\downarrow \\
(U', u'_0)
\end{array}
\quad
\begin{array}{c}
(V, v_0) \\
\varphi_1
\end{array}
\quad
\begin{array}{c}
(W, w_0) \\
\varphi_1
\end{array}
\quad
\begin{array}{c}
(U, u_0) \\
\psi
\end{array}
\quad
\begin{array}{c}
(V, v_0) \\
\psi_1
\end{array}
\]

This become the following diagram of inclusion of fields (see theorem 2.2.17)

\[
\begin{array}{c}
L \\
\downarrow \\
\mathbb{C}(T) \\
\downarrow \\
\mathbb{C}(\varphi) \\
\downarrow \\
\mathbb{C}(Z) = \mathbb{C}(f)
\end{array}
\quad
\begin{array}{c}
\mathbb{C}(\varphi_1)
\end{array}
\]

By corollary 2.2.18 we have $\text{Mon}(\varphi \circ g) \cong J/K$ and $\text{Mon}(\varphi_1 \circ g) \cong J_1/K$, where $J = \pi_1(U, u_0)$, $J_1 = \pi_1(U', u'_0)$ and $K = \pi_1(C, c_0) = \ker(\Phi)$, where $\Phi$ is the monodromy homomorphisms associated to $f$.

Observe now that by corollary 2.2.7 we have

\[J \cong G_{B_{u_0}}\]

and similarly

\[J_1 \cong G_{B_{u'_0}}\]

But since $B_{u_0}$ and $B_{u'_0}$ belong to the same fundamental system of blocks $\mathcal{B}$ then $G_{B_{u_0}}$ is conjugate to $G_{B_{u'_0}}$. Along with theorem 2.2.17 this implies that $\mathbb{C}(\varphi) \cong \mathbb{C}(\varphi_1)$, so $\varphi$ is a linear rational function of $\varphi_1$. □
2.4 First theorem of Ritt

By lemma 2.1.6 a decomposition of a polynomial $F$ in rational functions is equivalent to a decomposition in polynomials. This result is based on the fact that the map $F : \mathbb{P}^1(\mathbb{C}) \to \mathbb{P}^1(\mathbb{C})$ is totally ramified over $\infty$, in fact $F^{-1}(\infty) = \{\infty\}$; we get the same result if $F$ is totally ramified over a generic point of $\mathbb{P}^1(\mathbb{C})$. Ritt’s results on decomposition of polynomials are based on this simple observation.

**Theorem 2.4.1** Let $f \in \mathbb{C}[T]$ be of degree $n$. Then for each divisor $d$ of $n$ there exists at most one block of the monodromy group $\text{Mon}(f)$ of cardinality $d$.

**Proof:** By proposition 2.2.10 the permutation $\sigma_\infty$ associated to the path $\gamma_\infty \in \pi_1(\mathbb{P}^1(\mathbb{C}) - \Delta, z_0)$ which turns around to $\infty$ is a $n$-cycle, since $\infty$ is a totally ramified point of the covering $f : \mathbb{P}^1(\mathbb{C}) \to \mathbb{P}^1(\mathbb{C})$; let us suppose that $\sigma_\infty = (1, \ldots, n)$ (by numbering the roots of $f(T) - Z$ over $\mathbb{C}(Z)$ in a suitable way).

Let $H_\infty$ be the cyclic subgroup of $G = \text{Mon}(f)$ generated by $\sigma_\infty$; a $G$-block is also a $H_\infty$-block, so by lemma 2.3.1 a $G$-block of cardinality $d$ ($n = dk$) has the form

$$B = \{1, k + 1, \ldots, (d - 1)k + 1\}$$

and this proves the theorem. □

From this result and from corollary 2.3.4 it follows that if $f \in \mathbb{C}[T]$ of degree $N$ then for each divisor $d$ of $N$ there exists at most one field $K$ of degree $d$ over $\mathbb{C}(F)$ such that $\mathbb{C}(F) \subset K \subset \mathbb{C}(T)$.

From now on, if $f \in \mathbb{C}[T]$, we denote $H_\infty$ the cyclic subgroup of $G = \text{Mon}(f)$ generated by the permutation $\sigma_\infty = (1, \ldots, n)$. Obviously this subgroup acts transitively on the set of roots of $f(T) - Z$ over $\mathbb{C}(Z)[T]$.

The following theorem (reformulation of lemma 2.1.9) tell us something more of the previous theorem.

**Theorem 2.4.2** Let $f \in \mathbb{C}[T]$ and let $\varphi, \psi \in \mathbb{C}[T]$ be indecomposable of degree $n$ and $m$ respectively such that $f = \phi \circ \varphi = \sigma \circ \psi$, for some $\phi, \sigma \in \mathbb{C}[T]$. Then either $n = m$ or $(n, m) = 1$.

**Proof:** Let $N$ be the degree of $f$.

It follows immediately from the previous theorem that the first case holds if and only if $\varphi$ and $\psi$ are linearly equivalent (in fact if $n = m$ then by corollary 2.3.4 we have $\#B_\varphi = \#B_\psi$ and so by the previous theorem these fundamental system of blocks are the same).

Suppose that $n \neq m$ and let $\delta \divides (n, m) > 1$; let $N = nk = mh$. Let $B = B_\varphi$ be the fundamental system of $k$ blocks determined by $\varphi$:

$$B_1 = \{1, k + 1, \ldots, (n - 1)k + 1\}, \ldots, B_k = \{k, 2k, \ldots, nk\}$$
and let $C = B_\psi$ be the fundamental system of $h$ blocks determined by $\psi$:

$$C_1 = \{1, h + 1, \ldots, (m - 1)h + 1\}, \ldots, C_h = \{h, 2h, \ldots, mh\}$$

By lemma 2.3.1 there exists a fundamental system of blocks $D_1, \ldots, D_{N/\delta}$ of $H_\infty = \langle \sigma_\infty \rangle$, each of them of $\delta$ elements.

Since $B_1$ is a $G$-block then it is also a $H_\infty$-block; by lemma 2.3.1 it follows that $D_1 \subset B_1$. For the same reason $D_1 \subset C_1$.

Since the intersection of two $G$-blocks is a $G$-block then $B_1 \cap C_1$ is a $G$-block, which is non-trivial because it contains $D_1$ which has cardinality $\delta > 1$. Then by corollary 2.3.4 the polynomials $\varphi$ and $\psi$ would be decomposable, contrary to our assumption. $\square$

¿From this theorem it follows that if $f$ is a polynomial such that $f = \phi \circ \varphi = \sigma \circ \psi$, where $\varphi$ and $\psi$ are indecomposable of different degree (hence coprime degree), each block of $B_\varphi$ has only one element in common with each block of $B_\psi$, that is for each $B \in B_\varphi$ and for each $C \in B_\psi$ we have $\#(B \cap C) = 1$.

We can now prove the first theorem of Ritt by induction on the degree of polynomial $f$. Up to degree 6 the theorem is true; we suppose the theorem for those polynomials $f$ with $\deg(f) < N$, $N > 6$, and we prove it for those of degree $N$.

Let

$$f(X) = f_1 \circ \ldots \circ f_r(X)$$

$$f(X) = g_1 \circ \ldots \circ g_s(X)$$

be two maximal decomposition of a polynomial $f$ of degree $N$; if $\deg(f_r) = \deg(g_s)$ then the two polynomials $f_r$ and $g_s$ determine the same fundamental system of blocks, so $C(f_r) = C(g_s)$. By induction it follows that $r - 1 = s - 1$ and the degrees of the components of the two decompositions are the same up to the order.

If $\deg(f_r) = n \neq \deg(g_s) = m$ then $(n, m) = 1$ by previous theorem; then $N$ is divisible by $nm$ and there exists a fundamental system of blocks $D_1, \ldots, D_{N/nm}$ of $H_\infty$, each of them of cardinality $nm$.

**Lemma 2.4.3** The $H_\infty$-block $D_1$ is a $G$-block.

**Proof**: We keep the notation of theorem 2.4.2.

For what we saw before $D_1$ contains $B_1$; moreover it follows from lemma 2.3.1 that

$$D_1 = \bigcup_{g \in H_{D_1}/H_{B_1}} g(B_1)$$

where $H_{D_1}$ and $H_{B_1}$ are the stabilizers of $D_1$ and $B_1$ respectively in $H_\infty$ (that is the intersections of $G_{D_1}$ and $G_{B_1}$ respectively with $H_\infty$).

In the same way we have
\[ D_1 = \bigcup_{g \in H_{D_1/H_C}} g(C_1) \]

Then \( D_1 \) is both the union of \( m \) blocks of \( B \) and the union of \( n \) blocks of \( C \):

\[ D_1 = \bigcup_{i \in I} B_i = \bigcup_{j \in J} C_j \]

where \( \#I = m \) and \( \#J = n \).

From this identity and the fact that two blocks of \( B \) and \( C \) can have at most one element in common (see previous theorem: \( g_s \) and \( f_r \) are indecomposable) it follows that for each \( i \in I \) and \( j \in J \) we have \( \#(B_i \cap C_j) = 1 \).

Set \( K \doteq \{ g \in G | g(1) \in D_1 \} \). We have the following lemma.

**Lemma 2.4.4** For each \( g \in K \) we have \( g(D_1) = D_1 \).

**Proof:** Let \( g \in K \) and let \( B_t \) be a block of \( B \) such that \( g(1) \in B_t \subset D_1 \). Then \( g(B_t) = B_t \).

We have the following equalities

\[
B_1 = \bigcup_{j \in J} B_1 \cap C_j, \quad B_t = \bigcup_{j \in J} B_t \cap C_j \]

\[
g(B_1) = \bigcup_{j \in J} g(B_1 \cap C_j) = \bigcup_{j \in J} g(B_1) \cap g(C_j) = \bigcup_{j \in J} B_t \cap g(C_j) \]

\[
\Rightarrow g(\{C_j | j \in J\}) = \{C_j | j \in J\} \Rightarrow g(D_1) = D_1
\]

which proves the lemma. \( \square \)

In particular from this lemma it follows that \( K \) is a group, and it is equal to the stabilizer of \( D_1 \) in \( G \): \( K = \{ g \in G | g(D_1) = D_1 \} \).

Let \( g \in G \) be such that \( g(D_1) \cap D_1 \neq \emptyset \): then there exist \( i, k \in I \) such that \( g(B_i) = B_k \).

\[
B_i = \bigcup_{j \in J} B_i \cap C_j, \quad B_k = \bigcup_{j \in J} B_k \cap C_j
\]

\[
g(B_i) = \bigcup_{j \in J} g(B_i \cap C_j) = \bigcup_{j \in J} g(B_i) \cap g(C_j) = \bigcup_{j \in J} B_k \cap g(C_j)
\]

\[
\Rightarrow g(\{C_j | j \in J\}) = \{C_j | j \in J\} \Rightarrow g(D_1) = D_1
\]

Hence \( D_1 \) is a \( G \)-block of cardinality \( nm \). Lemma 2.4.3 is now proved. \( \square \)

Since \( D_1 \) is a \( G \)-block of cardinality \( nm \) it follows by corollary 2.3.4 that there exists a polynomial \( \mu \in \mathbb{C}[T] \) of degree \( nm \) such that \( f = \sigma \mu \). Moreover we have \( \mu = \gamma_f g_r \) and \( \mu = \eta g_s \), since \( D_1 \) is both union of blocks of \( B \) and union of blocks of \( C \).
We summarize the situation in the following diagram:

![Diagram](image)

where \((n, m) = 1\).
So

\[ f = f_1 \circ \ldots \circ f_r = \sigma \circ \gamma \circ f_r = \sigma \circ \eta \circ g_s = g_1 \circ \ldots \circ g_s \]

the following lemma concludes the proof of the theorem.

**Lemma 2.4.5** The polynomials \(\gamma\) and \(\eta\) are indecomposables.

**Proof:** Like before we keep the notation of theorem 2.4.2. If \(\gamma = \gamma_1 \circ \gamma_2\) with \(1 < m_2 = \deg(\gamma_2) < m\) then \(f = \sigma \circ \mu = \sigma \circ \gamma \circ f_r = \sigma \circ \gamma_1 \circ (\gamma_2 \circ f_r)\); by corollary 2.3.4 there exists a \(G\)-block \(E_1\) of cardinality \(nm_2\) such that \(B_1 \subset E_1 \subset D_1\). By lemma 2.3.1 we also have that (we recall that every \(G\)-block is also a \(H_\infty\)-block)

\[ E_1 = \bigcup B_i \]

Given a block \(C_j\) of \(C\) we have that

\[ E_1 \cap C_j = \bigcup B_i \cap C_j \]

and so the \(G\)-block \(E_1 \cap C_j\) has cardinality \(m_2 > 1\); then \(g_s\) would be decomposable, contradiction.

In the same way \(\eta\) is indecomposable. □

By lemma 2.1.7 we have \(f_1 \circ \ldots \circ f_{r-1} = \sigma \circ \gamma\), so since this is a polynomial of degree less than \(N\), by induction we have that the number of indecomposable components of \(\sigma\) is \(r - 2\). For the same reason \(g_1 \circ \ldots \circ g_{s-1} = \sigma \circ \eta\), so the number of indecomposable components of \(\sigma\) is \(s - 2\). So \(r - 2 = s - 2\) and the degrees of the components of the two decompositions are the same up to the order. □

If we have two maximal decompositions of a polynomial

\[ f = f_1 \circ \ldots \circ f_r = g_1 \circ \ldots \circ g_r \]

is possible to pass from one to another through a finite number of steps:
• there exists $i$ such that

$$f_1 \circ \ldots \circ f_i \circ f_{i+1} \ldots \circ f_r = f_1 \circ \ldots \circ (f_i \circ \lambda) \circ (\lambda^{-1} f_{i+1}) \ldots \circ f_r$$

• there exists $i$ such that $f_i \circ f_{i+1} = g_i \circ g_{i+1}$ where $\deg(f_i) = \deg(g_{i+1})$ and $\deg(f_{i+1}) = \deg(g_i)$ such that

$$f_1 \circ \ldots \circ f_{i-1} \circ (f_i \circ f_{i+1}) \circ f_{i+2} \ldots \circ f_r = f_1 \circ \ldots \circ f_{i-1} \circ (g_i \circ g_{i+1}) \circ f_{i+2} \ldots \circ f_r$$

in this last case we have to apply Ritt’s second theorem.
Chapter 3

Plane algebraic curves

3.1 Affine curves

We adopt the definition of plane algebraic curve we are going to give; our base field is a fixed algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$. For a more general definition of algebraic curve (algebraic affine or projective variety of dimension one over an algebraically closed field) see other books like Shafarevich ([42]) or Hartshorne ([17]).

Definition 3.1.1 A plane affine algebraic curve (from now on simply curve) is a subset $C$ of the affine plane $\mathbb{A}^2(\overline{\mathbb{Q}})$ defined as the zero-locus of a non-zero polynomial in two variables $f \in \mathbb{Q}[X,Y]$, that is:

$$C = C_f = \{(x,y) \in \mathbb{A}^2(\overline{\mathbb{Q}}) | f(x,y) = 0\}$$

The couples $(x,y) \in C$ are called points of the curve.

Let $K$ be a number field. A curve $C$ is defined over $K$ if the polynomial defining the curve is in $K[X,Y]$. We indicate a curve $C$ defined over a number field $K$ as $C/K$. The points of $C$ with coordinates in $K$ are called $K$-rational points (or simply rational if $K = \mathbb{Q}$). We call $C(K)$ the set of $K$-rational points.

A curve $C_f$ defined over $K$ is irreducible (resp. absolutely irreducible) if $f(X,Y)$ is irreducible in the ring of polynomials $K[X,Y]$ (resp. irreducible in $\overline{\mathbb{Q}}[X,Y]$).

If $C/K$ is a curve, we define the coordinate ring of $C$ as:

$$K[C] \cong \frac{K[X,Y]}{I(C/K)}$$

where $I(C/K) = \{f \in K[X,Y] | f|_C \equiv 0\}$: we identify polynomials which coincide over $C$; observe that $K[C]$ is an integral domain if and only if $I(C/K) = (f)$ is a prime ideal, which corresponds to the fact that $f$ is irreducible in $K[X,Y]$. In similar way we define $\overline{\mathbb{Q}}[C]$.

In the case of an irreducible (resp. absolutely irreducible) curve, the field of quotients of $K[C]$ (resp. of $\overline{\mathbb{Q}}[C]$) is denoted by $K(C)$ (resp. $\overline{\mathbb{Q}}(C)$) and it is called the field of rational functions of the curve $C$ with coefficients in $K$ (resp. in $\overline{\mathbb{Q}}$).
Note that the elements of $\mathbb{Q}[C]$ induce well-defined functions on $C$ with values in $\mathbb{Q}$ which are called regular functions of the curve; the elements of the field $\mathbb{Q}(C)$ define functions on $C$ which are regular over an open set (in the sense of Zariski topology, see [42]). We obviously have that $K[C] = K[x, y]$ where $x$ and $y$ are the class modulo the ideal $I(C/K)$ of the coordinates $X$ and $Y$, considered as regular functions on the curve.

The following classical theorem (see [42]) shows in effect that the ideal of an irreducible curve is generated by the polynomial $f$ which defines the curve itself. If $f$ is not irreducible it is generated by the radical of the ideal generated by the polynomial $f$.

**Proposition 3.1.2** Let $k$ be a field and let $f \in k[X, Y]$ be an irreducible polynomial. If $g \in k[X, Y]$ is not divisible by $f$ then the system of equation $f(x, y) = g(x, y) = 0$ has only a finite number of solutions.

**Lemma 3.1.3** An irreducible curve $C$ defined over a number field $K$ is absolutely irreducible if and only if the field $K$ is algebraically closed in the field $K(C)$ of rational functions of the curve $C$ with coefficients in $K$, that is $K(C) \cap \overline{K} = K$, where $\overline{K}$ is a fixed algebraic closure of the field $K$.

**Proof:** Let $C = C_f$, where $f \in k[X, Y]$ is irreducible and let $K(C) = K(x, y)$. If $f(X, Y)$ is absolutely irreducible let $\overline{K}(C) = \overline{K}(x, y)$. It follows that $[K(C) : K(x)] = [\overline{K}(C) : \overline{K}(x)]$

By corollary 9.2 of [14] it follows that $K(C)$ and $\overline{K}(x)$ are linearly disjoint over $K(x)$. Since $\overline{K}$ and $K(x)$ are linearly disjoint over $K$ it follows that $\overline{K}$ and $K(C)$ are linearly disjoint over $K$ which in particular implies that $K(C) \cap \overline{K} = K$.

Conversely if $K$ is algebraically closed in $K(C)$ then $\overline{K}$ and $K(C)$ are linearly disjoint over $K$ (see theorem 2 pg. 56 Lang, [27]) and therefore for the tower property ([26], Prop.1 pg. 50) it follows that $\overline{K}(x)$ and $K(C)$ are linearly disjoint over $K(x)$ and for the previously mentioned corollary of [14] we have that $[K(C) : K(x)] = [\overline{K}(C) : \overline{K}(x)]$, which implies that $f(X, Y)$ is irreducible in $\mathbb{Q}[X, Y]$. The following diagram summarizes the situation:

```
      \overline{K}(x, y)
      /     \     /
\overline{K}(x)   K(x)   \overline{K}(x, y)
        /     \     /
\overline{K}    \   \    \overline{K}
          /     \     /
         K    K(x)    K
```

$\square$
3.2. PROJECTIVE CURVES

Every algebraic curve is defined over a number field: take the finite extension of \( \mathbb{Q} \) generated by the coefficients of the polynomial \( f(X, Y) \in \mathbb{Q}[X, Y] \) which defines the curve.

Observe also that a curve \( C \) can be defined over a number field \( K \) but its set of \( K \)-rational points can be empty, see for example the curve defined by the absolutely irreducible polynomial \( f(X, Y) = X^2 + Y^2 + 1 \) which has no rational points.

The set \( C(\mathbb{Q}) \) is always infinite (see \([20]\)).

**Definition 3.1.4** A point \( p \in C_f \) is non-singular if at least one of the two derivatives of \( f \) at \( p \) is non-zero. A curve \( C \) is non-singular if all of its points are non-singular.

The following proposition holds (see \([42]\), chap. 2, § 5):

**Proposition 3.1.5** An absolutely irreducible curve \( C \) is non singular if and only if its coordinate ring \( \mathbb{Q}[C] \) is integrally closed.

If an absolutely irreducible curve \( C/K \) is non singular then also \( K[C] \) is integrally closed.

An absolutely irreducible curve \( C \) is a rational curve (also said of genus zero since the desingularization of \( C \) is a compact Riemann surface of genus zero) if its points can be parametrized by rational functions of a parameter \( t \), that is there exist two rational functions \( \varphi, \psi \in \mathbb{Q}(t) \) such that for almost every points \( p = (x, y) \) of the curve (except a finite number of points) there exists \( \bar{t} \in \mathbb{Q} \) such that \( (x, y) = (\varphi(\bar{t}), \psi(\bar{t})) \).

The parametrization \( (\varphi, \psi) \) is proper if for almost every point \( p = (x, y) \) of the curve there exists exactly one \( \bar{t} \in \mathbb{Q} \) such that \( (x, y) = (\varphi(\bar{t}), \psi(\bar{t})) \); observe that a parametrization is proper if and only if the couple of rational functions of the parametrization is minimal (see paragraph 1.2). By Lüroth’s theorem every rational curve admits a proper parametrization.

If the components of the parametrization \( \varphi, \psi \) can be chosen in \( \mathbb{Q}[t] \) then we say that the curve is polynomially parametrized or the curve is polynomial. The polynomial version of Lüroth’s theorem (see theorem 1.1.4) shows that if a rational curve admits a polynomial parametrization then it admits a proper polynomial parametrization.

### 3.2 Projective curves

Let \( \mathbb{P}^2(\mathbb{Q}) \cong (\mathbb{Q}^3 - \{(0, 0, 0)\})/\sim \) be the projective plane over \( \mathbb{Q} \) with usual equivalence relation: given \( x = (x_0, x_1, x_2) \) and \( y = (y_0, y_1, y_2) \) in \( \mathbb{Q}^3 - \{(0, 0, 0)\} \) we define \( x \sim y \) if and only if there exists \( \lambda \in \mathbb{Q} \) such that \( \lambda x = y \). We denote \( x = (x_0 : x_1 : x_2) \) the equivalence class of \( x = (x_0, x_1, x_2) \) and \( \mathbb{P}^2 \) the projective plane \( \mathbb{P}^2(\mathbb{Q}) \). We remind that \( \mathbb{P}^2 \) can be covered by subsets which are copies of \( \mathbb{A}^2 \), for example \( U_i \cong \{(x_0 : x_1 : x_2) | x_i \neq 0\} \), for \( i = 0, 1, 2 \); in particular \( \mathbb{A}^2 \) is a subset of \( \mathbb{P}^2 \), through the map \((x : y) \mapsto (x : y : 1) \) (if \( i = 1 \); likewise if \( i = 2 \) or 3); the image points of \( \mathbb{A}^2 \) through this
map are called finite points of $\mathbb{P}^2$ and the points $(x_0 : x_1 : 0)$ are called points at infinity of $\mathbb{P}^2$.

**Definition 3.2.1** A plane projective curve $\overline{C}$ is a subset of the projective plane $\mathbb{P}^2$ defined as the zero-locus of a non-zero homogeneous polynomial $\overline{f} \in \overline{\mathbb{Q}}[X,Y,Z]$:

$$\overline{C} = \overline{C}_f = \{(x : y : z) \in \mathbb{P}^2| \overline{f}(x : y : z) = 0\}$$

In the same way of affine curves we define points of projective curves, projective curves defined over a number field and (absolutely) irreducible projective curves.

Every affine curve can be considered as a subset of a projective curve by homogenizing the polynomial which defines the curve. If $C_f \subset \mathbb{A}^2$ is an affine curve, we define its projective closure as the projective curve $\overline{C}_f$ given by the homogeneous polynomial $f$ associated to $f$:

$$\overline{f}(X,Y,Z) \equiv Z^{\deg(f)} f(X/Z,Y/Z)$$

Conversely if $\overline{C}_f \subset \mathbb{P}^2$ is a projective curve we define its dehomogenization with respect to $Z$ as the curve $C_f \subset \mathbb{A}^2$ given as the zero-locus of the polynomial $f(X,Y) = \overline{f}(X,Y,1)$ (this in the case when $Z$ does not divide $\overline{f}$). From a geometric point of view, the projective curve $\overline{C}_f$ is the topological closure of $C_f$ in $\mathbb{P}^2$ with respect to the Zariski topology (if we see $C_f \subset \mathbb{A}^2$ in $\mathbb{P}^2$ through the immersion $\mathbb{A}^2 \hookrightarrow \mathbb{P}^2$ defined above; see [42]).

If $C$ is a curve we call points at infinity of $C$ the elements of $\overline{C} - C$: they correspond to the points of $\mathbb{P}^1$ which satisfies $f_d(X_0, X_1) = 0$, where $f_d$ is the homogeneous part of highest degree of the polynomial $f$ which defines the curve $C$. So the number of points at infinity of an affine curve are equal to the number of irreducible distinct factor of the homogeneous component of $f$ of highest degree. Obviously we have $C = \overline{C} \cap \mathbb{A}^2$.

A point $p \in \overline{C}$ is non singular if there exists $i \in \{1, 2, 3\}$ such that $p \in U_i$ and $p$ is non singular for the affine curve $U_i \cap \overline{C}$.

We have to pay more attention to the definition of rational function field of a irreducible projective curve $\overline{C}$. Let $f, g \in \mathbb{Q}[X,Y,Z]$ be two homogeneous polynomials of the same degree such that $g \notin I(\overline{C})$: then $f/g$ is a well-defined function in the points of $\overline{C}$ where $g \neq 0$. The set of all these functions is a ring $O_{\overline{C}}$: the quotient of $O_{\overline{C}}$ for the maximal ideal $M_{\overline{C}}$ of the functions $f/g \in O_{\overline{C}}$ such that $f \in I(\overline{C})$ is the field $\overline{\mathbb{Q}}(\overline{C})$ of rational functions of $\overline{C}$ (we identify two rational functions $f/g$ and $f'/g'$ if $g'f - gf' \in I(\overline{C})$).

From now on we assume that our curves, affine or projective, are absolutely irreducible.
3.3 Rational maps between curves

Now we define map between curves; first we treat the case of affine curves, then the case of projective curves.

- **Affine case**

**Definition 3.3.1** Let $C_1$ and $C_2$ be curves. A rational map from $C_1$ to $C_2$ is a map

$$
\phi : C_1 \rightarrow C_2
$$

such that there exist $\phi_1, \phi_2 \in \overline{\mathbb{Q}}(C_1)$ such that for each $p \in C_1$ where $\phi_1, \phi_2$ are both defined we have $\phi(p) = (\phi_1(p), \phi_2(p)) \in C_2$.

If $K$ is a number field and $C_1, C_2$ are defined over $K$, the map $\phi$ is defined over $K$ if $\phi_1, \phi_2 \in K(C_1)$.

A rational map $\phi : C_1 \rightarrow C_2$ between two curves is defined over an open set of $C_1$ (with respect to the Zariski topology of $\mathbb{A}^2(\mathbb{Q})$), that is in the points of $C_1$ where $\phi_1$ and $\phi_2$ are defined. If $\phi$ is defined over a number field $K$ then it restricts to a map from the $K$-rational points of $C_1$ to the $K$-rational points of $C_2$, that is $\phi : C_1(K) \rightarrow C_2(K)$.

- **Projective case**

**Definition 3.3.2** Let $C_1$ and $C_2$ be projective curves. A rational map from $C_1$ to $C_2$ is a map

$$
\overline{\phi} : \overline{C}_2 \rightarrow \overline{C}_2
$$

of the form $\overline{\phi} = [\varphi_1 : \varphi_2 : \varphi_3]$ where $\varphi_i \in \overline{\mathbb{Q}}(C_1)$ for $i = 1, 2, 3$ and for each $P \in C_1$ where $\{\varphi_i\}$ are defined we have $\overline{\phi}(P) = [\varphi_1(P) : \varphi_2(P) : \varphi_3(P)] \in \overline{C}_2$.

If $K$ is a number field and $\overline{C}_1, \overline{C}_2$ are defined over $K$, the map $\overline{\phi}$ is defined over $K$ if there exists $\lambda \in \overline{\mathbb{Q}}$ such that $\lambda \varphi_1, \lambda \varphi_2, \lambda \varphi_3 \in K(\overline{C}_1)$ (note that $\overline{\phi} = [\lambda \varphi_1 : \lambda \varphi_2 : \lambda \varphi_3]$).

If $\overline{\phi} = [\varphi_1 : \varphi_2 : \varphi_3]$ is a rational map between two projective curves with $\varphi_i = \phi_i/\psi_i \in \overline{\mathbb{Q}}(C_1)$ and $\phi_i, \psi_i$ are homogeneous polynomials of the same degree $n_i$, we consider the homogeneous polynomial $\psi = mcm\{\psi_i\}$ and we multiply the three rational functions $\varphi_i$ by $\psi$. We obtain the following expression for $\phi$:

$$
\phi = [f_1 : f_2 : f_3]
$$

where $f_i$ are homogeneous polynomial of the same degree. If there is some common factor between the $f_i$ we can divide by it in order to suppose that the $f_i$’s are coprime.

Let $\phi : C_1 \rightarrow C_2$ be a rational map between two irreducible affine curves, where $C_i = \{(x, y) \in \mathbb{A}^2 | f_i(x, y) = 0\}$; suppose also that the projective closure of $C_1$ is non-singular. We want to show that $\phi$ can be extended to a rational map $\overline{\phi} : \overline{C}_1 \rightarrow \overline{C}_2$ between the projective closure of $C_1$ and $C_2$ respectively.
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First of all if such an extension exists then it is unique by lemma 4.1, chap. 1 of [17], since by 3.3.6 the map $\phi$ is regular.

If $\phi = (\phi_1, \phi_2)$, where $\phi_i \in \overline{Q}(C_1)$ is equal to $\varphi_i/\psi_i$, we set

$$\overline{\phi}_i(X, Y, Z) = (\varphi_i(X/Z, Y/Z)Z^{deg(\phi_i)})/(\psi_i(X/Z, Y/Z)Z^{deg(\phi_i)}) = \overline{\varphi}_i(X, Y, Z)/\overline{\psi}_i(X, Y, Z)$$

This rational function is a ratio of two homogeneous polynomials of the same degree $deg(\phi_i)$. We then define the map $\overline{\phi}$

$$\overline{\phi} = [\overline{\phi}_1 : \overline{\phi}_2 : 1] = [\overline{\phi}_1' : \overline{\phi}_2' : \overline{\psi}]$$

where $\overline{\psi} = mcm\{\overline{\psi}_1, \overline{\psi}_2\}$ and $\overline{\phi}_1, \overline{\phi}_2, \overline{\psi}$ are homogeneous polynomials of the same degree. Since

$$f_2\left(\frac{\varphi_1}{\psi_1}, \frac{\varphi_2}{\psi_2}\right) = 0$$

we have that

$$F_2(\overline{\phi}_1, \overline{\phi}_2, \overline{\psi}) = 0$$

If $D \subset C_1$ is the domain of definition of $\phi$ (the complementary of the set of zero of $\psi_1$ and $\psi_2$ in $C_1$) then it is immediate to see that for each $(x, y) \in D$ we have $\phi(x, y) = \overline{\phi}(x : y : 1)$.

If $(x, y)$ is a pole either of $\phi_1$ or of $\phi_2$ then

$$\overline{\phi}(x : y : 1) = [\overline{\phi}_1'(x : y : 1) : \overline{\phi}_2'(x : y : 1) : 0] \in \overline{C}_2 - C_2$$

so the points where $\phi$ is not defined are sent through $\overline{\phi}$ to the points at infinity of $C_2$, that is the set $\overline{C}_2 - C_2$.

$$\begin{array}{c}
C_1 \hookrightarrow \overline{C}_1 \\
\downarrow \quad \quad \downarrow \\
C_2 \quad \quad \hookrightarrow \overline{C}_2
\end{array}$$

It can happen that a point of $\overline{C}_1 - C_1$ is sent through $\overline{\phi}$ to a point of $C_2$. Take for example the map $\phi : A^1 \to C$, where $C = \{(x, y)|x^2 + y^2 = 1\}$, given by

$$t \mapsto \left(\frac{2t}{t^2 + 1}, \frac{t^2 - 1}{t^2 + 1}\right)$$

The corresponding map $\overline{\phi} : \mathbb{P}^1 \to \overline{C} = \{(x : y : z)|x^2 + y^2 = z^2\}$ is given by

$$(t : s) \mapsto (2ts : t^2 - s^2 : t^2 + s^2)$$

We have $\overline{\phi}(1, 0) = (0 : 1 : 1)$. 

3.3. RATIONAL MAPS BETWEEN CURVES

Proposition 3.3.3 A regular map between two curves $\phi: C_1 \to C_2$ is constant or surjective.

Proof: The proof follows from the fact that $\phi$ is a finite map since $C_1$ and $C_2$ are algebraic varieties of dimension 1 (see Shafarevich, [42], chap.1 §5.3).

Proposition 3.3.4 Let $C_1/K$ and $C_2/K$ be curves and let $\phi: C_1 \to C_2$ be a rational map defined over $K$, such that $\phi(C_1)$ is dense in $C_2$ (we call such a map dominant). Then the map

$$\phi^*: K(C_2) \to K(C_1)$$

$\varphi \mapsto \varphi \circ \phi$ is well defined and $K(C_2) \subset K(C_1)$ is a finite extension of fields.

Proof: The map $\phi^*: K(C_2) \to K(C_1)$, $\varphi \mapsto \varphi \circ \phi$, is well defined since $\varphi|_{C_2} = 0$ implies $\varphi|_{\phi(C_1)} = 0$. It is also injective: if $f \in K[C_2]$ such that $\phi^*(f) = 0$ it follows that $f|_{\phi(C_1)} = 0$, so $\phi(C_1) \subset \{f(p) = 0\}$ which means $C_2 = \overline{\phi(C_1)} \subset \{f(p) = 0\}$.

This map extends in a natural way to a map $\phi^*: K(C_2) \to K(C_1)$ which is an inclusion of field; this extension is finite since $K(C_2)$ and $K(C_1)$ have transcendence degree 1 over $K$.

Definition 3.3.5 If $\phi: C_1 \to C_2$ is a dominant rational map defined over a number field $K$ between two curves $C_1/K, C_2/K$, then the degree of the map $\phi$ is defined as the degree of the extension of fields $K(C_2) \subset K(C_1)$.

Proposition 3.3.6 Let $\phi: C_1 \to C_2$ be a rational map between two projective curves; if $p \in C_1$ is a non-singular point then $\phi$ is defined in $p$.

For a proof of this simple fact, which uses only that $O_p$, the local ring of $C_1$ at $p$, is a discrete valuation ring, see Proposition 2.1 of [41].

Definition 3.3.7 A non-constant rational map $\phi: C_1 \to C_2$, where $C_1, C_2$ are curves, is called birational if there exists a rational map $\psi: C_2 \to C_1$ such that $\psi \circ \phi = \text{Id}_{C_1} \in \phi \circ \psi = \text{Id}_{C_2}$ (on the open set where this functions are defined).

We can say that a rational curve is a curve which is birational to $\mathbb{A}_1$ (or to $\mathbb{P}^1$, if the curve is projective).

In general a curve $C$ is birational to a curve $C'$ if and only if their rational function fields are isomorphic. More precisely there is an equivalence between the category of absolutely irreducible curve defined over a number field $K$ with morphisms given by dominant rational map defined over $K$ which are not constant and the category of algebraic function fields in one variable $K/K$ with $K \cap \overline{\mathbb{Q}} = K$ and morphisms given by inclusion of fields which leaves $K$ fixed; this functor associates to a curve $C/K$ the field $K(C)$ and to a dominant rational map $\phi: C_1 \to C_2$ defined over $K$ the inclusion of fields $\phi^*: K(C_2) \to K(C_1)$, which restricted to $K$ is the identity.
3.4 Geometric points and places

Now we show that geometric points of a non-singular curve correspond bijectively to valuation rings of the field \( \overline{\mathbb{Q}}(C) \) which contain the base field \( \overline{\mathbb{Q}} \); the latter are usually called places of the curve.

**Lemma 3.4.1** Let \( C \) be an absolutely irreducible, non-singular curve defined over a number field \( K \) and let \( p \) be a point of \( C \); let \( \mathcal{O}_{p,K} = \{ f \in K(C) | f \) is defined in \( p \} \) the local ring of \( C \) in \( p \) with coefficients in \( K \) and \( \mathcal{M}_{p,K} = \{ f \in \mathcal{O}_{p,K} | f(p) = 0 \} \) its maximal ideal.

If \( p = (a, b) \) then the residue field \( K(p) \triangleq \mathcal{O}_{p,K}/\mathcal{M}_{p,K} \) is isomorphic to the finite algebraic extension of \( K \).

**Proof:** Since \( K \cap \mathcal{M}_{p,K} = \{0\} \) then \( K \subset K(p) \). Consider the projection map \( \pi : \mathcal{O}_{p,K} \rightarrow \mathcal{O}_{p,K}/\mathcal{M}_{p,K} \); the image set of \( \pi \) is equal to \( \{ f(\overline{x}, \overline{y}) | f \in \mathcal{O}_{p,K} \} \), where \( \overline{x} = \pi(x) \) and \( \overline{y} = \pi(y) \) (\( x \) and \( y \) are elements of \( \mathcal{O}_{p,K} \)).

Take now the minimal polynomials \( g(T) \) and \( h(T) \) over \( K \) of \( a \) and \( b \) respectively; the non-zero regular functions \( g(x) \) and \( h(y) \) are obviously contained \( \mathcal{M}_{p,K} \), so their images \( g(\overline{x}) \) and \( h(\overline{y}) \) are zero in \( K(p) \). Hence \( \overline{x} \) and \( \overline{y} \) are algebraic over \( K \) and they satisfy the same minimal polynomial of \( a \) and \( b \) respectively over \( K \). So the field \( K(p) \) is isomorphic to the finite algebraic extension \( K(a, b) \). \( \square \)

A simple consequence of this lemma is the fact that a point \( p \) of a curve \( C/K \) is defined over \( K \) (that is an elements of \( C(K) \)) if and only if its residue field is equal to \( K \). The residue field \( K(p) \) is also called the field of definition of the point \( p \).

**Proposition 3.4.2** Let \( \overline{C} \) be a non-singular, projective and absolutely irreducible curve. Then the points of the curve are in bijection with the valuation rings of the field \( \overline{\mathbb{Q}}(\overline{C}) \) which contains the base field \( \overline{\mathbb{Q}} \).

Moreover if \( C \) is defined over a number field \( K \), its rational points \( C(K) \) are in bijection with the valuation rings of \( K(C) \) whose residue field is isomorphic to \( K \).

**Proof:** Let \( p \) be a point of \( C \), an affine model of \( \overline{C} \). We associate to \( p \) the local ring of \( C \) in \( p \), that is \( \mathcal{O}_p = \{ f \in \overline{\mathbb{Q}}(C) | f \) is regular in \( p \} \), which is the localized of \( \overline{\mathbb{Q}}[C] \) at the maximal ideal of the regular functions of \( \overline{\mathbb{Q}}[C] \) which are zero in \( p \). It is a discrete valuation ring since the curve has dimension one and \( p \) is non-singular (see Shafarevich, [42]). This map is injective since there is a bijection between the points of \( C \) and maximal ideals of \( \overline{\mathbb{Q}}[C] \) (by Hilbert’s Nullstellensatz theorem).

Conversely let \( O \) be a valuation ring of \( \overline{\mathbb{Q}}(C) = \overline{\mathbb{Q}}(x, y) \) which contains \( \overline{\mathbb{Q}}(x) \); then \( A = O \cap \overline{\mathbb{Q}}(x) \) is a valuation ring of \( \overline{\mathbb{Q}}(x) \) which contains \( x \) and it corresponds to an element \( x_0 \in \overline{\mathbb{Q}} \) (see proposition 1.3.4). Hence \( x - x_0 \) is a generator for the maximal ideal \( P = P_{x_0} \) of \( A = A_{x_0} \); since by lemma 1.3.5 we can assume that \( y \) is integral over \( \overline{\mathbb{Q}}[x] \) then \( y \in O \) by proposition 1.3.6. So there exists \( y_0 \in \overline{\mathbb{Q}} \) such that \( y - y_0 \in M \), the
maximal ideal of $O$; then the relation $f(x, y) = 0$ in $\mathbb{Q}(C)$ implies $f(x_0, y_0) = 0$ in $\mathbb{Q}$, and so $p_0 = (x_0, y_0) \in C_f$ is the associated point of the valuation ring $O$.

The point $p_0$ is unique, since it is uniquely determined by the maximal ideal $M \cap \mathbb{Q}[x, y]$.

If $x \notin O$ then it is easy to observe that there exists another affine model $C'$ of $C$ such that $\mathbb{Q}[C'] = \mathbb{Q}[x', y'] \subset O$. □

Let $C$ be an algebraic curve; if $S$ is the set of valuation rings of $\mathbb{Q}(C)$ then we can give a topology to $S$ in order to obtain a compact Riemann surfaces which is the desingularization of the curve $C$: there exists a holomorphic map $\pi: S \to C$ such that $\pi^{-1}(\Delta)$ is biholomorphic, where $\Delta$ is the set of singular points of $C$.

For more references see chapter 2 of [26] and also [7].

### 3.5 Parametrization with rational coefficients

If a rational curve is defined over a number field $K$ it is not true in general that it admits a parametrization with coefficients in the field $K$; for example the curve $f(X, Y) = X^2 + Y^2 + 1$ which is rational but $C_f(\mathbb{Q}) = \emptyset$.

If the curve is non-singular and the set of rational points is not empty then there exists a parametrization with rational coefficients, as the following proposition shows.

**Proposition 3.5.1** Let $C$ be a non-singular rational curve, defined over $\mathbb{Q}$ and absolutely irreducible. If $C$ has at least one rational point, then there exists a parametrization of $C$ which is defined over $\mathbb{Q}$, that is a couple of rational functions $(\varphi, \psi)$ with coefficients in $\mathbb{Q}$ such that $f(\varphi(t), \psi(t)) = 0$.

**Proof:** Let $p \in C(\mathbb{Q})$ and consider the set

$$L(p) = \{ \varphi \in \mathbb{Q}(C) | \varphi \text{ has at most a simple pole in } p \}$$

This is a vector space over $\mathbb{Q}$ and since the curve is rational then by Riemann-Roch theorem the space $L(p)$ has dimension 2 over $\mathbb{Q}$ (see [18]). Its elements are the constants and functions which have a simple pole in $p$; the latter correspond to rational maps from $C$ to $\mathbb{A}^1(\mathbb{Q})$ of degree 1.

We want to show that there exists a base of $L(p)$ of the form $1, \varphi$, where $1$ is the constant function and $\varphi \in \mathbb{Q}(C) - \mathbb{Q}$. First we observe that $L(p)$ is stable under the action of the Galois group $G = \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$, since $p$ has coordinate in $\mathbb{Q}$: if $\varphi \in L(p)$ is not constant and $\sigma \in G$ then $\sigma(\varphi)$ has a simple pole in $\varphi(p) = p$.

If $\varphi \in L(p)$ then there exists a number field $K$ such that $\varphi \in K(C)$; without loss of generality we can suppose that $K/\mathbb{Q}$ is a Galois extension. Let $\alpha_1, \ldots, \alpha_n$ a base of $K$ over $\mathbb{Q}$ and let $\text{Gal}(K/\mathbb{Q}) = \{ \sigma_1, \ldots, \sigma_n \}$; it is well known that the determinant of the matrix $M = (\sigma_i(\alpha_j))_{1 \leq i, j \leq n}$ is different from zero (see Lang, [24]).
Now we define the following rational functions, for \( j = 1, \ldots, n \):

\[
g_j \doteq \sum_{i=1}^{n} \sigma_i(\alpha_j \phi) = \sum_{i=1}^{n} \sigma_i(\alpha_j) \sigma_1(\phi)
\]

It is immediate to verify that \( \{g_j\} \) are invariant under the action of \( \text{Gal}(K/\mathbb{Q}) \), so they belong to the field \( \mathbb{Q}(C) \); since the matrix \( M \) with coefficients in \( K \) is invertible then it is possible to express \( \sigma_i(\phi) \) (and in particular \( \phi \)) as a linear combination with coefficients in \( K \) of \( g_1, \ldots, g_n \in \mathbb{Q}(C) \). Hence every element of \( L(p) \) is a \( \mathbb{Q} \)-linear combination of elements of \( \mathbb{Q}(C) \). Let \( \varphi \in \mathbb{Q}(C) - \mathbb{Q} \) be such that \( 1, \varphi \) is a base of \( L(p) \) as a \( \mathbb{Q} \)-vector space.

To conclude the proof we observe that the rational function \( \varphi \in \mathbb{Q}(C) \subset \mathbb{Q}(\overline{C}) \) determines a rational map from \( C \) to \( \mathbb{A}_1(\mathbb{Q}) \) of degree 1 which is defined over \( \mathbb{Q} \); this map is an isomorphism since \( C \) is non-singular (see 3.3.3). Its inverse \( \psi: \mathbb{A}_1(\mathbb{Q}) \to C \) is defined over \( \mathbb{Q} \) and it has the form \( \psi(t) = (\psi_1(t), \psi_2(t)), \psi_1, \psi_2 \in \mathbb{Q}(t) \).

Note from the remarks of the previous paragraphs, in the same hypothesis of the proposition we can find a parametrization \( (\varphi(t), \psi(t)) \) with rational coefficients which is also proper.

More in general if a rational curve has a rational point which is non singular then it has a parametrization with rational coefficients. Similar arguments if we replace the field \( \mathbb{Q} \) with a number field \( K \).

So in effect almost every rational points of the curve can be obtained in terms of a parametrization with rational coefficients by choosing a rational parameter \( t \).

### 3.6 Standard parametrization of rational curves

An example of rational curve defined over \( \mathbb{Q} \) with a parametrization with rational coefficients is given by \( f(X,Y) = X^2 + Y^2 - 1 \), which is parametrized by the rational functions \( (\varphi(t), \psi(t)) = (2t/(t^2 + 1), (t^2 - 1)/(t^2 + 1)) \).

This parametrization of the curve \( C_f \) has a particular form: each component has the same denominator (that is they have the same set of poles). This can be done in general up to birationality.

**Proposition 3.6.1** Let \( C \) be an irreducible curve defined over \( \overline{\mathbb{Q}} \); then there exists a model \( C' \) birational to \( C \) such that if \( \overline{\mathbb{Q}}(C') = \overline{\mathbb{Q}}(x', y') \) then \( x' \) and \( y' \) have the same divisor of poles.

**Proof**: The statement means that \( x' \) and \( y' \) have the same set of poles with the same multiplicity. Suppose that \( \overline{\mathbb{Q}}(C) = \overline{\mathbb{Q}}(x, y) \) and consider the rational linear transformations \( \Phi \) with coefficients \( a, b, c, d \) in \( \overline{\mathbb{Q}} \) defined on \( \overline{\mathbb{Q}}(C) \):

\[
\Phi(x, y) \doteq (x', y') = (ax + by, cx + dy)
\]
such that \( ad - bc \neq 0 \) and \( abcd \neq 0 \); its image is \( \overline{\mathbb{Q}}(x', y') = \overline{\mathbb{Q}}(C) \).

This map establishes an isomorphism of field \( \overline{\mathbb{Q}}(x, y) \cong \overline{\mathbb{Q}}(x', y') \) which corresponds to a birationality of \( C \) with a curve \( C' \), whose defining polynomial \( f'(X, Y) \) is given by \( f'(x', y') = 0 \).

We want to show that there exist \( a, b, c, d \in \overline{\mathbb{Q}} \) such that the statement of the proposition holds.

We set \( P_x \) the support of the divisor of poles of \( x \) and \( P_y \) the support of the divisor of poles of \( y \); let \( P = P_x \cup P_y \) be the set of poles of \( x \) or \( y \). Obviously if \( p \in (P_x - P_y) \cup (P_y - P_x) \) then \( p \) is a pole for \( x' \) and \( y' \) with the same multiplicity; if \( p \in P_x \cap P_y \) we distinguish two cases:

- \( \text{ord}_p(x) = \text{ord}_p(y) = k \)

If \( t \) is a local parameter in \( p \) we write \( x \) and \( y \) as Laurent expansion in a neighbourhood of \( p \):

\[
x = \frac{a_k}{t^k} + \ldots + a_0 + a_1 t + \ldots
\]

\[
y = \frac{b_k}{t^k} + \ldots + b_0 + b_1 t + \ldots
\]

Then \( \text{ord}_p(x') = \text{ord}_p(ax + by) = k \) provided \( (a, b) \notin \{(u, v)|a_k u + b_k v = 0\} \). Same arguments for \( y' \).

- \( \text{ord}_p(x) \neq \text{ord}_p(y) \)

In this case \( \text{ord}_p(x') = \text{ord}_p(ax + by) = \min\{\text{ord}_p(x), \text{ord}_p(y)\} = \text{ord}_p(cx + dy) = \text{ord}_p(y') \).

If we choose the coefficients \( a, b, c, d \) of the map \( \Phi \) outside a finite number of hyperplanes we obtain what we wanted. \( \square \)

**Corollary 3.6.2** Let \( C \) be a rational non-singular curve which is absolutely irreducible. Then there exists a curve \( C' \) birational to \( C \) such that it admits a parametrization of the following type:

\[
(\varphi(t), \psi(t)) = \begin{pmatrix} \varphi_1(t) \\ \psi_1(t) \end{pmatrix} \begin{pmatrix} \phi(t) \\ \phi(t) \end{pmatrix}
\]

where \( \varphi_1, \psi_1, \phi \in \overline{\mathbb{Q}}[t] \).

**Proof:** Suppose that the curve \( C \) is defined over a number field \( K \); by proposition 3.6.1 there exists a model \( C' \) of the curve \( C \) such that \( K(C') = K(x, y) \) and the rational functions \( x \) and \( y \) of the curve \( C' \) have the same divisor of poles.

By hypothesis \( K(C') \) is a purely transcendental field over \( K \) of degree one; so there exists \( t \in K(C') \) such that \( K(x, y) = K(t) \) and \( x = \varphi(t), y = \psi(t) \), where \( \varphi, \psi \in K(T) \).
Since \( x \) and \( y \) have the same divisor of poles, and these correspond to the poles of the rational functions \( \varphi \) and \( \psi \), we have that

\[
\varphi(t) = \frac{\phi_1(t)}{\phi(t)}
\]
\[
\psi(t) = \frac{\psi_1(t)}{\phi(t)}
\]

The corollary is proved. □

3.7 Polynomial parametrization of rational curves

The following theorem (see for example [1]) gives a criterium to determine whether a rational curve \( C \) has a polynomial parametrization.

**Theorem 3.7.1** Let \( \overline{C} \) be a non-singular rational projective curve and \( C = \overline{C} \cap U_3 \) be an affine model of the curve. Then \( C \) admits a polynomial parametrization if and only if \( \overline{C} \) has exactly one point at infinity.

**Proof:** Suppose that \( C \) has a polynomial parametrization \( \Phi \) of the following type

\[
\Phi : \mathbb{A}^1 \to C
\]
\[
t \mapsto (\varphi(t), \psi(t))
\]

where \( \varphi(t), \psi(t) \in \overline{\mathbb{Q}}[t] \); if we compose this map with the canonical inclusion of \( \mathbb{A}^2 \) in \( \mathbb{P}^2 \), \( (x, y) \mapsto (x : y : 1) \), we obtain the map \( t \mapsto (\varphi(t) : \psi(t) : 1) \), from \( \mathbb{A}^1 \) to \( \overline{C} \). By proposition 3.3.3 the map \( \Phi \) is surjective since \( \Phi \) is regular on \( \mathbb{A}^1 \).

Consider the extension \( \overline{\Phi} \) of \( \Phi \) at \( \mathbb{P}^1 \) as we saw in section 3.3; by proposition 3.3.6, \( \overline{\Phi} \) is regular at \((1 : 0) \in \mathbb{P}^1 - \mathbb{A}^1 \) (which is the point at infinity) so \( \overline{\Phi} \) is surjective by proposition 3.3.3. This implies that \( \overline{C} - C \) has only one point, which is given by \( \overline{\Phi}(1 : 0) \).

Conversely suppose that \( \overline{C} - C = \{P_0\} \) and let \( \Phi(t) = (\varphi(t) : \phi_1(t), \psi(t) : \phi_2(t)) \) be a parametrization of \( C \); we have

\[
\overline{\Phi}(t : s) = (\varphi'(t, s) : \psi'(t, s) : \phi(t, s))
\]

where \( \varphi', \psi', \phi \) are homogeneous polynomials of the same degree \( n \) and \( \overline{\Phi} : \mathbb{P}^1 \to \overline{C} \) such that \( \overline{\Phi}_{\mathbb{A}^1} = \Phi \). Since \( \mathbb{P}^1 \) and \( \overline{C} \) are non-singular and the map \( \overline{\Phi} \) has degree 1, it is an isomorphism.
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We have
\[ \Phi^{-1}(C - C) = \{(t : s) \in \mathbb{P}^1 | \phi(t, s) = 0\} \]
and by the previous remark \( \Phi^{-1}(C - C) \) has only one point in \( \mathbb{P}^1 \). Hence the polynomial \( \phi \) has the form
\[ \phi(t, s) = (\alpha t - \beta s)^n \]
for some \( \alpha, \beta \in \mathbb{Q} \).

We have
\[ \Phi(t) = \Phi(t : 1) = (\varphi'(t, 1) : \psi'(t, 1) : (\alpha t - \beta)^n) \]
and if \( (t : 1) \neq (\beta/\alpha : 1) \) we have
\[ \Phi(t) = \left( \frac{\varphi'(t)}{(\alpha t - \beta)^n}, \frac{\psi'(t)}{(\alpha t - \beta)^n} \right) \]

If we compose the map \( \Phi(t) \) with the rational linear function \( \lambda(t) = 1/t + \beta/\alpha \) (which is a birationality of \( \mathbb{A}^1 \) with itself) we obtain a polynomial parametrization \( \Phi \circ \lambda(t) \) as wanted. □

In general if \( C \) is a rational plane curve (singular or not) we have to check that \( C - C \) has only one point \( P_0 \) and also that the curve is analytically irreducible at \( P_0 \) in order to obtain a polynomial parametrization.

If \( P_0 \) is non singular then there is only one place at \( P_0 \); the converse is not true: take for example the curve \( y^2 = x^3 \) which is singular at the origin but there is only one place at the origin.

It is useful to rephrase the same result from a completely algebraic point of view. We have the following proposition (see [13]).

**Proposition 3.7.2** Let \( k \) be a field and \( t \) a transcendental element over \( k \); let \( z \) be a rational function in \( t \), that is an element of \( k(t) \).

Then \( z \) is a polynomial in \( t \) if and only if the valuation ring at infinity \( \mathcal{O}_\infty \) of \( k(t) \) is the only valuation ring of \( k(t) \) over the valuation ring at infinity \( \mathfrak{o}_\infty \) of \( k(z) \).

If this happens then \( \mathcal{O}_\infty \) is totally ramified over \( \mathfrak{o}_\infty \).

**Proof**: First we observe that if a valuation ring \( \mathcal{O} \) with maximal ideal \( \mathfrak{B} \) of \( k(t) \) is above \( O_{1/z} \) then \( 1/z \in P \), since \( 1/z \) is a local parameter of \( \mathfrak{o}_\infty \); this means that \( z \notin \mathcal{O} \). Conversely if a valuation ring \( \mathcal{O} \) of \( k(t) \) does not contain \( z \) then \( \mathcal{O} \cap k(z) = \mathfrak{o}_\infty \).

Suppose that \( \mathcal{O}_\infty \) is the only valuation ring of \( k(t) \) above \( \mathfrak{o}_\infty \); the integral closure of \( k[t] \) in \( k(t) \) (which is equal to \( k[t] \) since it is integrally closed) is equal to the intersection of all the valuation rings of \( k(t) \) which contain \( k[t] \) (see proposition 1.3.6), that is all the valuation rings of \( k(t) \) with the only exception of \( \mathcal{O}_\infty \). But \( z \) belongs to all of them.
because the only valuation ring of $k(t)$ which does not contain $z$ is $\mathcal{O}_\infty$, by the previous remark.

Conversely let $z = f(t) \in k[t]$; suppose that $\mathcal{O}_a$ is a valuation ring of $k(t)$ different from $\mathcal{O}_\infty$ which is above $a_\infty$. Then $1/z = (t - a)^nf(t)/g(t)$, with $n \geq 1$ and $g$ coprime, $f(a)g(a) \neq 0$; hence $z = 1/(t - a)^ng(t)/f(t)$ which does not belong to $k[t]$, contradiction.

The valuation ring at infinity of $k(t)$ has residue field $\mathcal{O}_\infty/B_\infty = k$; in the same way for the valuation ring at infinity of $k(z)$. Hence if $\mathcal{O}_\infty$ is the only valuation ring above $a_\infty$, it is totally ramified. □

**Proposition 3.7.3** Let $C \subset k^2$ be a rational irreducible curve. Then $C$ admits a polynomial parametrization if and only if there exists a unique valuation ring $O$ of $\mathbb{Q}(C)$ above the valuation ring at infinity of $\mathbb{Q}(x)$.

**Proof:** As we have already seen we can suppose that $y$ is integral above $\mathbb{Q}[x]$, so the set of poles of $y$ is contained in the set of poles of $x$. By hypothesis there exists $t \in \mathbb{Q}$ such that $\mathbb{Q}(C) = \mathbb{Q}(t)$; then there exists a unique valuation ring $O$ of $\mathbb{Q}(C)$ above the valuation ring at infinity of $\mathbb{Q}(x)$ if and only if $x$ has a unique pole $P_0$ on $C$ which is pole also for $y$ (the only rational functions of a curve which does not have poles are the constants).

With same reasonings of theorem 3.7.1 we can compose with an automorphism of $\mathbb{P}^1 \cong \overline{C}$ to bring $P_0$ at infinity, so $x$ and $y$ are polynomials in a parameter $t$. □

We can also say that the curve $C$ has only one place at infinity if and only if there is only one place of $\mathbb{Q}(C)$ which does not contain the coordinate ring $\mathbb{Q}[C]$ of the curve.

Of course if $\overline{C}$ is a rational projective curve, there can be affine models of $\overline{C}$ with a polynomial parametrization and other affine models which do not have a polynomial parametrization. For example the projective curve $\overline{C} = \{(X : Y : Z) \in \mathbb{P}^2 | XY = Z^2\}$ has the affine model $C_z = \{(x, y) \in \mathbb{P}^2 | xy = 1\}$ which does not have a polynomial parametrization; instead the affine model $C_y = \{(x, z) \in \mathbb{P}^2 | x = z^2\}$ has a polynomial parametrization.
Chapter 4

Curves of Schinzel

The problem of this chapter is to characterize pairs \((f, S)\), where \(f \in \mathbb{Q}[X,Y]\) is an irreducible polynomial and \(S\) is an infinite subset of \(\mathbb{Q}\) such that for all \(x\) in \(S\) there exists \(y\) in \(S\) such that \(f(x, y) = 0\).

We shall see that in the case of rational curves this problem is related to the parametrization of image set of rational functions (or polynomials, if the curve has a polynomial parametrization).

4.1 Introduction

We give the following definition:

**Definition 4.1.1** A polynomial \(f(X, Y) \in \mathbb{Q}[X, Y]\) has the Schinzel’s property (SP) if there exists an infinite subset \(S = S_f \subset \mathbb{Q}\) such that for every \(x \in S\) the equation \(f(x, Y) = 0\) has a solution \(y \in S\).

This lemma is straightforward.

**Lemma 4.1.2** Let \(f \in \mathbb{Q}[X, Y]\) and suppose that \(f\) is symmetric (that is \(f(X,Y) = f(Y,X)\)) and \(C_f(\mathbb{Q})\) is infinite. Then \(f\) has the SP with \(S = p_1(C_f(\mathbb{Q}))\), where \(p_1 : C_f(\mathbb{Q}) \to \mathbb{A}^1(\mathbb{Q})\) is the projection on the first coordinate.

Let \(f\) be a polynomial with SP; from the property of the set \(S\) we can construct sequences of elements of \(S\) in the following way.

Let \(x_0 \in S\): there exists \(x_1 \in S\) such that \(f(x_0, x_1) = 0\). Since \(x_1 \in S\) there exists \(x_2 \in S\) such that \(f(x_1, x_2) = 0\), and so on. If there exists \(k, m \in \mathbb{N}, k < n\) such that \(x_k = x_m\) then we say that \(\{x_n\}_{n \in \mathbb{N}}\) is a preperiodic sequence; if \(k = 0\) the we call it periodic sequence. In the other case, if \(\{x_n\}_{n \in \mathbb{N}}\) goes on without repetition, then we call it infinite sequence.

We can also recursively define the set \(S\) as:
\[ S_0 = \{ x_0 \in \mathbb{Q} | \exists x_1 \in \mathbb{Q} \text{ s.t. } f(x_0, x_1) = 0 \} = p_1(C_f(\mathbb{Q})) \]

\[ S_1 = \{ x_0 \in S_0 | \exists x_2 \in \mathbb{Q} \text{ s.t. } f(x_1, x_2) = 0 \} = \{ x_0 \in S_0 | x_1 \in S_0 \} \]

\[ \cdots \]

\[ S_n = \{ x_0 \in S_{n-1} | \exists x_{n+1} \in \mathbb{Q} \text{ s.t. } f(x_n, x_{n+1}) = 0 \} = \{ x_0 \in S_0 | x_1 \in S_{n-1} \} \]

Note that for each \( n \in \mathbb{N} \) we have \( S_n \subset S_{n-1} \).

We can set

\[ S = \bigcap_{n=0}^{\infty} S_n \quad (4.1) \]

Now we use the following theorem of Faltings, which proved a conjecture by Mordell (see [18]):

**Theorem 4.1.3 (Faltings)** Let \( C \) an irreducible curve defined over \( \mathbb{Q} \). If \( C(\mathbb{Q}) \) is infinite then the genus of \( C \) is 0 or 1.

We cite also the following theorem due to Siegel which deal with the case of curves with infinite integer points (see [39]).

**Theorem 4.1.4 (Siegel)** Let \( C \) be an irreducible curve defined over \( \mathbb{Q} \). If \( C(\mathbb{Z}) \) is infinite then the genus of \( C \) is 0 and the desingularization \( \tilde{C} \) of \( C \) has at most two points at infinity.

By Falting’s theorem if \( f(X, Y) \) is an irreducible polynomial with Schinzel’s property then its associated curve has genus zero or one. In this chapter we consider only the case of genus zero curves.

If \( f(X, Y) \) defines a rational curve, by definition there exist rational functions \( \varphi, \psi \in \overline{\mathbb{Q}}(t) \) such that

\[ f(\varphi(t), \psi(t)) = 0 \]

We may assume that

- \( \varphi, \psi \in \mathbb{Q}(t) \) since \( C_f(\mathbb{Q}) \) is not empty and there exists a non singular point of the curve in \( C_f(\mathbb{Q}) \) since there are at most a finite number of singular points (see section 3.5)

- the couple \( (\varphi, \psi) \) is minimal (see the definition in section 1.2)
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We impose also that \( \varphi(t), \psi(t) \) are polynomials, which it is equivalent to say that the desingularization of the curve \( C \) has only one point at infinity (see section 3.7).

In the case of rational curves whose polynomial has Schinzel's property we reduce the problem to the study of parametrization of the set of rational values of a rational function with another rational function.

More precisely, let \( (\varphi(t), \psi(t)) \) be a fixed parametrization of a rational curve \( C = \{(x,y) \in \mathbb{A}^2 | f(x,y) = 0\} \); then there exists an infinite subset \( S' \) of the rational numbers such that

\[
S = \{ \varphi(t) | t \in S' \}
\]

since \( S \) is a subset of the projection on the first coordinate of the set of rational points of the curve, which is equal to \( \{ \varphi(t) | t \in \mathbb{Q}\} \).

By an argument similar to the one of the previous paragraph, for each \( t_0 \in S' \) the point \( (\varphi(t_0), \psi(t_0)) \) is in \( C \), with \( \psi(t_0) \in S \). So there exists \( t_1 \in S' \) such that \( \psi(t_0) = \varphi(t_1) \); since \( t_1 \in S' \) there exists \( t_2 \in S' \) such that \( \psi(t_1) = \varphi(t_2) \) and so on.

Hence if \( (\varphi(t), \psi(t)) \) is a parametrization of a rational curve with Schinzel's property, we have that

\[
\psi(S') \subset \varphi(S')
\]

for some \( S' \) infinite subset of the rational numbers.

We conjecture that there exists \( r \in \mathbb{Q}[t] \) such that

\[
\varphi(r(t)) = \psi(t)
\]

So we have the following:

**Conjecture 1**

Let \( (\varphi(t), \psi(t)) \) a minimal couple of rational functions with rational coefficients and let \( S \) an infinite subset of the rational numbers such that

\[
\psi(S) \subset \varphi(S)
\]

Then there exists \( r \in \mathbb{Q}(t) \) such that \( \varphi(r(t)) = \psi(t) \).

Of course conjecture 1 is true when \( S = \mathbb{Q} \) or also \( S = \mathbb{Z} \) (for example by Hilbert’s irreducibility theorem). Moreover if in these cases we have that \( \psi(S) = \varphi(S) \) then there exists a linear \( r \in \mathbb{Q}(t) \) such that \( \varphi(r(t)) = \psi(t) \).

Conjecture 1 implies this other one:

**Conjecture 2**

Let \( f(X,Y) \) an irreducible polynomial with rational coefficients and with Schinzel’s property. Let \( S \subset \mathbb{Q} \) be the set as defined in (4.1).
If the curve \( C = \{(x, y) \in \mathbb{A}^2 | f(x, y) = 0\} \) is rational then there exists a parametrization of \( C \) of the form

\[
f(\varphi(t), \varphi(r(t))) = 0
\]

where \( \varphi \) and \( r \) are rational functions, and the set \( S \) is equal to \( \{\varphi(t) | t \in \mathbb{Q}\} \).

If we do not suppose that the couple \( (\varphi(t), \psi(t)) \) is minimal then our first conjecture is false. For example take the polynomials

\[
\varphi(t) = t^2 \\
\psi(t) = -t^2 + 1
\]

This couple of polynomials is not minimal since \([\mathbb{Q}(t) : \mathbb{Q}(\varphi, \psi)] = 2\). It can be immediately seen that there is no rational function \( r \) such that \( \psi(t) = \varphi(r(t)) \) (note that \( r \) should have degree one).

If we set \( S = \pi_1(C_f(\mathbb{Q})) \), where \( f(X, Y) = X^2 + Y^2 - 1 \), we see that \( \psi(S) = \varphi(S) \). In particular the polynomial \( \psi(X) - \varphi(Y) \) has Schinzel’s property.

So in case of rational curves we have reduced the problem to the study of bivariate polynomials with separated variables (that is \( \psi(X) - \varphi(Y) \)) with Schinzel’s property.

Lemma 4.1.5 If \( (\varphi, \psi) \) and \( (\varphi_1, \psi_1) \) are minimal parametrizations of \( f(X, Y) = 0 \) and \( \psi = \varphi \circ h \) then \( \psi_1 = \varphi_1 \circ h_1 \)

So this lemma shows that Conjecture 2 is independent of the chosen parametrization of a rational curve.

4.2 Symmetric case

The following proposition shows the connection between rational symmetric curves and polynomials with Schinzel’s property.
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**Proposition 4.2.1** Let \( f(X,Y) \in \mathbb{Q}[X,Y] \) be an irreducible polynomial and suppose that the curve \( C = \{(x,y) \in \mathbb{A}^2 \mid f(x,y) = 0\} \) is rational. If \( f \) is symmetric then \( f \) has Schinzel’s property and there exists a parametrization of the form

\[
f(\varphi(t), \varphi(a(t))) = 0
\]

Conversely if there exists such a parametrization then \( f \) has Schinzel’s property with \( S = \{\varphi(t) \mid t \in \mathbb{Q}\} \).

**Proof:** Denote \( \Theta \) the automorphism of \( \mathbb{A}^2 \) such that \( \Theta(x,y) = (y,x) \); note that it is an involution: \( \Theta \circ \Theta = \text{Id} \).

Let \( \Phi : \mathbb{A}^1(\mathbb{Q}) \to C_f \) be a parametrization of the curve \( C \), with \( \Phi(t) = (\varphi(t), \psi(t)) \), \( \varphi, \psi \in \mathbb{Q}(t) \) and inverse \( \lambda(x,y), \lambda \in \mathbb{Q}(x,y) \). Since by hypothesis \( \Theta(C) = C \), then \( \Phi^\Theta = \Theta \circ \Phi \) is another parametrization of \( C \) with inverse \( \lambda^\Theta = \lambda \circ \Theta \).

Let \( P = \Phi(t) = (\varphi(t), \psi(t)) \) be a point of the curve \( C \) and \( \Phi \) is a parametrization, then there exists \( \bar{t} \in \mathbb{Q} \) such that \( \Phi(\bar{t}) = P^\Theta \), except for a finite number of cases. But

\[
\bar{t} = \lambda(P^\Theta) = \lambda \circ \Phi^\Theta(t) = \lambda^\Theta \circ \Phi(t) \approx a(t)
\]

where \( a(t) \in \mathbb{Q}(t) \).

Hence \( \Phi(a(t)) = \Theta(\Phi(t)) \), so \( \psi(t) = \varphi(a(t)) \) and \( \Phi(t) = (\varphi(t), \varphi(a(t))) \); the set \( S \) is equal to \( \{\varphi(t) \mid t \in \mathbb{Q}\} \).

If the curve \( C \) has a parametrization defined over \( \mathbb{Q} \) (see chapter 4) then \( S \subset \mathbb{Q} \) otherwise it is contained in the number field \( K \) generated over \( \mathbb{Q} \) by the coefficients of \( \varphi(t) \) and \( a(t) \). □

The following corollary is an immediate consequence.

**Corollary 4.2.2** In the same hypothesis and notation of the previous proposition, \( a(t) \) has the following expression:

\[
a(t) = \frac{\alpha t + \beta}{\gamma t - \alpha}
\]

with \( \alpha, \beta, \gamma \in \mathbb{Q} \) and \( \alpha^2 + \beta \gamma \neq 0 \).

**Proof:** Note that

\[
a \circ a(t) = (\lambda \circ \Phi^\Theta) \circ (\lambda \circ \Phi^\Theta) = \lambda \circ (\Phi^\Theta \circ \lambda^\Theta) \circ \Phi = \lambda \circ \text{Id} \circ \Phi = \text{Id}(t) = t
\]

so \( a \) is an involution: it is a rational function of degree one and it can be easily proved that \( a \) has the desired expression. □
Corollary 4.2.3 Let $f(X,Y) \in \mathbb{Q}[X,Y]$ be an irreducible polynomial and suppose that the curve $C = \{(x,y) \in \mathbb{A}^2 | f(x,y) = 0\}$ is rational.

Then $f$ is symmetric if and only if there exist $\varphi, a \in \mathbb{Q}(t)$ with $\deg a = 1$ and $a^2 = \text{Id}$ such that $(\varphi(t), \varphi(a(t)))$ is a parametrization of $C$.

Proof: The 'only if' part has already been proved in the previous proposition. The 'if' part follows from the next two lemmas. □

Lemma 4.2.4 Let $f(X,Y) \in \mathbb{Q}[X,Y]$ be an irreducible polynomial and let

$$C = \{(x,y) \in \mathbb{A}^2 | f(x,y) = 0\}$$

be the associated curve in $\mathbb{A}^2(\overline{\mathbb{Q}})$. Then $f$ is symmetric if and only if there exists an infinite subset $A \subset C$ such that for every $(x,y) \in A$ we have $(y,x) \in C$.

Proof: This lemma follows immediately from proposition 3.1.2: it is sufficient to consider the irreducible curves $C$ and $C' = \{(x,y) \in \mathbb{A}^2 | g(x,y) = 0\}$, where the polynomial $g(X,Y) \equiv f(Y,X)$ is irreducible too. Since by hypothesis $C \cap C'$ has infinite points it follows that $f$ and $g$ divide each other, so they are equal since they have the same degree. The lemma is proved. □

Lemma 4.2.5 Let $r, s \in \mathbb{Q}(t)$ be two rational functions and $f(X,Y) \in \mathbb{Q}[X,Y]$ be the minimal polynomial such that $f(r(t), r(s(t))) = 0$. If $s(t)$ is an involution then $f$ is symmetric.

Proof: If $s(t)$ in an involution then $s^{-1}(t)$ is well defined and is equal to $s(t)$. So if we set $\tau \equiv s(t)$ we have

$$f(r(s(t)), r(t)) = f(r(\tau), r(s^{-1}(\tau))) = f(r(\tau), r(s(\tau))) = 0$$

So for the previous lemma $f$ is symmetric.

Since the rational function $s(t)$ has degree one it determines a birationality of $\mathbb{A}^1$ with itself. □

Lemma 4.2.6 Let $k$ be a field and $f(X,Y) \in k[X,Y]$ be the minimal polynomial such that $f(r(t), r(s(t))) = 0$, for $r, s \in k(t)$. If $f$ is symmetric then $\deg s(t) = 1$.

Proof: Since $f$ is symmetric then $\deg_X(f) = \deg_Y(f)$. The statement follows from lemma 1.2.1. □
4.3 Kubota’s results

The only known result in this direction so far are the followings theorems by Kubota (see his articles [21], [22] and [23]).

The main contribution of Kubota in [21] was to show that the following conjecture of Narkiewicz was false (see [33]): let $f, g$ two polynomials in $\mathbb{Q}[T]$ and $S \subset \mathbb{Q}$ infinite such that $f(S) = g(S)$; then $\deg(f) = \deg(g)$.

**Theorem 4.3.1 (Kubota)** Let $f$ and $g$ be two polynomials in $\mathbb{Q}[T]$, with $\deg(g) > \deg(f)$, and suppose that there exists an infinite subset $S$ of $\mathbb{Q}$ such that $g(S) \subset f(S)$. If every component of the curve $g(X) - f(Y) = 0$ containing an infinity of points of $S \times S$ has a polynomial parametrization, then $g = f \circ h$ for some $h \in \mathbb{Q}[T]$.

This theorem is based on the following other one (see [23]):

**Theorem 4.3.2 (Kubota)** Let $f(X) - g(Y) \in \mathbb{Q}[X,Y]$, where $\deg(f) \neq \deg(g)$; then every component of the curve $\{(x,y) | f(x) = g(y)\}$ which admits a polynomial parametrization is of the form $f_1(X) - g_1(Y)$, for some polynomials $f_1, g_1 \in \mathbb{Q}[T]$.

**Theorem 4.3.3 (Kubota)** Let $f$ and $g$ be two polynomials in $\mathbb{Q}[T]$, with $n = \deg(f)$ and $m = \deg(g)$; suppose also that there exists an infinite sequence $S = \{s_n\}_{n \in \mathbb{N}} \subset \mathbb{Q}$ such that $g(s_n) = f(s_{n+1})$ for all $n \in \mathbb{N}$. Then $m \geq n$.

The following theorem deals with the case of equal degree. A $(f,g)$ - cycle is a finite set $A = \{a_i\}_{i=0,...,n}$ such that $g(a_i) = f(a_{i+1})$ for all $i = 0,\ldots,n-1$ and $g(a_n) = f(a_0)$. Note that a $(f,g)$ - cycle is also a $(g,f)$ - cycle.

**Theorem 4.3.4 (Kubota)** Let $f$ and $g$ be two polynomials in $\mathbb{Q}[T]$, with $\deg(f) = \deg(g)$; suppose also that there exists an infinite subset $S$ of $\mathbb{Q}$ such that $f(S) = g(S)$ with $\# \{(f,g) - cycles\} < \infty$. Then there exists a linear polynomial $h(t) \in \mathbb{Q}[t]$ such that $g = f \circ h$. 
Chapter 5

Parametrization of integer-valued polynomials

5.1 Introduction

The set of integer-valued polynomials is defined as

\[ \text{Int}(\mathbb{Z}) = \{ f(X) \in \mathbb{Q}[X] \mid f(\mathbb{Z}) \subset \mathbb{Z} \} \]

(see for example [6]). It is a \( \mathbb{Z} \)-module which contains the ring of polynomials over \( \mathbb{Z} \). It also contains the binomial polynomials

\[ \binom{X}{n} = \frac{X(X-1)\ldots(X-(n-1))}{n!} \]

where \( n \in \mathbb{N} \).

The following theorem, due to Polya, holds

**Theorem 5.1.1** The set \( \text{Int}(\mathbb{Z}) \) is a free \( \mathbb{Z} \)-module. The set of the binomial polynomials \( \{ \binom{X}{n} \mid n \in \mathbb{N} \} \) is a basis of \( \text{Int}(\mathbb{Z}) \).

For a proof see [32] or [6].

More explicitly if \( f \in \text{Int}(\mathbb{Z}) \) has degree \( n \) then we have

\[ f(X) = f(0)\binom{X}{0} + \Delta f(0)\binom{X}{1} + \ldots + \Delta^n f(0)\binom{X}{n} \]

where \( \Delta g(X) = g(X) - g(X+1) \) and this expression for \( f \) as \( \mathbb{Z} \)-linear combination of \( \binom{X}{i} \) is unique.

Given a polynomial \( f \in \text{Int}(\mathbb{Z}) \) we want to parametrize the set of integer values of \( f \) over \( \mathbb{Z} \) (that is the set \( f(\mathbb{Z}) \)) with a polynomial with integer coefficients in one or several variables. We give the following definition.
Definition 5.1.2 Let $f(X)$ be an integer-valued polynomial. We say that $f(Z)$ is $\mathbb{Z}$-parametrizable if there exists $m \in \mathbb{N}$ and a polynomial $g \in \mathbb{Z}[X] = \mathbb{Z}[X_1, \ldots, X_m]$ such that $f(Z) = g(Z^m)$.

As an example consider the integer-valued polynomial $f(X) = X(X - 1)/2$. We define the following polynomials with integer coefficients:

$$g_1(X) = f(2X)$$
$$g_2(X) = f(2X + 1)$$

Since $\mathbb{Z} = P \cup D$, where $P$ is the set of even integers and $D$ is the set of odd integers, it follows that $f(Z) = f(P) \cup f(D) = g_1(Z) \cup g_2(Z)$. But $f(X) = f(1 - X)$ so we have that $g_2(X) = f(-2X) = g_1(-X)$ so $g_1$ and $g_2$ have the same values over the integers and $f(Z)$ can be parametrized by a single polynomial with integer coefficients in one variable.

It is crucial that $f$ has a symmetry axis of this kind, that is $f(h(X)) = f(X)$, where $h(X) = 1 - X$, and $h$ swaps $P$ with $D$; this implies that $f(P) = f(D)$.

Here we state the main theorem of this chapter.

Theorem 5.1.3 Let $f \in \text{Int}(\mathbb{Z})$ be of the form $f(X) = F(X)/N$ where $F \in \mathbb{Z}[X]$ and $N \in \mathbb{N}$ is minimal.

If $N$ is divisible by a prime number different from 2 then $f(Z)$ is not $\mathbb{Z}$-parametrizable.

If $N = 2^n$, where $n \in \mathbb{N}$, and $f(Z)$ is $\mathbb{Z}$-parametrizable then there exists $\beta \in \mathbb{Q}$ which is the ratio of two odd integers such that $f(X) = f(-X + \beta)$.

The set $f(Z)$ is equal to $g(Z)$ for some $g \in \mathbb{Z}[X]$ if and only if $f(X)$ is an integer coefficient polynomial or it belongs to $\mathbb{Z}[X](b - X)/2$ for some odd integer $b$.

The content of a polynomial $f \in \mathbb{Z}[X]$ is defined as the greatest common divisor of the coefficients and it is denoted with $\text{cont}(f)$; the hypothesis on $N$ means that $(N, \text{cont}(F)) = 1$. The ring $\mathbb{Z}_{(2)}$ is the localization of $\mathbb{Z}$ at the prime ideal $(2) \subset \mathbb{Z}$; so $\beta$ is an element of $\mathbb{Z}_{(2)}^*$, the group of invertible elements of $\mathbb{Z}_{(2)}$.

Observe also that if $f(X) = F(X)/N$ with $N \in \mathbb{N}$ and $F \in \mathbb{Z}[X]$ such that $(N, \text{cont}(F)) = 1$ then $f(X)$ is an integer-valued polynomial if and only if $F(Z) \subset N\mathbb{Z}$.

In a paper of Frisch (see [15]) the author deals with parametrization of subsets of $\mathbb{Z}^k$ with integer coefficient polynomials and integer-valued polynomials. In an another article of the same author and Vaserestin (see [16]) it is showed that the subset of $\mathbb{Z}^d$ of pythagorean triples is parametrizable by a single triple of integer-valued polynomials in four variables, but it cannot be parametrized by a single triple of integer coefficients polynomials in any number of variables. Our theorem shows that there exist subsets of $\mathbb{Z}$ parametrizable by an integer-valued polynomial which are not parametrizable by an integer coefficient polynomial in any number of variables.

The theorem 5.1.3 will be proved in several steps.
We need the following theorem by Siegel (see [39] or [25]):

**Theorem 5.1.4 (Siegel)** Let \( f \in \mathbb{Q}[X,Y] \) be an irreducible polynomial such that \( \deg_Y(f) \geq 2 \). Let \( \Omega \) be the set
\[
\Omega = \{ n \in \mathbb{Z} \mid \exists q \in \mathbb{Q} \text{ s.t. } f(n,q) = 0 \}
\]

If \( B \in \mathbb{R}_{\geq 0} \) then
\[
\#(\Omega \cap [-B,B]) = O(B^{1/2})
\]

In particular the set \( \Omega \) has zero density, that is
\[
\lim_{B \to +\infty} \frac{\#(\Omega \cap [-B,B])}{\#(\mathbb{Z} \cap [-B,B])} = 0
\]

### 5.2 Linear factors of bivariate separated polynomials

Given a non-constant polynomial \( f \in \mathbb{Z}[X] \), we define the polynomial in two variables

\[
F_f(X,Y) = \frac{f(X) - f(Y)}{X - Y}
\]

We remark that \( f(X) - f(Y) \) as a polynomial in the variable \( Y \) over the ring \( \mathbb{Q}[X] \) is separable (for instance by the derivative criterion). This implies that it has distinct irreducible factors in \( \mathbb{Q}[X,Y] \).

**Proposition 5.2.1** Let \( f \in \mathbb{Z}[X] \). If for all \( n \in \mathbb{Z} \) there exists \( q \in \mathbb{Q} \) such that \( F_f(n,q) = 0 \), then there exists \( \beta \in \mathbb{Q} \) such that \( f(X) = f(-X + \beta) \).

**Proof:** Let \( F_f(X,Y) = \prod_{i=1}^{s} g_i(X,Y) \) be the factorization of \( F_f \) in \( \mathbb{Q}[X,Y] \) and let \( d_i \) be the \( Y \)-degree of the factor \( g_i \in \mathbb{Q}[X,Y] \) for \( i = 1, \ldots, s \). For each positive constant \( B \in \mathbb{R} \) we define the sets
\[
Z_{i,B} = \{ n \in \mathbb{Z} \mid |n| \leq B , \exists q \in \mathbb{Q} \text{ s.t. } g_i(n,q) = 0 \}
\]

For those indexes \( i \) such that \( d_i \geq 2 \), each of the sets \( Z_{i,B} \) has cardinality \( O(B^{1/2}) \) (this follows from Siegel’s theorem 5.1.4). Since by hypothesis \( \mathbb{Z} \cap [-B,B] = \bigcup_{i=1,\ldots,s} Z_{i,B} \), it follows that there exists \( j \in \{1, \ldots, s\} \) such that \( d_j = 1 \), which means that \( g_j(X,Y) = Y - Q_j(X) \) where \( Q_j \in \mathbb{Q}[X] \).

Since \( F_f(X,Y) \) divides \( f(X) - f(Y) \) it follows that \( f(X) = f(Q_j(X)) \) so \( \deg(Q_j) = 1 \), that is \( Q_j(X) = \alpha X + \beta \) with \( \alpha, \beta \in \mathbb{Q} \). From the equality \( f(X) = f(\alpha X + \beta) \) we deduce that \( \alpha = \pm 1 \). If \( \alpha = 1 \) then it follows immediately that \( \beta = 0 \) (a non constant polynomial cannot be periodic) but this possibility has to be excluded since \( X - Y \) is an irreducible factor of \( f(X) - f(Y) \) that has been removed in \( F_f(X,Y) \). As we have remarked \( f(X) - f(Y) \) has distinct irreducible factors.
So we have that \( f(X) = f(-X + \beta) \). Observe that the corresponding sets \( Z_{i,B} \) are equal to \( Z \cap [-B,B] \). □

We easily get the same conclusion if there exists a constant \( M \in \mathbb{R}_{>0} \) such that for all \( n \in \mathbb{Z} \), \( |n| > M \), there exists \( q \in \mathbb{Q} \) such that \( F_f(n,q) = 0 \).

**Corollary 5.2.2** Let \( f \in \mathbb{Q}[X] \). Then \( f(X) - f(Y) \in \mathbb{Q}[X,Y] \) has at most two linear factors.

**Proof:** Observe that \( X - Y \) divides \( f(X) - f(Y) \) for all \( f \in \mathbb{Q}[X] \).

If \( \alpha \in \mathbb{R} \) is chosen out of a bounded set, the set

\[
\Gamma_\alpha = \{ \gamma \in \mathbb{Q}|f(\gamma) = f(\alpha) \}
\]

has at most two elements, according to the parity of \( \text{deg}(f) \), since \( f \) is definitely strictly increasing-decreasing. So for \( |\alpha| \gg 0 \) the set \( \Gamma_\alpha \) has cardinality two if and only if \( \text{deg}(f) \equiv 0 \pmod{2} \) and there exists \( \beta \in \mathbb{Q} \) such that \( f(X) = f(-X + \beta) \) (see the remark after the previous proposition).

If \( f(X) - f(Y) = \prod g_i(X,Y) \) is the factorization then \( f(X) - f(\alpha) = \prod g_i(X,\alpha) \), where \( \alpha \in \mathbb{R} \) is chosen out of a bounded set. If \( f(X) - f(Y) \) had more than two linear factors then \( f(X) - f(\alpha) \) would have more than two roots which is impossible.

We give also another direct proof of the last fact.

If \( f(X) = f(-X + \beta_1) = f(-X + \beta_2) \), where \( \beta_1 \neq \beta_2 \), then if we set \( T = -X + \beta_1 \) we have that \( f(T) = f(T - \beta_1 + \beta_2) \), which is true if and only if \( -\beta_1 + \beta_2 = 0 \) (a polynomial cannot be periodic), which leads to a contradiction. □

### 5.3 Preliminary results

**Definition 5.3.1** Let \( K \) be a number field and \( f \in K[X] = K[X_1, \ldots, X_m] \) of the form

\[
f(X) = \sum_i a_iX^i
\]

where \( i = (i_1, \ldots, i_m) \in \mathbb{N}^m \) and \( X^i = X_1^{i_1} \cdots X_m^{i_m} \).

Let \( v \) be a valuation of the field \( K \) and \( | \cdot |_v \) the associated norm. The **Gauss norm** of \( f \) is defined as (see [34], pg.119):

\[
\|f\|_v = \max_i \{|a_i|_v\}
\]
The Gauss norm coincides with \(|v|_v\) over \(K\). If \(v\) is a non-archimedian valuation the Gauss norm is multiplicative on \(K[\underline{X}]\) by Gauss Lemma, since we have the equality
\[
\|f\|_v = |\text{cont}(f)|_v.
\]
Moreover if \(x \in O_v^m\), where \(O_v \subset K\) is the valuation ring of \(v\), then it follows that
\[
|f(x)|_v \leq \|f\|_v.
\]

**Lemma 5.3.2** Let \(p \in \mathbb{N}\) be a prime, let \(f \in \mathbb{Z}[\underline{X}] - p\mathbb{Z}[\underline{X}],\) let \(g \in \mathbb{Z}[\underline{X}] = \mathbb{Z}[X_1, \ldots, X_m]\) and let \(Q \in \mathbb{Q}[\underline{X}]\) be such that
\[
f(Q(\underline{X})) = pg(\underline{X})
\]
Then there are two possibilities: either
\[
Q(\underline{X}) = \frac{a_0 + pR(\underline{X})}{D}
\]
where \(a_0 \in \mathbb{Z}, R \in \mathbb{Z}[\underline{X}], R(0) = 0\) and \(D \in \mathbb{N}\) is such that \(p \nmid D\), or there exist algebraic numbers \(\xi, \pi\) in the splitting field \(K\) of \(f\) over \(\mathbb{Q}\), a non-archimedian valuation \(v\) of \(K\) above \(p\) with valuation ring \(O_v\) such that \(v(\pi) = 1\) and \(\xi \notin O_v\), and a polynomial \(R(\underline{X}) \in O_v[\underline{X}]\) such that
\[
Q(\underline{X}) = \xi(1 + \pi R(\underline{X})).
\]

**Proof**: Let \(K\) be the splitting field over \(\mathbb{Q}\) of the polynomial \(f(\underline{X})\) and let \(v\) be a valuation of \(K\) over the valuation \(v_p\) of \(\mathbb{Q}\) with valuation ring \(O_v \subset K\) and uniformizer \(\pi\) (that is \(v(\pi) = 1\)). In \(K[\underline{X}]\) the polynomial \(f\) factorizes in the following way
\[
f(\underline{X}) = c_0 \prod_i (\alpha_i \underline{X} - \beta_i)
\]
where \(c_0 \in K, \alpha_i, \beta_i \in O_v\) such that \((\alpha_i, \beta_i) = 1\) (remember that \(O_v\) is integrally closed in \(K\) since it is a valuation ring). Note that \(c_0 \in \mathbb{Z} - p\mathbb{Z}\) since the product of primitive polynomials is a primitive polynomial in \(O_v[\underline{X}]\) by Gauss Lemma (\(O_v\) is a UFD and \(K\) is its quotient field); so the content of \(f\) is \(c_0\), and \(c_0\) is an integer because \(f \in \mathbb{Z}[\underline{X}]\). Since by hypothesis \(f \in \mathbb{Z}[\underline{X}] - p\mathbb{Z}[\underline{X}]\) then \(p \nmid c_0\). Then
\[
f \circ Q(\underline{X}) = c_0 \prod_i (\alpha_i Q(\underline{X}) - \beta_i)
\]
and applying the Gauss norm relative to the valuation \(v\)
\[
\|f \circ Q(\underline{X})\|_v = \prod_i \|\alpha_i Q(\underline{X}) - \beta_i\|_v = \|pg(\underline{X})\|_v < 1
\]
So there is an index $j$ such that $\|\alpha_j Q(X) - \beta_j\|_v < 1$ which implies

$$\|Q(X) - \xi_j\|_v < |\alpha_j|_v^{-1}$$

where $\xi_j = \beta_j/\alpha_j \in K$ is the corresponding root of $f$.

Suppose $Q(X) = \sum_{i \geq 0} a_i X^i$ where $a_i \in \mathbb{Q}$.

First we consider the case $\pi \nmid \alpha_j$, which implies $|\alpha_j|_v = 1$ and $\|Q(X) - \xi_j\|_v < 1$.

We have $|a_i|_v = |a_i|_p < 1$ for each $i > 0$ and $|a_0 - \xi_j|_v < 1$. From the first inequality we deduce that all the coefficients of $Q$ (except the constant term) are elements of $p\mathbb{Z}_p$, where $\mathbb{Z}_p$ is the localization of $\mathbb{Z}$ at the prime ideal $(p)$.

Let us focus on the second inequality. If $a_0 = a/b$, where $a, b \in \mathbb{Z}$ are coprime integers, we have

$$\left| \frac{a}{b} - \frac{\beta_j}{\alpha_j} \right|_v = \left| \frac{\alpha_j a - b \beta_j}{b \alpha_j} \right|_v = \frac{|\alpha_j a - b \beta_j|_v}{|b|_v} < 1$$

since $|\alpha_j|_v = 1$.

Suppose that $p | b$ or equivalently $|b|_v = |b|_p < 1$. Then we have $|\alpha_j a - b \beta_j|_v < |b|_p < 1$; this is impossible since $a$ is coprime with $b$ which implies $|\alpha_j a|_v = |\alpha_j|_v |a|_p = 1$. Hence $p \nmid b$ and so the constant term of $Q$ belongs to $\mathbb{Z}_p$.

So in this case the polynomial $Q$ has the following form

$$Q(X) = \frac{a + p R(X)}{D}$$

where $R(X) \in \mathbb{Z}[X]$ with $R(0) = 0$ and $D \in \mathbb{Z}$ with $p \nmid D$, as we stated.

Suppose now that $\pi | \alpha_j$ which implies $\pi \nmid \beta_j$, since $\alpha_j$ and $\beta_j$ are coprime. Hence $|\beta_j|_v = 1$ and $\xi_j = \beta_j/\alpha_j \notin O_v$, which means $|\xi_j|_v > 1$.

From equation (5.1) we have

$$\|Q - \xi_j\|_v < |\xi_j|_v.$$
since $1 + \pi R(x) \in O^*_m$, where $k$ is a constant independent from the polynomial $Q$ and the integer vector $x$. If $Q(X) = Q_D(X)/D$, where $Q_D \in \mathbb{Z}[X]$ and $D \in \mathbb{Z}$ such that $(D, \text{cont}(Q_D)) = 1$, this implies that $|Q_D(x)|_p \leq 1$ is constant for all $x \in \mathbb{Z}^m$ and $p|D$.

This condition is weaker than the second one contained in the lemma: take for example the polynomial $(X^2 + 1)/2$ which is 2-adically constant but it is not of the form of the second case of the lemma.

**Lemma 5.3.3** Let $H \in \mathbb{Q}[Y]$ and let $T$ be the set

$$T \doteq \{ n \in \mathbb{Z} \mid \exists y \in \mathbb{Z}^m \text{ s.t. } n = H(y) \}$$

Let $v$ be a non-archimedean absolute value of $\overline{\mathbb{Q}}$ which extends a $p$-adic absolute value $| \cdot |_p$ of $\mathbb{Q}$.

If $T$ is dense in $\mathbb{Q}$ for the topology induced by $| \cdot |_p$, then for all $\gamma \in \overline{\mathbb{Q}}$ we have the inequality

$$\|X - \gamma\|_v \leq \|H - \gamma\|_v$$

**Proof :** Let $\gamma$ be an algebraic number and let $n \in T$. Then we have $n - \gamma = (H - \gamma)(y_n)$ and so

$$|n - \gamma|_v \leq \|H - \gamma\|_v$$

since $y_n \in \mathbb{Z}^m$.

We define $r_\gamma \doteq \|H - \gamma\|_v$.

If $|\gamma|_v > 1$ then $|\gamma|_v = |n - \gamma|_v \leq r_\gamma$.

If $|\gamma|_v \leq 1$ then $r_\gamma \geq 1$ otherwise we have $|n - \gamma|_v < 1$ for every $n \in T$. But this means that $n$ is constant modulo the valuation $v$: this is absurd because $T \subset \mathbb{Q}$ is dense for $| \cdot |_p$. In fact let $\overline{n} \in T$ be fixed, then for all $n \in T$ we have

$$|n - \overline{n}|_p = |n - \overline{n}|_v = |n - \gamma + \gamma - \overline{n}|_v \leq \max\{|n - \gamma|_v, |\gamma - \overline{n}|_v\} < 1$$

so $T$ would be contained in a single residue class modulo $p$.

So we have $r_\gamma \geq \max\{1, |\gamma|_v\}$, which implies that

$$\|H - \gamma\|_v = r_\gamma \geq \|X - \gamma\|_v$$

This proves the lemma. $\Box$
5.4 Main results

The following proposition generalizes the example shown in the introduction.

**Proposition 5.4.1** Let \( f \in \text{Int}(\mathbb{Z}) \) be of the form \( f(X) = F(X)/2 \) where \( F \in \mathbb{Z}[X] - 2\mathbb{Z}[X] \). If there exists an odd integer \( b \) such that \( f(X) = f(-X + b) \) then \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable.

**Proof:** Observe that \( f \in \text{Int}(\mathbb{Z}) \) is equivalent to \( F(\mathbb{Z}) \subset 2\mathbb{Z} \). In particular 2 divides \( a_0 \), the constant term of \( F(X) \).

We define the following two polynomials

\[
\begin{align*}
g_1(X) & \equiv f(2X), \quad g_2(X) \equiv f(2X + 1) \\
g_1(X) & = (\sum_{i\geq 1} a_i 2^i X^i + a_0)/2 \\
g_2(X) & = f(-2X - 1 + b)
\end{align*}
\]

These polynomials have integer coefficients, in fact if \( f(X) = (\sum_{i\geq 1} a_i X^i + a_0) \) where \( a_i \in \mathbb{Z} \) for \( i = 0, \ldots, n \), then

\[
g_1(X) = (\sum_{i\geq 1} a_i 2^i X^i + a_0)/2
\]

and it is obviously a polynomial in \( \mathbb{Z}[X] \). For the second polynomial we have

\[
2g_2(X) = \sum_{i\geq 1} a_i (2X + 1)^i + a_0 \equiv \sum_{i\geq 1} a_i + a_0 \pmod{2\mathbb{Z}[X]} = f_2(1) \equiv 0 \pmod{2\mathbb{Z}[X]}
\]

which means that \( g_2 \in \mathbb{Z}[X] \).

Since \( \mathbb{Z} = P \cup D \), where \( P \) is the set of even integers and \( D \) the set of odd integers, then \( f(\mathbb{Z}) = f(P) \cup f(D) = g_1(\mathbb{Z}) \cup g_2(\mathbb{Z}) \). Now we want to show that \( g_1(\mathbb{Z}) = g_2(\mathbb{Z}) \).

The following equality holds

\[
g_2(X) = f(-2X - 1 + b)
\]

Since \( b - 1 \equiv 0 \pmod{2} \) then \( g_2 \) has the same image over \( \mathbb{Z} \) of \( g_1 \) (if \( n \in \mathbb{Z} \) then for \( m = n + (1 - b)/2 \in \mathbb{Z} \) we have \( g_1(n) = g_2(m) \)). □

The fact is that the map \( h : X \mapsto -X + b \) swaps the odd integers with even integers and moreover \( f(h(X)) = f(X) \), as we have already remarked.

**Proposition 5.4.2** Let \( q \in \mathbb{N} \) let \( f \in \text{Int}(\mathbb{Z}) \) be of the form \( f(X) = F(X)/q \) where \( F \in \mathbb{Z}[X] \) and \( (\text{cont}(F), q) = 1 \).

If \( q = 2^a \), where \( a \in \mathbb{N} - \{0\} \) and \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable, then there exists \( \beta \in \mathbb{Z}_2^* \) such that \( f(X) = f(-X + \beta) \).

If \( q \) is a prime different from 2 then \( f(\mathbb{Z}) \) is not \( \mathbb{Z} \)-parametrizable.
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Proof: Suppose that there exists $g \in \mathbb{Z}[X]$ such that $f(\mathbb{Z}) = g(\mathbb{Z}^m)$.

Since $g(\mathbb{Z}^m) \subset f(\mathbb{Z})$ then by Hilbert’s irreducibility theorem (see [39]) there exists $Q \in \mathbb{Q}[X]$ such that $f(Q(X)) = g(\mathbb{Z})$. Therefore we can write

$$F(Q(X)) = pg(X) \quad (5.2)$$

where $p$ is equal to 2 if $q = 2^a$ and $p = q$ if $q$ is a prime different from 2.

From the inclusion $f(\mathbb{Z}) \subset g(\mathbb{Z}^m)$ we have that for every $n \in \mathbb{Z}$ there exists $x_n \in \mathbb{Z}^m$ such that $f(n) = g(x_n)$; from this fact and equation (5.2) we deduce

$$F(n) = F(Q(x_n)) \quad (5.3)$$

Therefore for all $n \in \mathbb{Z}$ the couple $(n, Q(x_n)) \in \mathbb{Z} \times (\mathbb{Z}/D)$, where $D \in \mathbb{Z}$ is the denominator of $Q$, is a point of the plane curve

$$C_f = \{(x, y) \in \mathbb{A}^2 | F(x) = F(y)\}$$

Let

$$F(X) - F(Y) = \prod_{i \in I} g_i(X, Y)$$

be the factorization of $F(X) - F(Y)$ over $\mathbb{Q}[X, Y]$ (remember that there is at least one linear factor and at most two of them). From (5.3) we have

$$\mathbb{Z} = \bigcup_{i \in I} \{n \in \mathbb{Z} | (n, Q(x_n)) \in C_i\}$$

where $C_i$ is the plane curve $\{(x, y) \in \mathbb{A}^2 | g_i(x, y) = 0\}$. For $i \in I$ we define the sets

$$T_i \doteq \{n \in \mathbb{Z} | (n, Q(x_n)) \in C_i\}$$

The sets $T_i$, for $i \in I$, cover $\mathbb{Z}$. For every $B \in \mathbb{R}, B \geq 0$, and $i \in I$ we also define the sets $T_{i, B} \doteq T_i \cap [-B, B]$; they cover $\mathbb{Z}_B$, where $\mathbb{Z}_B \doteq \mathbb{Z} \cap [-B, B]$.

If $I'$ is the subset of $I$ of those indexes $i$ such that the $Y$-degree of $g_i(X, Y)$ is greater or equal than 2, then by a theorem of Siegel (see [39]) we have

$$\#(\bigcup_{i \in I'} Z_{i, B}) = O(B^{1/2})$$

where $B$ varies over the real positive numbers and $Z_{i, B}$’s are the sets defined in (5.1). Since for every $i \in I$ we have $T_{i, B} \subset Z_{i, B}$ then $\#(T_{i, B}) = O(B^{1/2})$ for $i \in I'$. In particular $\bigcup_{i \in I'} T_{i, B}$ is a set of integers of density zero.

So we focus our attention on the remaining sets $T_i$ for $i \in I - I'$. They correspond to linear factors of the polynomial $F(X) - F(Y)$.

Equation (5.2) implies that we can apply lemma 5.3.2.
Suppose that we are in the first case of lemma 5.3.2: $Q(X) = \frac{a_0 + pR(X)}{D}$, where $a_0 \in \mathbb{Z}$, $R \in \mathbb{Z}[X]$, $R(0) = 0$ and $D \in \mathbb{N}$ such that $p \nmid D$.

Let us say that for $i = 0$ the corresponding factor $g_0(X,Y)$ is $X - Y$. Then for all $n \in T_0$ we have

$$n = Q(x_n) = \frac{a_0 + pR(x_n)}{D}$$

which implies

$$Dn = a_0 + pR(x_n) \quad (5.4)$$

and considering this last equation modulo $p$ we obtain

$$n \equiv a_0D' \pmod{p}$$

where $D' \in \mathbb{Z}$ such that $DD' \equiv 1 \pmod{p}$.

So we have obtained that

$$T_0 \subset \{n \in \mathbb{Z} \mid n \equiv a_0D' \pmod{p}\} \quad (5.5)$$

that is $T_0$ is contained in a single residue class modulo $p$. Therefore $\#(T_{0,B}) \leq B/p$.

As $B$ goes to infinity we have that $T_{0,B} \cup \bigcup_{i \in I'} T_{i,B}$ does not cover $\mathbb{Z}_B$ (because the function $B - B^{1/2} - B/p$ is definitely positive). By proposition 5.2.1 it follows that there exists $\beta \in \mathbb{Q}$ such that $F(X) = F(-X + \beta)$, that is $I = I' \cup \{0\} \cup \{i_0\}$ and $g_{i_0}(X,Y) = Y + X - \beta$. From corollary 5.2.2 there are no other linear factors of $F(X) - F(Y)$ in $\mathbb{Q}[X,Y]$. We suppose that $i_0 = 1$.

For all $n \in T_1$ we have

$$n = -Q(x_n) + \beta = -\frac{a_0 + pR(x_n)}{D} + \beta$$

and

$$Dn = -(a_0 + pR(x_n)) + D\beta \quad (5.6)$$

which in particular implies that $D\beta = D'' \in \mathbb{Z}$ and $\beta \in \mathbb{Z}_{(p)}$, since $p \nmid D$. Considering as before this equation modulo $p$ we obtain

$$n \equiv -a_0D' + D''D' \pmod{p}$$

hence

$$T_1 \subset \{n \in \mathbb{Z} \mid n \equiv -a_0D' + D''D' \pmod{p}\} \quad (5.7)$$

and $T_1$ is contained in a single residue class modulo $p$.

If $p = 2$ then $D''D' \not\equiv 0 \pmod{2}$, otherwise by (5.5) and (5.7) $T_0$ and $T_1$ would be contained in the same residue class, so there would be a residue class not covered by $\bigcup_{i \in I} T_i$. Hence if $p = 2$ we have that $\beta \in \mathbb{Z}_{(2)}$. 

For each $B \geq 0$ we have

\[
0 = \#\mathbb{Z}_B - \#(\bigcup_{i \in I} T_{i,B}) \geq \#\mathbb{Z}_B - \#(\bigcup_{i \in I^*} T_{i,B}) - \#(T_{0,B}) - \#(T_{i_0,B}) = B^{1/2} - \frac{B}{p} - \frac{B^2}{p} = \frac{p - 2}{p} B - B^{1/2}.
\]

If $p$ is a prime different from 2 we have a contradiction: the sets $T_{i,B}$ for $i \in I$ does not cover $\mathbb{Z}_B$ as $B$ goes to infinity.

In the second case of lemma 5.3.2 we have that for every $x \in \mathbb{Z}^m$ the value $|Q(x)|_p$ is a constant greater then one. Then the set $T_{0,B}$ is empty since the equation

\[
n = Q(x_n)
\]

has no solution: $|n|_p \leq 1$ for every $n \in \mathbb{Z}$ but $|Q(x_n)|_p > 1$.

As before by proposition 5.2.1 there exists $\beta \in \mathbb{Q}$ such that $f(X) = f(-X + \beta)$. Therefore $Z = T_{i_0} \cup (\bigcup_{i \in I^*} T_i)$ and $T_{i_0}$ contains an Hilbert set, the complement of $\bigcup_{i \in I^*} Z_i$, which is dense in $\mathbb{Q}$ for each $p$-adic absolute value $| |_p$ (see Corollary 2.5 of chapter 9 of [25]). Hence we can apply lemma 5.3.3 to the polynomial $-Q(X) + \beta$ and the set $T_{i_0}$: for all $\gamma \in \mathbb{Q}$ we have that

\[
\|X - \gamma\|_v \leq \|-Q + \beta - \gamma\|_v \quad (5.8)
\]

where $v$ is a valuation in $\overline{\mathbb{Q}}$ which extends the $p$-adic valuation of $\mathbb{Q}$.

Let

\[
F(X) = c_0 \prod (X - \xi_i)
\]

be the factorization of $F(X)$ in $\overline{\mathbb{Q}}$ and fix a valuation $v$ of the splitting field of $f$ over $\mathbb{Q}$ over the $p$-adic valuation of $\mathbb{Q}$.

We have the following relations (here we use inequality (5.8)):

\[
\|F\|_v = \|c_0\|_v \prod \|X - \xi_i\|_v \leq \|c_0\|_v \prod \|-Q + \beta - \xi_i\|_v = \|c_0\|_v \prod (-Q + \beta - \xi_i)\|_v = \|F(-Q + \beta)\|_v = \|F(Q)\|_v = \|pg\|_v < 1
\]

but this is a contradiction since $F \in \mathbb{Z}[X] - p\mathbb{Z}[X]$.  

5.4. MAIN RESULTS
Therefore in the second case of lemma 5.3.2 the sets \( T_{i,B} \) for \( i \in I \) do not cover \( \mathbb{Z}_B \) as \( B \) goes to infinity (even in the case \( p = 2 \)). □

If \( f \in \text{Int}(\mathbb{Z}) \), \( f(X) = F(X)/2^a \), is such that \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable, then the first case of lemma 5.3.2 holds: in equation (5.2) the polynomial \( Q(X) \) belongs to \( \mathbb{Z}(2)[X] \). Moreover, if \( Q(X) = \frac{a_0 + 2R(X)}{D} \) such that \( a_0 \equiv 1 \pmod{2} \) we have that

\[
g(X) = f(Q(X)) = f(-Q(X) + \beta) = f\left(\frac{2R(X) + a_0 + a'}{D}\right)
\]

since \( f(X) = f(-X + \beta) \), with \( \beta \in \mathbb{Z}(2) \), and \( D\beta \in \mathbb{Z} \). Observe that \( a' \equiv 1 \pmod{2} \). Hence in any case we may assume that \( Q(X) \in 2\mathbb{Z}(2)[X] \), that is \( Q(X) = 2R(X)/D \).

Moreover we have

\[
\mathbb{Z} = T_0 \cup T_1 \cup T \tag{5.9}
\]

where \( T_0 \subset 2\mathbb{Z}, T_1 \subset 2\mathbb{Z} + 1 \) and \( T = \bigcup_{i \in I^\prime} T_i \) has zero density.

If \( n \in T_0 \) then \( n = 2k \) for some \( k \in \mathbb{Z} \); by (5.4) we have for all \( k \in \mathbb{Z} \) except for a set of density zero that

\[
Dk = R(\bar{x}) \tag{5.10}
\]

for some \( \bar{x} \in \mathbb{Z}^m \).

If \( n \in T_1 \) then \( n = 2k + 1 \) for some \( k \in \mathbb{Z} \); by (5.6) we have for all \( k \in \mathbb{Z} \) except for a set of density zero that

\[
Dk = -R(\bar{x}) + (D\beta - D)/2 \tag{5.11}
\]

for some \( \bar{x} \in \mathbb{Z}^m \).

We set \( \alpha \equiv (D\beta - D)/2 \in \mathbb{Z} \) and we remark that \( \alpha \not\equiv 0 \pmod{D} \).

**Corollary 5.4.3** Let \( f \in \text{Int}(\mathbb{Z}) \) be of the form \( f(X) = F(X)/N \) where \( N \in \mathbb{N} \) and let \( F \in \mathbb{Z}[X] \) be such that \( (N, \text{cont}(F)) = 1 \). If there exists a prime \( p \) different from 2 such that \( p|N \) then \( f(\mathbb{Z}) \) is not \( \mathbb{Z} \)-parametrizable.

**Proof**: Suppose that \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable and let \( p \) be a prime factor of \( N \), different from 2. Since \( \text{Int}(\mathbb{Z}) \) is a \( \mathbb{Z} \)-module then \( g(X) = \frac{N}{p}f(X) \in \text{Int}(\mathbb{Z}) \) and \( g(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable, too. But this is in contradiction with proposition 5.4.2. □
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5.4.1 Case $f(Z) = g(Z)$, with $g \in Z[X]$

In this section we characterize integer valued polynomials $f(X)$ such that $f(Z)$ is parametrizable with an integer coefficient polynomial $g(X)$ in one variable.

If $f \in \text{Int}(Z)$ is such that $f(Z) = g(Z)$ for some $g \in Z[X]$, then there exists $\beta \in Z - 2Z$ such that $f(X) = f(-X + \beta)$, as the following corollary shows.

**Corollary 5.4.4** Let $f \in \text{Int}(Z) - Z[X]$ be of the form $f(X) = F(X)/2^a$, where $F \in Z[X] - 2Z[X]$ and $a \in \mathbb{N} - \{0\}$.

If there exists $\beta \in Z^*_2 - Z$ (that is: $\beta$ is the ratio of two odd integers) such that $f(X) = f(-X + \beta)$ then $f(Z)$ is not $Z$-parametrizable with an integer coefficient polynomial in one variable.

If $f(Z) = g(Z)$ for some $g \in Z[X]$ then there exists an odd integer $b$ such that $f(X) = f(-X + b)$ and $g'(X) \equiv f(2X) \in Z[X]$ is such that $f(Z) = g'(Z)$.

**Proof:** Suppose that there exists $\beta \in Z^*_2 - Z$ such that $f(X) = f(-X + \beta)$.

We remark that

$$f(X) - f(Y) = (X - Y)(X + Y - \beta)\prod_{i \in I} g_i(X,Y)$$

(5.12)

where for each $i \in I$ the polynomial $g_i \in \mathbb{Q}[X,Y]$ is irreducible and $\deg_Y(g_i) \geq 2$.

Suppose also that there exists $g \in Z[X]$ such that $f(Z) = g(Z)$. Then by Hilbert’s Irreducibility theorem there exist $\alpha, \delta \in \mathbb{Q}$ such that

$$g(X) = f(\alpha X + \delta)$$

Moreover lemma 5.3.2 and proposition 5.4.2 imply that $\alpha, \delta \in Z^*_2$, with $\alpha \in 2Z^*_2$.

Let us write $\alpha = \alpha_1/\alpha_2$, with $(\alpha_1, \alpha_2) = 1$, and $\alpha_2 \equiv 1 \pmod{2}$. Without loss of generality we may suppose also that $\alpha_2, \alpha_1 > 0$ (if $g(X)$ parametrizes $f(Z)$ then also $g(-X)$ parametrizes $f(Z)$).

Since $f(Z) \subseteq g(Z)$ we have that for each $n \in Z$ there exist $m \in Z$ such that

$$f(n) = g(m) = f(\alpha m + \delta)$$

We define the sets of integers

$$T_0 \triangleq \{n \in Z | n = \alpha m + \delta \text{ for some } m \in Z\}$$

$$T_1 \triangleq \{n \in Z | n + \alpha m + \delta = \beta \text{ for some } m \in Z\}$$

$$T_2 \triangleq \{n \in Z | \exists i \in I, m \in Z \text{ s.t. } g_i(n, \alpha m + \delta) = 0\}$$

By (5.12) we have $Z = T_0 \cup T_1 \cup T_2$; by Siegel’s theorem 5.1.4, $T_2$ is a subset of $Z$ of zero density. We saw in the proof of proposition 5.4.2 (see also (5.9)) that $T_0$ and $T_1$ cannot be empty.
For $n \in T_0$ there exists $m \in \mathbb{Z}$ such that $n = \alpha m + \delta$; if we multiply this last equation by $\alpha_2$ we have that $\alpha_2 \delta \in \mathbb{Z}$.

For $n \in T_1$ there exists $m \in \mathbb{Z}$ such that $n + \alpha m + \delta = \beta$. Hence $\alpha_2 \beta \in \mathbb{Z}$, as we have already seen in proposition 5.4.2. Since we are assuming that $\beta \not\in \mathbb{Z}$ and $\alpha_2$ is an odd integer we have that $\alpha_2 \geq 3$.

Since $g(\mathbb{Z}) \subset f(\mathbb{Z})$ we have that for each $n \in \mathbb{Z}$ there exist $m \in \mathbb{Z}$ such that
\[ g(n) = f(\alpha n + \delta) = f(m) \]

Like before we define the sets of integers
\[
S_0 \triangleq \{ n \in \mathbb{Z} | \alpha n + \delta = m \text{ for some } m \in \mathbb{Z} \}
\]
\[
S_1 \triangleq \{ n \in \mathbb{Z} | \alpha n + \delta + m = \beta \text{ for some } m \in \mathbb{Z} \}
\]
\[
S_2 \triangleq \{ n \in \mathbb{Z} | \exists i \in I, m \in \mathbb{Z} \text{ s.t. } g_i(\alpha n + \delta, m) = 0 \}
\]

By (5.12) we have $Z = S_0 \cup S_1 \cup S_2$. For all $i \in I$ we define $g_i(X, Y) \equiv g_i(\alpha X + \delta, Y) \in \mathbb{Q}[X, Y]$ which is an irreducible polynomial of degree in $Y$ greater or equal to 2; by Siegel’s theorem 5.1.4, $S_2$ is a subset of $\mathbb{Z}$ of zero density.

If $n \in S_0$ we have $\alpha n + \delta \in \mathbb{Z}$, hence $\alpha_n \alpha + \delta \alpha_2 \equiv 0 \pmod{\alpha_2}$ (remember that $\delta \alpha_2 \in \mathbb{Z}$), so
\[ n \equiv -\delta \alpha_2 k \pmod{\alpha_2} \]

where $k \in \mathbb{Z}$, $k \alpha_1 \equiv 1 \pmod{\alpha_2}$ (such $k$ exists since $\alpha_1$ and $\alpha_2$ are coprime).

For each $n \in S_1$ we have $\alpha n + \delta - \beta \in \mathbb{Z}$ so
\[ n \equiv -\delta \alpha_2 k + \beta \alpha_2 k \pmod{\alpha_2} \]

(remember that $\beta \alpha_2 \in \mathbb{Z}$).

Since $\alpha_2 \geq 3$ there are residue class modulo $\alpha_2$ which are not covered by $S_0$ or $S_1$: contradiction.

In particular, if $f \in \text{Int}(\mathbb{Z}) - \mathbb{Z}[X]$ is such that $f(\mathbb{Z}) = g(\mathbb{Z})$ with $g \in \mathbb{Z}[X]$, then there exists an odd integer $\beta$ such that $f(X) = f(-X + \beta)$. Moreover $g(X) = f(\alpha X + \delta)$, where $\alpha = 2$ and $\delta \in \mathbb{Z}$. In fact $\alpha \in \mathbb{Z}$ (otherwise $S_0, S_1, S_2$ do not cover $\mathbb{Z}$), which implies that $\delta \in \mathbb{Z}$, since for each $n \in T_0$ we have that $n - \alpha m = \delta$, for some $m \in \mathbb{Z}$. Moreover for each $n \in T_0$ we have that $n \equiv -\delta \pmod{\alpha}$ and for each $n \in T_1$ we have that $n \equiv \beta - \delta \pmod{\alpha}$. If $\alpha \neq 2$ there are residue classes which are not covered by $T_0$ and $T_1$.

We may also assume that $\delta = 0$. In fact in general if $f \in \mathbb{Q}[X]$ such that $f(X) = f(b - X)$ for some odd integer $b = 2m + 1$ then $f(2X + \delta) \in \mathbb{Z}[X]$ for some integer $\delta$ if and only if $f(2X) \in \mathbb{Z}[X]$. If $\delta \equiv 0 \pmod{2}$ then $f(2X + \delta) = f(2(X + k)) \equiv g(X) \in \mathbb{Z}[X]$; then
\[ g(X-k) = f(2X) \in \mathbb{Z}[X]. \] If \( k \equiv 1 \pmod{2} \) then \( f(2X+\delta) = f(2(X+k)+1) \equiv g(X) \in \mathbb{Z}[X] \); then \( g(-X-k+m) = f(-2X+b) \in \mathbb{Z}[X] \). And this implies that \( f(2X) \in \mathbb{Z}[X] \).

Finally it is easy to observe that if \( g(X) = f(2X+\delta) \) parametrizes \( f(\mathbb{Z}) \) for some \( \delta \in \mathbb{Z} \) then \( h(X) = f(2X+\delta') \in \mathbb{Z}[X] \) parametrizes \( f(\mathbb{Z}) \) for every \( \delta' \in \mathbb{Z} \). \( \square \)

**Proposition 5.4.5** Let \( f \in \text{Int}(\mathbb{Z}) - \mathbb{Z}[X] \).

Then \( f(\mathbb{Z}) = g(\mathbb{Z}) \) for some polynomial \( g \in \mathbb{Z}[X] \) if and only if there exists an odd integer \( b \) such that \( f(X) = f(-X+b) \) and \( f(2X) \in \mathbb{Z}[X] \).

**Proof:** If \( f(\mathbb{Z}) = g(\mathbb{Z}) \) with \( g \in \mathbb{Z}[X] \), then there exists \( b \in \mathbb{Z} - 2\mathbb{Z} \) such that \( f(X) = f(-X+b) \) (proposition 5.4.2 and corollary 5.4.4). We can assume that \( g(X) = f(2X) \) (see corollary 5.4.4).

If there exists an odd integer \( b \) such that \( f(X) = f(-X+b) \) and \( f(2X) \in \mathbb{Z}[X] \) then we define \( g(X) \equiv f(2X) \). We have that \( \mathbb{Z} = (2\mathbb{Z}) \cup (2\mathbb{Z}+1) \), so \( f(\mathbb{Z}) = f(2\mathbb{Z}) \cup f(2\mathbb{Z}+1) \).

We have \( f(h(X)) = f(X) \), where \( h(X) = -X + b \). Then

\[ f(2\mathbb{Z}) = f(h(2\mathbb{Z})) = f(2\mathbb{Z}+1) \]

So \( f(\mathbb{Z}) = g(\mathbb{Z}) \). \( \square \)

Note that for all \( f \in \text{Int}(\mathbb{Z}) \) of the form \( f(X) = F(X)/2 \) we have that \( f(2X) \in \mathbb{Z}[X] \).

If \( f(X) = F(X)/2^n \), \( n > 1 \), the condition \( f(X) = f(b-X) \), for some integer \( b \equiv 1 \pmod{2} \) is not sufficient in order for \( f(\mathbb{Z}) \) to be equal to \( g(\mathbb{Z}) \), for some \( g \in \mathbb{Z}[X] \).

For example take the polynomial \( f(X) = X(X-1)(X-2)(X-3)/8 \).

**Lemma 5.4.6** Let \( b \in \mathbb{Z} \). Then we have

\[ \{ f \in \mathbb{Z}[X] \mid f(X) = f(-X+b) \} = \mathbb{Z}[X(b-X)] \]

**Proof:** The inclusion \( \supset \) is obvious.

Let \( f \in \mathbb{Z}[X] \) be such that \( f(X) = f(-X+b) \). We remark that the degree \( n \) of \( f(X) \) is an even integer \( 2m \). We prove that \( f \in \mathbb{Z}[X(b-X)] \) by induction on \( m \).

Since the map \( \sigma : X \mapsto -X+b \) is a homomorphism of the ring \( \mathbb{Z}[X] \) in itself, we may suppose that \( f(0) = f(b) = 0 \) (we write \( f(X) = (f(X)-f(0)+f(0)) \)).

If \( m = 1 \) we obviously have that \( f(X) = aX(b-X) \), for some \( a \in \mathbb{Z} \). Let now the statement holds for every polynomial of degree less than \( 2m \) and take a polynomial \( f(X) \) of degree \( 2m+1 \) such that \( f(X) = f(-X+b) \). We have that

\[ f(X) = (X(b-X)g(X) \]

where \( g(X) \in \mathbb{Z}[X] \) of degree \( 2m \) such that \( g(X) = g(-X+b) \), since \( \sigma(X(b-X)) = X(b-X) \). By inductive hypothesis \( g(X) = P(X(b-X)) \), for some \( P \in \mathbb{Z}[T] \). The lemma is proved. \( \square \)
Lemma 5.4.7 Let \( b \) be an odd integer and \( a \) a positive integer. Let \( f(X) = F(X)/2^a \), where \( F \in \mathbb{Z}[X] - 2\mathbb{Z}[X] \), \( F(X) = F(-X + b) \), such that \( f(2X) \in \mathbb{Z}[X] \). Then \( a \leq \text{deg}(f)/2 \).

Proof: We remark that the degree of \( f \) is an even integer \( 2m \). We prove that \( a \leq m \) by induction on \( m \). Let \( m = 1 \), then by lemma 5.4.6

\[
f(X) = \frac{F(X)}{2^a} = \frac{A_1(X(b - X)) + A_0}{2^a}
\]

where \( A_0, A_1 \in \mathbb{Z} \). By hypothesis on \( F(X) \) we have that \( A_1 \) and \( A_0 \) are not both even integer. So

\[
f(2X) = \frac{A_1(2X(b - 2X)) + A_0}{2^a} = \frac{A_1}{2^{a-1}} \cdot X(b - 2X) + \frac{A_0}{2^a}
\]

This polynomial belongs to \( \mathbb{Z}[X] \) if and only if \( a = 1 \) (note that since \( A_0 \equiv 0 \pmod{2^a} \) then \( A_1 \equiv 1 \pmod{2} \); moreover \( b \equiv 1 \pmod{2} \), so \( b - 2X \) is primitive).

Let now the statement holds for those polynomial \( f(X) \) of degree less or equal to \( 2m \) and consider now \( f(X) = F(X)/2^a \) of degree \( 2(m + 1) \). If \( a = 1 \) we are done. Suppose now \( a > 1 \).

We have that

\[
f(X) = \frac{F(X)}{2^a} = \frac{X(b - X)G(X)}{2} + \frac{F(0)}{2^a}
\]

where \( G \in \mathbb{Z}[X] \) of degree \( 2m \) such that \( G(X) = G(b - X) \). Since \( f(2X) \in \mathbb{Z}[X] \) we have that \( F(0)/2^a \in \mathbb{Z} \); hence \( G \notin 2\mathbb{Z}[X] \). We have

\[
f(2X) = \frac{X(b - 2X)G(2X)}{2^{a-1}} + \frac{F(0)}{2^a} = \frac{X(b - 2X)G(2X)}{2^{a-1}} + \frac{F(0)}{2^a}
\]

and this belongs to \( \mathbb{Z}[X] \) if and only if \( G(2X)/2^{a-1} \in \mathbb{Z}[X] \) (since \( X(b - 2X) \) is primitive). By inductive hypothesis applied to the polynomial \( G(X)/2^{a-1} \) we have that \( a - 1 \leq m \). The lemma is proved. \( \square \)

Lemma 5.4.8 Let \( f \in \mathbb{Q}[X] \), \( f(X) = F(X)/N \) where \( N \in \mathbb{Z} \), \( F \in \mathbb{Z}[X] \) such that \( (N, \text{cont}(F)) = 1 \). Let \( f(2X) \in \mathbb{Z}[X] \). If \( p \) is a prime different from \( 2 \) then \( p \nmid N \).

Proof: We remark that \( f(2X) \in \mathbb{Z}[X] \) if and only if \( F(2X) \in N\mathbb{Z}[X] \).

Let us write \( F(X) = a_nX^n + \ldots + a_0 \), where \( a_i \in \mathbb{Z} \) for \( i = 0, \ldots, n \).

By hypothesis for each prime \( q \) which divides \( N \) we have that \( \|F\|_q = \max\{|a_i|_q\} = 1 \).

Suppose now that there exists a prime \( p \) different from \( 2 \) such that \( p | N \). If \( G(X) \equiv F(2X) \) we have \( \|G\|_p = \max\{|a_i2^i|_p\} = \max\{|a_i|_p\} = 1 \). Hence \( G \notin q\mathbb{Z}[X] \), so \( G \notin N\mathbb{Z}[X] \): contradiction. \( \square \)
Lemma 5.4.9 Let \( f \in \mathbb{Q}[X] \) be such that \( f(X) = f(-X + b) \) for some odd integer \( b \) and \( f(2X) \in \mathbb{Z}[X] \). Then \( f \in \text{Int}(\mathbb{Z}) \).

Proof: We have to prove that \( f(\mathbb{Z}) \subset \mathbb{Z} \). The proof easily follows from the fact that

\[
f(\mathbb{Z}) = f(2\mathbb{Z}) \cup f(2\mathbb{Z} + 1)
\]

It is clear that \( f(2\mathbb{Z}) \subset \mathbb{Z} \). We have to show that \( f(2\mathbb{Z} + 1) \subset \mathbb{Z} \). But this follows from the fact that \( f(2\mathbb{Z} + 1) = f(2\mathbb{Z} + 1 + b) = f(2\mathbb{Z}) \). □

We summarize the previous three lemmas in the following proposition.

Proposition 5.4.10 Let \( f \in \mathbb{Q}[X] \) be such that \( f(X) = f(-X + b) \) for some odd integer \( b \) and \( f(2X) \in \mathbb{Z}[X] \). Then we have that \( f \in \text{Int}(\mathbb{Z}) \) and \( f(X) = F(X)/2^a \) for some integer \( a \) such that \( 0 \leq a \leq \deg(f)/2 \).

Note that if \( f \in \text{Int}(\mathbb{Z}) \), \( f(X) = F(X)/2^a \) such that \( f(X) = f(b-X) \) for some integer \( b \) it is not true in general that \( f \in \mathbb{Z}[X(b-X)/2] \). Take for example the polynomial

\[
f(X) = \frac{X(X-1)(X-2)(X-3)}{8}
\]

which satisfies \( f(X) = f(3-X) \) but does not belong to \( \mathbb{Z}[X(3-X)/2] \).

Proposition 5.4.11 Let \( b \) be an odd integer. Then we have

\[
\{ f \in \text{Int}(\mathbb{Z}) \mid f(X) = f(-X + b), f(2X) \in \mathbb{Z}[X] \} = \mathbb{Z} \left\lfloor \frac{X(b-X)}{2} \right\rfloor
\]

Proof: Let us call \( S_b \) the set of the left member.
If \( f \in \mathbb{Z}[X(b-X)/2] \) it is clear that \( f \in S_b \).
Let now \( f \in S_b \). Observe that \( \deg(f) = 2m \) for some \( m \in \mathbb{N} \).
By lemma 5.4.8 we have that \( f(X) = F(X)/2^a \), for some \( a \in \mathbb{N} \) and \( F \in \mathbb{Z}[X] \). If \( a \geq 1 \) we assume that \( F \not\in 2\mathbb{Z}[X] \), that is \( f(X) \) is written in reduced form.

We prove by induction on \( m \) that \( f \in \mathbb{Z}[X(b-X)/2] \).
Let \( m = 1 \); if \( a = 0 \) we are done, since \( \mathbb{Z}[X(b-X)] \subset \mathbb{Z}[X(b-X)/2] \). Suppose that \( a \geq 1 \); by lemma 5.4.6 we have \( F(X) = A_1X(b-X) + A_0 \) for some \( A_0, A_1 \in \mathbb{Z} \). Then

\[
f(X) = A_1 \frac{X(b-X)}{2^a} + A_0 \frac{1}{2^a}
\]

Since \( f(2X) \in \mathbb{Z}[X] \) we have that \( A_0 \equiv 0 \pmod{2} \), so \( A_1 \equiv 1 \pmod{2} \) (because \( F \not\in 2\mathbb{Z}[X] \)). In particular \( a = 1 \), so \( f \in \mathbb{Z}[X(b-X)/2] \).
Let now the statement holds for those polynomial in $S_b$ of degree less or equal to $2m$ and take a polynomial $f \in S_b$ of degree $2(m + 1)$. If $a = 0$ we are done; otherwise we have (again by lemma 5.4.6):

$$f(X) = \frac{X(b - X)}{2} \frac{G(X)}{2^{a-1}} + \frac{A_0}{2^a}$$

where $A_0 \in \mathbb{Z}$ and $G \in \mathbb{Z}[X]$ of degree $2m$, such that $G(X) = G(-X + b)$. As before $A_0 \equiv 0 \pmod{2}$, so $G \not\in 2\mathbb{Z}[X]$. We set $g(X) = G(X)/2^{a-1}$.

We have

$$f(2X) = \frac{X(b - 2X)}{2} \frac{G(2X)}{2^{a-1}} + \frac{A_0}{2^a}$$

and this polynomial belongs to $\mathbb{Z}[X]$ if and only if $g(2X) = G(2X)/2^{a-1} \in \mathbb{Z}[X]$ (the polynomial $X(b - 2X)$ is primitive). We summarize the properties of $g(X)$:

- $g \in \text{Int}(\mathbb{Z})$, by lemma 5.4.9
- $g(X) = g(-X + b)$
- $g(2X) \in \mathbb{Z}[X]$

Therefore we may apply inductive hypothesis to $g(X)$: $g(X) = P(X(b - X))/2$, for some $P \in \mathbb{Z}[T]$. Hence $f(X) = P'(X(b - X))/2$, where $P'(T) = TP(T) + F(0)$.

The proposition is proved. □

The following theorem characterizes integer valued polynomials $f(X)$ such that $f(\mathbb{Z}) = g(\mathbb{Z})$ for some $g \in \mathbb{Z}[X]$.

**Theorem 5.4.12** We have

$$\{ f \in \text{Int}(\mathbb{Z}) | f(\mathbb{Z}) = g(\mathbb{Z}) \text{ for some } g \in \mathbb{Z}[X] \} = \mathbb{Z}[X] \bigcup \bigcup_{b \in 2\mathbb{Z}+1} \mathbb{Z} \left[ \frac{X(b - X)}{2} \right]$$

**Proof**: If $f \in \mathbb{Z}[X(b - X)/2]$, where $b$ is an odd integer, then $f \in \text{Int}(\mathbb{Z})$. We also have that $f(X) = f(-X + b)$ and $f(2X) \in \mathbb{Z}[X]$, so by proposition 5.4.5 we are done.

Conversely let $f \in \text{Int}(\mathbb{Z}) - \mathbb{Z}[X]$ (the case $f \in \mathbb{Z}[X]$ is obvious) be such that $f(\mathbb{Z}) = g(\mathbb{Z})$ for some $g \in \mathbb{Z}[X]$. We saw in proposition 5.4.5 that there exists an odd integer $b$ such that $f(X) = f(-X + b)$ and $f(2X) \in \mathbb{Z}[X]$. By proposition 5.4.11 we have $f \in \mathbb{Z}[X(b - X)/2]$. The theorem is proved. □
5.4. MAIN RESULTS

5.4.2 General case

In this last section we show that there exist integer valued polynomials \( f(X) \) such that \( f(Z) \) is \( Z \)-parametrizable with an integer coefficient polynomial \( g(X) \) which has more than one variable, but \( f(Z) \neq g(Z) \) for every \( g \in \mathbb{Z}[X] \).

Lemma 5.4.13 Let \( f(X) = p^k X(p^k X - a)/2 \), where \( p \) is a prime different from 2, \( k \) a positive integer and \( a \) an odd integer such that \((a, p) = 1\). Then \( f \in \text{Int}(\mathbb{Z}) \) and \( f(Z) \) is \( Z \)-parametrizable.

Proof: It is easy to verify that \( f \in \text{Int}(\mathbb{Z}) \), since \( a \) and \( p \) are odd.

We define the polynomial

\[
Q(X_1, X_2) \doteq \frac{2}{p^k}(p^k X_1 + \gamma(X_2^{(p^k - 1) - 1}))
\]

where \( \gamma \in \mathbb{Z} \) is such that \((-1)^k \gamma \equiv \alpha \pmod{p^k} \), with \( \alpha \equiv (a - p^k)/2 \in \mathbb{Z} \). Let us write \( \alpha - (-1)^k \gamma = p^k A \), for some \( A \in \mathbb{Z} \).

We define \( g(X_1, X_2) \doteq f(Q(X_1, X_2)) \). It is easy to check that \( g \in \mathbb{Z}[X_1, X_2] \).

We state that \( f(Z) = g(Z^2) \). We remark that

\[
f(X) - f(Y) = \frac{p^k}{2}(X - Y)(p^k X + p^k Y - a) = \frac{p^k}{2}(X - Y)(X + Y - \frac{a}{p^k})
\]

Let \( n \in \mathbb{Z} \); we claim that there exists \( \overline{m} = (m_1, m_2) \in \mathbb{Z}^2 \) such that

\[
f(n) = g(m_1, m_2) = f(Q(m_1, m_2))
\]

If \( n = 2h \) for some \( h \in \mathbb{Z} \), then we set \( \overline{m} = (h, 1) \); in this case we have that

\[
n = Q(\overline{m})
\]

If \( n = 2h + 1 \) for some \( h \in \mathbb{Z} \), then we set \( \overline{m} = (-h + A, 0) \); in this case we have

\[
n = -Q(\overline{m}) + \frac{a}{p^k}
\]

Conversely, let \( \overline{m} = (m_1, m_2) \in \mathbb{Z}^2 \). Then there exists \( n \in \mathbb{Z} \) such that

\[
g(\overline{m}) = f(Q(\overline{m})) = f(n)
\]

In fact if \( m_2 \not\equiv 0 \pmod{p} \) then \(((m_2^k)^{p-1} - 1)^k \equiv 0 \pmod{p^k} \), by Fermat’s little theorem. Therefore

\[
Q(\overline{m}) = \frac{2}{p^k}(p^k m_1 + p^k M) = 2(m_1 + M)
\]

for some \( M \in \mathbb{Z} \). We choose \( n = 2(m_1 + M) \) so we have that
If \( m_2 \equiv 0 \pmod{p} \) then \( m_2^{(p-1)/p} \equiv 0 \pmod{p^k} \), and so \( (m_2^{(p-1)/p} - 1)^k \equiv (-1)^k \pmod{p^k} \). Hence

\[
Q(m) = \frac{2}{p^k}(p^k m_1 + (-1)^k \gamma + p^k M)
\]

for some \( M \in \mathbb{Z} \). We choose \( n = 2(-m_1 - M + A) + 1 \) so we have that

\[
Q(m) = -n + \frac{a}{p^k}
\]

The lemma is proved. \( \square \)

If \( f(X) = p^k X (p^k X - a)/2 \) with \( k \geq 1 \), we remark that \( f(X) = f(-X + a/p^k) \). Hence by corollary 5.4.4 the set \( f(\mathbb{Z}) \) is not equal to \( g(\mathbb{Z}) \), for every \( g \in \mathbb{Z}[X] \). We can also use theorem 5.4.12: since \( f(X) \) does not belong to \( \mathbb{Z}[X(b - X)/2] \), for every odd integer \( b \), then \( f(\mathbb{Z}) \neq g(\mathbb{Z}) \), for every \( g \in \mathbb{Z}[X] \).

**Corollary 5.4.14** Let \( p \) be an odd prime, \( k \) a non negative integer and \( a \) an odd integer, coprime with \( p \). Then

\[
\mathbb{Z} \left[ \frac{p^k X (p^k X - a)}{2} \right] \subset \{ f \in \text{Int}(\mathbb{Z}) \mid f(\mathbb{Z}) \text{ is Z-parametrizable} \}
\]

**Proof**: The statement follows easily from the previous lemma and from the fact that if \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable and \( P \in \mathbb{Z}[X] \), then \( P(f(\mathbb{Z})) \) is \( \mathbb{Z} \)-parametrizable. \( \square \)

**Lemma 5.4.15** Let \( f(X) = bX(bX - a)/2 \), where \( a \) and \( b \) are odd coprime integers, both different from zero. If \( f(\mathbb{Z}) \) is \( \mathbb{Z} \)-parametrizable then \( b = p^k \), where \( p \) is a prime and \( k \in \mathbb{Z}, \ k \geq 0 \).

**Proof**: Note that \( f \in \text{Int}(\mathbb{Z}) \) and \( f(X) = f(-X + \beta) \), where \( \beta = a/b \).

Suppose that \( b = b_1 b_2 \), where \( b_1, b_2 \in \mathbb{Z} \setminus \{\pm 1\} \) such that \( (b_1, b_2) = 1 \). Suppose also that \( f(\mathbb{Z}) = g(\mathbb{Z}^m) \), for some \( g \in \mathbb{Z}[X_1, \ldots, X_m] = \mathbb{Z}[X] \).

We saw in proposition 5.4.2 that \( g(X) = f(2R(X)/D) \), for some \( R \in \mathbb{Z}[X] \) and \( D \in \mathbb{Z} \) which is odd and \( (D, \text{cont}(R)) = 1 \) (see also the remarks after proposition 5.4.2).

Since \( g(\mathbb{Z}^m) \subset f(\mathbb{Z}) \) we have that for each \( z \in \mathbb{Z}^m \) there exists \( n \in \mathbb{Z} \) such that

\[
g(z) = f(Q(z)) = f(n)
\]

where \( Q(X) = 2R(X)/D \).
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We have that \( f(X) - f(Y) = \frac{b^2}{2}(X - Y)(X + Y - \beta) \). Hence

\[
f(Q(X)) - f(Y) = \frac{b^2}{2}(Q(X) - Y)(Q(X) + Y - \beta)
\]

We define the sets

\[
S_0 \doteq \{ \overline{x} \in \mathbb{Z}^m \mid Q(\overline{x}) = m \text{ for some } m \in \mathbb{Z} \} = \{ \overline{x} \in \mathbb{Z}^m \mid R(\overline{x}) = Dk \text{ for some } k \in \mathbb{Z} \}
\]

\[
S_1 \doteq \{ \overline{x} \in \mathbb{Z}^m \mid Q(\overline{x}) = -m + \beta \text{ for some } m \in \mathbb{Z} \} = \{ \overline{x} \in \mathbb{Z}^m \mid R(\overline{x}) = -Dk + \alpha \text{ for some } k \in \mathbb{Z} \}
\]

where \( \alpha = (D\beta - D)/2 \in \mathbb{Z} \) (see also (5.10) and (5.11)). So \( \mathbb{Z}^m = S_0 \cup S_1 \).

We recall that since \( f(\mathbb{Z}) \subset g(\mathbb{Z}^m) \) then \( \mathbb{Z} = T_0 \cup T_1 \), where

\[
T_0 = \{ n \in \mathbb{Z} \mid n = Q(\overline{x}) \text{ for some } \overline{x} \in \mathbb{Z}^m \}
\]

\[
T_1 = \{ n \in \mathbb{Z} \mid n = -Q(\overline{x}) + \beta \text{ for some } \overline{x} \in \mathbb{Z}^m \}
\]

We remark that \( S_i \neq \emptyset \) since \( T_i \neq \emptyset \), for \( i = 0, 1 \). Moreover, if \( i \in \{0,1\} \) and \( \overline{x} \in S_i \), then \( \overline{x}' \in S_i \) for all \( \overline{x}' \equiv \overline{x} \pmod{D} \) (which means \( x_j' \equiv x_j \pmod{D} \) for all \( j = 1, \ldots, m \)).

Since \( T_1 \) is not empty we saw in (5.6) that \( D\beta \in \mathbb{Z} \), that is \( D = bb' = b_1b_2b' \), where \( b' \in \mathbb{Z} \). Moreover \( \alpha \not\equiv 0 \pmod{D} \) (see remarks after proposition 5.4.2) and \( \alpha = b'(a - b)/2 \) with \( b, (a - b)/2 = 1 \); we can find two coprime factors \( d_1, d_2 \) of \( D \) such that \( D = d_1d_2 \) and \( \alpha \not\equiv 0 \pmod{d_i} \) for \( i = 1, 2 \).

Let \( \overline{x} \in S_0 \), that is \( R(\overline{x}) \equiv 0 \pmod{D} \): then \( R(\overline{x}') \equiv 0 \pmod{d_i} \). So \( R(\overline{x}') \equiv 0 \pmod{d_1} \) for all \( \overline{x}' \equiv \overline{x} \pmod{d_1} \). For such \( \overline{x}' \)'s we have that \( \overline{x}' \not\in S_1 \), since \( \alpha \not\equiv 0 \pmod{d_1} \). So \( \overline{x}' \in S_0 \) for all \( \overline{x}' \equiv \overline{x} \pmod{d_1} \).

Therefore \( R(\overline{x}') \equiv 0 \pmod{d_2} \) for all \( \overline{x}' \equiv \overline{x} \pmod{d_1} \).

We state that for all \( y \in \mathbb{Z}^m \) we have \( R(y) \equiv 0 \pmod{d_2} \). In fact if we consider the natural projection map

\[
\pi_1 : \mathbb{Z}^m \rightarrow (\mathbb{Z}/d_1\mathbb{Z})^m
\]

and the isomorphism (because \( (d_2, d_1) = 1 \))

\[
\Phi : (\mathbb{Z}/d_1\mathbb{Z})^m \rightarrow (\mathbb{Z}/d_1\mathbb{Z})^m
\]

\[
\overline{x} \mapsto d_2\overline{x}
\]

We have

\[
\pi_1(y - \overline{x}) = \Phi(\pi_1((\overline{x}))) = d_2\pi_1(\overline{x})
\]

for some \( \overline{y} \in \mathbb{Z}^m \). Hence
\[ y - x = d_2 x' + d_1 x'' \]

for some \( x'' \in \mathbb{Z}^m \). If we set \( x' = x + d_1 x'' \), we have that \( R(y) \equiv R(x') \pmod{d_2} \).

But \( x' \equiv x \pmod{d_1} \), so \( R(x) \equiv 0 \pmod{d_2} \). Since \( \alpha \not\equiv 0 \pmod{d_2} \) this would imply that \( S_t \) is empty, contradiction. \( \square \)

For example this lemma shows that the polynomial \( f(X) = 15X(15X - 1)/2 \) is in \( \text{Int}(\mathbb{Z}) \), \( f(X) = f(-X + 1/15) \) but \( f(\mathbb{Z}) \) is not \( \mathbb{Z} \)-parametrizable.

From corollary 5.4.14 and the previous lemma we can state the following conjecture.

**Conjecture**

We have

\[
\{ f \in \text{Int}(\mathbb{Z}) \mid f(\mathbb{Z}) \text{ is } \mathbb{Z} \text{-parametrizable} \} = \mathbb{Z}[X] \bigcup \left( \bigcup_{a \in 2\mathbb{Z}+1, p \neq 2} \mathbb{Z} \left[ \frac{p^k X (p^k X - a)}{2} \right] \right)
\]

where \( p \) runs over the set of odd primes.

The inclusion \( \supset \) follows from corollary 5.4.14.

If \( f \in \text{Int}(\mathbb{Z}) - \mathbb{Z}[X] \) is such that \( f(\mathbb{Z}) = g(\mathbb{Z}^m) \) for some \( g \in \mathbb{Z}[X] \), then proposition 5.4.2 shows that:

- \( f(X) = F(X)/2^n \) for some \( n \geq 1 \) and \( F \in \mathbb{Z}[X] - 2\mathbb{Z}[X] \)
- there exists \( \beta \in \mathbb{Z}^*_p \) such that \( f(X) = f(-X + \beta) \)

### 5.5 Number field case

We give a conjecture in the number field case.

Let \( K \) be a number field with ring of integers \( \mathcal{O}_K \). We define the set

\[ \text{Int}(\mathcal{O}_K) = \{ f \in K[X] \mid f(\mathcal{O}_K) \subset \mathcal{O}_K \} \]

**Definition 5.5.1** Let \( f \in K[X] \) be an integer-valued polynomial, that is \( f \in \text{Int}(\mathcal{O}_K) \). We say that \( f(\mathcal{O}_K) \) is \( \mathcal{O}_K \)-parametrizable if there exists \( m \in \mathbb{N} \) and a polynomial \( g \in \mathcal{O}_K[X_1, \ldots, X_m] \) such that \( f(\mathcal{O}_K) = g(\mathcal{O}_K^m) \).
This lemma is a generalization of lemma 5.3.2.

**Lemma 5.5.2** Let \( f \in O_K[X], \ g \in O_K[X], \ a \in K \) such that
\[
f(Q(X)) = ag(X)
\]
Let \( v \) be a non archimedean valuation of \( K \) with uniformizer \( \pi \) and valuation ring \( O_v \) such that \( v(a) \geq 1, \ |f|_v = 1. \)
Then there are two possibilities: either
\[
Q(X) = \frac{a_0 + \pi R(X)}{D}
\]
where \( a_0 \in O_v, \ D \in O_v^*, \ R \in O_v[X], \ R(0) = 0 \) or there exist algebraic numbers \( \xi, \pi' \) in the splitting field \( K' \) of \( f \) over \( K \), a valuation \( v' \) of \( K' \) above \( v \) with valuation ring \( O_{v'} \) such that \( v'(\pi') = 1 \) and \( \xi \notin O_{v'} \), and a polynomial \( R(X) \in O_{v'}[X] \) such that
\[
Q(X) = \xi(1 + \pi' R(X)).
\]

**Conjecture:**
Let \( f \in \text{Int}(O_K) - O_K[X] \) be of the form \( f(X) = F(X)/a \), where \( F \in O_K[X] \) and \( a \in O_K \).
Let \( v \) a non archimedean valuation of \( K \) such that \( v(a) \geq 1 \) and \( |F|_v = 1 \). Suppose also that \( f(O_K) \) is \( O_K \)-parametrizable.
Then \( N(v) = q = p^f \) (the cardinality of the residue field of \( v \)) is less or equal than the number of linear factors of \( f(X) - f(Y) \) in the ring \( K[X,Y] \).
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